
Guojun Wang · Bing Chen · 
Wei Li · Roberto Di Pietro · 
Xuefeng Yan · Hao Han (Eds.)

LN
CS

 1
23

82 Security, Privacy, 
and Anonymity in Computation, 
Communication, and Storage
13th International Conference, SpaCCS 2020
Nanjing, China, December 18–20, 2020
Proceedings



Lecture Notes in Computer Science 12382

Founding Editors

Gerhard Goos
Karlsruhe Institute of Technology, Karlsruhe, Germany

Juris Hartmanis
Cornell University, Ithaca, NY, USA

Editorial Board Members

Elisa Bertino
Purdue University, West Lafayette, IN, USA

Wen Gao
Peking University, Beijing, China

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Gerhard Woeginger
RWTH Aachen, Aachen, Germany

Moti Yung
Columbia University, New York, NY, USA

https://orcid.org/0000-0001-9619-1558
https://orcid.org/0000-0001-8816-2693


More information about this subseries at http://www.springer.com/series/7409

http://www.springer.com/series/7409


Guojun Wang • Bing Chen •

Wei Li • Roberto Di Pietro •

Xuefeng Yan • Hao Han (Eds.)

Security, Privacy,
and Anonymity in Computation,
Communication, and Storage
13th International Conference, SpaCCS 2020
Nanjing, China, December 18–20, 2020
Proceedings

123



Editors
Guojun Wang
Guangzhou University
Guangzhou, China

Bing Chen
Aeronautics and Astronautics
Nanjing University
Nanjing, China

Wei Li
Computer Science
Georgia State University
Atlanta, GA, USA

Roberto Di Pietro
College of Science and Engineering
Qatar Foundation Education City
Doha, Qatar

Xuefeng Yan
Nanjing University of Aeronautics
and Astronautics
Nanjing, China

Hao Han
Nanjing University of Aeronautics
and Astronautics
Nanjing, China

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-030-68850-9 ISBN 978-3-030-68851-6 (eBook)
https://doi.org/10.1007/978-3-030-68851-6

LNCS Sublibrary: SL3 – Information Systems and Applications, incl. Internet/Web, and HCI

© Springer Nature Switzerland AG 2021
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0001-9875-4182
https://orcid.org/0000-0002-2863-5441
https://orcid.org/0000-0003-1837-4759
https://orcid.org/0000-0003-1909-0336
https://orcid.org/0000-0002-7912-027X
https://doi.org/10.1007/978-3-030-68851-6


Preface

The 13th International Conference on Security, Privacy and Anonymity in Computa-
tion, Communication and Storage (SpaCCS 2020) was held in Nanjing, China on
December 18–20, 2020, hosted by Nanjing University of Aeronautics and Astronautics
and co-organized by Key Lab of Information System Requirement, Jiangsu Computer
Society, and the Collaborative Innovation Center of Novel Software Technology and
Industrialization.

The previous SpaCCS conferences were held in Atlanta, USA (2019), Melbourne,
Australia (2018), Guangzhou, China (2017), Zhangjiajie, China (2016), Helsinki,
Finland (2015), Beijing, China (2014), Melbourne, Australia (2013), Liverpool, UK
(2012), and Changsha, China (2011). The conference aims to bring together
world-class researchers and practitioners to share their research achievements,
emerging ideas, and trends in these highly challenging research fields.

This year, the conference received 88 submissions from many different countries.
All submissions were reviewed by at least three experts with relevant subject matter
expertise. Based on the recommendations of the reviewers and subsequent discussions
of the program committee members, 30 papers were selected for oral presentation at the
conference and inclusion in this Springer LNCS volume (i.e., an acceptance rate of
34.1%). In addition to the technical presentations, the program included a number of
keynote speeches by world-renowned researchers. We would like to thank the keynote
speakers for their time and willingness to share their expertise with the conference
attendees.

SpaCCS 2020 was only possible because of the support and dedication of a large
number of individuals and organizations worldwide. A long list of people volunteered
their time and energy to put together the conference and deserve special thanks. First
and foremost, we would like to offer our gratitude to the Steering Committee Chairs,
Prof. Guojun Wang from Guangzhou University, China and Prof. Gregorio Martínez
Pérez from University of Murcia, Spain, for guiding the entire process of the confer-
ence. We are also deeply grateful to all the Program Committee members for their time
and efforts in reading, commenting, debating, and finally selecting the papers.

We would like to offer our gratitude to the General Chairs, Prof. Zhiqiu Huang, Prof.
Zhipeng Cai, Prof. Xuefeng Yan, and Prof. Aniello Castiglione, for their tremendous
support and advice in ensuring the success of the conference. Thanks also go to:
Program Chairs, Guojun Wang, Bing Chen, Wei Li, and Roberto Di Pietro; Workshop
Chair, Ryan Ko; Local Organizing Committee Chairs, Hao Han and Kun Zhu;
Publicity Chairs, Xin Li, Alberto Huertas Celdrán, Shuhong Chen, Marco Guazzone,
Yan Huang, and Weizhi Meng; and Conference Secretariat, Liming Fang.

It is worth noting that SpaCCS 2020 was held jointly with the 11th International
Workshop on Trust, Security and Privacy for Big Data (TrustData 2020), the 10th
International Symposium on Trust, Security and Privacy for Emerging Applications
(TSP 2020), the 9th International Symposium on Security and Privacy on the Internet



of Things (SPIoT 2020), the 6th International Symposium on Sensor-Cloud Systems
(SCS 2020), the 2nd International Workshop on Communication, Computing, Infor-
matics and Security (CCIS 2020), the 1st Workshop on Intelligence and Security in
Next Generation Networks (ISNGN 2020), and the 1st International Symposium on
Emerging Information Security and Applications (EISA 2020).

Finally, we thank you for contributing to and participating in the SpaCCS 2020
conference and hope you found the conference a stimulating and exciting forum!
Hopefully, you also enjoyed the beautiful city of Nanjing, China!

December 2020 Guojun Wang
Bing Chen

Wei Li
Roberto Di Pietro

Xuefeng Yan
Hao Han

vi Preface
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Privacy-Preserving and Scalable Data Access
Control Based on Self-sovereign Identity

Management in Large-Scale Cloud Storage

Min Xiao(B), Zhongyue Ma, and Tao Li

College of Computer Science and Technology, Chongqing
University of Posts and Telecommunications, Chongqing 400065, China

xiaomin@cqupt.edu.cn

Abstract. Ciphertext-Policy Attribute-based Encryption (CP-ABE) can realize
fine-grain access control by data encryption in an untrusted environment and thus
has become the promising data security protection mechanism for outsourced
cloud storage. Although CP-ABE scheme with single attribute authority (AA)
has been extended to multi-AA and threshold multi-AA schemes to deal with
single-point bottleneck on both security and performance in large-scale cloud
storage, management of identity attributes still depends on a trusted center, which
leaves the scalability of user attribute revocation unresolved in large-scale cloud
or cross-cloud access. To solve the above problem, the proposed scheme combines
blockchain based self-sovereign identity management (BbSSIM) technology and
threshold CP-ABE to achieve access control based on the self-sovereign identity,
which removes the trusted intermediaries in a decentralized and trustless environ-
ment. Besides good scalability, the attribute revocation, key generation and data
access process all keep the user anonymous and thus the user’s privacy is well
protected.

Keywords: Cloud storage · Blockchain · Self-sovereign identity management ·
Access control

1 Introduction

Cloud storage is an important service of cloud computing, which allows data owners to
outsource their data in the cloud that provides a flexible and convenient way for users to
access data from anywhere on any device. Because the cloud storage service separates
the role of data owners from service provider, and data owner does not interact with
the user directly to provide data access service, the data access becomes a challenging
for cloud storage system. The existing methods [1] usually delegate data access control
to a trusted server, which is responsible for defining and implementing access policies.
However, the cloud server cannot be fully trusted by data owner, because the cloud
server may grant data access rights to unauthorized users for more profit. Therefore,
the traditional server-based data access control methods are no longer suitable for cloud
storage system. To solve the problem of data access control in large-scale cloud storage
system, which the data user is responsible for defining and executing access policies.

© Springer Nature Switzerland AG 2021
G. Wang et al. (Eds.): SpaCCS 2020, LNCS 12382, pp. 1–18, 2021.
https://doi.org/10.1007/978-3-030-68851-6_1
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2 Related Work

Ciphertext-Policy Attribute-based Encryption (CP-ABE) is considered to be one of
the most suitable methods for data access control in cloud storage systems, because
it gives data owner more direct control on access policies and does not require the data
owner to distribute key. In CP-ABE scheme, there is an authority that is responsible for
attribute management and key distribution. The data owner defines the access policies
and encrypts data according to the policies. Each user will be issued a secret key reflect-
ing its attributes. A user can decrypt the data only when its attributes satisfy the access
polices. However, the original ABE schemes rely on an authority to distribute keys for
users, which has the single of failure and scalability problems. Some multi-authority
CP-ABE schemes have been proposed for data encryption, they cannot be directly to
data access control for multi-authority cloud storage systems, So, it is difficult to apply
to large-scale or distributed systems. In order to overcome CP-ABE scheme with single
attribute authority (AA) has been extended tomulti-AAand thresholdmulti-AA schemes
to dealwith single-point bottleneck onboth security and performance in large-scale cloud
storage.

Blockchain is one of the technology innovations for sharing data across organization
through a peer-to-peer network. It can remove the intermediaries and allow usersmanage
their own identities without relying on third-party certificate authority. The internet
applications were built without a way to know who and what you are connecting to. This
limits what we can do with it and exposes us to growing dangers. Kim [2] proposed The
Laws of Identity, which prevent the loss of trust and give users a deep sense of safety,
privacy and certainty about who they are relating to in cyberspace. The blockchain-based
identity is also called the self-sovereign identity (SSI), which transfers access control
rights and management of identities form traditional identity providers to the control of
identity owners. The distributed nature of the blockchain allows the user’s identity to
be verified as an attribute statement. Self-sovereign identity is realized by Decentralized
Identifier (DID), and DID is an open standard being developed by W3C.

Many scholars propose some solutions for digital identities, AI-Bassam [3] intro-
duces a decentralized PKI system, which utilizes the transparency of the blockchain
and has fine-grained attribute management for the web-of-trust. In his work, he defines
several identity related smart contracts such as adding attributes, signing attributes and
revoking signatures. Fromknecht et al. [4] proposes a new, decentralized alternative PKI,
based on Bitcoin. Each entity maintains a public ledger of domains and their associated
public keys. They also define a set of key operations like registering, updating, verifying
and revoking. However, this solution may disclose users’ privacy. Axon [5] analyzes
the privacy requirements of different PKI use cases, which participating entities’ cations
cannot be tracked by their use of public keys. Therefore, he proposes a blockchain-based
PKI privacy-awareness. Augot et al. [6] presents an identity management scheme built
into Bitcoin, allowing users to directly manage their own identities. More importantly,
they make use of a zero-knowledge proof to ensure anonymity of identity.
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In addition, several products and criteria are proposed, such as Uport, Shocard,
Sovrin, W3C Decentralized Identifiers (DID). Uport1 proposes a decentralized appli-
cation to solve the digital identity problem, built on Ethereum. Uport identities can
take many forms: individuals, devices or institutions, and be cryptographically linked
to off-ledger data stores. It mainly uses smart contract to design digital identity model,
and ensures reliability and usability of identities through a set of operations such as
key revocation and identities recovery. ShoCard2 provides the ability for organization
to authenticate a user, exchange auditable authorization and exchange attestation of a
user’s credentials. The ShoCard identity management platform has integrated mobile
Apps and servers, different users can independently retrieve blockchain records directly
and use them for verification. Sovrin provides a new paradigm to manage digital iden-
tities from the distributed ledger to devices. It adds the identity layer for every entity on
the Internet and operates as a global public utility designed to provide permanent, pri-
vate, and trustworthy identities. Sovrin is a permissioned blockchain in a P2P network,
which nodes are divided into validator nodes and observer nodes to ensure performance
and scalability. More importantly, it implements privacy-aware by design on a global
scale, selective disclosure of personal data using zero-knowledge proof cryptography.
To provide economic incentives for credentials issuers, owners and verifiers, the Sovrin3

token is designed for privacy-preserving value exchange. To sum up, the blockchain-
based identity management system is viewed as the self-sovereign identity (SSI), which
eliminate identity provider through establishing the blockchain identity on SSI platform.

In this paper, we study the problems of attribute management, key distribution
and attribute revocation in large-scale cloud storage systems and proposes a privacy-
preserving and scalable data access control scheme based on self-sovereign identity
management.

2.1 Our Motivation

CP-ABE is proposed to realize fine-grain access control in an untrusted environment
and thus has become a promising data security protection mechanism for outsourced
cloud storage. In CP-ABE, attributes are used to describe a data user’s credentials,
data owner encrypts data under his/her own designated access policy, and only if a
data user’s attributes satisfy the access policy embedding in ciphertext, the data user
can decrypt the ciphertext correctly. In the outsourced cloud storage setting, the access
control mechanism based on CP-ABE has the following advantages.

1. Data can be kept confidential even in an untrusted environment.
2. Data owner controls who can access his/her data by embedding his/her own

designated access policy to ciphertext.
3. Access policy is enforced by the cryptography and thus there is no need to rely on

any online trusted server to mediate access control.

1 Uport: Open Identity System for The Decentralized Web, https://www.uport.me, last accessed
2020/5/12.

2 Shocard: Secure Enterprise Identity Authentication, https://shocard.com, last accessed
2020/5/12.

3 Sovrin-Identity for All, https://sovrin.org, last accessed 2020/5/12.

https://www.uport.me
https://shocard.com
https://sovrin.org


4 M. Xiao et al.

4. Only one copy of ciphertext is generated for each file, but it can be decrypted by
multiple users without sharing key.

5. A user only holds one secret key, but he can access multiple ciphertexts owned by
different data owners, thus it is possible to achieve cross-domain data access.

Figure 1 shows a classical access control model based on CP-ABE, where there are
five types of entities: multiple cloud servers (CSs) or cloud service providers (CSPs),
massive data owners and data users, one or more attribute authorities (AAs) and poten-
tial trusted authority TA. The AAs configure the CP-ABE environment and distribute
attribute private keys to the data users. The data owner encrypts sensitive data with CP-
ABE and outsources it to the CS, then the data user sends access requests to the CS
and the CS returns the requested ciphertexts (sometimes the pre-decrypted token) as a
response. Only if the user’s attributes satisfy the access policy embedded in ciphertext,
can the data user correctly decrypt the ciphertext. The potential TA is a root of trust in the
system and responsible for management and authentication of all entities’ identity and
attributes. Although CP-ABE scheme with single AA has been extended to multi-AA
scheme and threshold multi-authority CP-ABE to deal with single-point bottleneck on
both security and performance, the trust assumption for TA leaves the bottleneck problem
unresolved when applying ABE in large-scale or distributed cloud storage. Especially,
the user attribute revocation [7] has always not been solved well. The existing schemes
present two kinds of techniques: key update mechanism [8] and attribute revocation list
(ARL) [9] mechanism. The former is to update the keys of all unrevoked users by AA
or a trusted third party.

Fig. 1. Classical access control model based on CP-ABE.

To solve the above problem, we combine blockchain based identity management
technology and threshold CP-ABE to achieve access control based on the self-sovereign
identity, which removes the intermediaries and allows users to manage their own identity
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attributes without relying on trusted third parties in decentralized and trustless environ-
ments. Therefore, the proposed scheme eliminates the bottleneck in classical CP-ABE
and has good scalability. Furthermore, the attribute revocation, key generation and data
access process all keep the user anonymous and the user’s privacy is well protected in
such an open environment without trusted center.

2.2 Our Contributions

The main contributions of this work can be summarized as follows:

1. To the best of our knowledge, we are the first to design CP-ABE scheme without
trusted identity authority assumption to deal with the scalability problem for data
access control in large-scale cloud storage.

2. By combining blockchain based self-sovereign identity management with ARL
mechanism, the maintenance responsibility for revocation list is transferred from
a trusted third party to the peers in peer-to-peer network, and thus effective and
instant user attribute revocation without relying on any trusted third party can be
achieved. Furthermore, ARL is only relevant to attribute issuers, not attribute own-
ers, thus, user attribute revocation process keeps attribute owner anonymous. As
far as we know, it is the first time that the anonymous and instant user attribute
revocations are implemented simultaneously.

3. In attribute certificate, the signatures of the issuer are used to achieve anonymous
key generation and data access, that is, who owns the given attributes is kept secret
from all key generation nodes and who is accessing a file set is kept secret from the
cloud server.

4. We formally analyze and prove under general groupmodel that the proposed scheme
is secure and privacy-preserving in an open environment without trusted center.

3 System Model and Security Model

3.1 System Model

Referring to existing blockchain based self-sovereign identity solutions„ we define three
roles for the implementation of self-sovereign identity: identity credential owner, identity
credential issuer and identity credential verifier. In the proposed data access control
system, there are four entities (without TA) data owner, data user, cloud server and AA.
All entities register to the BbSSIM platform as nodes and can act as one or multiple
roles. Figure 2 shows the system model of the scheme.

Identity Credential Owner. Each subject in the blockchain can be identity credential
owner. The identity credential is a set of identity information, including globally unique
and cryptographically verifiable identifier (VerID) and many identity attributes. Every
VerID is created by blockchain technology and has an associated blockchain public-
private key pairand VerID document stored on blockchain. The key pair is used for the
purpose of authentication or secure communication. The VerID document contain the
blockchain public key for the VerID, other materials that the identity owner wishes to
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Fig. 2. System model of access control based on self-sovereign identity.

disclose (such as credentials, the service endpoints for interaction) and some necessary
links. The identity owner signs his/her ownVerID document with blockchain private key
to ensure the integrity of the document and prove his/her ownership of the document.

Identity Credential Issuer. Any subject with a VerID can work as an issuer that dig-
itally issues and signs verifiable attribute credentials (VerACs) for other subjects. A
VerAC is a cryptographically non-repudiable set of statements with a locally unique
VerIA number on the issuer side and can be verified by issuer’s blockchain public key,
which is stored in issuer’s VerID document and can be indexed by the issuer’s VerID. In
addition, there is a link in the issuer’s VerID document pointing to an attribute revocation
list (ARL), which publishes all revoked VerACs that he/she issued in the past. The ARL
is stored on the blockchain and each revocation statement can be indexed by issuer’s
VerID and VerIA number.

Identity Credential Verifier. The verifier verifies the VerACs when a user submits
her/his VerACs for key generation or data access authorization. The verification pro-
cess has two sub steps: verify signature on the VerAC and look up the ARL to confirm
whether the VerAC has been revoked.

Each node sends verifiable reputation evaluation credentials (VerRECs) to other
nodes. The cryptographic nature of blockchain can protect the integrity and reliability
of the reputation evaluation. VerRECs serves as the incentive for both good behav-
ior and block publication instead of digital conis, therefore no miners are needed. In
our access control system, each blockchain node maintains a distributed ledger of Ver-
RECs, which achieves consistent with the consensus algorithms. Proof-of-Reputation
(POR) consensus algorithm [10] is used in this system to select AAs (identity credentials
verifiers).
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4 The Proposed Scheme

In this section, we detailed describe the proposed scheme, which mainly consists of
five phases: System Setup,Data Outsourcing Storage,Anonymous Key Generation,
Anonymous Data Access,Anonymous Attribute Revocation. The system parameters
of proposed scheme are show in Table 1.

Table 1. Our proposed system parameters

Parameter Meaning

BbSSIM Blockchain based self-sovereign identity management

VerID Verifiable Identifier

VerAC Verifiable attribute credential

CS/CSP Cloud server/cloud service provider

VerREL Verifiable evaluation links

VerREC Verifiable reputation evaluation certification

VerARCs Verifiable attribute revocation credentials

ARL Attribute revocation list

VerIA_Number The number of the attribute credential

POR Proof-of-Reputation

4.1 System Setup

4.1.1 The BbSSIM Setup

Data owners, data users, attribute authorities and cloud servers, are registered to the
BbSSIM and makes the following configuration.

1. Creates a globally unique and verifiable identifier (VerID), blockchain public-
private key (PKVerID, SKVerID) and associatedVerIDdocument,which consists theVerID,
blockchain public key PKVerID, registered cloud server addresses CSVerID, verifiable
evaluation links VerRELVerID and the identity owner’s signature on the above content
with SKVerID, thus VerID document can be denoted as following tuple:

{
VerID,PKVerID,CSVerID,VerRELVerID

Signowner[VerID ||PKVerID ||CSVerID ||VerRELVerID]
}

(1)

where CSVerID = [
CSad1, . . . ,CSadm

]
points to the cloud servers that an entity wants to

access.
2. Receives/Issues verifiable reputation evaluation certification (VerREC) from/to

other nodes. A VerREC refers to a proof evaluating the behavior of a node in the
blockchain network and each node can send VerRECs for other nodes by signing the
reputation values with its blockchain private key. At the same time, each node stores the
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received VerREC in his/her verifiable reputation evaluation list (VerREL). A VerREC is
defined as follows:{

VerID, reputation_value,Time,VerIDissuer

Signissuer
[
H

[
EvaluatedVerID || reputation_value ||Time]]

}
(2)

3. Receives/issues verifiable attribute credential (VerAC) from/to other nodes and a
VerAC is defined as:⎧⎨

⎩
VerIDowner,Attribute,Time,VerIDissuer,VerIA_Number

Signissuer[H [VerIDissuer ||VerIA_Number ||Attribute]]
Signissuer[H [VerIDissuer ||VerIA_Number ||Attribute ||H (VerIDowner)]]

⎫⎬
⎭ (3)

where VerIDowner is attribute owner’s VerID, attribute refers to a specific attribute (such
as teacher), VerIA_Number refers to the number of the attribute credentials and is unique
on the credential issuer side, VerIDissuer is the certificate issuer’s VerID, two signatures
are created by the certificate issuer with blockchain private key SKVerID and the known
hash function. The double signatures are used to prove ownership of attribute under the
premise of protecting the privacy of users.

4. Issues verifiable attribute revocation credentials VerARCs to the attribute
revocation list (ARL) and a VerARC is defined as:{

VerIDissuer,VerIA_Number,Time
Signissuer[H [VerIDissuer ||VerIA_Number ||Time]]

}
(4)

Note that, the attribute revocation is performed anonymously because VerARC
doesn’t reveal the attribute owner’s identity information. ARL is public and maintained
by all blockchain nodes and is retrieved based on the issuer’s identifier VerIDissuer and
the number of the attribute credential VerIA_Number.

4.1.2 Cryptography System Setup

1.Attribute Authority Generation. In the blockchain, each node’s reputation level can
be evaluated based on all its VerRECs. N nodes are selected as the attribute authorities
by utilizing the Proof-of-Reputation (POR) consensus algorithm.

2. Attribute Authorities Initiate the Cryptography System. During this period, two
bilinear groups G and GT with the prime p-order and a generator g of G are chosen
according to the security parameter λ. A bilinear map e : G × G → GT , and two
cryptographic hash functions H : {0, 1}∗ → G and H1 : {0, 1}∗ → Z∗

p are defined
respectively. The universe of the attribute is denoted by a set S = {1, . . . , z} and the
threshold by t. Attribute authorities are denote as VVerID1, . . . ,VVerIDN , and jointly
implement threshold CP-ABE scheme to generate their own attribute secret keys shares
and the related attribute public key by the following steps.

(a) For each attribute x,AAm withVVerIDm selects two random numbers αm,x, βm,x ∈
Zp, m ∈ [1,N ] as its secret key share. In this way, the secret key of the attribute x is
implicitly expressed: αx = ∑N

m=1 αm,x and βx = ∑N
m=1 βm,x. The attribute secret key

(αx, βx) shouldn’t be gained by any AAm alone, each AAm randomly selects two t − 1
degree polynomials over Z∗

p .

fm(z) = am,0 + · · · + am,t−1z
t−1, lm(z) = bm,0 + · · · + bm,t−1z

t−1 (5)
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am,0, . . . , am,t−1 ∈ Zp, bm,0, . . . , bm,t−1 ∈ Zp, which satisfy the formula αm,x =
fm(0) = am,0, βm,x = lm(0) = bm,0. After that, AAm computes and broadcasts
Am,k = e(g, g)am,k , Bm,k = gbm,k , k ∈ [0, t − 1] and calculates the sub-share
sm,j = fm(H1(VVerIDj)), om,j = lm(H1(VVerIDj)) for other AAj and sends sj,m, oj,m
to AAj,j∈[1,...,m−1,m+1,...,N ]. Meanwhile, AAm calculates sm,m = fm(H1(VVerIDm)),
om,m = lm(H1(VVerIDm)) for itself.

(b) After receiving the sub-shares sj,m, oj,m from AAj, j ∈ [1, . . . ,m − 1,m +
1, . . . ,N ], each AAm verifies whether the equation e(g, g)sj,m = ∏t−1

k=0 A
H1(VVerIDm)k

j,k

and goj,m = ∏t−1
k=0 B

H1(VVerIDm)k

j,k are valid or not. If they are valid, AAj is considered
to be honest. Otherwise, AAm broadcasts that an error has been found. Next, AAj must
resend the sub-share sj,m, oj,m until it passes the verification.

(c) According to the above phases, each AAm has broadcasted values{
Am,0 = e(g, g)αm,x ,Bm,0 = gβm,x

}
,m ∈ [1,N ] which can be verified publicly. There-

fore, the attribute x public key can be computed as: e(g, g)αx = e(g, g)
∑N

m=1 αm,x =∏N
m=1 Am,0, gβx = g

∑N
m=1 βm,x = ∏N

m=1 Bm,0, APKx = (e(g, g)αx , gβx ).
After the above three sections, adds parameters APKx to params. The public

parameters of the cryptography system are params:{p, g, e,G,GT ,H ,H1,APKx}.

4.2 Data Outsourcing Storage

The data owner encrypts sensitive data with CP-ABE and outsources it to the cloud
server. The data encryption algorithm is as follows.

Algorithm 1. Data Encryption. 
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4.3 Anonymous Key Generation

When a data user wants to access some encrypted data in cloud, he/she needs to obtain
data access key by submitting necessary attribute credentials to AAs. In order to pro-
tect the identity privacy of the user, the anonymous key generation request (AKGR)
takes the form of

(
PKtemp ||H (VerIDowner) ||VerAC1 || . . . ||VerACu

)
, where PKtemp is

a temporary public key that the user generates locally for secure transmission of the
attribute secret key shares fromAAs. In AKGR, theH (VerIDowner) is used to protect the
identity privacy of the data user. The data user encrypts respectively the AKGR with the
blockchain public key PKAAm of each AAm and sends the ciphertext to the corresponding
AAm. After receiving the request, the AAm performs the following Algorithm 2.

Input: public parameter params, anonymous key generation request AKGR: 

1|| ( ) || || ... ||temp owner uPK H VerID VerAC VerAC

Output: the attribute secret key share ciphertext. 

1. decrypts the request with his/her own blockchain private key. 

2. for 1x  to u  : 

(a) verifies the signature: 

( || _ || || ( ))
ownerVerID x x issuer ownerSign H Attribute VerIA Number VerID H VerID in

xVerAC . If failed, terminate the procedure.  

(b) looks up the ARL by the tuple ( )( , _ )x
issuer xVerID VerIA Number  as index to check 

whether the attribute x of the user has been revoked. If revoked, terminate the produces.  

3. for 1x  to u  : 

generates the following attribute secret key share: 

4. encrypts the attribute secret key shares , ,{ , 1,..., }
ownerx VerID mK x u  with the tempo-

rary public key tempPK in AKGR and sends the ciphertext back to the data user.  

Algorithm 2. Anonymous Key Generation.  
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The data user decrypts the received ciphertexts from multiple AAs, if there are more
than t attribute secret key shares Kx,VerIDowner ,m. The data user performs the Lagrange
Interpolating algorithm and obtains the complete attribute secret key:

{Kx,VerIDowner = gαx · H (VerIDowner)
βx , x = 1, . . . , u}

Kx,VerIDowner =
t∏

m=1

K
�m,S (0)
x,VerIDowner ,m

=
t∏

m=1

(
gAskm,αx · H (VerIDowner)

Askm,βx

)�m,S (0)

= g
∑t

m=1 Askm,αx�m,S (0) · H (VerIDowner)
∑t

m=1 Askm,βx�m,S (0)

= gαx · H (VerIDowner)
βx (6)

4.4 Anonymous Data Access

4.4.1 Cloud Server Pre-decryption

When a data user wants to access sensitive data from the cloud server, he/she sub-
mits an anonymous data access request (ADAR) as follows to the cloud server:(
H (VerIDowner)

1/t ||Cert(x), x = 1, . . . , u ||FL)
, where Cert(x) denotes as:

⎧⎨
⎩

K1/t
x,VerIDowner

,Attribtuex,VerIAx_Number,VerID
(x)
issuer

SignVerIDissuer

[
H (Attribtuex ||VerIAx_Number ||VerID(x)

issuer)
]
⎫⎬
⎭ (7)

where t is a random number t ∈ Z∗
p , VerID

(x)
issuer is issuer’s VerID of the attribute

x, VerIAx_Number refers to the certification number of the attribute x, and the sig-

nature SignVerIDissuer

[
H (Attribtuex ||VerIAx_Number ||VerID(x)

issuer)
]
is a component in

verification VerAC(x) of attribute x, FL is the list of files that the data wants to access.
The user of data encrypts ADAR with the blockchain public key of the cloud server

and sends the ciphertext to the cloud server. Cloud server decrypts the received ciphertext
of the access request and implements the following Algorithm 3. The user’s attribute
set I ⊂ {1, . . . , l}, say denote as I = {i : ρ ∈ Rτ }, meets the access policy in the file
ciphertext.
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Input: public parameter params, anonymous data access request ADAR.  

Output: the pre-decryption result. 

1. for 1x  to u :

(a) verifies the signature: 

][ DIre )_Number||VtubirttA(H e AIreV||Sign (x)
issuerxxVerIDissuer

in ( )Cert x . If 

failed, terminate the procedure. 

(b) looks up the ARL by the tuple ( )( , _ )x
issuer xVerID VerIA Number  as index to check 

whether the attribute x of the user has been revoked. If revoked, terminate the produces. 

2. searches files in FL and tests whether the attribute set in ADAR meets the access 
policies in file ciphertext.

3. for a file matched successfully, pre-decrypts the file ciphertexts by the following calcula-
tion: 

and sends the pre-decryption result to the user. 

Algorithm 3. Anonymous Data Access.  

4.4.2 User Decryption

When a data user receives the pre-decryption from the cloud server, he/she decrypts the
result to obtain the final plaintext by the following calculation. If {λi}, i ∈ I are valid
shares of encryption factor s according toM , user chooses constant {di ∈ Zp}, i ∈ I that
can be constructed s = ∑

i∈I diλi. In addition, it also can be
∑

i∈I diMi = (1, . . . , 0).

A =
{
e(H (VerIDowner)

1/t, gωi )

e(gαρ(i)/t, gri )

}t

= e(H (VerIDowner), gωi )

e(gαρ(i) , gri )
(8)

when the user receives the pre-decryption and partial ciphertext from the cloud server,
he utilizes A to decrypt the ciphertext and get the message m.

m = C0∏
i∈I (C1,i · A)di

= C0∏
i∈I (C1,i · e(H (VerIDowner),gωi )

e(gαρ(i) ,gri )
)di

(9)
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4.5 Anonymous Attribute Revocation

When the user’s identity attribute changes, the related issuer constructs a verifiable
attribute revocation certification: VerARC = {VerIDissuer ||VerIA_Number ||Time} and
synchronizes it to ARL maintained by all nodes. The ARL doesn’t contain the user’s
identity attribute information and thus can protect the user’s identity privacy.

5 Security Analysis

5.1 Security Analysis

Anonymity. In our scheme, anonymity is mainly reflected in three process of anony-
mous attribute secret key generation, anonymous data access and anonymous attribute
revocation.

Anonymous Attribute Secret Key Generation. The anonymity of attribute secret key
generation is reflected in the fact that the data user generates a pair of temporary keys
(PKtemp, SKtemp) to ensure the security during secret key generation process. In addition,
only the hash value of the data user’s identifier H (VerIDuser), PKtemp and VerAC are
included in the constructed key generation request. The attribute authority uses the
verifiable identifier (VerIDissuer) of the VerAC issuer and the number of the attribute
credentials (VerIA_Number) as the index of the ARL to verify whether the attribute of
the data user in the key request has been revoked. Signature of key generation request:

SignVerIDowner [H (Attributex ||VerIAx_Number ||VerIDissuer ||H (VerIDowner))],

where includes the hash of the VerID of data user H (VerIDowner) to ensure the binding
relationship between the data user and attribute issued by identity attribute issuer.

Anonymous Data Access. When the data user requests the cloud server provider to
access data, the data access request only contains the converted the hash value of the data
user’s identifier H (VerIDuser)

1/t and attribute certification Cert. The ARL mechanism
is used to verify whether data user’s attribute has been revoked by using the verifiable
identifier (VerIDissuer) of the VerAC issuer and the number of the attribute credentials
(VerIA_Number) as index. At the same time, the cloud server provider performs pre-
decryption operation that uses H (VerIDowner)

1/t and the converted attribute secret key
K1/t
x,VerIDuser

. In this way, the identity privacy of data users is protected and the efficiency
of the system is improved.

Anonymous Attribute Revocation. Li et al. [11] propose a verifiable threshold multi-
ple authority access control scheme, in which all AAs jointly manage a system attribute
set. They utilize a secret sharing approach to generate a shared master key among mul-
tiple authorities, where all AAs collaborate with each other to generate the key. In this
scheme, user’s secret keys can be generated by contacting a threshold number of AAs.
However, this scheme does not address the revocation problem. In our scheme, we pro-
pose a revocable threshold multiple authority CP-ABE scheme with the management of
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joint attribute sets to advance the above system. When the user’s identity changes, the
identity certificate issuer can construct an anonymous attribute revocation statement to
revoke the previously issued identity attribute. The statement only contains VerIDissuer

and verifiable identity attribute number VerIA_Number, and the attribute revoked time.
TheARL records theVerIDissuer and verifiable identity attribute numberVerIA_Number.
The attribute authority and cloud server provider use the identity attributeVerIDissuer and
VerIA_Number as the index of the ARL to verify whether the identity attribute of the data
user has been revoked. In the process, the identity information of the attribute owner
(data user) is not included, and anonymous attribute revocation is achieved and user
privacy is protected. At the same time, the statement is synchronized to the distributed
ledger maintained by all nodes.

Privacy. In our solution, data access, key generation, and attribute revocation are anony-
mous. Through the anonymous mechanism, users will not use their real identity infor-
mation to other nodes when interacting with data. Disclosing user identity information
to attribute authority may cause connection problems, which may damage the user’s
privacy, especially in the case of communication between parties. In our solution, the
user’s interaction operation only uses the hashed verifiable identity(H (VerIDuser)) and
verifiable attribute certificate number, so that the user’s identity information will not be
leaked, the user’s identity privacy can be well protected accordingly. At the same time,
because these operations are anonymous, the user’s identity traceability is a problem to
be solved.

Collusion Attack. When somemalicious users collude with each other, they may share
their attribute secret keys to gain more privilege. The attribute secret key is associ-
ated with the user’s unique verifiable identifier (VerID), users cannot collude together
to gain illegal access by combining their attribute secret key share. In addition, our
scheme can resist the collusion attack even some AAs are corrupted by the adversary.
In the attribute secret key generation, we utilize DKG generates attribute x′s secret
key (αx = ∑N

m=1 αm,x, βx = ∑N
m=1 βm,x) and makes public attribute x′s public key

(e(g, g)αx , gβx ). At the end of the protocol each AA has attribute secret key sub-secret
(αm,x, βm,x), called a share of (αx, βx). The protocol is secure with threshold (t, n) if
in the presence of an adversary who corrupts at most t AAs, the protocol generates the
desired attribute secret key sub-shares anddoes not reveal any information about (αx, βx),
except for what is implied by the public attribute x′s public key (e(g, g)αx , gβx ).

6 Performance Analysis

In this section, we use the elliptic curve “SS512” in our program to construct bilinear
pairs.We develop operations of each phasewith the help of library gmp-5.1.3, pbc-0.5.14
and openssl-1.0.2 on the ubuntu 16.04 with an Intel Core i5-8300H CPU at 2.3 GHz and
8G RAM.
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6.1 Encryption and the Local Decryption of User

Since the verification of VerACs, the generation of transactions and the delivery of mes-
sages mainly rely on the BbSSIM platform environment, we only consider the efficiency
simulation of data outsourced storage and the local decryption of user. In order to facil-
itate the analysis of the experimental results, it is assumed that there are five attribute
authorities. In order to ensure the accuracy and credibility of the experiment, all the
simulation results are the mean of ten trials.

Since the recent work is very little related to our solution, we have selected the
threshold multi-authority access control system (TMACS) in [11] as our comparison
solution, which mainly compares the time overhead of the system during encryption
and decryption. In order to compare the time cost of data outsourced storage of the data
owner in this scheme and in TMACS scheme, let Tm represents the power operation on
the group G, Te denotes the bilinear operation on the group G and n is the number of
attributes in the access policy, where Tm < Te. The time complexity of TMACS scheme
in the process of data O(3nTm + (2n+ 1)Te) outsourced storage is O((3n+ 1)Tm +Te),
while the time complexity of this scheme is. In comparison, the time complexity of this
solution is higher in data outsourcing storage, and the overhead is larger with the increase
of the number of attributes. However, there are multiple different organizations in the
system, our solution has better scalability and security. From Fig. 3, it can be found that
the data owner encrypts the data under the same access policy, and the time overhead of
our scheme is relatively high. However, in the process of the local decryption of user, the
data users directly download the data ciphertext from the cloud server. In our solution,
the main computing cost is delegated to the cloud server provider, which sends the pre-
decryption result to the user, and the user decrypts it locally. As shown in Fig. 4, the
time required for the data user to decrypt is reduced compared to the TMACS scheme.
The cloud server provider uses the converted attribute secret key and verifiable identity
for pre-decryption, which greatly reduces the local computing burden of users.

Fig. 3. Data Encryption. Fig. 4. The Local Decryption of Data User.

6.2 Attribute Secret Key Generation

In this scheme, the Pedersen’s DKG protocol is used to solve the single-point failure
problem in the attribute secret key generation of data user. The system contains at least
t trusted attribute authorities, and jointly generates attribute secret key sub-shares for
users. Data user interacts with any t AAs, user locally generate his/her attribute secret



16 M. Xiao et al.

key. In the initialization phase, the attribute authority is set to 9, and the threshold value
is set to 5. As can be seen from Fig. 5, in the process of attribute secret key generation,
the delay of the attribute secret key sub-shares transfer process is not considered. As the
threshold value t increases, which share the time of attribute secret key sub-shares and
restore attribute secret key will increase.

Fig. 5. Attribute Secret Key Generation.

6.3 Security Against Compromising AAs

In this section, we consider the security analysis the attack that the adversary compro-
mises AAs. As long as there are more than t trusted AAs, our system can work properly.
Therefore, the adversary has to compromise more than t AAs to assign attribute secret
key sub-shares for him/her. The parameter γ indicates the probability that an illegal
adversary gets the partial attribute secret key sub-shares, the probability of BbSSIM
security is:

∑t−1

m=0
Cm
N γm(1 − γ )N−m (10)

As shown in Fig. 6, when the attribute authority is set to 5, 10, 15, 20, the security
of the system increases with the increase of t. For example, the system can be secure
with probability close to 1, when we set the value of t only equal to 7 rather than a larger
value in a system with 15 AAs, even the adversary broke the system with a probability
of 0.3.
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Fig. 6. Probability of Security Against Compromising AAs.

7 Conclusion

In this paper, we analysis blockchain-based identity management, namely uPort,
ShoCard, Sovrin and DID, revealing drawbacks to meet the needs of traditional access
control scheme based on CP-ABE. To overcome the limitation and weaknesses of iden-
tity attributes: persistence, request and verification, we propose BbSSIM that aims to
provide a trusted identity by protecting users’ identity. The proposed system follows
a DID standard that enables users manage and control their identity attribute claims.
The use of blockchain, along with smart contracts enabled the secure and trustworthy
management of identities. By combining blockchain-based identity management and
threshold multiple authority CP-ABE, we address the single-point failure and do not
affect the overall of the network. We introduce ARL mechanism on top of BbSSIM,
which supports dynamically change data users’ privileges without disclosing any sen-
sitive information. To sum up, the proposed scheme can not only securely outsource
expensive computations to cloud server provider but also administrate a wide range of
attributes and efficiently control user access privileges. In addition, some communication
and computation are needed among the AAs to exchange attribute secret key shares and
reconstruct the attribute secret key. For future work, we will utilize a new framework to
eliminate communication costs and explore the application of blockchain-based identity
management.
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Abstract. Deep reinforcement learning (DRL) aims to maximize long-
term future rewards to achieve specific goals by learning polices based on
deep learning models. However, existing research has found that machine
learning models are vulnerable to maliciously craft adversarial examples,
so does the DRL since it uses deep model to learn policies. Usually gra-
dient information is adopted to generate adversarial perturbation on the
clean observation states to fail DRL. In order to develop a novel attack
method for further defect detection of DRL, we propose a novel attention
mechanism based adversarial attack. Instead of gradient information,
we make full use of hidden features extracted in the DRL by attention
operations to generate more effective adversarial examples. Both chan-
nel attention and pixel attention are applied to extract feature to modify
the clean state to an adversarial one. Deep Q-Learing Network (DQN),
one of the state-of-the-art DRL models, is utilized as the target model
to train Flappybird game environment to guarantee continuous running
and high success rate. Comprehensive attack experiments are carried out
on DQN to testify the attack performance in aspects of reward and loss
convergence.

Keywords: Deep reinforcement learning · DQN · White-box attack ·
Attention mechanism · Feature transformation

1 Introduction

Reinforcement learning(RL) [1], a branch of machine learning, is usually a pro-
cess of continuous decision. Deep reinforcement learning (DRL) makes full use
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of neural network as the parameter structure to optimize the RL algorithm by
combining the ability of decision-making and deep learning perception. Convolu-
tional neural network has natural advantages for image processing, so the policy
of DRL is optimized through neural network training. In recent years, DRL has
led to rapid development in many fields, with important achievements obtained
in fields such as game player, autonomous driving, robot control, traffic control,
financial transactions and cyber security [2], etc.

However, neural network and deep learning models are vulnerable to adver-
sarial attacks caused by creating malicious examples, which increases the hidden
trouble for RL. Zegedy et al. [3] found that deep neural networks are highly vul-
nerable to attack in the field of image classification firstly. The explanation for
the vulnerabilities of neural networks is also given by Goodfellow et al. [4], who
proposed that the main reason that neural networks are susceptible to adversar-
ial perturbations lies in the nature of their linear behavior in high-dimensional
space. Therefore, it will be a meaningful research on how to construct a safe RL
system.

The weakness of RL is also easy to be exploited by attackers. The existing
attack methods can be divided into white-box attacks and black-box attacks.

White-box attack was proposed earlier by Goodfellow [4], who first use
gradient-based attack on neural networks. Tretschk et al. [5] used the counter
transform network to generate perturbations to attack the RL environment.
Then Huang et al. [6] applied FGSM attack method to Atari2600 games. The
white-box attack methods for RL also include start point-based adversarial
attack (SPA) [7] on Q-learning and white-box based adversarial (WBA) [8]
attack on Deep Q-Learing(DQN). One of the efficient attack methods is com-
mon dominant adversarial examples generation method(CDG) [9] and snooping
threat models [10] attack model launch destructive attacks on the environment
of DQN and PPO by observing the reward of the agent’s action. There is also a
white-box attack method guided by the value function [11] similar to the strate-
gic time attack idea of Lin et al. [12], which uses the model based on value
function to evaluate the value of the current state to decide when to attack.
Besides, poisoning attack [7] is applied to the multi-agent game environment on
the MuJoCo platform.

On the other hand, black-box attack methods on RL are also proposed, such
as policy induction attack(PIA) [13], strategic time attack and puzzle attack pro-
posed by Lin et al. [14], and transferable black-box attack method proposed by
Zhao et al. [15], which reduces accumulated rewards. Existing attack methods on
the RL agents assume that the opponent can access the learning parameters of
the target agent or the environment where the agent interacts, and then launch
destructive attacks on the DRL environment by observing the behavioral reward
signal of the agent. In this paper, we propose a new attack method based on
the above research of RL security. Our novel attack approach emplys the atten-
tion mechanism. Attention mechanism is a data processing method in machine
learning, which is widely used in various types of machine learning tasks such
as natural language processing, image recognition and speech recognition. It can
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help enhance semantic recognition, natural language translation and so on. How-
ever, the field of deep reinforcement learning which has attracted much attention
recently has not yet utilized this method. Therefore, we intend to explore the
influence of attention mechanism in the field of reinforcement learning safety.
Furthermore, we pay attention to the deep features of the deep reinforcement
learning model and use different interpolation strategies of image processing
before channel and pixel attention. The different interpolation strategies include
bicubic interpolation, Bilinear interpolation nearest neighbor method and area
interpolation. Bicubic interpolation usually produces the best and most accurate
interpolation patterns. Bilinear interpolation is faster, but less accurate. Other
interpolation techniques are usually not accurate enough, which will break the
original focus area of depth model features. Therefore, this paper proposes a
novel reinforcement learning attack method using the attention mechanism, and
combining image interpolation method.

The main contributions of this paper can be summarized as follows:

1) The attacker can obtain complete model information and extract disturbed
pixel information from the feature information easily of the deep convolutional
layer by using the attention mechanism, which strengthens the attack effect;

2) In this paper, different interpolation strategies are integrated into DRL fea-
ture transformation and feature pixel reconstruction is carried out;

3) In the experiment, we use DQN in the Flappybird [16] game environment to
train RL agent. Besides, the reward value during the game’s attack is reduced
after attacking.

Moreover, the perturbation size imperceptible to human eyes is used to
achieve the purpose of confusing the agent preferably. The attack method pro-
posed in this paper can be very destructive under a small perturbation ampli-
tude.

2 Related Network

In this section, we introduce the principle of RL, as well as attacks and defense
methods in the field of RL security.

2.1 Deep Reinforcement Learning (DRL)

The main idea of the RL is based on the interactive learning of agents and
environments. The traditional supervised learning in machine learning aims at
learning a good model by giving some label data sets, with the purpose of mak-
ing good decisions for the unknown data. But sometimes, we don’t know what
the label is, which means that you don’t know what the good outcome is at the
beginning. Instead of giving the label, RL returns a reward value that determines
what the result of the action has taken in the current state is (“good” or “bad”),
which is a mathematical Markov Decision Process (MDP) essentially. The learn-
ing process of RL is dynamic, which needs continuous interaction. Compared
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with supervision learning and unsupervision learning, RL involves more data
objects, including action a, environment s, state transition probability p and
return function R. Since the external environment provides little information,
RL agents must learn from its own experience. The RL agent interacts with
the environment in a “trial and error” way to learn, which obtains rewards to
guide behavior. The goal is to maximize the Long-term reward for the agent
while the reward value is used to evaluate the quality of the actions, rather
than directly guide the agent how to take the correct action. RL is essentially
a Markov decision process used to model the decision problem of reinforcement
learning.

However, DRL combines the strengths of deep learning and RL as an end-
to-end system of perception and control. Deep learning has strong perception
ability, but lacks certain decision-making ability. RL has the ability to make
decisions but no way to solve the perception problem. DRL solves the above
defects.

2.2 Attack on DRL

DRL has the advantages of deep learning and RL, also inherits the defects of
both. Deep learning [17] has long been proved to be vulnerable to malicious
perturbation by attackers [18]. Furthermore, the network model is highly vul-
nerable.

Huang et al. [6] first found that neural network policy is susceptible to adver-
sarial attack in DRL. The form of attack they adopted is to add tiny pertur-
bations to the input state of DQN [19,20] to cause wrong actions of the agent,
which is called FGSM attack method proposed by Goodfellow et al. [4]. Using
this method, Huang et al. for the first time verified that the agents trained by
DRL models based on the algorithms of DQN, TRPO [5,11] are vulnerable to
the attack of adversarial perturbations. Moreover, they found that the transfer-
ability of cross-dataset proposed by Szegedy et al. [3] in 2013 was also suitable
for RL. Currently one of the most intensive research application environments
of DRL is the game environment. Lin et al. [14] put forward a black-box attack
method based on Atari2600 game environments, which was strategic time attack.
Lin et al. also proposed a confuse attack. The experiment used the adversarial
example generation algorithm proposed by Carlini and Wagner [21], which aimed
to start from the state at a certain moment to add perturbation to the agent,
so that the agent could reach the expected state after n steps. Subsequently,
Kos et al. [22] proposed an attack method guided by value function, whose main
idea was to use the value function module to choose whether to attack the value
of the current state. Behzadan and Munir [13] proposed PIA, which generated
a perturbation at each time step to affect the next state. This attack method
used imitation learning to speed up the establishment of the equivalent model
and provided a new scheme for attacking the DRL model under the black-box
setting.

RL is also widely applied in path planning. For instance, Liu et al. [23]
proposed the RL path planning attack method of base-value iterative network.
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Xiang et al. [24] proposed a counter attack method based on starting point
attack named SPA, which trained RL based on q-learning algorithm and aimed
to establish a probability output model of path points based on the original
model. Bai et al. [8] proposed WBA method based on the SPA attack method
trained by DQN, which does not only require the angle analysis of the points
on the planning path, but also limited by the scenarios. A new gradients based
attack method [25] for A3C algorithm in the path planning scenario of atrai
game was proposed by Chen et al. [9]. Chen also tried to find the dominant
gradient perturbation zone, and added baffle to the optimized path trained by
the agent to fool the agent. Although this attack can maximize the loss function
of agents in a short time and have a certain impact on their performance, agents
can still recover after long-term training.

In addition to the path planning problem, RL attack methods are also applied
to other fields. Tretschk et al. [26] integrated the new counter attack technique
of counter transform network into the strategic network structure. In this way,
through a series of attacks, the target policy network can optimize the adversarial
reward instead of the original reward during training. A new black-box attack
method based on the FGSM proposed by Huang et al. [6] was proposed by
Behzadan and Munir [13], who used the multi-robot game in MuJoCo as RL
training environment and the games trained by Bansal et al. [7] as assessment
environment. Russo et al. [27] proposed an attack method based on optimization
in RL. Matthew Inkawhich et al. [10] proposed SRA attack model. In addition,
Zhao et al. [15] used DQN to train the seq2seq model, and directly transferred
the adversarial examples in the trained model to A2C. In this paper, we further
explore and propose a new attack method based on attention mechanism.

2.3 Defense of DRL

In recent works, more defense methods has been proposed and applied in deep
learning and RL security domain to improve robustness. The existing defense
methods in deep learning can be divided into three categories.

The first category is to modify the input of the model for defense, the second
is to modify the objective function, and the last is to change the structure of
the model. Gu et al. [28] proposed an algorithm called counter robust A3C. In
this algorithm, the adversarial agent trains and learns in a noisy environment to
make A3C model more robust to adversarial perturbation, thus making it more
adaptive to that environment. Lin et al. [12] proposed a defense method belong-
ing to the first category of defense based on state prediction module plus pixel
compression transformation, which realized the detection and defense of adver-
sarial examples based on Atari2600 game environment. Besides, Marc Fischer et
al. [29] proposed a network architecture called robust student-DQN(RS-DQN),
which allowed online robust training in parallel with Q networks while main-
taining competitive performance. RS-DQN method combined with antagonistic
training and robust training to resist attacks during training and testing.

In terms of changing model parameters defense methods, Vahid Behanzadan
and Arslan Munir [30] proved that adding noise to DQN model parameters and
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retraining the original model can resist attacks. In addition, Havens et al. [31]
proposed an novel algorithm to detect the existence of attacks by observing
the advantages of sub-policies using a hierarchical framework. Based on this
framework, Lee et al. [32] further explored the feasibility of using it as a defense
framework and implemented defense on DRL.

In terms of the application of RL path planning, Michael Everett et al. [33]
proposed an additional authentication defense to resist the impact of adversarial
perturbations on agent behavior.

3 Preliminaries

In this section, we introduced the basic model of RL, the principle of attention
mechanism and the feature transformation method of RL neural network, which
are used throughout the paper.

3.1 The Basic Model of RL

MDP is the theoretical framework of RL, the next state is only related
to current state, rather than the previous state. MDP is described by the
tuples of (S,A, P,R, γ). Where S = {s1, s2, s3, . . . , st} is the state set, A =
{a1, a2, a3, . . . , at} is the action set, P is the state transition probability, R is
the reward function, λ is the discount factor used to calculate the long-term
cumulative return. The state transition matrix of markov decision process is
P a

ss′ = P [St+1 = s′|St = s,At = a]. The goal of RL is to find the optimal policy
under the given markov decision-making process. The policy represented by π
refers to the mapping of state set to action set, which means that the output dis-
tribution of actions in a given state s represented as π (a|s) = p [At = a|St = s].
When the agent adopts the policy, the cumulative return obeys an arbitrary
distribution. The expected value of the cumulative return of the state is the
state-value function, defined as:

υπ (s) = Eπ

[( ∞∑
k=0

γk

)
Rt+k+1|St

]
(1)

Cumulative return is Gt = Rt+1+γRt+2+··· =
∞∑

k=0

γkRt+k+1 used to measure

the value of the state si. However, the cumulative return is a random variable,
rather than a determined value, so it cannot be described. But its expectation
is a definite value, and it can be defined as a function of state values, which can
be expressed as:

qπ(s, a) = Eπ

[ ∞∑
k=0

γkRt+k+1|St = s,At = a

]
(2)
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The expected value of the state-value function and the state-behavior value
function are calculated by the Bellman equation. It can be obtained from
the definition of the state value function υ(s) = E[Gt|St = s] = E[Rt+1 +
γυ (St+1) |St = s]. The state-action value function also can be obtained as
qπ(s, a) = Eπ [Rt+1 + γq (St+1, At+1) |St = s,At = a]. The optimal state value
function and the optimal state-behavior value function of the Bellman optimiza-
tion equation are as follows:

υ∗(s) = max
a

Ra
s + γ

∑
s′∈S

P a
ss′υ∗(s′) (3)

If the optimal state-action value function is known, the optimal policy can
be determined by directly maximizing.

3.2 Attention Mechanism

Attention model is widely used in natural language processing, image recog-
nition, speech recognition and other areas of deep learning tasks. It is one of
the core technologies of deep learning technology that deserves the more atten-
tion and deep understanding. The attention mechanism stems from the study
of human vision. In cognitive science, because of the bottlenecks of information
processing, humans selectively focus on one important part of all information
and ignore other visible information, which is often referred to as attentional
mechanism. Attention mechanism is the attention to input weight allocation. It
was first used in encoder-decoder, where the attention mechanism obtained the
input variable of the next layer by weighting average the hidden state of all time
steps of the encoder. Attention mechanism was first proposed by Bahdanau et
al. [34], which is mainly used as a translation model to solve the problem of
translation kernel alignment (seq2seq+attention is adopted in this paper). In
this paper, we extract the deep feature of the model to reconstruct the feature
using the deep feature map and fuse with the input state to obtain the attention
feature Ws′ , then extract the pixel features Ws′′ from Ws′ . Thereby confusing
the agent.

3.3 DRL Feature Transformation

We extracted the deep feature map of DRL and carried out feature transforma-
tion. The feature transformation of DRL combined with bicubic interpolation
of image. We also use different interpolation methods for comparison. Com-
pared with the nearest neighbor interpolation, bilinear interpolation and area
interpolation, the calculation process of the double cubic interpolation is more
complicated. Bicubic interpolation is the most common interpolation method in
two-dimensional space, which is used to obtain the value of the function f at
points (x, y) by weighted average of the last 16 sampling points in the rectangu-
lar grid. Moreover, we need to interpolate cubic functions using two polynomials,
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one in each direction. The bicubic interpolation method based on bicubic basis
function has the following basic functions:

W (x) =

⎧⎨
⎩

(c + 2)|x|3 − (c + 2)|x|2 + 1, |x| ≤ 1
c|x|3 − 5c|x|2 + 8c|x| − 4c, 1 < |x| < 2
0, otherwise

(4)

where, c is the hyperparameter, x is the position of the pixel point, and W (.) is
the weight value function of the corresponding pixel point. For the interpolated
pixel points (x, y) (x and y can be floating point numbers), take the 4×4 neigh-
borhood points (xn, ym), n,m = 0, 1, 2, 3. Interpolation is performed according
to the following formula:

g(x, y) =
3∑

n=0

3∑
m=0

g(xn, ym)W (x − xn)W (y − ym) (5)

where, x and y are the position of the row and column of the corresponding
pixel matrix, g(.) is the pixel value function of corresponding points, W (.) is
the weight value function of corresponding pixel points. We combine the deep
feature of DRL with the pixel transform method to obtain the reconstruction
feature of the deep feature map.

4 Adversarial Attack Based on Attention Mechanism

In our work, we use attention-based attack method as a white-box attack against
trained model policy πθ, model structure and parameters are available to attack-
ers. First of all, we give a general block diagram of the attack, as shown in Fig. 1
below. In any threat model, we assume that the adversary can intercept and
manipulate the incoming game frames. In our threat model, the adversary can
spy on rewards and action signals. Start by initializing a state from the rein-
forcement learning environment. The attacker gets deep features of the current
state and the agent recognizes the current state, thus generating the antagonistic
state. Then, in step 6, The trained agent observes an antagonistic state and gives
an evil action. Finally, in step 8, the environment gives out minimal feedback
rewards.

4.1 General Introduction to Attack

Vulnerability Analysis of RL: The learning process of RL agent itself is
a process of constant learning. Even a small perturbation is likely to break
the equilibrium state that is about to be established. As we all know, neural
network, as the core technology of deep learning, has been proved to be extremely
vulnerable to disturb in this regard, many scholars in different fields have voiced
and proposed many defense methods. DRL not only makes use of deep learning
but also utilizes its own policy learning, which makes it more vulnerable to
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Fig. 1. Framework of attention threat model for DRL

attackers. Moreover, standard reinforcement learning evaluation methods have
not been clearly proposed. The current main evaluation standard is to observe
the reward value and visualize the training effect, but the calculation standard
of the reward value also change with the environment and training methods.
Besidese, the award value in the process of training is in the stage of dynamic
calculation, which is bounded to have a problem of fitting or underfitting. In a
word, RL is still very fragile. In this paper, we propose a new attack method
that can break the balance state of the trained DQN during testing. At the
same time, long-term cumulative reward value is still used to be the metric to
evaluate the effectiveness of the attack method. We use several of the previously
proposed attack methods to compare with our proposed and compare the reward
value under the same perturbation size to understand the successful effect of the
method we proposed.

Object of Attack: In this paper, we attack the trained model based on DQN
algorithm. Off-policy is applied in Q-Learning which is also extended in DQN.
The biggest difference is that DQN model no longer generates a complete Q-
Table at initialization time compared with reinforcement learning based on con-
ventional Q-Learning algorithm. The Q-Value of state is generated by neural net-
work by inputing the characteristic features of current state. Then, we choose
an action based on Q-Value. However, the existence of neural network makes
DRL more susceptible to perturbation. We will attack the trained DQN during
testing. In order to understand whether our attack method still has limitations,
we use several attack methods previously proposed to make a comparison. We
compare the size of the reward value under the same perturbation size, as well
as observe the loss of forecast Q value and target of Q value. Because we attack
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during testing, the corresponding loss after the attack is not the bigger the bet-
ter. On the contrary, we hope it gets smaller, which means our loss value is
smaller in the case of the attack. But it was not carried out by specific actions,
which improves the attack effect of our method.

Adversarial Attack Based on Attention Mechanism: In the neural net-
work, the hidden features of the model retain most of the features of the input
samples, while the deep features have a larger field of vision and focus on the
features that are of great significance for the sample recognition and processing.
However, it is difficult for the human visual system to predict the original sam-
ples through such deep features. We use the deep pixel feature and the weighted
attention as well as the bicubic interpolation method to generate the adversarial
perturbation. The effectiveness of the perturbation is measured by the attack
effectness and the perturbation intensity that depends on the size and distribu-
tion of the perturbation. Generally speaking, the perturbation will be larger, the
distribution range will be wider and the attack effectness will be better. However,
it is better to obtain the same attack effect through smaller perturbation and
the narrow distribution range. Based on above, we apply a new attack method
in RL which is the adversarial attack method based on attention mechanism.
As shown in Fig. 2, the general framework of the attack method based on atten-
tion mechanism is given. We choose the output of the second convolution layer
of the neural network model based on DQN as the object of attention, which
can be seen from the Fig. 2. Then, we extract the output feature value of this
layer and carry out the attention conversion of weight and pixel. At the same
time, we also carry out feature reconstruction and size transformation. Finally,
the perturbation value is obtained and added to the clean state to generate the
adversarial example.

Fig. 2. Framework of the attention mechanism method

4.2 Attack Method Description

In the experiment, we extract the deep feature of the model to reconstruct the
feature using the deep feature map and fused with the input state to confuse
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the agent. The first step of our attack method is to extract the features of deep
neural network. During testing, the size of the state is [L,W,C]. The input of
DQN algorithm to the model is four consecutive frames, so the input size to the
model is [L,W,C,D]. Where, W is the number of pixels in the vertical direction
of the state, L is the number of pixels in the horizontal direction of the state,
C is the number of pixel channels, and D is the number of iterative states. We
extract the deep feature image g with the size of [1, L1,W1, C1]. Moreover, it is
necessary to use double cubic interpolation to ample the feature graph to get
the reconstructed feature image with the size of [1, L,W,C]. Next, we need to
distribute the weights. First of all, we need to extract the original state Sre

with the size of [L,W,C, 4]. Then turning the measure to the size of [L, 4, B]
by reshaping, where B = W ∗ C. Next we change the figure size [1, L,W,C]
for reconstructing features gs. Through the reshaping conversion, we gain the
reconstructed feature gragh gs, whose size is [1, C,Bs], Then calculate the weight
of channel attention. The calculation formula as follows:

Wrle = sorftmax (tanh (sre ⊗ gs)) (6)

where, softmax(.) is activation function. We also need to reshape the feature of
Wrle to gain the new size of [1, 1, L, 4]. What’s more, it is necessary to obtain
the weight of reconstructed channel spatial attention.

W re
rle = Wrle ⊗ gm (7)

where, Wrle is the weight of channel spatial attention, gm is the feature graph
after the transformation of original state space and then, further extract the
deep features. First of all, it is necessary to change the size of W r

rlee = Wrle into
[1, B, 4]. At the same time, the original state transition size needs to reshape into
[L,Bs, 4]. After converting above two, activated by the function tanh(.) and then
get the final attentional feature:

Wrle = sorftmax(tanh (vec)) where vec =
∑n

i=1 Zi

n
(8)

x = W re∗
rlc ⊗ Sre (9)

where, Zi is the average value of the second dimensional elements of x. Finally,
adjust the size of Watt into [1, L, W, 1] to get the mapping feature Wadv, which
is the perturbation we will use. During testing, the perturbation is obtained
dynamically. Running every frame of image to get a deep perturbation ρ = Wadv

based on attention, which is added to the input state to get the adversarial state:

st
adv = st

re + ρt (10)

where, st
adv is the perturbation state at time t, st

re is the original state at time
t, ρt is the perturbation used to generate the perturbation state at time t.
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5 Experimental Evaluation

In this section, we give the experimental results of baseline methods and the
attack method we proposed. At the same time, we analyze the data and curve
of the experiment results.

5.1 Experimental Description

Experimental Environment: Flappybird [16] game environment based on
DQN [19,20] deep reinforcement learning.

The Perturbation Limits: The usual methods of perturbation calculation
include L0 norm, L2 norm and L∞ norm, where norm is used to calculate the
number of changes in pixel points. L∞ norm is used to calculate the pixel, with
the most perturbation. L∞ norm is similar to euclidean distance, and the root
mean square of the sum of squares of absolute values about disturbed pixel points
is calculated.

Baseline Attack Method: FGSM [4], MI-FGSM [35], PGD [36].

We use gradient-based adversarial attack methods as comparative experi-
ments. During the test, we use cross entropy between the predicted Q value and
the target Q value as the loss function. Then add the gradient value of the loss
function to the input state as the perturbation.

5.2 Experimental Results

The experimental environment is Flappybird game environment based on DQN
algorithm. We proposed an attacking method based on attentional mechanism,
named RLAT, whose core is to use deep features of neural network to generate
perturbation pixel matrix for attack. The image interpolation method uses the
bicubic interpolation method before channel and pixel attention in RLAT. As
a comparison we use different interpolation strategies. Which include bilinear
interpolation, nearest neighbor method and area interpolation. Different names
are given to attack methods according to different interpolation strategies includ-
ing RLAT-BI, RLAT-NN, RLAT-AI.

As a visual comparison, we present three screenshots of the game’s environ-
ment in different situations. As shown in Fig. 3 below, we can see three states
under different attack methods, including the state without disturbing, under
RLAT method and under baseline attack methods. Figure 3(a) shows the path
of the undisturbed agent. Figure 3(b) uses the attentional mechanism to attack.
Under the same size of perturbation, the actions of the agent deviate greatly
from the reality. As shown in Fig. 3(c), the movement direction of the attacked
bird with baseline. Obviously, the bird still knows the upward movement, so the
reward value is definitely higher than our attack method.

The development of computer vision provides a guarantee that RL model can
achieve the desired results. And the computer’s observation of the environment
greatly benefits from the development of neural network. Besides, the RL model
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(a) (b) (c)

Fig. 3. Agent action visualization diagram.

based on DQN algorithm makes good use of the convolutional neural network.
Each layer of convolution is related to different information about the input
state. The attention of the visual neural network is useful because it helps us
understand whether the network is viewing the appropriate part of the image,
or whether the network is misleading. In the experiment, we paid more attention
to the convolution of the last layer to obtain its gradient. Then find the average
value of the gradient of the feature map. Finally we take out the activation value
of the last convolutional layer. Meanwhile, we multiplied them by the average of
the characteristic gradient. This process can be understood as the multiply of
the importance of each channel by the convolution activation value, instead of
performing weighted operations. Finally, we generated a heat map based on the
obtained values, and then merged it with the original image. As shown in Fig. 4,
it is the state gradient distribution map generated corresponding to various
attack methods. The first four maps correspond to four different attack methods,
while figure Fig. 4(a) shows the state that has not been attacked. Figure 5 is the
superposition of the corresponding states in Fig. 5 and heat maps in Fig. 4. It
can be seen from Fig. 5 that the neural network can focus on the aggregation
part of the image, which is all around the bird besides, the main part is still the
position of the bird and the part of the pipelines.

The perturbation in the experiment is calculated using l2 norm. FGSM, MI-
FGSM and PGD are used in the comparative experiment. Instead of comparing
the experimental results with the results under minimum perturbation, the per-
turbation norm of l2 is limited to (1.15 ± 0.1). The comparison experiments of
several attack methods are given below, which are executed under the same per-
turbation size. In the experiment, we compare the experimental results under
large perturbations, where the selection of perturbation size is also very destruc-
tive. As shown in Fig. 6, the box plots of reward values corresponding to different
attack methods are given. In Fig. 6(a)–(e), the abscissa corresponds to the num-
ber of game rounds (every 50 rounds is used as the abscissa value), and the
ordinate corresponds to the reward value of each round. Where, Fig. 6(b)–(e)
show the reward values corresponding the different methods when the perturba-
tion size of every attack method is (1.15 ± 0.1). Figure 6(a) is the box graph of
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(a) DQN, REAL (b) DQN, l2norm, FGSM (c) DQN, l2norm, MI-FGSM

(d) DQN, l2norm, PGD (e) DQN, l2norm, RLAT

Fig. 4. Hot map of pixel gradient distribution. The first four figures respectively corre-
spond to different attack methods. The perturbation size is limited to the same range
(l2(ρ) = 1.15 ± 0.1), which are the visual results at the end of the game after the
attack. The last diagram is the undisturbed heat map.

(a) DQN, REAL (b) DQN, l2norm,

FGSM

(c) DQN, l2norm,

MI-FGSM

(d) DQN, l2norm,

PGD

(e) DQN, l2norm,

RLAT

Fig. 5. Visualization results after merging heat map with original image. The first four
figures correspond to four different attack methods respectively, and the perturbation
size is limited to the same range (l2(ρ) = 1.15 ± 0.1), which is the visualization result
when the game end. The last figure is the heat map without perturbations. The figure
is the superposition of the heat map corresponding states in Fig. 5.

the reward values when there is no attack. It is obvious from the figures that we
can see the upper and lower bounds of the reward value, as well as some abnormal
reward values. At the same time, we also give the results of several attack meth-
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(a) DQN, REAL (b) DQN, l2norm, FGSM

(c) DQN, l2norm, MI-FGSM (d) DQN, l2norm, PGD

(e) DQN, l2norm, RLAT

Fig. 6. Under different attack methods, the perturbation size is limited to the same
size (l2(ρ) = 1.15). The reward value subheading is marked with the perturbation size
and the RL algorithm–DQN. The ordinate of the orange line in the figure is the median
value of the corresponding data set, which is used to measure the mean value of the
data set. (Color figure online)

ods in a coordinate graph, which can be well compared, shown in Fig. 7(b) and
Fig. 7(d). Figure 7(a) shows the box graph of the reward value without attack.
The abscissa of Fig. 6 corresponds to various attack methods. When there is no
attack, we use the label “REAL” to represent it. We know that the smaller the
reward value is, the worse the game effect is, and the more failures there are.
From Fig. 6 and Fig. 7, we can see that the reward value obtained under RLAT
attack method is smaller than other attack methods, and the upper limit of the
reward value is also smaller than the corresponding reward value of other attack



34 J. Chen et al.

(a) DQN, l2norm = 1.15± 0.1 (b) DQN, l2norm = 0.00

Fig. 7. Under different attack methods, different perturbations correspond to the mean
value of the reward box. The data of every attack method is 8 sets of data corresponding
to the average data of every 50 rounds.

methods. Therefore, our attack method is more advantageous than other attack
methods under the large perturbation.

Since the attack is executed during testing, the loss gradient used by the
attacker is different from the loss during model training. Therefore, we don’t
need to update the model parameters, only need to use the trained model to
get the predicted Q value. At the same time, we use the reward value policy of
the current state to obtain the maximum target Q value corresponding to the
next state, and the gradient used by the gradient-based attacking method is the
input gradient value corresponding to the loss of predicted Q value and target Q
value. In the experiment, we also recorded the loss value between the predicted
and target Q value at the end of each round of the game. As shown in Fig. 8,
the corresponding loss value box diagram for different attack methods is given.
In Fig. 8(a)–(e), the abscissa corresponds to the number of game runs (every 50
rounds is used as the abscissa value), and the ordinate corresponds to the reward
values of each round. Where, Fig. 8(b)–(e) is the corresponding loss value when
the perturbation size of each attack method is (1.15 ± 0.1), and Fig. 8(a) is the
box graph of the loss values when there is no attack. From the figures, we can
clearly see the upper and the lower bounds of the loss value, as well as some
abnormal loss values. At the same time, we also give the results of several attack
methods in a coordinate graph, which is convenient to compare shown in Fig. 9.
The abscissa corresponds to various attack methods. When there is no attack,
we use the label “REAL” to represent it. As can be seen from Fig. 8 and Fig. 9,
compared with other attack methods, the value loss corresponding to the RLAT
attack method is smaller. After that game environment is attacked, both observer
and agent are difficult to know whether the environment is malicious interfered
with. The FGSM attack method is more advantageous among the other attack
methods. So, it can be concluded that the attack methods of RLAT and FGSM
have a better ability to confuse agents. What’s more, our attacking method is
better than FGSM. The place where is the large loss large is just the action
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(a) DQN, REAL (b) DQN, l2norm, FGSM

(c) DQN, l2norm, MI-FGSM (d) DQN, l2norm, PGD

(e) DQN, l2norm, RLAT

Fig. 8. Under different attack methods, the perturbation size is limited to the same
size (l2(ρ) = 1.15). The subheading is marked with the perturbation size and the
reinforcement learning algorithm–DQN. The ordinate of the orange line in the figure
is the median value of the corresponding data set, which is used to measure the mean
value of the data set. (Color figure online)

before the bird crosses the barrier, which will not have a great impact on the
failure of the game. The reward value of the state crossing the barrier is very
small, while the reward value of the attacked state is relatively large. Therefore,
our attack method is easier to confuse agents than other attack methods under
large perturbation.

According to the above experiments, we have organized and analyzed the
data during the experiment. The summaries of experimental results are shown
in Table 1 below. In the table, the first column is the corresponding game sce-



36 J. Chen et al.

Table 1. Experimental data results

Game TestAttack
l2 ((ρ)) = 1.15 ± 0.1

Reward (400
turns mean)

Loss (400
turns mean)

l2 ((ρ)) (all
steps mean)

Flappybird None 470.20 1.61 –

FGSM 3.79 0.34 1.151

MI-FGSM 3.80 2.73 1.127

PGD 3.79 3.96 1.150

RLAT 1.052 0.013 1.150

Fig. 9. Under different attack methods, different perturbations correspond to the box
plot of the mean loss. The data of each attack method is 8 sets of data corresponding
to the average data of every 50 rounds. Where the REAL counterpart is not attacked.

nario, the second column is the corresponding attacking methods and non-attack
scenarios, and the third column is the average reward value obtained accord-
ing to the corresponding attacking methods. Loss calculated in the table is the
cross entropy loss between the predicted Q value and the target Q value in the
experiment. RLAT refers to the new attacking method for RL proposed in this
paper. The fifth column in the table corresponds to the perturbation value of our
attack method, and the second part of the table is the defense method used in
the experiment extension and the corresponding cross-entropy loss of the reward
value.

At the same time, we also conducted a lot of experiments under different sizes
of perturbation for our attacking methods. As shown in the Fig. 10 below, which
is the reward value curve box figure under our attacking methods, whose vertical
coordinate is the average reward value for each round and constant coordinate
is the number of game rounds (take the abscissa value once every 50 rounds). If
the agent hits barriers while running, the game can be counted as one round. It
can be clearly seen from the Fig. 11 on the fluctuation of reward value that the
larger the perturbation, the smaller the fluctuation. At the same time, we also
give the results of RLAT attack method corresponding to different perturbation
values on a coordinate graph, which are beneficial for comparison to find the
effect of disturbance sizes on the game. In order to compare the influence of
different interpolation methods on the experimental results, RLAT-BI, RLAT-
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(a) DQN, l2(ρ) = 0.00 (b) DQN, l2(ρ) = 0.95

(c) DQN, l2(ρ) = 1.00 (d) DQN, l2(ρ) = 1.05

(e) DQN, l2(ρ) = 1.10 (f) DQN, l2(ρ) = 1.15

Fig. 10. Under the RLAT attack method, the reward value is obtained by using differ-
ent perturbation sizes. The subheading is marked with the perturbation size and the
RL algorithm -DQN. The box chart contains the maximum, minimum, median, upper
quartile, lower quartile, and abnormal values of a set of data. The abnormal values are
marked by dots. The ordinate of the orange line in the figure is the median value of
the corresponding data set, which is used to measure the mean value of the data set.
At the same time, the figure also shows the degree of dispersion of data in each group.
(Color figure online)

NN and RLAT-AI attack methods are also added as comparison in Fig. 11, which
used different interpolation strategies. It can be seen from the experimental
results that the cumulative reward is smaller after the attack using the other
interpolation methods. It also suggests that attacks are more destructive. In
Fig. 11, the abscissa corresponds to the perturbation value, which is 0.00 when
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there is no attack. From Fig. 10 and Fig. 11, we can conclude that the reward
value decreases as the disturbance value increase. Therefore, the greater the
perturbation, the stronger the attack ability.

Fig. 11. Under RLAT, RLAT-BI, RLAT-NN and RLAT-AI attack methods, the mean
value of the reward box under different perturbations. The data of each attack method
contains eight sets of data corresponding to the average data of every 50 rounds.

In addition to comparing the reward values, we also summarize the loss val-
ues shown in Fig. 12, which is the box graph of loss values corresponding to
different perturbation values under the same attack method. In the figure, the
abscissa corresponds to the number of runs of the game (every 50 rounds is taken
as the abscissa value), and the ordinate corresponds to the loss of each round.
Figure 12(a) is a box diagram of the corresponding loss value when there is no
attack, where we can clearly see the upper and lower bounds of loss values, and
some abnormal loss values. It can be clearly seen from the Fig. 12 on the fluctua-
tion of reward value that the larger the perturbation, the smaller the fluctuation.
At the same time, we also give the results of RLAT attack method correspond-
ing to different perturbation values on a coordinate graph, which are benefical
for comparison to find the effect of disturbance sizes on the game. In order to
compare the influence of different interpolation methods on the experimental
results, RLAT-BI, RLAT-NN and RLAT-AI attack methods are also added as
comparison in Fig. 13, which used different interpolation strategies. It can be
seen from the experimental results that the cumulative loss is larger after the
attack using the other interpolation methods. It also suggests that attacks are
less hidden. The abscissa corresponds to the perturbation value, which is repre-
sented by the label “REAL” when there is no attack. From Fig. 12 and Fig. 13,
we can see that the larger the perturbation value, the smaller the loss value, and
the smaller the fluctuation of the loss value. It is concluded that RLAT attack
method has better hidden. After comprehensive consideration, using the bicubic
interpolation method to resize image and the attention mechanism to enhance
the attack of RL learning scenes are more hidden and more effective. Therefore,
it can be concluded from the loss value that the stronger the attack, the more
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(a) DQN, l2(ρ) = 0.00 (b) DQN, l2(ρ) = 0.95

(c) DQN, l2(ρ) = 1.00 (d) DQN, l2(ρ) = 1.05

(e) DQN, l2(ρ) = 1.10 (f) DQN, l2(ρ) = 1.15

Fig. 12. Box graph under the same attack method with different values of perturbation.
The subheading is marked with the perturbation size and the RL algorithm-DQN. The
ordinate of the orange line in the figure is the median value of the corresponding data
set, which is used to measure the mean value of the data set. (Color figure online)

likely the agent will make wrong actions and the more difficult it is to detect
perturbations.

We summarize the reward value and loss value shown in Table 2 under RLAT,
RLAT-BI, RLAT-NN and RLAT-AI attack methods, which record the corre-
sponding perturbation value, reward and loss value under corresponding attack-
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Table 2. Corresponding data results of different attack methods.

Attack methods l2 (ρ) l2 (ρ)

0.00 0.95 1.00 1.05 1.10 1.15 0.00 0.95 1.00 1.05 1.10 1.15

RLAT Reward 470.20 19.12 11.24 6.59 3.10 1.025 Loss 1.61 0.64 0.45 0.42 0.012 0.013

RLAT-BI 9.90 5.43 4.32 1.72 0.70 1.07 0.65 0.44 0.16 0.002

RLAT-NN 9.26 6.33 4.18 2.48 0.70 1.07 0.64 0.52 0.41 0.002

RLAT-AI 9.99 6.24 4.57 1.84 0.70 0.97 0.69 0.49 0.10 0.002

ing method. It can also be seen from the data in the table that the larger the
perturbation, the smaller the reward value, the smaller the prediction deviation
of Q value and the stronger the attack.

Fig. 13. Box graph of the mean loss under RLAT, RLAT-BI, RLAT-NN and RLAT-AI
attack methods of different perturbations. The data of each attack method contains
eight sets of data corresponding to the average data of every 50 rounds.

(a) DQN, RLAT, l2(ρ) =

0.95

(b) DQN, RLAT, l2(ρ) =

1.00

(c) DQN, RLAT, l2(ρ) =

1.05

(d) DQN, RLAT, l2(ρ) =

1.10

(e) DQN, RLAT, l2(ρ) =

1.15

(f) DQN, FGSM, l2(ρ) =

1.15

(g) DQN, PGD, l2(ρ) = 1.15 (h) DQN, MI-FGSM, l2(ρ) =

1.15

Fig. 14. Visualization results under the different attack methods, and the figure shows
several frames of the game about to fail after the attack.



Attention Mechanism Based Adversarial Attack Against DRL 41

5.3 Experimental Visualization Results

In the experiment, we also recorded the visual result diagram of the game opera-
tion interface shown in Fig. 14(a)–(e), which correspond to different perturbation
sizes, under our attack method. Figure 14(e)–(h) show the visualization results
under different attack methods, in which the perturbation range of these attack
methods are same. The visual images are taken from the states where the game
is about to fail, and only part of the frames are given instead of the complete
video effect.

6 Conclusion

Through the above experimental analysis, we study the influence of deep features
of DRL neural network model on observation of DRL environment. According
to the characteristics of adversarial attack, we propose a new attack method,
which no longer requires to carry out back propagation to obtain the gradient
information of the target model, but only needs to extract deep features and
perform feature transformation to finally obtain the perturbation so as to effec-
tively confuse the agent. Similarly, we make the reward value obtained of each
action of the agent smaller and increase the frequency of game failures by adding
perturbation to the environment state of DRL, which is essentially to change the
policy of the agent. The new attack method used in this experiment belongs to
the white-box attack method, which needs to know various parameters of the
model and DRL environment information.

In the future, the research on RL will continue to focus on improving its
performance. And the research fields in RL including not only its attack and
defense, algorithm improvement and optimization, training efficiency improve-
ment, but also in the interpretability of RL model, security boundary analysis.
It needs further integration into the practical application.
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Abstract. With the rapid development of cloud computing technology,
users prefer cloud servers to store data. Scholars have proposed many
searchable encryption schemes to ensure the confidentiality and search
ability of the data. Based on the existing scheme, this paper proposes a
new attribute-based searchable encryption scheme with fuzzy keywords.
The primary purpose of this scheme is to achieve user access control and
fuzzy keyword search. In this scheme, a tree-shaped access structure is
used to implement the user’s access control, and only the user whose
attributes meet the requirements can perform search operations. Fuzzy
multi-keyword search can be achieved by using a collision-free hash func-
tion and a secure KNN encryption method. Through security analysis,
this scheme satisfies the confidentiality of index and search trapdoors.
There is also no relevance in search trapdoors, and this scheme achieves
CPA security.

Keywords: Searchable encryption · Attribute-based encryption ·
Fuzzy keywords · Multiple keywords

1 Introduction

With the rapid development of cloud computing technology in recent years,
thanks to the flexibility and speed of cloud servers, more and more users tend
to store data in cloud servers. Cloud servers not only reduce storage space and
management overhead on local servers, but also achieve data sharing at the
same time. To solve the security problems of the cloud server, the data must
be encrypted before uploaded to the cloud server, but this also brings specific
difficulties to the retrieval of cloud services.

In 2000, Song et al. [1] proposed a ciphertext searchable encryption scheme.
In this scheme, data is stored in a cloud server in the form of the ciphertext, and
only legitimate users have retrieval capabilities. In 2005, Sahai et al. [2] proposed
an attribute-based encryption scheme to generalize user identity information to
attributes related to the user’s identity. Subsequently, according to the different
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manifestations and application scenarios of the ciphertext and the key, attribute-
based encryption of key strategy (KP-ABE) [3] and attribute-based encryption
of ciphertext strategy (CP-ABE) [4] were proposed.

In addition to implementing access control for users, how to expand the query
method of single keyword exact matching in the basic scheme to meet wider
query needs is also an important research direction of searchable encryption. In
2004, GolleP [5] proposed a keyword retrieval scheme to realize the retrieval of
multiple keywords. Li et al. [6] proposed a fuzzy keyword retrieval scheme in
2010. Ref. [20,21] also proposed different fuzzy keyword search methods later
in 2013, respectively implementing a single sortable fuzzy keyword search and
verifiable fuzzy keyword search scheme.

In 2014, Li Shuang et al. [10] proposed an attribute-based searchable encryp-
tion scheme, which combines searchable technology and attribute-based encryp-
tion technology, breaking the previous “one-to-one” communication method. In
the same year, Ref. [15] proposed a searchable encryption scheme that achieves
the access control to users and the retrieval of multiple keywords. Ref. [24] pro-
posed a multi-server multi-keyword searchable encryption scheme, which uses
multiple servers to store data and conducts multi-keyword searches. This scheme
only stores data messages in the form of the ciphertext to the cloud servers, but it
cannot search for all messages. This scheme only supports searching for multiple
precise keywords. In 2019, Ref. [26] proposed an authorized searchable encryp-
tion scheme under a multi-authority setting, which allowed the authorization
process to be performed only once on policies from multiple permissions. Ref.
[25] proposed a practical multi-client dynamic searchable encryption system,
which provided fine-grained access control through attributes based on encryp-
tion and the number theory technique.

Although the schemes above provide us with ways to achieve the access
control and the keyword retrieval, there are still some problems that have not
been solved. In the traditional attribute-based encryption scheme, most of them
are single-keyword or multi-precision keyword retrieval with low fault-tolerance.
Once data users make mistakes in keywords, they cannot get the correct results.
The best way to solve this problem is to implement a fuzzy keyword encryption
scheme. However, most of the existing schemes fail to combine the attributes
and the fuzzy keyword retrieval well. How to design a scheme to achieve fuzzy
keyword retrieval while achieving access control is very important.

In this paper, we propose an attribute-based fuzzy multi-keyword searchable
encryption scheme based on existing research, using an access tree to achieve
user access control and wildcards to construct fuzzy sets of modular keywords.
We also use hash functions and the KNN encryption method to realize a fuzzy
multi-keyword search. In our scheme, the data owner encrypts the message and
customizes the access structure, generates a secure index and uploads it to the
cloud server. When data users need a specific data file, they need to upload search
credentials and search trapdoors to a specific server. Only when the data user’s
attributes meet the access structure can the search server implement search,
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and finally the storage server returns the relevant ciphertext. The ciphertext is
decrypted by the data user.

The remaining of this paper is as follows. In Sect. 2, we roughly introduce the
existing research results and their shortcomings. We propose the scheme formal-
ization and security model in Sect. 3. Section 4 gives the preliminary knowledge.
In Sect. 5, we present the corresponding algorithm in detail. Then we conducted
the security analysis in Sect. 6. Section 7 gives a performance analysis of our
scheme. Finally, a summarization of the scheme is given.

2 Related Works

In this section, we will briefly review the existing achievements on searchable
encryption, attribute-based encryption, and fuzzy multi-keyword queries.

2.1 Searchable Encryption

In 2000, the one-to-one searchable encryption mechanism was first proposed by
Song et al. [1]. They encrypted the plaintext files separately. By scanning the
entire encrypt file and comparing it with the ciphertext, the keywords are con-
firmed and the number of occurrences is counted, but this scheme requires a
lot of computing resources. Goh [7] proposed an index-based searchable encryp-
tion scheme. This scheme stores the keywords of a single file in the file index
and implements search with the help of Bloom filter operations. The many-to-one
searchable encryption scheme was proposed by Boneh et al. [8] in 2004 They gave
the constitution of searchable encryption based on public keys and the proof of
its security. Subsequently, searchable encryption based on connection keywords
[5,9] and other schemes were proposed. Searchable encryption technology has
been greatly developed.

2.2 Attribute-Based Encryption

Attribute-based encryption is developed from Fuzzy Identity-based Encryption
(Fuzzy-IBE). In Ref. [2], Sahai and Waters first proposed attribute-based (ABE)
encryption, which nested attributes of users in ciphertext or keys to achieving
access control to users. Still, this scheme can only support the threshold strategy.
In order to express a more flexible access control strategy, scholars proposed two
types of ABE mechanisms: key strategy attribute encryption (KP-ABE) [3] and
ciphertext strategy attribute encryption (CP-ABE) [4]. After that, BALU et al.
[11] and HUR et al. [12] proposed a hidden strategy based on a tree structure.
LAI et al. [22] and WANG et al. [23] proposed a strategy hiding scheme based
on linear secret sharing structure.

In 2014, Li Shuang et al. [10] proposed an attribute-based searchable encryp-
tion scheme that used access trees to control access of users and achieve fine-
grained and secure sharing of keyword ciphertext, but the scheme cannot give
support to the user automatically generating search credentials. In Ref. [28],
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a novel fuzzy ABAC model (FABAC) was proposed that introduced the fuzzy
mechanism into decision-making process to attain better tradeoff between secu-
rity and usability. Ref. [13] proposed a multi-server searchable ciphertext pol-
icy attribute-based encryption scheme based on authorization. Using multiple
attribute authorization agencies to solve the problem of user key leakage, but
this scheme only supports “and” and “or” access strategies and only supports a
single precise keyword search.

2.3 Fuzzy Multi-keyword Query

After the searchable encryption method was first proposed by Song et al. [1], Park
et al. [5,9] proposed a searchable encryption based on connection keywords. Cao
and Wang et al. [14] proposed a multi-keyword searchable encryption scheme.
This scheme constructs vectors for indexes and keywords during searching and
realizes multi-keyword searching through vector operations. In Ref. [15], the
author introduced attribute-based encryption technology into the multi-keyword
search and authorized users through attribute certificates. But this scheme only
supports the retrieval of precise keywords.

Li et al. [6] first proposed a fuzzy single-keyword retrieval scheme based on
wildcards in 2010. However, if multiple keyword searches were to be performed,
the algorithm required multiple rounds. Ref. [16] proposed a fuzzy query method
(MFS) that supports multiple keywords, but the use of Bloom filter results in
low accuracy. In Ref. [17], the author proposed an improved fuzzy multi-keyword
query method, which used collision-free hash function to construct multiple key-
words in the same fixed-length vector and used the safe KNN technology to
achieve fuzzy multi-keyword query. However, this scheme only gives a search
model of keywords, and can not achieve user access control. Ref. [27] proposed
a verifiable encryption scheme supporting fuzzy Search. Through principle of
matrix operations, it realizes the fuzzy retrieval over encrypted data, and enables
the user to verify the correctness of the retrieval results efficiently.

3 Scheme Formalization and Security Model

This paper proposes an attribute-based searchable encryption scheme with fuzzy
keywords. As shown in Fig. 1, this scheme includes the following six parties:
Multi-attribute Authorization Center, Data Owner, Data User, Verification
Server, Search Server, and Storage Server. These parties can be described as
follows:

– Multi-attribute Authorization Center: We suppose that it is trusted. It is
responsible for generating the system master key and public parameters, man-
aging system attributes, and distributing private keys for Data User.

– Data Owner: Encrypt the message and upload the customized access structure
to Storage Server to help Data User generate some private keys. Generate an
encrypted index of keywords and upload it to Search Server.
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– Data User: Generate search credentials and trapdoor information based on
the private key and public parameters of the system. Decrypt the ciphertext
returned by Storage Server to get the plaintext.

– Verification Server: Verify the attributes of Data User based on the search
credentials. Only when the attributes satisfy the access structure, Search
Server will perform the search based on the trapdoor information.

– Search Server: When the attributes of Verification Server are verified, Search
Server will perform a file search based on the trapdoor information.

– Storage Server: Store the ciphertext and return the corresponding ciphertext
to Data User according to the search results of Search Server.

Fig. 1. System architecture

3.1 Concepts of the Scheme Formalization

The multi-server attribute-based fuzzy keyword encryption scheme proposed in
this paper includes the following basic algorithms: System Setup, Key Genera-
tion, Encrypt, Trapdoor Generation, Test, Search, Decrypt.

– Setup(λ,U) → (msk, params): Executed by the attribute authority, take the
system security parameters λ and global attribute set U as input to obtain
the system master key msk and the public parameter params.

– KeyGen(msk, params,L) → (SK,SK1, PK1): Verification Server and
Search Server generate its public key PK1 and private key SK1. Data User
and Multi-Attribute Authorization Center jointly generate the user’s private
key SK.

– Encrypt(m,W,w, params) → (C0, C1, {Ci,j,1, Ci,j,2} , γ, I): Data Owner
selects the message m to be encrypted and chooses the access strategy W
to customize the access tree γ. Data Owner also selects keywords w to gen-
erate an encrypted index I and uploads it to the server.
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– TokenGen(PK1, SK, w̃) → (TK,Q): Data User generates search credentials
TK based on his/her private key SK and the server’s public key PK1. Trap-
door Q is generated based on his/her own private key SK, and the fuzzy
keyword set w̃ to be queried.

– Test(TK,C0, γ) → b: Verification Server performs attribute verification
based on the search credentials obtained from Data User.

– Search(Q, I) → M : When the verification of the user’s attribute is passed,
Search Server searches the ciphertext according to the trapdoor information Q
and the encrypted index I. Storage Server sends the corresponding ciphertext
M to Data User according to the search results.

– Decrypt(M,SK) → m: Data User decrypts the ciphertext M according to
the private key SK to obtain the message m.

3.2 Security Model

If an attacker’s advantage AdvAd(k) in the security game is negligible, then the
scheme is called CPA security. The following is the construction process of choos-
ing the plaintext security model in the security game plan. Let the attacker be
Ad and the challenger be C. The specific game process is as follows:

(1) Initial: Attacker Ad sends the challenge structure W ∗ to Challenger C.
(2) Setup: C runs the Setup algorithm to obtain the public parameters of the

scheme params = {Y, e, g,G1, G2, Ti,j} and sends it to Ad.
(3) Phase 1: Ad can make multiple inquiries in any polynomial time.

Private key query: Ad asks C about the private key of the selected attribute
set Att. C runs Key Generation algorithm and sends the private attribute
key SK∗ =

{

d∗
1, d0,

{

d∗
i,j,1, d

∗
i,j,2

}

i∈(1,n),j∈(1,ni)

}

to Ad.
Search credential query: C runs Trapdoor Generation algorithm to output

search credential TK∗ =
{

T1, T
∗
2 , T3, T

∗
4 ,

{

d′∗i,j,1 , d′∗
i,j,2

}

i∈(1,n),j∈(1,ni)

}

and

send it to Ad.
(4) Challenge: Ad submits two equal-length messages m0 and m1 to C. C

encrypts the message mζ , ζ ∈ {0, 1}, and sends the challenged ciphertext
C∗

0 and M∗ to attacker Ad.
(5) Phase 2: The attacker repeats the operations of the inquiry phase 1.
(6) Guess: Ad outputs a pair of guesses of ζ. If ζ = ζ ′, then Ad successfully

obtains a valid ciphertext of any message, and the advantage of successful
guessing is defined as AdvAd =

∣

∣Pr [ζ = ζ ′] − 1
2

∣

∣ = ε.

3.3 Goals of the Scheme

The designed attribute-based fuzzy multi-keyword scheme should achieve the
following secure and functional goals:

(1) Data and query privacy: The privacy of the data stored in the data storage
must be guaranteed; that is, the cloud server cannot learn any underlying
information except the encrypted data and the query itself.



50 X. Song et al.

(2) User access control: Only users who meet the attribute requirements can
perform ciphertext retrieval.

(3) Fuzzy multi-keyword search: Users are allowed to have a certain fault toler-
ance rate when performing a multi-keyword search.

4 Preliminaries

4.1 Explanation of Main Symbols

Definitions of symbols are shown in Table 1.

Table 1. Explanation of symbols

Symbol Explanation

U = {att1, att2, . . . , attn} Global attribute collection

msk System master key

params System public parameters

Pk1 Server public key

Sk1 Server private key

L = {l1, l2, . . . , ln} User’s attribute set

SK User’s private key

m Plaintext

W Access strategy

w = {w1, w2, . . . , wn′} Keyword set

I = (Ia, Ib) Encrypted index

TK Search credential

w̃ = {w̃1, w̃2, . . . , w̃n′} Query keyword set

Q = (Qa, Qb) Trapdoor information

4.2 Bilinear Map

Let G1 and G2 be two multiplicative cyclic groups with the prime order P , and
set the generator of group G1 to be g. There exists a bilinear map e : G1×G1 →
G2 that satisfies the following properties [18]:

(1) Bilinearity: for all x, y ∈ G1, a, b ∈ ZP , there is e
(

xa, yb
)

= e
(

xb, ya
)

=
e (x, y)ab.

(2) Non-degeneracy: there is e (g, g) �= 1, where 1 is the unit of G2.
(3) Computability: for all x, y ∈ G1, there is an effective polynomial time algo-

rithm for calculating e (x, y) ∈ G2.
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4.3 Difficult Problems in Cryptography

The security of this scheme is based on the difficult problems of cryptography,
and then we define these problems.

(1) BDH problem [19]: Definite e : G1 × G1 → G2 to be a bilinear pair. With
a given quadruple

(

g, ga, gb, gc
)

where a, b, c ∈ ZP are unknown, calculate
e (g, g)abc ∈ G2.

(2) DBDH problem: Definite e : G1 ×G2 → GT to be a bilinear pair. Select the
generator P ∈ G1,Q ∈ G2 and randomly choose a, b, c ∈ Z∗

P , A = P a,B =
P b,C = Qc, Z = e (P,Q)d. Determine whether d is equal to abc.

4.4 Fuzzy Set Construction

In this scheme, we use wildcards to construct fuzzy sets of keywords. Wild-
cards ∗ are used to indicate all editing operations at each position of the
keyword, including replacement, insertion, and deletion. Then the fuzzy key-
word set corresponding to the keyword w can be expressed as Sw,d =
{

S′
w,0, S

′
w,1, . . . , S

′
w,r, . . . , S

′
w,Λ

}

.

4.5 Access Tree Construction

In this paper, an access tree is used to implement user access control [10]. Each
non-leaf node in the tree represents a threshold described by child nodes and
thresholds. The threshold of node x is denoted by kx and the number of child
nodes is recorded as numx, satisfying 1 � kx � numx. In particular, the “or”
gate is represented when kx = 1, and the “and” gate is represented when kx =
numx. Leaf nodes are related to attributes and the threshold is equal to 1.

Let the root node of the access tree be r, and the hidden secret be β. The
access tree numbers the child nodes of each node; that is, the child nodes are
numbered from l to num. We use the recursive algorithm to establish the access
tree starting from the root node, and we randomly select a polynomial qx for each
node x from top to bottom. Then the order dx and threshold kx satisfy the rela-
tion dx = kx −1. For the root node, we have qr (0) = β. The remaining dr points
are randomly selected. The other node x set value qx (0) = qparent(x) (index (x))
down from the root node, where parent (x) represents the parent node of x and
index (x) represents the number of the child node, and the remaining dx points
are randomly selected.

After the above operations, all polynomials are determined. For each leaf
node x, it is related to the attribute. So far, with the above algorithm, we can
generate an access tree for user access control.

4.6 Secure KNN Encryption Method

In 2009, Wong W K et al. [29] proposed the Secure KNN computing method for
encrypted data. In this paper, we use this method to build security index. I is
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the vector to be encrypted and Q is the query vector. Let S′ ∈ {0, 1}d be a bit
string of length d and randomly select d × d invertible matrix M1 and M2. For
loop variable k from 1 to d, if S′ [k] = 1, then I [k] is randomly decomposed into
Ia [k] and Ib [k]. If S′ [k] = 0, then I [k] = Ia [k] = Ib [k].

According to the above rules, I will be divided into two vectors Ia and Ib. The
final encrypted index is I ′ = (I ′

a, I ′
b). Which satisfies I ′

a = MT
1 Ia and I ′

b = MT
2 Ib.

Use the same method on Q and we have Q′ = (Q′
a, Q′

b), satisfying Q′
a = M−1

1 Qa

and Q′
b = M−1

2 Qb. We can find that

I ′T
a · Q′

a + I ′T
b · Q′

b =
(

MT
1 Ia

)T · (

M−1
1 Qa

)

+
(

MT
2 Ib

)T · (

M−1
2 Qb

)

= IT
a · Qa + IT

b Qb = IT Q
(1)

The dot product of encrypted index and query index is equivalent to the dot
product of original vector and query vector. However, due to the original vector
and the invertible matrix conducting multiplication operation and getting a new
vector, it will hide the real vector.

5 Attribute-Based Searchable Encryption Scheme
with Fuzzy Keywords

In this section, we will give the specific algorithm of this scheme.

(1) System Setup: The algorithm is first executed by N attribute authority
centers AAi. The security parameters λ is taken as input. Selects the group G1

and G2 of the order P . The generator of the bilinear map G1 is denoted by
g. Each AAi selects αk ∈ ZP (k ∈ {1, 2, . . . , N}) randomly and then calculates
Yk = e (g, g)αk and sends it to all other attribute authorities. Let

Y =
N
∏

k=1

Yk = e (g, g)
∑N

k=1 αk (2)

AAi selects ti,j ∈ Z∗
P (i ∈ (1, n) , j ∈ (1, ni)) for att1, att2, · · · , attn randomly and

calculate Ti,j = gti,j . Data owner randomly chooses r ∈ Z∗
P . After d1 = gr is

calculated and it is sent to the user.
Then the system master key msk which is kept by the multi-attribute author-

ity and the public system parameters params are output.

msk = {αk, r}
params = {Y, e, g,G1, G2, Ti,j} (3)

(2) Key Generation: The key generation is divided into two steps.
Step1: The Verification Server and the Search Server separately select random
a, b ∈ Z∗

P as their private keys. The public key is:

PK1 = gab (4)
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The private key is output as followed.

SK1 = ab (5)

Step2: Let L = {l1, l2, . . . ln} be the attribute set of user, the authority center
AAi selects random λi ∈ Z∗

P . Make calculations of di,j,1 = gr+λiti,j , di,j,2 =
gλi (i ∈ (1, n) , j ∈ (1, ni)), dk

0 = gαk , and the authority center sends the attribute
private key component to the data user. After calculating d0 =

∏N
k=1 dk

0 =
g

∑N
k=1 αk , the user’s private key is:

SK =
{

d1, d0, {di,j,1, di,j,2}i∈(1,n),j∈(1,ni)

}

(6)

(3) Encrypt: The encryption algorithm is divided into three steps: ciphertext
encryption, access tree generation and query keyword index encryption.
Step1: Data Owner selects message m ∈ G1 and random β ∈ Z∗

P . Calculate:

C0 = gβ , C1 = mY β (7)

Step2: Data Owner chooses the access strategy W . The root node of the access
tree is r and the secret is β. The recursive algorithm is used to generate the
access tree γ. For leaf nodes i ∈ attr (x), we have

Ci,j,1 = gqx(0), Ci,j,2 = T
qx(0),
i,j , i ∈ (1, n) , j ∈ (1, ni) (8)

Step3: Data Owner randomly selects invertible matrixs M1d×d
and M2d×d

. S′ ∈
{0, 1}d is a bit string of length d. P = {P1, . . . , PL} represents a set of L prime
numbers. The set of L random characters is denoted by S = {S1, . . . , SL} and
kf is a character string with a length of K bit.

Data Owner chooses keyword set w = {w1, . . . , wn′}. We assume that |w [j]|
indicates the length of the jth keyword, w [j] (l) represents the lth letter of the
jth keyword, and the maximum length of the keyword is denoted by L. W is
padded by S = {S1, . . . , SL} to make the length of the keyword to be L, so as to
hide the length of each keyword. Construct a d-dimensional vector p for w and
initialize each element to 1. For 1 � l � L, calculate:

positionl =
{

H (j, w [j] (l)) l ∈ [1, |w [j]|]
H (j, S [l − |w [j]|]) l ∈ [|w [j]| , L] (9)

In this equation, |w [j]| refers to the length of the keywords without padding
characters and positionl represents the positionl-th position of the d-dimensional
vector p. H is a collision-free hash function. Output the value of positionl posi-
tion of p: p [positionl] = p [positionl] × Pl.

For loop variable k from 1 to d, if S′ [k] = 1, then p [k] is randomly decom-
posed into pa [k] and pb [k], satisfying p [k] = pa [k] + pb [k]. When S′ [k] = 0,
then p [k] = pa [k] = pb [k]. According to the above rules, it will divide p into
two vectors, pa and pb. The final encrypted index is I = (Ia, Ib), satisfying
Ia = MT

1 pa, Ib = MT
2 pb.
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Finally, the data owner uploads the ciphertext, access structure and
encrypted index to the server.
(4) Trapdoor Generation: There are two sections of this algorithm.

1) Data User input PK1 and SK, select μ ∈ Z∗
P randomly. Let T1 =

gabμ, T2 = gλiμ, T3 = Tμ
i,j = gti,jμ, T4 = dμ

0 , d′i,j,1 = g(r+λiti,j)μ, d′i,j,2 = gλirμ.
Then the search credential is

TK =
{

T1, T2, T3, T4, {d′i,j,1, d′i,j,2}i∈(1,n),j∈(1,ni)

}

(10)

2) Data User sends search request to Data Owner and then Data Owner
sends sk = {M1,M2, S′, S, P, kf} to the user. User chooses keyword set w̃ =
{w̃1, . . . , w̃n′} to query. Fill w̃ with S = {S1, . . . , SL} to make the length of
the keyword queried to be L, thereby hiding the length of each keyword. The
Data Owner constructs a d-dimensional vector p̃ for w̃i, in which each element
is initialized to 1. For 1 � l � L, if w̃ [l] �= ∗, calculate:

positionl =
{

H (j, w̃ [j] (l)) l ∈ [1, |w̃ [j]|]
H (j, S [l − |w̃ [j]|]) l ∈ [|w̃ [j]| , L] (11)

Here |w̃ [j]| refers to the length of the queried keyword without the filler
character, positionl represents the positionl-th bit of the d-dimensional vector
p̃. H is a collision-free hash function. The value is p̃ [positionl] = p̃ [positionl] ×
1
Pl

. If w̃ [l] = ∗, then positionl1 = Fkf
(′a′) , . . . , positionl26 = Fkf

(′z′), where
positionl1 represents the positionlth bit of the d-dimensional vector p̃, and Fkf

is a pseudo-random function. Then calculate p̃ [positionlk] = p̃ [positionlk] × 1
Pl

with k from 1 loop to 26.
Select the prime number v randomly and we have q = vp̃. For the loop

variable k from 1 to d, if S′ [k] = 0, then q [k] is randomly divided into qa [k] and
qb [k], satisfying q [k] = qa [k] + qb [k]. If S′ [k] = 1, then q [k] = qa [k] = qb [k].
Divide q into two vectors qa and qb. According to the above rules, the final
trapdoor is:

Q = (Qa, Qb) , Qa = M−1
1 qa, Qb = M−1

2 qb. (12)

(5) Test: The Verification Server verifies whether the attributes of the Data
User meet the requirements of the access tree based on the search credentials
and the access tree.

Define a recursive algorithm DecryptNode (x). When x is a leaf node and its
attribute is i, then there is

DecryptNode (x) =

{

e(Ci,j,1,d′
i,j,1)

e(Ci,j,2,d′
i,j,2)

i ∈ U

⊥ i �∈ U
(13)

When x is not a leaf node, for all child nodes z, if there is a node set Sx of
the arbitrary size kx and all the nodes are child nodes of x. Let i = index (x),
S′x = {index (z) |z ∈ Sx}. kx is the threshold of the node and we have
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DecryptNode (x) =
∏

z∈Sx

DecryptNode (z)Δi,S′
x(0)

=
∏

z∈Sx

(

e (g, g)μqz(0)
)Δi,S′

x(0)

=
∏

z∈Sx

(

e (g, g)μqparent(z)(index(z))
)Δi,S′

x(0)

=
∏

z∈Sx

e (g, g)μqx(i)
Δ

i,S′
x(0)

= e (g, g)μqx(0) (14)

Δi,S′
x(0) is the Lagrange coefficient. Otherwise outputs ⊥ by the recursive func-

tion.
In summary, the complete definition of function DecryptNode (x) has been

obtained, and DecryptNode (r) = e (g, g)μβ can be calculated if and only if the
attributes satisfy the access tree. Let

E =
e (C0, T2) e (T1, T3)

e
(

T2, T ab
3

) (15)

Determine whether E is equal to DecryptNode (r). If it is equal to
DecryptNode (r), then return value b = 1, otherwise b = 0.
(6) Search: When the Verification Server returns the value b = 1, the search
server performs a ciphertext search based on the trapdoor of the user. Calculate
the dot product of the trapdoor Q = (Qa, Qb) and the encrypted index I =
(Ia, Ib).

IaQa + IbQb =
(

MT
1 pa

) · (

M−1
1 qa

)

+
(

MT
2 pb

) · (

M−1
2 qb

)

= pT
a · qa + pT

b · qb = vpp̃ (16)

When the dot product is an integer, the storage server calculates M ′ =
e(C0,d′

i,j,2)C1

e(C0,T4)
and returns the ciphertext C0 and M ′ to the user.

(7) Decrypt: When the user gets the ciphertext C0 and M ′, we have the mes-
sage m = M ′(C0,Ti,j)

e(C0,di,j,1)
.

6 Security Analysis

6.1 The Correctness and Security of Indexing and Searching
Trapdoors

Confidentiality of Indexing and Searching Trapdoors: In this scheme,
Data Owner randomly selects a set S = {S1, . . . , SL} containing L random char-
acters and transmits it to Data User through a secure channel. The keyword sets
w and w̃ are filled with these characters to hide the true length of each keyword,
and Data Owner uses a pseudo-random function to make the constructed key-
word vector random. At the same time, the secure index I = (Ia, Ib) is obtained



56 X. Song et al.

by constructing the original index pa and pb and multiplying the invertible
matrix. Similar to the file keyword index, the query keyword index hides the
original vector p̃ through multiplying the invertible matrix, and we have a new
vector Q = (Qa, Qb). In the case where Search Server and Storage Server do
not know the user’s private key, when the dimension of the invertible matrix is
large, it is difficult for an attacker to obtain the plaintext effectively. So that the
scheme can be computationally safe.

Search for the Irrelevance of Trapdoors: The trapdoor unlinkability in this
scheme is the same as the WMFS advanced scheme in Ref. [17], which is limited
by the length of the paper and will not be described here.

6.2 Ciphertext Indistinguishability

The security proof of this scheme is based on the DBDH problem (Decisional
Bilinear Diffie-Hellman). If the advantage of the attacker Ad is negligible, it
indicates that the scheme is to satisfy CPA security.

Proof: Use proof by contradiction. Assuming that attacker Ad′s advantage
AdvAd = ε is not negligible in polynomial time, the attacker wins. Use the
following games to illustrate further:

(1) Initial: Attacker Ad sends the challenged structure W ∗ to challenger C.
(2) Setup: Challenger C chooses the group G1, G2 with the order P and the gen-

erator g. Take the safety parameter λ as input. The challenger C runs Setup
to obtain the system’s public parameter params = {Y, e, g,G1, G2, Ti,j} and
sends it to attacker Ad. C randomly chooses s, t and sets the server’s public
and private key to be (SK1, PK1) → (st, gst).

(3) Phase 1: Attacker Ad can interrogate multiple times in any polynomial time.
Ad applies for the private key from challenger C for its attribute set L∗ =
(l∗1, l

∗
2, . . . , l

∗
n), where l∗i does not satisfy the access structure W ∗. C enters

the public parameter params of the system to execute Key Generation and
output attribute private key:

SK∗ =
{

d∗
1, d0,

{

d∗
i,j,1, d

∗
i,j,2

}

i∈(1,n),j∈(1,ni)

}

(17)

d0 =
N
∏

k=1

dk
0 = g

∑N
k=1 αk , d∗

i,j,1 = ga+bti,j ,

d∗
i,j,2 = gb (1 ∈ (1, n) , j ∈ (1, ni)) , d∗

1 = ga

Challenger C sends SK∗ to Ad.
(4) Ad applies to C for a search certificate. C randomly chooses μ ∈ Z∗

P and
calculates

T1 = gstμ, T ∗
2 = gbμ, T3 = Tμ

i,j = gti,jμ, T ∗
4 = dμ

0 ,

d′∗i,j,1 = g(a+bti,j)μ, d′∗i,j,2 = gabμ (18)
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Search credential TK∗ =
{

T1, T
∗
2 , T3, T

∗
4 ,

{

d′∗
i,j,1, d

′∗
i,j,2

}

i∈(1,n),j∈(1,ni)

}

is
output and sent to Ad.

(5) Challenge: Ad randomly sends two equal-length messages m0 and m1 to C.
C randomly selects ζ ∈ (0, 1) to encrypt message mζ . Set β = c and perform
Encrypt. Calculate:

C∗
0 = gc, C∗

1 = mζY
c, M∗ =

e
(

C∗
0 , d′∗

i,j,2

)

C∗
1

e (C∗
0 , T ∗

4 )
(19)

Define T = M∗
mζ

, and send C∗
0 and M∗ to attacker Ad.

(6) Guess: Attacker Ad outputs a conjecture on ζ′ ∈ {0, 1}. If ζ = ζ′, the
attacker guesses correctly and challenger C outputs b = 1, indicating T =
(g, g)abc. Otherwise, challenger C outputs b = 0, which means that T is a
random value of G2.

The probability of a challenger solving the difficult problem is as follows:
When the output is b = 1, T = (g, g)abc, that is, attacker Ad gets a valid

ciphertext about mζ . By definition, Ad has a non-negligible advantage ε, so

Pr [ζ = ζ′|b = 1] =
1
2

+ ε (20)

When the output is 0, T ∈ G2. T is a random value of G2, so the attacker
cannot obtain a valid ciphertext about mζ . The probability at this time is

Pr [ζ = ζ′|b = 0] =
1
2

(21)

To sum up, the advantage of being able to correctly guess ζ = ζ′ in the above
game is

AdvB = |Pr [ζ = ζ′] − 1
2
| = |1

2

(

1
2

+ ε

)

+
1
2

× 1
2

− 1
2
| =

ε

2
(22)

Based on the above security definition and security countermeasures, in any
polynomial time, the advantage of Ad in the game is negligible, so this scheme
is CPA secure.

7 Performance Analysis

In this section, we analyze the efficiency of our scheme and conduct the experi-
ment to evaluate its practice.

7.1 Efficiency Analysis

First, we give some necessary definitions of symbols in the Table 2.
The calculation cost of each algorithm is shown in the Table 3.
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Table 2. Definition of symbols

Symbol Explanation

H The hash computation cost

P A bilinear pairing operation cost

E The cost of an exponentiation operation on pairing

F The pseudorandom function cost

n The number of attributes

n′ The number of keywords

s The number of wildcard

L The length of keywords

M The cost of scalar multiplication on elliptic curve

m The number of attribute authorization center AAi

Table 3. Performance analysis of the scheme

Key Generation Encrypt Trapdoor Generation Test Decrypt

Our scheme(1 + 2n + N)E + (N + n) M1. 2E 1. (2n + 4)E 3P + E + 3M3P + 4M

2. 2nE 2. (n′l − s)H + 26sF + 2d2

3. n′LH + 2d2

7.2 Experiment Evaluation

In order to better evaluate our program, we will show the results of our exper-
iments in this section. All the experiments are on a Windows 10 Dell laptop
(Intel Core (TM) i5-8250U CPU @ 1.60 GHz, 4 GB memory).

First of all, our scheme is relatively simple for encryption and decryption.
It has less computational overhead and higher encryption and decryption oper-
ating efficiency. Secondly, the generation of the encrypted index is related to
the number of keywords and the number of letters it contains. When the length
of the security index is fixed, the number of keywords and the letters will be
larger, and the time cost of the algorithm will be greater. The time cost of the
query trapdoor generation is similar to that of the security index generation.
However, due to the existence of wildcards, it is necessary to traverse ‘a’ to ‘Z’
through the calculation of pseudo-random functions, so the actual time cost is
higher than the security index generation. The difference lies in the number of
wildcards. Therefore, we only give the test results of key generation and query
index generation here. We choose SM3 as the hash function which was issued
by the Chinese State Password Administration on December 17, 2010 and its
relevant standard is “GM/T 0004-2012 SM3 cipher hash algorithm”. The time
mentioned below refers to the average system time. The detailed experimental
results are as follows:

Figure 2a shows the time cost of the key generation. We test with the number
of attributes from 1 to 30. The results show that the time of the key generation
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increases with the number of AAi and the number of attributes. When n is less
than 8 and N is less than 30, our algorithm can be completed in 1 s.

Fig. 2. Experimental results

Figure 2b shows the time cost of query index generation. We test with L =
10, 20, 30 and the number of keywords from 500 to 2500. The results show that
the cost of key generation increases with the increase in the number of keywords.
When L is less than 30 and the number of keywords is less than 2500, our
algorithm can be completed in 40 ms with high efficiency.

In this scheme, encryption and decryption are relatively simple and index gen-
eration is efficient. However, due to the large time cost of exponential operation
and bilinear operation, this scheme still has some shortcomings to be improved.

8 Conclusion

This paper proposes an attribute-based fuzzy multi-keyword searchable encryp-
tion scheme. Data Owner encrypts the message and customizes the access struc-
ture. Only when the attributes of the user meet the access structure, the search
server can conduct a search algorithm, thereby realizing user access control. A
collision-free hash function and a secure KNN encryption method are used to gen-
erate a secure index and upload it to the cloud server. Data users upload search
trapdoors to the search server, implementing a fuzzy multi-keyword search.
Finally, the relevant ciphertext returned by the storage server is decrypted by
the user. This scheme in this paper satisfies the confidentiality and correctness of
index and search trapdoors and also meets the non-relevance of search trapdoors.
Through security analysis, the scheme also achieves CPA security.
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Abstract. Deep neural networks (DNNs) have been widely used in
many critical application domains. However, the security of DNNs are
threatened by adversarial examples, and the problem has not been fully
solved. In this work, observing the deficiency of existing adversarial
training methods, we propose a new adversarial training method with
a specially-crafted contrastive loss and the siamese training architecture.
Our method fully leverages the distance relationships between the benign
examples and adversarial examples. We conduct extensive experiments
to evaluate our proposed design. The results show that the DNN models
trained by our methods are more robust to adversarial examples com-
pared to those been trained with other SOTA methods.

Keywords: Neural network · Adversarial training · Siamese
architecture

1 Introduction

Due to its impressive performance, Deep neural networks (DNNs) have been
widely used in many application domains, such as computer vision [8,18], natural
language processing [4,21], signal processing, binary analysis [5,19], and so on.
However, under the prosperity, adversarial example [23], a slightly perturbated
version of the normal input, which can fool DNNs without attracting human
attention, brings a significant security challenge to the application of DNNs in
critical tasks.

Lots of works [7,11,13,15] have been proposed for improving the robustness
of DNNs to adversarial examples. Among all the proposed defensive methods,
adversarial training is widely used and shown to be the cutting-edge approach
[12]. The main idea of adversarial training is to dynamically generate adversarial
examples after each training iteration and inject them into the next mini-batch
training data with the right label. And models trained with adversarial training
can have better classification boundaries.
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Although adversarial training achieves good results, they are still not good
enough to solve this security problem [10]. And we observe that existing adver-
sarial training based methods failed to fully leverage the distance relationships
between adversarial and benign examples during model training. Specifically,
traditional adversarial training only tries to make the network to learn the dis-
tribution of adversarial examples but does not actively make the classification
boundary tighter. I.e., it neglects to reduce the distances between the adversarial
examples and the samples of the same data category (the adversarial example
have the same data category of the sample where it comes from), and to enlarge
the distances between the adversarial examples and the samples of different cat-
egories. In this paper, we call the two types of distance as intra-class distance
and inter-class distance, respectively. And the distance can be evaluated by
calculating the Euclidean distance between the intermediate features, such as
the output of the layer before the softmax layer.

There are already two existing works that consider leveraging the distance
information for better model robustness, but none of them fully explores the
distance information. [10] shows an adversarial training method introducing a
special loss in triplet form to represent the distance information. In particular,
the intra-class distance is evaluated by only computing the distances between
the adversarial examples and their corresponding clean samples. [12] also pro-
poses a similar loss, while the intra-class distance is evaluated by calculating the
distances between the adversarial examples and randomly chosen clean samples
from the same data category. These designs are either not considering all the
cases or are not flexible in evaluating the intra-class distance.

Observing the inefficiency of the existing defensive methods, we propose a
new adversarial training architecture using siamese network structure [1] and
contrastive loss [3]. To be specific, apart from the traditional adversarial train-
ing loss, we design a new contrastive loss aiming at reducing the above-mentioned
intra-class distance and enlarging the inter-class distance to achieve better model
robustness to adversarial examples. The intra-class distance is evaluated by com-
bining the design concept of [10] and [12], and we make it more flexible by
balancing the two design choices. And the inter-class distance is directly com-
puted by following the above-mentioned definition. When performing training, a
mini-batch of data and the corresponding adversarial examples are fed into the
two branches of the siamese network, separately. Guided by the combined loss,
our adversarial training design achieves the best model robustness in most cases
compared with other designs, which is shown by extensive experiments.

Main Contributions. First, we propose a siamese adversarial training archi-
tecture by designing a special loss that comprehensively leverages the distance
relationships between adversarial and benign examples. Second, we evaluate our
design with extensive experiments and empirically show that the models trained
with our method are more robust to adversarial examples compared with other
SOTA adversarial training methods.
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2 Background and Related Works

2.1 Adversarial Attacks

Given a trained network f , an input data x, and its corresponding label y, if
there is a x̂ (a perturbed version of x) that mislead the network f while keeping
the Lp distance between x̂ and x less than a given threshold T , we call x̂ an
adversarial example of f . There are many methods for generating adversarial
examples. They can be roughly divided into two types, one-step attack and
iterative attack, based on whether or not they are iteratively optimized.

There are many famous attacks, such as Fast Gradient Sign Method (FGSM)
[7] and Carlini and Wagner’s method (CW) [2]. FGSM is a simple but effective
adversarial example generating method. It perturbs the benign input along the
direction of the gradient of the loss w.r.t. the input. The adversarial example
can be calculated by

x̂ = x + ε · sign(∇xl(x, y)),

where ε limits the perturbation scale, sign() is sign function, and ∇xl(·) is the
gradient of loss. CW formulizes the problem of generating adversarial examples
as an optimization problem. The goal of this problem is to find the minimum
perturbation to fool the classifier f . Multiple loss functions have been proposed
in [2] to make this problem easier to optimize.

Iterative attacks, including Basic Iterative Method (BIM) [9], Projected Gra-
dient Descent (PGD) [11], and Momentum Iterative Method (MIM) [6], also
show impressive attack abilities. BIM is an iterative version of FGSM using the
result of the current step as the input of the next step. PGD is a powerful vari-
ant of BIM. Different from BIM, the computing of PGD methods start from a
random point. MIM is another attack based on BIM integrated with the momen-
tum technique. At each iteration, it updates the gradient by accumulating the
momentum along with the gradient direction.

2.2 Defenses to Adversarial Examples

Many methods for defending adversarial examples have been proposed. We
mainly introduce adversarial training based defensive methods because they are
the state-of-the-art defensive methods [12] and will be the basis of the method
of this paper.

Adversarial training [7] is one of the most influential approaches in defend-
ing adversarial examples. At each training iteration, adversarial examples are
generated based on the model at the current state. The generated adversarial
examples will be labeled with correct labels and used as part of the training data
of the next iteration. [7] first introduced the concept of adversarial training, and
the adversarial examples in the training process were generated by using the
FGSM attack. [11] demonstrated that using more powerful attacks to generate
adversarial examples in training could achieve better model robustness. And the
PGD attack was recommended in their study.
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Combining the concept of deep metric learning and adversarial training for
better model robustness is also studied by some works. [10] and [12] propose
adversarial training architectures with triplet loss. The loss function can be
abstracted as: L = Lat + Ltriplet + R, where Lat is the ordinary adversarial
training loss, Ltriplet is the loss component for decreasing and increasing the
intra-class and inter-class distance mentioned in Sect. 1 respectively, and R rep-
resents the regularization term. In [10], the Ltriplet can be expressed in the form
of:

k∑

i

max(||f(xadv
i ) − f(xi)|| − ||f(xadv

i ) − f(xn
i )|| + α, 0),

where samples xi and xn
i are from different data categories and xadv

i is the
adversarial version of benign input xi. The Ltriplet of [12] is in a similar form:

k∑

i

max(||f(xadv
i ) − f(xp

i )|| − ||f(xadv
i ) − f(xn

i )|| + α, 0),

where xp
i is benign sample from the same data category of xi. And the case

that exchanging xadv
i with xp

i is also considered. The first method only uses
||f(xadv

i ) − f(xi)|| to evaluate the intra-class distance (see Sect. 1) and neglects
the case ||f(xadv

i ) − f(xp
i )|| when xi and xp

i are not identical. And the second
method does not emphasis the importance distance relationship between xi and
xadv

i . Considering the deficiency of two methods, we are going to design an
adversarial training method trying to fully leverage the distance relationship
aiming at provide better model robustness.

3 Methodology

In this section, we will introduce the ordinary Siamese Network and contrastive
loss in Sect. 3.1. Then we present our Siamese adversarial training in Sect. 3.2.

Fig. 1. Ordinary Siamese Network
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3.1 Siamese Network and Contrastive Loss

As shown in Fig. 1, the Siamese architecture consists of two identical neural
networks with shared parameters. At each step, it gets pairs of samples, and
samples in one pair can be in different data categories. Distance between the
pair inputs will be calculated, which will be used as a part of network loss.
When the contrastive loss is combined with Siamese architecture, the loss can
be formalized as follows:

lcon(x1, x2,t) = t||f(x1) − f(x2)|| +
(1 − t){max(0,m − ||f(x1) − f(x2)||)}

(1)

x1 and x2 are two inputs. t indicates whether or not x1 and x2 are from
the same data category. If the two inputs are of the same data category, then t
will be 1, otherwise t is 0. f is usually a DNN model without the softmax layer,
which outputs the intermediate feature representation. This loss can guide the
DNN in reducing the Euclidean distance between the features from inputs with
the same data category. And for features from different data categories, the loss
will enlarge the distance until it reaches m.

3.2 Siamese Adversarial Training

Traditional adversarial training mixes adversarial examples into training mini-
batch. The loss function can be formalized as:

Lat(X, X̂, Y ) =
α

n

n∑

i=0

l(xi, yi) +
β

n

n∑

i=0

l(x̂i, yi) (2)

At each training iteration, X is the training mini-batch, and xi ∈ X. X̂ is the set
of adversarial examples (x̂i ∈ X̂). Each x̂i is generated by leveraging adversarial
attack methods (like FGSM, PGD) base on the benign input xi. yi is the data
label. l(xi, yi) is the classification loss guiding the network to correctly classify
benign examples, and l(x̂i, yi) oversees the network to learn the distribution
of adversarial examples to achieve better robustness. α and β are the hyper-
parameters to balance the two items. n is the batch size.

As we can see, the loss function of traditional adversarial training does not
consider the distance relationships between the adversarial examples and the
benign samples. We add the distance relationship information by using siamese
training architecture with contrastive loss. Equation 3 shows the basic idea of
our loss function.

Lsat(X, X̂,Y, Ŷ , T ) =
α

n

n∑

i=0

l(xi, yi) +

β

n

n∑

i=0

l(x̂i, ŷi) +
γ

n

n∑

i=0

lcon(xi, x̂
r
i , ti).

(3)
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Ŷ represents the labels of X̂. α, β, and γ are hyper-parameters to balance the
three parts, n is the batch size, l(·) is the cross-entropy loss function evaluating
the classification correctness, and lcon(·) is the contrastive loss function (Eq. 1).
The first two items in the right of the Eq. 3 represent the ordinary adversarial
training loss, and the third item γ

n

∑n
i=0 lcon(xi, x̂

r
i , ti) is the item for represent-

ing the distance relationships. x̂i is the adversarial example. There are three
possible relationships between x̂r

i and xi. R1) x̂r
i can be the adversarial ver-

sion of xi. R2) x̂r
i is not the adversarial version of xi, but they are of the same

data category. R3) x̂r
i and xi are of different data categories. We incorporate

the design of controlling the ratio of pairs of three relationships in the siamese
training architecture. The details are shown in Algorithm1.

At each training iteration, our algorithm first chooses one branch of the
siamese architecture and generates a batch of adversarial examples from the cur-
rent training mini-batch, just as the original adversarial training does. Instead of
simply concatenating X̂ with X as a new mini-batch, we use them as the inputs of
the two branches of the siamese architecture, separately. To fully take advantage
of the distance relationship information, we rearrange the order of the items in
X̂. For a batch of adversarial examples X̂ = (x̂1, x̂2, . . . , x̂n), we first split them
into two parts X̂1 = (x̂1, x̂2, . . . , x̂k) and X̂2 = (x̂k+1, x̂k+2, . . . , x̂n). Then we
shuffle X̂2 and concatenate it back to X̂1. We call the partial-shuffled adversarial
examples as the new X̂. We update each ŷi in Ŷ with the correct label. Then we
use Y and Ȳ to generate the contrastive loss tags T = (t1, t2, . . . , tn) following
the rule: if yi = ŷi, then ti = 1, else ti = 0.

Note that data partition ratio λ = k
n controls the ratio of relationship types

of the <xi, x̂
r
i , > pairs. And our design emphasizes the distance relationship R1

and R3 while taking R2 into consideration, which is a practical method to solve
the deficiency of existing works.

Algorithm 1. Siamese Adversarial Training
Input: Training set: D, Batch size: n, Data partition ratio λ;
Output: DNN model parameters θ;
1: Initialize θ, Calculate k = �n × λ�;
2: for epoch = 1 . . . N do
3: for mini-batch X = (x1, . . . , xn) ⊂ D do
4: Generate adversarial examples X̂ = (x̂1, . . . , x̂n) from X under current model

parameters θ ;
5: Split X̂ into X̂1 = (x̂1, . . . , x̂k) and X̂2 = (x̂k+1, . . . , x̂n);
6: Shuffle X̂2;
7: Update X̂ with X̂ = {X̂1, X̂2};
8: Update the labels Ŷ ;
9: Calculate contrastive loss tags T = (t1, t2, . . . , tn) using Y and Ŷ ;

10: Update θ with stochastic gradient descent using Equation 3;
11: end for
12: end for
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4 Evaluation

In this section, we compare our method to original adversarial training on dif-
ferent datasets. First, we describe our datasets, networks, and hyperparameters
in Sect. 4.1, then we present and analyze various experiments in the following
subsections.

4.1 Settings

In this work, we evaluate the performance of our method on Cifar10, Cifar100,
and SVHN datasets. For each dataset, we use L∞ to bound the distance between
adversarial examples and clean data. We trained models with our algorithm
using adversarial examples generated by FGSM and PGD attacks, which are
named as SAT-FGSM and SAT-PGD. To have a comprehensive comparison,
we also trained baseline models. NT refers to naive trained models without any
protections, while AT-FGSM and AT-PGD refer to traditional adversarial
trained models with malicious samples generated by FGSM or PGD, respectively.

All the following experiments were conducted with Pytorch framework [16] on
a Nvidia Titan Xp GPU, and all the adversarial examples we used were generated
by Foolbox [17], a python toolbox to create adversarial examples. If not specified,
we choose ResNet18 network and set λ = 0.5, α = 0.5, β = 0.5, γ = 1.0 as default.
We will further evaluate different networks and partition ratios in subsequent
parts.

4.2 Performance Under White-Box Attacks

As we mentioned before, all these models were trained with at most one kind
of L∞ bounded attacks, which is FGSM or PGD, so it is straightforward to
evaluate their performance under L∞ bounded attacks first. We consider the
white-box scenario in which adversary has full knowledge of our trained mod-
els, including network architecture and parameters, and use four L∞ bounded
attacks (FGSM, PGD, BIM, and MIM) to evaluate these models. In addition to
this, we also evaluate the model performance under L2 or L0 bounded attacks,
which is CW(L2), BIM(L2) and JSMA(L0).

For the L∞ bounded attacks, we set L∞ = 8/255 and applied 7 iterations
for PGD, BIM and MIM. For L2 bounded attacks, we applied 10 iterations
for CW and 7 iterations for BIM(L2), and for L0 bounded attack JSMA, we
set L0 = 0.02 and ran 1000 iterations. Because of the low speed of JSMA, we
randomly selected 1,000 test images for each dataset under this attack. The
model accuracy is shown in Table 1.

In the experiments of Cifar10, we can observe that the standard model cannot
resist white-box attacks, even for the weakest attack FGSM, the accuracy is only
37%, and it is less than 5% for other attacks. The AT-FGSM method boosts the
model accuracy significantly compared to the standard model. It achieves 74.7%
accuracy under the FGSM attack, however, it fails to recognize PGD attacks.
The AT-PGD method further improves the model robustness on iterative attacks
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Table 1. Accuracy under different attacks on Cifar10, Cifar100 and SVHN.

Method Benign FGSM PGD BIM(∞) MIM CW BIM(L2) JSMA

Cifar10

NT 0.931 0.371 0.000 0.032 0.044 0.009 0.006 0.000

AT-FGSM 0.929 0.747 0.046 0.246 0.261 0.080 0.123 0.064

AT-PGD 0.864 0.525 0.432 0.669 0.673 0.395 0.527 0.289

SAT-FGSM 0.927 0.796 0.475 0.534 0.547 0.485 0.489 0.368

SAT-PGD 0.851 0.568 0.495 0.689 0.690 0.465 0.554 0.362

Cifar100

NT 0.703 0.133 0.001 0.009 0.007 0.005 0.005 0.012

AT-FGSM 0.709 0.459 0.011 0.056 0.047 0.019 0.023 0.172

AT-PGD 0.592 0.257 0.211 0.391 0.393 0.201 0.260 0.196

SAT-FGSM 0.678 0.449 0.088 0.223 0.210 0.085 0.107 0.224

SAT-PGD 0.611 0.290 0.254 0.426 0.428 0.223 0.282 0.226

SVHN

NT 0.961 0.587 0.024 0.265 0.282 0.014 0.074 0.067

AT-FGSM 0.960 0.674 0.018 0.224 0.223 0.007 0.066 0.061

AT-PGD 0.952 0.751 0.422 0.617 0.610 0.286 0.466 0.346

SAT-FGSM 0.968 0.847 0.600 0.713 0.747 0.523 0.674 0.498

SAT-PGD 0.961 0.883 0.881 0.804 0.732 0.641 0.683 0.543

with the accuracy increased by around 40% while on the single-step attack,
FGSM, the accuracy decreased by 22.2%. Compare to AT-PGD, our SAT-FGSM
approach achieves better results on FGSM and PGD, increased by 27.1% and
4.3%, respectively. Although our SAT-FGSM method has worse accuracy on
BIM and MIM, it raises lower bound on adversarial attacks. It’s worth noting
that training with FGSM is much faster than the PGD-based training method,
so we believe in some cases the SAT-FGSM method would be very advantageous.
The accuracy of the SAT-PGD method improved by 1.7% to 8.0% compares to
AT-PGD.

We conducted similar experiments on Cifar100, which is more complicated
than Cifar10. When the models trained with FGSM attacks, we can observe
that our SAT-based method gets slightly decreased result in FGSM attack while
achieves better performance on iterative attacks. When the models trained with
PGD attacks, the SAT-based method performs better than AT with the accuracy
increased around 3%. Unfortunately, the SAT-FGSM method fails to boost the
lower bound on this dataset.

Different from Cifar10 and Cifar100, the SAT-FGSM method on SVHN
achieves better performance than AT-PGD under all kinds of evaluated white-
box attacks, which means we can use less time and resource to train. If we don’t
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care about time or resources, we can train our models with PGD, and it would
bring us 12.2% to 45.9% improvements.

After comparing SAT-based methods to AT-based methods, we can conclude
that training models with siamese architecture and contrastive loss could bring
us considerable benefits.

4.3 Performance Under Black-Box Attacks

Previous experiments have demonstrated that combining contrastive loss into
adversarial training algorithms can boost models’ robustness on white-box
attacks. We evaluate the performance under black-box attacks in this section. We
use two black-box adversarial attacks: Single Pixel Attack [20] and Transfer
Attack [14]. For the single pixel attack, we perturb only one pixel and set it to
the min or max value for each image. We traverse through the pixels until we
find an adversarial sample. For transfer attacks, the pre-trained NT models are
used as shadow models to generate malicious examples based on FGSM, PGD,
and CW attacks. Then the malicious data are sent to each model to calculate
their adversarial accuracy. The results are illustrated in Table 2.

As we can see, our approach does the best under the single pixel attack on
all three datasets. For transfer attacks, except for FGSM-based one, our method
obtains the best outcome in the vast majority cases. Because of the half best
results are achieved by SAT-FGSM, we believe that the FGSM-based siamese
adversarial training algorithm has an advantage in defending against black-box
attacks.

Table 2. Accuracy under Black-Box Attacks, Single Pixel Attack and Transfer Attacks
based on FGSM, PGD and CW, on Cifar10, Cifar100 and SVHN.

Method One pixel Transfer attacks

FGSM PGD CW

Cifar10 AT-FGSM 0.732 0.749 0.827 0.908

AT-PGD 0.723 0.847 0.855 0.863

SAT-FGSM 0.743 0.799 0.873 0.928

SAT-PGD 0.730 0.834 0.842 0.859

Cifar100 AT-FGSM 0.438 0.420 0.470 0.668

AT-PGD 0.420 0.571 0.579 0.598

SAT-FGSM 0.538 0.534 0.600 0.658

SAT-PGD 0.447 0.541 0.548 0.571

SVHN AT-FGSM 0.853 0.700 0.583 0.843

AT-PGD 0.805 0.867 0.885 0.923

SAT-FGSM 0.875 0.765 0.740 0.870

SAT-PGD 0.826 0.863 0.911 0.925
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4.4 Generalization to More Powerful PGD Attack

To further evaluate the robustness of our proposed method, we gradually increase
the strength of the PGD attack and observe the performance of these pre-trained
models on Cifar10 and SVHN. Our experiments were split into two parts. First,
we fixed the perturbation bound, which was equals to 8/255, then we generated
adversarial examples with different iterations ranging from 2 to 40. We test these
models’ accuracy. In the second experiment, we used constant iterations, 7, and
different perturbation bound, 2/255 to 18/255.

The results are presented in Fig. 2, with the increase of iterations or pertur-
bation bound, the AT-FGSM drops the fastest and soon approaches zero, which
means standard FGSM-based adversarial training would make only a slight boost
on adversarial robustness. We can also find that the SAT-PGD method has the
best performance in all circumstances, showing a strong generalization. When
we compare SAT-FGSM to AT-PGD, we can see that the dropping rate of SAT-
FGSM is lower than AT-PGD with small iteration while higher with large iter-
ation. We think the reason is that FGSM is a one-step attack, models trained
with it would likely prefer small-iteration attacks. Nevertheless, our SAT-FGSM
outperforms AT-PGD with a clear margin on SVHN and has a comparable per-
formance with AT-PGD on Cifar10.

4.5 Effect of Different Data Partition Ratio

We set λ = 0.5 in previous experiments to make sure the number of similar
pairs and different pairs nearly equal. In this subsection, we further investigate
the influence of different data partition ratios. We trained models with different
λ = 0, 0.25, 0.5, 0.75, 1.0 on Cifar10 and SVHN and presented the results in
Table 3.

As we can see, under white-box attacks, our models achieve best performance
when λ equals to 0.25 on Cifar10 while λ equals 0 or 0.5 on SVHN. Under black-
box attacks, we could get the best accuracy when λ equals to 0 on both datasets.
We could also observe that the accuracy decrease along with the increase of λ
from 0 to 1 on most cases.

4.6 Effect of Different Network Architectures

Because of all the previous experiments were conducted using ResNet18, we car-
ried experiments on Cifar10 with InceptionV3 [22] and ResNet50 [8] to demon-
strate the proposed method is effective on different neural networks. All the
models were trained with FGSM or PGD attacks, L∞ is set to 8/255. FGSM,
PGD, and CW(L2) were used to evaluate the performance and the results were
summarized in Table 4.

The SAT-FGSM achieves the best performance on InceptionV3 and increases
the robustness by 4.2% to 25.5%. However, it cannot defend PGD and CW on
ResNet50, instead, the SAT-PGD boosts the robustness ranging from 3.0% to
5.8%.
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Fig. 2. Different Iterations and Perturbation Bound of PGD Attack. The plots show
the accuracy under PGD attacks with iterations ranging from 2 to 40 in (a) and (b)
while perturbation bound ranging from 2/255 to 18/255 in (c) and (d). The dataset
in (a) and (c) is Cifar10, otherwise SVHN. The legends in (b) and (d) are the same as
that in (a) or (c).

Table 3. Accuracy under both white and black attacks with different λ ranging from
0 to 1.0 on Cifar10, ResNet18.

λ Benign White-box attack Black-box attack

FGSM CW Single pixel FGSM

Cifar10 0.00 0.868 0.566 0.462 0.757 0.854

0.25 0.855 0.570 0.469 0.738 0.840

0.50 0.851 0.568 0.465 0.730 0.834

0.75 0.841 0.566 0.461 0.717 0.830

1.00 0.836 0.565 0.457 0.738 0.821

SVHN 0.00 0.951 0.882 0.695 0.803 0.867

0.25 0.942 0.789 0.564 0.800 0.866

0.50 0.961 0.883 0.641 0.826 0.863

0.75 0.931 0.876 0.538 0.738 0.864

1.00 0.934 0.720 0.392 0.766 0.860
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Table 4. Model performance on different network architectures on Cifar10.

Network Method Clean FGSM PGD CW(L2)

InceptionV3 NT 0.922 0.335 0.000 0.005

AT-FGSM 0.940 0.589 0.075 0.078

AT-PGD 0.868 0.549 0.450 0.422

SAT-FGSM 0.942 0.844 0.492 0.509

SAT-PGD 0.835 0.548 0.481 0.461

ResNet50 NT 0.913 0.392 0.000 0.007

AT-FGSM 0.909 0.430 0.001 0.000

AT-PGD 0.839 0.499 0.418 0.389

SAT-FGSM 0.899 0.638 0.110 0.058

SAT-PGD 0.814 0.537 0.476 0.419

4.7 Effect of Different Distance Functions

As we mentioned before, we chose the euclidean distance to calculate the distance
of features of pairs in the contrastive loss. In this part, we evaluate the effect of
different distance functions, which are the exponential distance and the cosine
distance. We trained ResNet18 on Cifar10 dataset using PGD examples and
presented the classification accuracy in Table 5. Under FGSM, PGD and CW
attacks, models trained with the exponential distance could achieve comparable
performance against the euclidean distance, while the cosine distance is less
effective. However, the euclidean distance achieves the worst accuracy under
JSMA.

Table 5. Classification robustness by using different distance functions in the con-
trastive loss. Models were trained with PGD examples on Cifar10, ResNet18.

Distance Clean FGSM PGD CW(L2) JSMA

Euclidean 0.851 0.568 0.495 0.465 0.362

Exponential 0.849 0.564 0.476 0.451 0.423

Cosine 0.858 0.539 0.430 0.425 0.399

4.8 Comparison with Triplet Adversarial Training

In this subsection, we compare our methods with triplet-based adversarial train-
ing (TAT). [10], TAT1, proposed to train models with a variety of attacks except
PGD, while [12], TAT2, only trained models with PGD attack. To achieve a fair
comparison, we trained models with both FGSM and PGD and evaluated their
performance under different attacks. We used ResNet18 in this part and trained
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models on Cifar10. The results were shown in Table 6. As we can see, in all
circumstances, our SAT-based methods achieved the best performance.

Table 6. Comparison with triplet-based adversarial training on Cifar10, ResNet18.

Method Benign FGSM PGD CW MIM

TAT1-FGSM 0.885 0.761 0.227 0.168 0.299

TAT2-FGSM 0.855 0.511 0.413 0.391 0.665

TAT1-PGD 0.862 0.526 0.439 0.414 0.670

TAT2-PGD 0.830 0.509 0.445 0.397 0.664

SAT-FGSM 0.927 0.796 0.475 0.485 0.547

SAT-PGD 0.851 0.568 0.495 0.465 0.690

5 Conclusion

In this paper, we propose a new adversarial training method based on siamese
architecture. With the apposite data partition mechanism, our method could
significantly boost the model robustness on adversarial attacks.
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Abstract. With the Internet of Things (IoT) experiencing an accelerating evolu-
tion, the IoTdevices arewidely implementedboth in the industrial systemanddaily
life. The IoT system has characteristics of lack of update, longer lifetimes, and
delayed patching, making it suffer from diverse attacks especially the Advanced
Persistent Threats (APTs). Various detection technologies that emerged, however,
are far from satisfied the need for effective security defense for IoT systems against
APT campaigns. Therefore, we propose an APT PredictionMethod based on Fed-
erated Learning (APTPMFL) deployed on the edge computing infrastructure to
predict the probability of subsequent APT attacks that occur in IoT scenarios.
It is the first approach to apply a federated learning mechanism for aggregating
suspicious activities in the IoT systems to train the APT prediction model without
correlation rules. We present an edge computing-based framework to train and
deploy the model which can alleviate the computing and communication over-
head of the typical IoT systems. The sophisticated evolution processes of APT
can be modeled by federated learning meanwhile the private data will not leakage
to other organizations. Our evaluation results show that APTPMFL is capable of
predicting subsequent APT behaviors in the IoT system accurately and efficiently.

Keywords: APT · Federated learning · Attack prediction · IoT · Edge computing

1 Introduction

With the continuous development of information technology, the production and oper-
ation activities of all walks of life gradually depend on its unique convenience and
efficiency [14]. Take full advantage of the various high-efficiency information systems
(especially the IoT system), the restrictions of region and time of service and business are
broken. However, the widely used Internet of things technology also faces huge infor-
mation security risks and hidden dangers [16]. It is mainly caused by the characteristics
of the IoT system: lack of update, longer lifetimes, delayed patching, and consequences
of compromise [1].

Advanced Persistent Threats (APTs) are a type of most menace multiple-step attacks
that are launched by skilled and nation-sponsored cyber criminals [13]. APT actors per-
sistently penetrate the targeted organization utilizing a wide spectrum of technics and
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zero-day vulnerabilities until they achieve their goals of data exfiltration or sabotage
networks [15]. Ascribe to its permeability, concealment, and pertinence, the APT could
bring severe threats to the IoT systems. To defend these increasingly complex and poten-
tial security threats, researchers and organizations have put forward various detection
technologies, such as intrusion detection technology [17], malicious code detection tech-
nology, vulnerability detection technology, etc. The APT attacks usually adopt the way
of step-by-step penetration and long-term latency to achieve the final purpose of exfil-
trating confidential data. It is far from satisfying the need for effective security defense
for the Internet of things system to merely detect APT attack behaviors [2]. Therefore,
it is urgent to propose an effective and robust method to predict the probability of sub-
sequent APT attacks occurs based on the recognized APT attacks and corresponding
subsequent activities (like system logs) in the IoT system.

Throughout the existing related researches, predicting the APT attacks in the IoT
scenarios mainly faces the following challenges: (1) Unbalanced and scarce dataset.
Because of multi-steps and various advanced technics conducted by attackers, it is chal-
lenging for a single organization to capture data that covers complete APT stages and
sufficient attack patterns. Besides, different organizations will suffer from different APT
attacks, which leads to the imbalance of APT data. Moreover, IoT devices generate little
logs and communication traffic, thus a lack of sufficient data to enable each organization
to train an effective model independently. (2) Isolated data island. Data generated by
a single organization are not sufficient to describe the complex APT process. Conse-
quently, integrating data from several organizations to train a model is a promising way
to defend against APT. Nevertheless, they are reluctant to disclose their data on account
of data privacy. Accordingly, the emergence of the isolated data island makes it strenu-
ous to aggregate isolated data. (3) Limited resources of IoT devices. Since IoT devices
are function-specific, their storage capacity and computing power are limited. It is not
feasible to process and analyze data on IoT devices directly.

To tackle the challenges illustrated above, we propose an APT Prediction Method
based on Federated Learning (APTPMFL) to predict the probability of subsequent APT
attack phase occurs in IoT scenarios. When an APT attack at a certain stage is detected
in the enterprise, suspicious logs are analyzed continuously to predict the probability of
the APT process evolve from the current stage to the next stage. The contributions we
make are shown as follows:

(1) It is the first approach to apply the federated learning mechanism for aggregating
suspicious activities in the IoT systems. Benefiting from machine learning, we can
get a trained APT prediction model without correlation rules.

(2) We present an edge computing-based framework to train and deploy the prediction
model in typical IoT systems. The Edge Servers can not only share the computing
overhead for the IoTdevices but also alleviate the communication overhead between
IoT devices and Security Service Cloud.

(3) The Edge Servers collect the system logs and alerts from its managed IoT devices,
training the prediction model locally and only upload the parameter updates to the
Security Service Cloud. In this way, we can not only train a model to describe the
evolutionary process of APT but also guarantee the privacy data will not leakage to
other organizations.
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The rest of the paper organizes as follows. Section 2 summarizes the related works
of attack prediction in cyber security. Section 3 provides an overview of the federated
learning-basedAPT prediction architecture for IoT Systems. This architecture contains a
description of the proposedAPTPMFLand the edge computing framework for deploying
theAPTpredictionmethod. Section4presents the designdetails of theAPTPMFL,which
consists of the federated learning approach and the APT attack prediction. Section 5
shows a view of our experiments and analysis. Section 6 presents some conclusions.

2 Related Work

At present, the hot topic of attack prediction is related to the four topics as follow-
ing: Attack/Intrusion prediction, Attack projection, Attack intention recognition, and
Network security situation forecasting [2]. The task of attack intention recognition and
attack projection are tied to intrusion detection. The core task of them is to predict an
adversary’s next step moving and his ultimate goal. The attack/intrusion prediction is
much more general as it only focuses on predicting malicious activity occurs. The net-
work security situation forecasting is essentially a generic use concept related to cyber
situation awareness. The outcome is a forecast of the number of malicious activities and
vulnerabilities fluctuation in the network.

For solving the challenge of attack activities prediction, Polatidis et al. [3] presented
that the recommender system can be applied to defense the cyber threat effectively and
practically by making predictions about the ensuing attack behaviors in attack graphs.
The Bayesian classier was developed by Okutan et al. [4] that utilized to predict the
attack probability in a given day by processing signals extracted from social media and
overall events. Huang et al. [5] focused on Industrial cyber-physical systems (ICPSs)
security and proposed a novel risk assessment approach which in virtue of a Bayesian
network to model the propagation of malicious activities and predict the probability of
IoT devices being attacked. Okutan et al. [6] designed an innovative, automatic attack
prediction system called CAPTURE which comprehensively uses generated signals to
train a Bayesian classifier which is used to forecast the cyber threat. Dowling et al. [7]
implemented dynamic and adaptive honeypots to capture malicious dataset which used
to analyze attack types and model temporal attack patterns. A novel attack prediction
method based on information exchange and data mining is presented in [8], which
defines rules to describe the general malicious patterns by extracting information from
numerous alerts. The literature [11] designed a Bayesian game framework based on
game theory to analyze multiple APT attack stages and deceptive strategies. Behaviors
of APT actors can be predicted by the perfect Bayesian Nash equilibrium (PBNE) to
make a defensive strategy. A targeted complex attack network model entitled TCAN is
developed in literature [12]. The model predicts the optimum attack path by means of
constructing a dynamic attack graph and monitor state change.

Most of the previous prediction methods for APT attacks are to define correlation
rules by analyzing the historical data, then conduct further analysis by reasoning. This
approach is effective in the prediction of known attack patterns. But for APT attacks
that ever-changing and commonly use zero-day vulnerabilities, accurately predicting
the behavior of adversaries is still extremely challenging. A system based on machine
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learning named MLAPT is suggested in [9]. The proposed system developed eight
modules to detect various technics of APT and the machine-learning-based prediction
framework takes associated alerts as input to calculate the probability of alerts to evolve
a full APT scenario. A data-snapshot-based malware prediction approach is described in
[10]. Using recurrent neural networks, this approach can predict an executable whether
malicious or not in the early stage of software execution.

3 APT Prediction for IoT System

3.1 System Architecture

As shown in Fig. 1, the system proposed in this paper has capable of analyzing log data
generated by IoT devices in real-time and accurately predicting the evolution of APT
attacks. In the beginning, a model containing multiple APT attack patterns is trained in
the edge computing infrastructure in a distributed learning manner. After that, a well-
trained model will be applied to the participating organizations to protect their IoT
systems against APT attacks. It is worth noting that the purpose of our system is not to
detect APT attacks but to predict the probability of the evolution of the APT campaign
to the next stage after detecting a certain stage of APT attacks. Our system is deployed
on Edge Servers and Security Service Cloud in the IoT edge computing environment.

Fig. 1. System architecture.

Edge Server. The Edge servers are physically close to the systems that are generating
the data, hence the data created by IoT devices can be efficiently collected and processed.
On the one hand, the role of theEdge Servers are participants in federated learning to train
a prediction model. Federated learning is a distributed machine learning approach with
efficient communication and privacy protection. The Edge Servers collect log data in the
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organization to train a model locally and update the model parameters to the Security
Service Cloud. Participants can learn various APT attack patterns without exchanging
dataset. On the other hand, The Edge Servers monitor IoT devices and perform APT
attack prediction through the trained model.

Security Service Cloud. Each Edge Server, which from different organizations,
updates the model parameters to the Security Service Cloud after training the model
locally, and then the Security Service Cloud is responsible for aggregating the param-
eters from Edge Servers into a global model and distributing the aggregated model to
each Edge Server. Therefore, data privacy is preserved and transmission efficiency is
improved due to all participants only need to interact with the Security Service Cloud for
model parameters without having to exchange their data. Different Edge Servers belong
to different organizations, and Security Service Cloud maintains a repository of APT
attack patterns for participants. Meanwhile, the challenge of imbalanced APT data can
also be alleviated thanks to the distributed learning model.

3.2 Threat Model and Assumptions

Threat Model. In most cases, the following attack phases can be abstracted from APT
attack scenarios in the IoT environment. Initially, an APT performer gains access to
the system illegitimately through the point of entry. Next, the attacker establishes a
connection with the C&C server and communicates to obtain the attack instruction.
After that, the attacker discovers and collects assets within the organization for privilege
escalation and lateral movement. Eventually, the adversary will destroy infrastructures
or exfiltrate confidential data of the organization to achieve its ultimate goal. During this
process, the APT actor will persistent for an extended period of time and use numerous
technics.

Assumption. Since our system is deployed in an edge computing environment of the
IoT network, we first assume that the Security Service Cloud and Edge Servers will not
be compromised. Once they are compromised, the training and application of the model
will not be accomplished. Besides, we assume that the model will not be poisoned by
attackers during the model training process, i.e. every participant in federated learning
is benign and trusted. At last, we assume the integrity of the data collection framework
which records operations of the system completely and data will not be tampered by
attackers. The assumptions are only intended to facilitate the evaluation of our method.
However, the model security and data privacy mechanisms should be further considered
to defend against attacks and we leave them to our future works.

4 APTPMFL Design

4.1 Federated Learning Approach

The ICP-GRUmodel proposed in this paper is deployed on eachEdge Server involved in
federated learning. The employ of CNN and GRU can fully extract the feature informa-
tion of the target dataset along with the correlation between data. The training process of
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ICP-GRU is shown in Fig. 2. The first step is to standardize and normalize the original
data. Since the attributes of some features are character types, such as pname, q_domain,
and referer, all the symbolic features are needed to convert into numerical types before
inputting the dataset into the neural network. At the same time, the value of each feature
dimension is inconsistent, and the range of values is also highly different. Some data with
high values on high-magnitude features have a large weight, thus ignoring some hidden
information on low-level data. After that, the target data is input into the ICP-GRU for
model training. At last, the trained model can be used to predict the following actions
of APT attacks.

Fig. 2. ICP-GUR training process.

Inception Convolution. As CNN achieved excellent performance in image processing,
it is also constantly being applied to other fields. However, traditional CNN only focuses
on extracting local features and neglects the aggregation of multiple local features. To
address the problem, Google proposed a convolutional neural network architecture in
the GoogLeNet network called Inception. The Inception module aggregates 1 ∗ 1, 3 ∗ 3,
5 ∗ 5 convolution kernels, and max-pooling into one layer. Multiple convolution kernels
extract information of different scales of log instances, and the fusion can obtain a
better representation. We adopt the Inception module to perform convolution operation
to extract features from multiple scales of the log instances and make the network
powerful.

After data preprocessing, the dataset arranged according to timestamp is fed into
the Inception convolution module in the form of data flow for training. The data flow is
split into fixed-size vectors and each vector contains n pieces of data. After processing
each vector, an n ∗ m feature matrix can be formed where m represents the number of
features of each data. The inception convolution module will extract the features of the
dataset through convolution kernels of 1 ∗ 1, 2 ∗ 2, and 3 ∗ 3 and max-pooling of 2 ∗ 2,
and the same convolution should be utilized to match the width and height of the output
matrix. Nevertheless, the Inception module is resource-consuming when performing the
convolution operation. Therefore, the 1 ∗ 1 convolution is inserted before 2 ∗ 2 and 3 ∗ 3
convolution and after max-pooling to reduce the feature dimension and speed up the
calculation.
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GRU Networks. Gated Recurrent Unit (GRU) is a type of RNN and similar to LSTM,
which is proposed to address the problems of long-term memory and gradient in back-
propagation. The reason why GRU is adopted in our system is that it not only achieves
the effect equivalent to LSTM but also saves more computing resources, which can
greatly improve training efficiency.

Similar to RNN, the hidden state ht−1 passed by the previous node and the current
input xt constitute the inputs of GRU. Combining xt and ht−1, GRU will get the output
of the current node as yt and the hidden state ht passed to the next node. Initially, two
gates are obtained by the previous state ht−1 and the current node input xt . As shown in
formula (1) and (2), r indicates the reset gate, z is the update gate, and σ represents the
Sigmoid function.

r = σ
(
Wrxt + Urht−1

)
(1)

z = σ
(
Wzxt + Uzht−1

)
(2)

After getting the gate signal, the reset gate is used to get the reset data ht−1 � r i.e.,
ht−1′

. Then pass ht−1′
and xt into the tanh activation function so that the output range

is (−1, 1). The h′ here mainly involves the currently entered data xt and adding h′ to
the current hidden state in a targeted manner is equivalent to memorizing the state at the
current moment. The formula is:

h′ = tanh
(
Whxt + Uh

(
ht−1 � r

))
(3)

Finally, GRU carried out two operations both forgetting and memorizing at the same
time.With the update gate obtained earlier which the value range is (0, 1), (1 − z)�ht−1

defines how much the previous memory is forgotten, and z�h′ defines how much of the
h′ containing the current node information to keep around. The closer the update gate
is to 1, the more memory is reserved, and the closer the update gate is to 0, the more
memory is forgotten. The formula for updating is:

ht = (1 − z) � ht−1 + z � h′ (4)

Multi-scale features hidden in the data flow can be extracted after the ICP model
processing plenty of log instances. The data is subsequently input into the GRU network
in serialized form to learn the temporal features by selectively learning and forgetting.
The model parameters are continuously updated through the gradient backpropagation,
and a powerful APT attack prediction model will be obtained in the wake of multiple
rounds of iterations.

Federated Learning Process. The system proposed in the paper is applied to the IoT
edge computing environment. As shown in Fig. 3, the federated learning process consists
of the following steps: 1) Each enterprise’s Edge Server, as a participant in federated
learning, requests an ICP-GRU model from the Security Service Cloud. 2) The Security
Service Cloud posts an initialized model to each Edge Server once the participants’
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requests are received. 3) Each Edge Server inputs locally collected data into the model
for training. Participants process their dataset independently and do not interact with
each other. 4) Each participant updates the local model parameters instead of their data
to the Security Service Cloud when the model training is done. 5) The Security Service
Cloud aggregates them into a global model after receiving local updated models. 6)
The Security Service Cloud will deliver the aggregated global model to each Edge
Server again. After multiple rounds of re-training, the global model aggregated by the
Security Service Cloud learned APT attack patterns recorded by several enterprises.
Eventually, the Security Service Cloud delivers the global model to each participant
which is employed to predict the process of APT attackers in the enterprise.

Fig. 3. Federated learning process.

4.2 APT Attack Prediction

APT attackers penetrate the target system for an extended period of time and launch
attacks slowly making defenders have to monitor the system behavior incessantly, which
brings great challenges to process data efficiently and detect attacks accurately. However,
this low-and-slow attack is a double-edged sword. The long span of time between the
APT attack phases which leaves enough time for defenders to predict the attacker’s next
move. When an APT attack at a certain stage is detected in the enterprise and alerts are
triggered, suspicious logs are analyzed continuously to predict the attacker’s behavior so
that the necessary defensive measures are taken before the APT attackers achieve their
purpose.

Log Instance. Log instances transformed from log data of IoT devices infected by
APT attacks are used for model training and APT attack prediction. The detection sys-
tem will generate a series of alerts when a certain APT attack step is detected in the
IoT systems. We set 7 features for the alert class to further analyze the alert infor-
mation namely, Alert_Type, Src_Ip, Dest_Ip, Src_Port, Dest_Port, and Victim_HostIp.
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Each alert instance is stored in a seven-tuple, A(I(alert)m) = (a1, a2, a3, a4, a5, a6, a7).
Although attacks trigger alerts, there are still plentiful related unaggressive malicious
behaviors that have not been detected which could be a stepping stone for the attacker
to perform the next attack.

Table 1. Log types from different recorders.

Type Logs Recorders

1 Object access
logs

Audit

2 Process create
logs

Audit

3 WFP connect
logs

Audit

4 HTTP logs Internet explorer

5 DNS logs Tshark

6 Authentication
logs

Syslogd

Table 2. Log instance features extracted from different log types.

Type Logs Features Annotation

1 Log3 h_ip Host IP address

2 Log3 d_ip Destination IP address

3 Log3 h_port Host port number

4 Log3 d_port Destination port number

5 Log3 type Request/response

6 Log5 q_domain DNS queried domain name

7 Log5 r_ip DNS resolved IP address

8 Log2 ppid Base-16 parent process ID

9 Log1 Log2 Log3 pid Base-16 process ID

10 Log1 Log2 Log3 Log6 pname Process

11 Log1 objname Object name

12 Log4 res_code Response code

13 Log4 referer Refer of requested URI

14 Log1-Log6 timestamp Event timestamp

Consequently, alert attributes valueswill be analyzed to locate threatened IoT devices
after alerts are triggered. The log data generated by targeted IoT devices, which will be
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processed into log instance, are collected by the Edge Servers ceaselessly. The type
of log hinges on data providers and the operating system installed in IoT devices. On
the assumption that all log data derive from Windows Embedded Compact (Windows
CE) IoT devices. Various types of log provided by different application programs or
record facilities are shown in Table 1. Log data are supposed to transform into a uniform
format for the purpose of processing data effectively. As shown in Table 2, 14 features
are selected from the log data to constitute the log instance. Due to different log data
sources and not all features are contained in each log instance, the types of log instances
are also given in Table 2. Each log instance can be described as a 14-tuple: A

(
I(log)m

) =
(a1, a2 . . . a13, a14). If the log instance has only part of the features, the other missing
values are set to zero.

Detail of APT Prediction. For the sake of APT prediction, we abstract 4 APT stages
under the IoT environment, i.e., Point of entry, C&C communication, Asset/Data dis-
covery, and Data exfiltration. Log instances defined above are divided into benign and
suspicious by Log Instance Community Detection algorithm proposed in our previous
work [13], and only suspicious instances can be utilized to train the model.

If a certain APT stage is detected at time T1 and corresponding alerts are triggered,
log instances of threatened devices are recorded start at T1 − τ . In the training phase,
suppose that the APT stage i and i+ 1 are detected at the time of T1 and T2 respectively.
All suspicious log instances within the time window [T1 − τ,T2] are feed to the network
to train the model, and the ground truth label is T2. It means that when the IoT devices
suffer from these suspicious activities, the APT process will evolve from stage i to stage
i + 1 with a high probability. In the testing phase, the suspicious log instances are feed
into the well-trained model in realtime, and the output of the model is a number in the
range of (0, 1) which indicates the probability of the system will suffer the next APT
attack stage. Once the output value surpasses the prediction threshold λ, the organization
is in danger of the next APT attack stage with high confidence.

5 Experimental Evaluation of APTPMFL

Unfortunately, the appropriate system log dataset and attack alert dataset associated with
typical APT attacks are not acquirable. However, our previous work [13] has accom-
plished the construction of the APT scenario and log instance correlation. Therefore,
we adopt the labeled log instances and recognized APT scenarios generated in our pre-
vious work as simulated data to evaluate the performance of APTPMFL. To make the
laboratory environment reflect the characteristics of the real IoT system as similar as
possible, we link four identical hosts (a Red Hat Linux operating system running on
a host with an Intel Core i7-8550u 2.53 GHz CPU, 16 GB RAM) to deploy an edge
computing network based on federated learning. The laboratory environment is shown
in Fig. 4. The first host works as the Security Service Cloud, and the other three hosts
work as the Edge Servers. The reason for deploying the identical computing resource
on the three hosts is that we respectively set eight virtual machines in the victim Edge
Servers as virtual IoT devices. Half of theEdge Servers’ computing resource is shared by
the virtual IoT devices. It means an Edge Server owns 8 GB RAM, and each virtual IoT
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device occupies 1 GB RAM. This resource allocation scheme is very consistent with the
real IoT system. The APTPMFL is proposed to meet the challenge of resource limitation
of the IoT devices. Even though we do not implement the real IoT operation-flow, each
virtual IoT device just has 1 GB RAM resource and without any updated patches can
competently simulate and testify the efficiency of our method in the IoT system.

To accomplish the federate learning training process of APTPMFL, we allocate the
labeled log instances to each virtual machine (works as the IoT devices) and allocate the
recognized APT scenarios to the Edge Servers. Then, the virtual machines will transmit
part of the logs to the Edge Servers for training the ICP-GRUmodels and keep the other
logs for testifying the prediction performance. Each module of APTPMFL works on
the corresponding locations based on the proposed edge computing-based framework.
Finally, we verify the performance of our method based on some evaluation indicators.

virtual 
machinevirtual 

machinevirtual 
machinevirtual 
machine

virtual 
machinevirtual 

machinevirtual 
machinevirtual 
machine

Edge server 1 

Security service 
cloud

virtual 
machinevirtual 

machinevirtual 
machinevirtual 
machine

Edge server 2 

Edge server 3 

Fig. 4. Laboratory environment setup.

The essence of proposing the APTPMFL is to predict the probability of subsequent
APT attacks occurs in IoT scenarios.We implemented the algorithm and federated learn-
ing framework on the laboratory Edge Servers and Security Service Cloud. For the sake
of verifying whether the proposed method can effectively predict the probability of sub-
sequent APT attacks occurs in the laboratory environment, we select the F1 score and the
False Positive Rate (FPR) to evaluate the performance of APTPMFL. The leading reason
for adopting the F1 score instead of the common indicators Recall = TP/(FN + TP)

and Precision = TP/(TP + FP) is that the two indicators above are mutually exclusive
in some cases, needing a harmonic mean to balance respective defects. The parameters
TP, FN, and FP respectively count the number of true-positive prediction probability,
the number of false-negative prediction probability, and the number of false-positive
prediction probability. Thereby, the formal description of the F1-score is shown in for-
mula 5. ThisFPR focuses on representing the proportion of false alert of the organization
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is in danger of the next APT attack stage. The formal description of FPR is shown in
formula 6.

F1 = 2Recall · Precision
Recall + Precision

(5)

FPR = FP

FP + TN
(6)

We will evaluate the prediction performance of the APTPMFL by analyzing the
results of the FPR and F1-scores. The prediction threshold λ can influence the predic-
tion result as less next step APT attack alerts will generate with its value higher. We have
evaluated the prediction performance of APTPMFL on the 7 typical APT attack sce-
narios, such as Op-Clandestine Fox, Hacking Team, APT on Taiwan, Tibetan and HK,
Op-Tropic Trooper, Russian Campaign, and Attack on Aerospace. The corresponding
system logs are reconstructed by one of our previous work [13].

Fig. 5. The F1 various with threshold λ fluctuation.

Fig. 6. The FPR various with threshold λ fluctuation.

The performances of APTPMFL predicting the 7 typical APT attacks are shown in
Fig. 5 and Fig. 6. It is easy to get the result that both the FPR and F1 will reduce with
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the value of prediction threshold λ increases. It is due to the lower λ will make more log
instances are detected as activities of the APT attack stage and the benign log instances
will have a higher possibility to be incorrectly detected. We work hard for getting a
proper threshold to make our method achieve preferable prediction performance on the
7 typical APT attack scenarios. Fortunately, when the value of the prediction threshold
λ is 0.75, the F1-scores are not too low (At around 80%) as well as the FPR can drop to
an acceptable level (not exceed 5%).

6 Conclusion

We present APTPMFL, a federated learning-based APT prediction method deployed on
the edge computing environment. A model containing multiple APT attack patterns is
trained in a distributed learning manner and the well-trained model will be implemented
to predict the probability of subsequent APT attacks occurs in IoT scenarios. As a result,
the experiments show that APTPMFL successfully predicts APT activities with high
accuracy and low false rates.
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Abstract. Sensitive data disclosure caused by attacks is always a serious
problem in the field of information security. It has been one of the focuses
of researchers’ attention in recent years. As defense solutions against
control-flow hijacking attacks widely deployed, an attack method target-
ing non-control data named data stitching attack was developed. It can
mount significant damage on applications but difficult to be detected or
defended since it does not change control flow of the victimized program.
For the purpose of protecting programs from data stitching attack, we
propose DFspliter, an automated program partitioning method focusing
on data flows. It can protect any C program by dividing the monolithic
program into several blocks. Each block runs in a exclusive process. If
attacks cause data leakage in a block, only the data in this block might be
stolen, while the data in other blocks will not be affected. We implement
our method in the form of an LLVM plug-in, so that software developers
can automatically complete the process with only a few compilation com-
mands. Finally, an example modeled after the real-world vulnerability is
used to show the effectiveness of our method.

Keywords: Program partitioning · Data stitching attack · Complier
plug-in · Data flow

1 Introduction

Today, it is not uncommon for applications to be attacked. The flaws in the
program itself and the bugs accidentally left will become weaknesses and bring
opportunities for attackers. In order to solve this problem, researchers have pro-
posed different solutions. Program partition is one of them. One of the examples
is that modern applications such as Google Chrome follows the multi-process
model and divide the program into different processes. So errors in one process
will not directly affect other processes. Thanks to this, more than 600 security
vulnerabilities was detected in the code of Chrome in 2014, but the damage
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G. Wang et al. (Eds.): SpaCCS 2020, LNCS 12382, pp. 90–103, 2021.
https://doi.org/10.1007/978-3-030-68851-6_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68851-6_6&domain=pdf
https://doi.org/10.1007/978-3-030-68851-6_6


DFspliter: Data Flow Oriented Program Partitioning 91

caused by these vulnerabilities is very limited [11]. However, manual program
partition will increase the difficulty of development and maintenance, and thus
increase the cost. This is not affordable for some development teams.

Among the current attack methods on applications, there is a method called
data stitching attack [4]. It is proposed under the background that it is more
and more difficult to implement an attack on the control flow. Data stitching
attack can stitch together different data flows which are not related in the orig-
inal program. After making these data flows relevant, the attacker can use the
original output in the program to obtain some sensitive data that should not
be output without modifying the control flow. Current data protection methods
are mostly focusing on control flow, so the defense effect against such attacks is
not satisfactory.

With the goal of defending against data splicing attacks, we propose an
automated program partitioning method called DFspliter. Developers do not
need to consider security when writing code. They only need to do is adding
a few commands when compiling. Our method will divide the program into
several program blocks, and different program blocks run in different process
spaces. Our partitioning method will prioritize safety, and followed by efficiency.
Once a program block is attacked, only the data in the attacked block may be
tampered with or stolen. The data in other blocks will not be affected. Because
the low data coupling between different program blocks, it will be difficult for
the attacker to calculate data that has not been leaked based on part of the
leaked data.

Main contributions of this paper are as follows:

– DFspliter will focus on the transfer of data between instructions on the basis
of the program dependency graph, and analyze this data flow. We divide the
data flows with strong correlation into the same block as much as possible,
and divide the data streams with weak correlation into different blocks as
much as possible.

– We partition the program on the function level. Considering the additional
communication overhead caused by passing parameters and other reasons
after partitioning, our method will try to reduce the communication overhead
by merging some program blocks while having no significant negative impact
on security.

– We plan to implement the proposed method in the form of LLVM Pass.
Processes communicate through pipes with well-defined interfaces, and the
original semantics of the program does not change before and after segmen-
tation.

– Our method will minimize the artificial component, users do not need to
rewrite a lot of code, only need to use LLVM to load the required Pass to auto-
matically complete the segmentation. However, considering the complexity of
pointers and environmental variables, some manual work may be required.

The rest of this paper is organized as follows. Section 2 is related works.
Section 3 is the design of our method, which introduces the program partition-
ing method proposed in this paper in two parts. Section 4 is the implementa-
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tion, which introduces the preliminary implementation of our method based on
LLVM. Section 5 is the system verification, which shows the effect of applying a
prototype of our method to a sample program. Section 6 is conclusion.

2 Related Work

Recently, researches on program segmentation can be divided into two directions.
One direction is privilege splitting. Privileges are generally expressed as system
calls used by the program. These methods restrict the system calls that can be
used by each program block after segmentation, reducing the privilege obtained
by the attacker after a successful attack. The other direction is protecting sen-
sitive data, such as user passwords, user privacy, private keys, etc. The common
method of protecting sensitive data is separating the part that containing sen-
sitive data from the original program, with targeted protection through various
methods such as encryption and verification.

Some methods require a lot of manual operation. These tools provide runtime
analysis results of the program and interfaces required for manual segmentation.
The developer understands the privileges required by each part of the source code
according to the runtime analysis results of the program. Then use specifically
implemented interface in operating systems to achieve segmentation, such as
Wedge [1]. These methods save the workload of analysis for the developer, but
the remaining workload is still considerable. In addition, Wedge also needs to
add special primitives in the operating system to support program partitioning.
Although it is relatively easy to implement in the open source operating systems
such as Linux, there will be difficulties in implementation in systems such as
Windows. Modifying the program by developer will also request the ability of
programming, which may affect the efficiency of the modified program.

When automation level increased, program partitioning tools require devel-
opers to use comments to mark the required privileges in the source code, or
manually distinguish the privileges obtained from automatic analysis. The main
purpose of Trellis [10] is to provide different privilege for different users. Priv-
trans [2] and ProgramCutter [14] are intended to limit the set of system calls that
the program can use to avoid giving the attacker excessive privileges when the
program is attacked. All these three tools mentioned above can automatically
work based on the specific comments or the manual classification of privileges
written by the developer. These tools also include process isolation or moni-
toring. Among them, Trellis needs to add special system calls to the operating
system, and perform operations such as lifting privilege through the system call,
and monitoring program and its system call. Privtrans and ProgramCutter need
to modify a series of function calls that cross boundaries, replacing each ordinary
function call with IPC (Inter Process Communication) or RPC (Remote Proce-
dure Call). But this process cannot be completed automatically, especially for
those complex data structures defined by developers. They still need to manually
write interfaces, and tools can simplify this part of the work.
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Some tools are almost completely automatic. These tools, such as Trapp [12,
13], can automatically identify different privileges according to the calling sit-
uation of library functions, and perform the partitioning highly automatically
based on a small number of preset parameters. The effect of automatic partition-
ing may not be as good as those with manual intervention. Trapp uses IPC to
communicate, and its performance overhead is generally not obvious in the test
program. But if the split location is just in a high-frequency function call, it may
bring significant performance overhead. The main problem of automatic privilege
splitting is the difficulty to take into account the implied privilege requirements
in operating environments and configuration files, which may cause errors in
the modified program. To solve this problem, it is inevitable to add manual
interference.

Program partitioning technology in the direction of protecting sensitive data
generally relies on developers’ manual work. These methods generally needs pro-
grammers to marking the location where sensitive data is generated or where
sensitive data has died. The tool can analyze and rewrite the program according
to the annotations in the source code and the program dependency graph. Then
protect the designated sensitive data in a targeted manner. In addition, some
methods such as MPI [9] require developers to explain the main data structure.
Then the program is divided accordingly to fit the high-level design of the pro-
gram, and separate different data more naturally. Some solutions, such as Glam-
dring [5] and SeCage [8], use hardware-provided features such as Intel SGX to
rewrite programs. They have excellent defense capabilities against attacks, but
these methods are obviously hardware-related, so it may be difficult to migrate
to different hardware architectures.

Solutions that only rewrite the program itself, such as Program-mandering [7]
and PtrSplit [6], use complex methods to deal with complex parameters, espe-
cially the structure of C/C++ that contains pointers and allocates memory
through malloc. Improper handling may cause overly complex IPC or RPC
and affect the performance of the partitioned program. But the performance
problem is expected to be solved through more diversified indicators. And the
effectiveness of partitioning can be improved at the same time. Some methods
such as PtrSplit and Program-mandering only divide the program into two pro-
gram blocks and protect one of them. This may cause the protected part to be
too large in some cases, which may result in a decrease in security or operat-
ing efficiency. However, these methods are expected to be extended to multiple
partitions to make up for this defect.

3 System Design

Our method splits applications into multiple blocks at function level by infer-
ring weakly correlated data flows represented by sequences of instructions that
operate on the same data in Program Dependence Graph (PDG) [3]. Each block
will run in a separate process and function calls between blocks are achieved by
well-defined interfaces. Through separation, the compromise of one block does
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not directly lead to the compromise of other blocks. Many modern applications
such as Chrome browser are designed in this distributed style to increase secu-
rity, but there is no automated methods to partition legacy programs based on
the separate set of data flows inferred from those programs.

The outline of our system is shown in Fig. 1. It takes the source code of a
monolithic C program as input. Firstly, it establishes PDG based on the source
program. Then it detects data flows based on PDG and calculates the parti-
tioning scheme. Finally, it modifies the input code to implement segmentation.
It is difficult to conduct a pure automated system including code analysis and
code modification, we just implemented a prototype to establishing PDG and
calculating partition scheme.

Fig. 1. System outline.

3.1 Motivation Example

First, we use a running example as follows as an example to explain data stitching
attack. It is modeled after a web server. Firstly, it loads a private key from a file
to establish HTTP connection. After receiving a connection from client, it reads
the message received and sanitizes it by calling checkInput. Then, the program
calls getFile to read the content of the file and send it to the client.

Before loading the content of the file, the program uses strcat to get the
full path. If the string reqFile has enough length to cause overflow at strcat,
the second pointer reqFile will be changed. As long as the attacker chooses a
message with appropriate length, the second pointer can point to the address
where private key privKey stored. Then the private key will be sent to the client
as a part of output. The data flow of the private key and the data flow of the
input file name has no intersection. They have no dependence on each other and
have no shared memory. But the attacker can force the reqFile point to the
private key by causing overflow with out changing the control flow.
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void getFile(char *reqFile , char *output){

char fullPath[BUFSIZE] = "/path/to/root/", output[

BUFSIZE ];

strcat(fullPath , reqFile);//stack buffer overflow

result = retrieve(fullPath);

sprintf(output ,"%s:%s",reqFile ,result);

}

int server (){

char *userInput , *privKey , *result , output[BUFSIZE ];

privKey = loadPrivKey("/path/to/privKey");

GetConnection(privKey , ...);//HTTPS connection using

privKey

userInput = read_socket ();

if (checkInput(userInput)) {//user input OK, parse

request

getFile(getFileName(userInput),output);

sendOut(output);

}

}

To defend against this attack, a feasible method divides the program into
two parts running in different processes. The function server is executed in one
part and the function getFile is executed in the other. Only the process that
runs server has the private key stored in it memory, so the attacker can not get
it in the other process and the security is enhanced.

However, the source code of real-world programs usually not available for
attackers. So what will be attacked are binary programs. And the attack is hard
to predict from source code alone. In this situation, we aim to provide protection
for all data flows rather than one or two of them. We analyze the program to
get sequences of instructions that operate on the same data in succession with
limited modification times. Then we partition the source program into several
blocks running in different processes and minimize the sequences of instructions
between blocks. After that, if one of those blocks is attacked, only the data used
in the victimized block may be stolen and data in other blocks which is the
majority is not affected.

3.2 Design of PDG

In the method proposed in this paper, most of the analysis and processing steps
need to be based on the PDG. Therefore, establishing the program dependency
graph according to the input code is the first step of the entire processing flow.

The program dependency graph was first proposed in 1984. It is a directed
graph that intuitively describes the data dependency and control dependency in
the program. It is the basis of many program analysis methods and code opti-
mization methods. Each point of PDG corresponds to a statement of high-level
language or an instruction in assembly language. The edge of PDG represents
the dependency between instructions or statements, which can be divided into
control dependency and data dependency. Among them, data dependency can
be divided into two cases: def-use dependency and read after write dependency.
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If the execution of instruction I1 is determined by another instruction I2, I1
control depends on I2. If the first executed instruction I1 and the later executed
instruction I2 exchange execution sequence, the result may change, then I2 data
depends on I1.

According to the basic definition of PDG, we build nodes corresponding to
all instructions, global variables, and parameters of functions and calls in the
program.

Control dependent edges and data dependent edges are built within the func-
tion. The control dependent edge is from the jump instruction node to each
instruction node in all the basic blocks controlled by it to decide whether to exe-
cute. For the def-use dependency, if an operand of one instruction is the result of
another instruction, an edge will be built from the instruction node that provides
the result to the instruction node that uses the result. For the read-after-write
dependency, if two instructions operate on the same part of memory, an edge
will be built from the instruction node that writes the memory to the instruction
node that reads the memory.

On the basis of the definition of PDG, in order to pertinently handle function
calls, two nodes in different but related functions are divided into the following
4 cases. These dependent edges need to be built separately.

– If a function is called, build an edge from the actual parameter node to the
formal parameter node.

– If a function has a return value, build an edge from the return value in the
called function to the return value in the caller function.

– If an instruction reads a global variable, build an edge from the global variable
to the instruction.

– If an instruction writes a global variable, build an edge from the instruction
to the global variable.

After the dependency of call and return is processed as above, the return value
in the caller function will not be directly connected to the actual parameters.

3.3 Partitioning Method

The data that can be obtained by data stitching attack must be in the mem-
ory when the program runs to the location of the vulnerability. Therefore, we
divide the program into multiple blocks. Different blocks contain different sets
of functions and runs in different processes. This can reduce the data that may
be leaked when under attack, thereby improves the security of the program. In
order to defend data splicing attacks better, we should make each piece of data
to appear in as few program blocks as possible after partitioning. In addition,
the data that has been modified multiple times is generally weakly associated
with the original data, and they can be regarded as different data. We define
instruction flow as follows to represent data flow with limited modifications:

Definition 1. A set of a chosen instruction and instructions that may operate
on the same data before or after the execution of the chosen instruction with
modification times on the path less or equal than K.
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For convenience, we call an instruction flow by the name of the chosen instruc-
tion. In the definition, K is an adjustable parameter, which is used to indicate
how many times a piece of data has been modified can be regarded as completely
different data. The smaller the K, the stricter the requirement. The larger the
K, the more ambiguous the requirement. In the current prototype system, we
set K to 5.

In programs, searching for the instruction flow for each instruction as the
chosen instruction may cause greater time penalty and lots of repeated calcu-
lations. Considering that the granularity of our partitioning is at the function
level, the partitioning process mainly focuses on the instruction flow between
each pair of functions, rather than processing every instruction. Accordingly,
the instruction flow between functions can be defined as follows:

Definition 2. The instruction flow set ds(fA, fB) from function fA to function
fB is a set of instruction flows that take one of the instructions of fA that
store parameters, set arguments of call instructions, and set return values as the
chosen instruction and contain at least one instruction in fB.

For example, in the program shown in Sect. 3.1, ds(server, getFile) has the
instruction flows starting from userInput and output in server.

We then calculate the optimal partitioning based on the relevance between
blocks, the complexity of each block, and the time penalty.

Relevance. The instruction flow in the program generally has different degrees
of importance. Among them, the widely used but basically unchanged data may
be more important because it may play a controlling role or be a parameter
of multiple calculation processes. For each instruction flow x, the number of
instructions in it is defined as its influence range ir(x), which is used to describe
the importance of the instruction flow. Then the relevance R(fA, fB) of function
fA and fB can be defined as follows:

R(fA, fB) = max
i∈ds(fA,fB)

ir(i) + max
j∈ds(fB ,fA)

ir(j) (1)

In our example shown in Sect. 3.1, R(server, getFile) is eaual to ir(userInput)
because ir(userInput) is larger than ir(output) and getFile has no return
value.

Complexity. Even if the program is divided into multiple processes for exe-
cution, the program blocks that are directly attacked may still leak the data
it contains. Therefore, it is necessary to control the size of each block to pre-
vent it from leaking too much data or contains too many weaknesses when it is
attacked. We define the complexity of a program block b as C(b). To achieve a
higher automation level, we do not request programmer to provide annotation
information. That means we do not have clearly indicating where the program
has a bug or where data leakage may occur. So complexity may be the total
number of lines in source code, the number of instructions and other indicators
that make sense.
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Time Penalty. After the source program rewritten into a multi-process pro-
gram, some function calls will be rewritten as inter-process communication
(IPC), and data required for program execution such as parameters and return
values should be passed between processes, which will cause additional time
penalty. For any function fA, define the time penalty T (fA) as the time required
to call the function through IPC. Then define the set of functions called through
IPC as G. In our method, an IPC contributes 100 times time penalty than a
byte transmitted between processes. These values are based on our test of IPC
performance under the Linux system.

Priority should be given to security during partitioning, so relevance is the
most important indicator. Complexity and time penalty are secondary indica-
tors. Define B(fA) as the block where function fA is located. Then during the
partitioning, the following expression needs to be minimized:

k1 ∗
∑

B(i)!=B(j)

R(i, j) + k2 ∗ max
k

C(k) + k3 ∗
∑

l∈G

T (l) (2)

Among them, k1, k2, and k3 are adjustable parameters, which we will deter-
mine in future work, or leave them as user-set parameters. In our example, there
is only two functions, so R(server, getFile) is the largest. Then, the two func-
tions will be divided into two blocks. And the sensitive data in server will be
separated from the vulnerable getFile.

4 Implementation

We implement the major part of our method in the form of LLVM pass under
the framework of the open source project LLVM. This section will introduce the
realization of our method described in Sect. 3 in two parts.

LLVM is a collection of modular, reusable compiler and tool chain technol-
ogy. It has a special intermediate language called LLVM IR. The front end of
LLVM is responsible for translating high-level languages into LLVM IR. The
most common front end is the compiler Clang. There are various passes in the
middle, and each pass is a specific function that can be applied to LLVM IR.
The back end is responsible for assembling LLVM IR into machine code that
can run on target machine. We implement our method as a series of passes with
a total of 2578 lines of code.

4.1 Implementation of PDG

We establish PDG based on LLVM IR and implements it in the form of an
LLVM pass. There is no strict sequence requirement for the establishment of
PDG, which basically conforms to the description in Sect. 3.2.

In the process of creating nodes, we build nodes for instructions and global
variables respectively. For call instructions in LLVM IR, We build special call
nodes and connect them with corresponding parameter trees.
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When analyzing control dependence, we use the post dominator tree built
in LLVM. When analyzing read-after-write dependence, we use alias analysis
built in LLVM to improve accuracy. When analyzing the def-use dependence,
thanks to the static single assignment (SSA) feature of LLVM that each variable
assigned as the result of an instruction can be assigned only once, where does
an operand comes from can be determined easily.

To handle inter-procedural dependence, we build parameter trees [6] instead
of a single node for every formal parameters, actual parameters, and return
values. The parameter trees include detailed information about structures, arrays
and pointers based on the type of parameters. Edges are built with nodes on
parameter trees to represent inter-procedural dependence and read-after-write
dependence.

Some call instructions in the program may call functions through function
pointers. In this situation, LLVM IR cannot determine the called function. The
analysis of function pointers is a complicated task, and we are not focusing on it
now. If this happens, our method will try to match the possible called functions
by type, and build a corresponding dependent edge for each function that meets
the conditions.

4.2 Implementation of Partitioning

In our implementation, the function nodes in PDG are colored to represent the
partitioning scheme. Each color represents a block of the modified program. We
implemented this in the form of an LLVM Pass.

First, we process the corresponding points in the PDG of the formal parame-
ters, actual parameters, and return values in the function. According to the defi-
nition of the instruction flow, the forward tracking or reverse slicing is performed
with these points as the chosen point to obtain the functions that instruction
flows can reach and instruction flows’ influence range. It should be noted that
forward tracking and reverse slicing are only performed along the data dependent
edges, and do not involve control dependent edges. These are also limited by the
number of data modification K. After that, each pair of functions is processed
and the relevance between them is calculated.

What we have implemented is a simple prototype system, without considering
the complexity of program blocks and time penalty. So only security is considered
when coloring, that is, the relevance between functions.

At the beginning of the partitioning process, all functions are located in sep-
arate program blocks. For a program with n functions, the algorithm continues
to merge the program blocks according to the relevance between the functions
until the number of program blocks does not exceed log2 n+ 1. For each step of
merging, each pair of program blocks is scanned, and the sum of the relevance
between the functions located in it is calculated. Then in each step of merge,
the algorithm selects a pair of program blocks with the largest sum of relevance
and merge them into one block.
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5 Evaluation

5.1 Validation of DFspliter

Fig. 2. Partitioning result of ssl server.

We use a C program named ssl_server as a test program (Fig. 2). Part of the
program is shown as follows. It is a vulnerable server program based on open
SSL and has a corresponding attack program ssl_client with it. ssl_server
generates a pointer ctx in the main function by calling the create_context
function, which has a wide range of influence. After that, a private key pkey
for encrypted communication is generated by calling configure_context in the
function main and stored in the memory pointed to by ctx. After everything is
ready, the main function cyclically receive messages from the client, and processes
and responds through the processUserInput function. There are vulnerabili-
ties in the processUserInput function that can be exploited by data stitching
attack. When the message length is appropriate, the private key may be sent
back to the client as a message.

void configure_context(SSL_CTX *ctx){

/* Generate private key pkey */

SSL_CTX_use_PrivateKey(ctx , pkey);

}

char buf [1024];

char* processUserInput (char *input , int size){

char *yourName , greeting [16] = "Welcome ";

yourName = getUserName(input);

strcat(greeting , yourName);

sprintf(buf , "%s: %s", yourName , greeting);

return buf;

}

int main(int argc , char **argv){

/* Prepare for connection */
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ctx = create_context ();

configure_context(ctx);

sock = create_socket (4433);

while (1) {

/* Accept a request and start connection */

bytes = SSL_read(ssl , buf , sizeof(buf));

char *output = processUserInput (buf , bytes);

SSL_write(ssl , output , strlen(output));

/* End connection */

}

/* Clean up */

}

We use the prototype described in Sect. 4 to strengthen ssl_server, and
rewrite the source program into a multi-process program according to the par-
titioning result. The program is partitioned into 4 blocks that run in different
processes and communicate with each other through named pipes. First 3 blocks
contains create_context, processUserInput and getUserName respectively.
The function containing the sensitive data pkey, including the main function, is
located in the fourth block. Since there is no pkey stored in the process where
the vulnerable processUserInput is located, the private key can no longer be
obtained through data stitching attacks, and the security of the program is
improved.

5.2 Performance Overhead

We use another C program to test the communication overhead after parti-
tioning. Part of this program is shown as follows. This program has a function
named refuse, which is called by main when the input is illegal. What the func-
tion refuse does is opening a file, writing a constant string into the file and
closing the file. To test the overhead, we change the type and the number of
parameters of refuse and rewrite the program into a 2-process program which
divides the two functions into different processes. We always provide an illegal
input and let main calls refuse 1000 times. The results are shown in Table 1.

void refuse(int y){// Parameter may be changed

f=fopen("/* File name */","w");

fprintf(f,"do not support argument y=%d !\n",y);

fclose(f);

return;

}

int main(int argc ,char** argv){

int x,y,z;

scanf("%d%d" ,&x,&y);

for(int i=0;i <1000;++i)

if(y>=0){/* Do something */}

else refuse(y);

return 0;

}
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Table 1. Communication Overhead of different parameters

Parameters
type in C

Number of
parameters

Time spent
before
partitioning
(ms)

Time spent
after
partitioning
(ms)

Communication
Overhead (%)

int 1 60.95 68.75 12.79

int* 1 58.31 69.91 19.89

int[1000] 1 58.45 87.80 50.21

int 10 56.90 80.10 40.77

Communication overhead is slightly lower than that of reading and writ-
ing files. Inter-process calls have a basic time consumption, so are parameter
transmissions. The increase in the number of bytes transferred will also bring
additional time cost, but not as much as the number of parameters. Generally,
most of the running time is spent on logic of programs rather than calling a func-
tion 1000 times, so the communication overhead is acceptable. Our approach also
tries to avoid transmissions of parameters with large number of bytes.

6 Conclusion

We designed and partially implemented a program partitioning method called
DFspliter based on LLVM. Any C language program with single block can be
automatically divided into a program consist with multiple program blocks dur-
ing the compilation process. Each block will execute in a different process and
communicates with others through well-defined interfaces. Because different pro-
cesses have different memory spaces and different data stored in them, potentially
sensitive data can be protected. When one block is attacked, it will not affect the
security of data in other blocks. Aiming at the characteristics of data stitching
attacks, our method uses data flow as the main basis for partitioning proce-
dures, and improves the pertinence of segmentation by splitting different data
flow with lower correlation into different program blocks. In order to get better
partitioning result, we used a special algorithm to perform coloring operations
based on the analysis of data flow. Finally, the input program can be changed
into a multi-process program and the security is increased.

Acknowledgements. We sincerely thank reviewers for their insightful feedback. This
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Abstract. With the development of the automotive industry, the secu-
rity of connected and autonomous vehicles (CAVs) has become a hot
research field in recent years. However, previous studies mainly focus
on the threats and defending mechanisms from the networking perspec-
tive, while newly emerging attacks are targeting the core component –
AI of CAVs. Therefore, the defense methods against these attacks are
urgently needed. In this paper, we revisit emerging attacks and their
technical countermeasures for CAVs in a layered inventory, including
in-vehicle systems, V2X, and self-driving. We believe that this survey
provides insights on defending adversary attacks on CAVs and will shed
light on the future research in this area.

Keywords: Connected and autonomous vehicles · V2X · In-vehicle
network · Vehicle security · Autonomous vehicle algorithms

1 Introduction

The automotive industry is undergoing massive digital transformation towards
connected and autonomous vehicles (CAVs). Compared with traditional cars,
CAVs have great potential to achieve extended driving automation with
strengthened environment awareness improved by vehicle connectivity. The
Association of Automotive Engineers (SAE) definitions for levels of automa-
tion divide vehicles into 6 levels. However, only cars in L4 and L5 are considered
autonomous vehicles. The L4 has fully automated driving feature in specific
environments, while L5 can do all the driving in all circumstances.

Their self-driving capability is achieved through three layers: perception, cog-
nition and execution as shown in Fig. 1. The perception layer is used to capture
vehicle’s internal and surrounding status via in-vehicle sensors and environmen-
tal sensors. With assistant of V2X communication, the cognition layer recognizes
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vehicle’s motion states and external threats based on the perception layer, and
then determines the trajectory of the vehicle through deep learning algorithms.
Finally, the execution layer controls the vehicle by issuing commands to Elec-
tronic Control Units (ECUs) and actuators through in-vehicle networks (e.g.,
CAN bus, FlexRay, MOST).

Fig. 1. The structure of connected and autonomous vehicles

Modern cars are quite insecure and vulnerable from an information system
perspective. Although some security mechanisms have been adopted by automo-
tive suppliers after a 2014 Jeep Cherokee was hacked by Miller and Valasek [26],
new vulnerabilities continue to rise every year. A large number of studies show
that the attack surface of CAVs is broad. A set of features in in-vehicle systems,
V2X communication, autonomous algorithms might allow misuse of or a breach
into CAVs, resulting in much more profound and widespread effects. Therefore,
it is important of protecting future CAVs from hackers and cyberattacks.

In literature, there are many survey papers about automotive security. For
example, work [3] study vulnerabilities and defenses in Controller Area Net-
work (CAN) bus with more focus on authentication. Work [44] summarize the
V2X technology and its protocol vulnerabilities, as well as corresponding defense
measures. Work [43] discusses the security issues of connected vehicles from
three categories, and introduces the trend of network attacks and the protection
requirements that should be developed for networked services. Work [34] pro-
vides an overview of the security issues in AV but with emphasis on attacking
sensors and iris recognition systems. However, those surveys are not specific to
CAVs and mainly focus on the networking aspect rather than the system and
algorithm perspective.

In this paper, we review potential attacks and their technical countermea-
sures for CAVs in a layered inventory: in-vehicle systems, V2X and autonomous
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algorithms corresponding to execution, cognition and perception layers, respec-
tively. We summarize the attack threats in each layer. Compared with the threats
in traditional vehicles, attackers not only attack ECU and CAN networks, they
also attack environmental sensors and autonomous vehicle algorithms in CAVs.
Later in this survey, we provide insights on corresponding defense approaches
to address those attack threats. In summary, the contributions of this paper
include:

– To our best understanding, this survey is the first to study the attack surface
and defensive mechanisms for CAVs from the perspective of the system and
algorithms, while previous study mostly is network-oriented. This will shed
light on the future research in this area.

– We explore new potential attacks for emerging CAVs along with exist-
ing vulnerabilities in E/E architecture, and categorize the various security
approaches from 3 layers, including in-vehicle systems, V2X and autonomous
driving algorithms.

– We discuss the possible directions for future research works on security and
privacy issues in CAVs.

The rest of this paper is structured as follows: Sect. 2 specifically introduces
the architecture of connected and autonomous vehicles. Section 3 describes the
attacks that may be realized at each layer of the CAVs. Section 4 introduces the
corresponding defense methods in detail for possible attacks. Section 5 describes
the possible directions for future research works on security and privacy issues in
CAVs, followed by the summary of the paper. Section 6 summarizes this survey.

2 Background

CAVs include not only autonomous driving but also the connection between the
vehicle and the surrounding environment. In this section, we briefly present the
main components of CAVs, which are typical targets of modern vehicle attacks
discussed in next section.

2.1 In-Vehicle Networks

The in-vehicle network of CAVs connects sensors, Electronic Control Units
(ECUs) and actuators of the car with a point-to-point connection into a complex
network structure. They together are the guarantee for the normal and security
vehicle driving, and are the critical components of the vehicle. The failure of any
one may cause the abnormal driving of the vehicle, and even a traffic accident
in a serious situation.

Sensors in CAVs can be divided into two categories: internal sensors and
external sensors. The former, arranged inside a car, is used to check the function
of the vehicle. For example, the oxygen sensor monitors the content of exhaust
gases for the proportion of oxygen. Sensors in the latter category provide the car
visuals of its surroundings and help it detect the speed and distance of nearby
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objects, as well as their three-dimensional shape. Three primary external vehicle
sensors are camera, radar and LiDAR.

Electronic Control Units (ECUs) are used to enable computer-based
control of a vehicle. Based on the information sent by vehicle sensors, ECUs
determine the running states and control the vehicle to work together. A modern
car may have up to 70 ECUs - and each of them is assigned a specific function
(e.g., engine control). Typically, ECUs are grouped into several subnetworks
according to their functions. For example, the ECUs in charge of steering and
braking are grouped together.

Bus networks, like the nervous system of the human body, interconnect
ECUs and enable the information sensed by one part to be shared with other
parts of the vehicle. The autopilot system in CAVs use such networks to trans-
mit control commands. Example bus networks include Controller Area Network
(CAN), CAN-FD, FlexRay, and automotive Ethernet. Among them, CAN is the
standard for in-vehicle communications today in fact. The detail of CAN can be
found in many good surveys such as [19].

2.2 Vehicle-to-X Communication (V2X)

V2X which stands for vehicle-to-everything technology enables cars to commu-
nicate with their surroundings and makes driving safer and more efficient. V2X
covers Vehicle to vehicle (V2V), Vehicle to infrastructure (V2I), Vehicle to Net-
work(V2N), Vehicle to Pedestrian (V2P) and others. Working together, they
provide a guarantee for the security driving of vehicles. In CAVs, V2X offers
an additional means to sense environment conditions other than typical sensors,
e.g., retrieving traffic information and other vehicle’s location for route planning.

Currently, there are two main types of communication technologies used for
V2X: Dedicated Short Range Communication (DSRC) and Long Term Evolu-
tion for V2X (LTE-V2X). The DSRC system consists of a series of IEEE and
SAE standards. DSRC uses IEEE 802.11p protocol which is also called Wireless
Access in the Vehicular Environment (WAVE), at the physical layer and media
access control (MAC) layer, while its network architecture and security protocols
are defined in IEEE 1609 WAVE.

2.3 Autonomous Algorithms

Autonomous driving requires the car to be like human to recognize something
that appears in surrounding environment and to forecast the changes that are
possible to these surroundings. A deep neural network with various autonomous
algorithms is equivalent to a human brain. Based on their tasks, those algorithms
can be broadly grouped into three categories as follows:

– The detection of an object: Object detection based on deep learning is
often used in the detection of traffic signs/lights and other vehicles in the
proximity. Based on the data provided by environmental sensors attached to
the vehicle, object detection algorithms can pinpoint the location of traffic
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signs/lights and other vehicles. Together with other autonomous algorithms,
the autopilot system will make a decision whether the car needs to slow
down or stop. The state-of-the-art learning-based object detection algorithms
include Faster R-CNN, etc.

– The recognition of an object: Object detection is typically coupled with
the task of object recognition which is used to identify the class of objects, e.g.,
whether an object is a traffic sign, vehicle, or pedestrian. Common recognition
algorithms are alexnet and senet.

– The tracking of an object and trajectory planning: Trajectory plan-
ning is based on path planning and obstacle avoidance planning. At present,
it is mainly based on reinforcement learning and time series algorithms to
achieve high standards of unmanned driving technology. In particular, rein-
forcement learning is widely used in automatic driving trajectory decision-
making.

3 Attack Surface for CAVs

In this section, we revisit the attack surfaces of CAVs and identify three key com-
ponents: in-vehicle systems, V2X communication, and autonomous algorithms.
We separate them primarily into two categories: remote and internal as shown
in Fig. 2.

Fig. 2. Example of potential attacks by various research groups

3.1 Attacks Against In-Vehicle Systems

In-vehicle systems consist of three major components: sensors, ECUs and bus
networks. Each of them may be compromised with both remote and internal
attacks. Remote includes primarily any form of wireless communications inter-
face. Internal includes both physical access such as the USB or OBD-II port,
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and internal elements of the in-vehicle system interconnected on the network or
the network itself.

Network: The CAN network is an important attack surface. Due to the broad-
cast nature of CAN as well as a lack of encryption, an attacker with access
to internal network can monitor and reverse engineer the network architecture,
collect personally sensitive information, or perform DoS attacks. Access to the
network can be obtained through a physical interface or through a variety of
wireless attack vectors.

The attacks on wireless interfaces are almost remote attacks. Work [14] ana-
lyzed relay attacks on Passive Keyless Entry and Start (PKES) systems used
in modern cars. Work [15] proposed that by recovering the cryptographic algo-
rithms and keys from ECUs, an adversary can gain unauthorized access to a
vehicle. There are many internal attacks on CAN. For example, the attackers
can eavesdrop CAN data by installing interceptors on the CAN network [6]. The
eavesdropping attack is the starting point for many attacks, such as spoofing
attacks, Dos attacks [6,31] and replay attacks. Work [9] discussed two kinds of
spoofing attacks, which are masquerade attack and fabrication attack.

ECU: Compromising an ECU can also provide access to other shared secrets
(such as cryptographic keys) which allow an attack to extend to other compo-
nents on the vehicle.

One of the remote attacks is proposed by work [8] named battery drain
attack due to the ECU wake-up mechanism. On the other hand, an attacker can
physically internal attack the ECU through voltages, currents, and other physical
means, such as overcurrent attacks [37]. This attack makes the microprocessor
fail or burn out by exceeding the maximum rating of the microprocessor.

Sensor [33,37]: Sensors can be manipulated directly to achieve a particular
effect. By modifying the physical property detected by a sensor, tampering with
the sensor hardware, or through electromagnetic attacks, the input for which an
ECU will make a decision can be modified directly.

Attacks on sensors are mostly remote attacks, such as jamming attacks [47]
and spoofing attacks [47]. Noise can change sensor data to provide malicious
input to components using the data. The tire pressure sensor in the TPMS (Tire
Pressure Monitoring System) can be used for observation and tracking purposes
and as an activation trigger for other attacks [35].

3.2 Attacks Against V2X Communication

Vehicles across different manufacturers share DSRC as a common attack surface
since they communicate with each other on the same V2X system. Separate
from the remote code execution risk, false data provided through a V2X system
can cause disruptions in traffic flow and pose a risk to personal safety through
physical effects. In addition, any vulnerability may have the potential to spread
to other vehicles or infrastructure quickly.

Most of the attacks on V2X are remote attacks which are carried out through
the V2X communication protocols such as IEEE 802.11p. These attacks
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include [28]:1) Black hole attack : The compromised node will not relay the data
packet to adjacent nodes, and the data packet will be intercepted and discarded
by the attacker [2]. 2) Flooding attack : By flooding the MAC, the attacker will
send countless data packets to make the victim node unusable. 3) Jamming
attack : By using a jammer to identify the data packet and launch attack, the
attacker can broadcast signals to destroy the data or block the channel, etc. [21].
4) Sybil attack : The attacking station will send false V2X messages, which will
simulate fake sites on the road and prevent other sites from sending real mes-
sages.

Vehicle ransomware [46] is also a remote attack but it is based on terminal
nodes, such as mobile phones and the vehicle-mounted security vulnerabilities.
Attackers can indirectly infect botnets to vehicles through smartphones, navi-
gation, etc. and through vulnerabilities such as the Bluetooth buffer overflow
vulnerability of in-vehicle infotainment units to lock the key parts of the vehicle.

Eavesdropping attacks [2] can be internal attacks or remote attacks. In the
internal attack, attackers can collect information anywhere without permission,
such as the data management system. In the remote attack, attackers can eaves-
drop on vehicle information due to the plaintext transmission.

3.3 Adversarial Attacks Against Autonomous Algorithms

If autonomous algorithms are attacked, the autopilot system may make an
adverse decision, resulting in devastating consequences. Similar to Sect. 2.3, we
divide algorithm-related attacks into three tasks.

Attacks on Object Detection Algorithms [7,23,39,48]: They are mostly
based on three techniques: feature extraction region, iterative optimization, and
Generative Adversarial Network (GAN). Since target detection algorithms need
to extract the region of interest, attackers corrupt the extracted region by inter-
ference. DPATH attack [25] is to make the region where the adversarial patches
exists as the only valid region of interest, while potential proposal region are
ignored. BPATH attack [22] generates and refines the adversarial background
patches in the overall loss optimization iterations.

Attacks on Object Recognition Algorithms [4,27,41,45]: Three categories
as shown below. Because there are few cases of classification algorithm, however
they are the most classical in the field of deep learning vision, simply mention
it as a category.

– Fast Gradient Sign based Adversarial attacks: Iterative Targeted Fast Gradi-
ent Sign Method which is based on FGSM algorithm applies the target FGSM
multiple times for a more powerful example of confrontation.

– Optimization based Approach: In this way, the adversary samples are obtained
by solving optimization problems. By replacing the class variables in the
antidisturbance with target class with the lowest recognition probability, the
least likely class iterative methods are obtained.
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– Universal Adversarial Perturbation: Universal advanced perturbations com-
puted by Moosavi-Dezfooli et al. [29]. can generate any image attack distur-
bance, which is also almost invisible to human beings.

Attacks on the Trajectory Algorithms [42,48]: Trajectory algorithms are
mainly attacked by strategical time attack and enhancing attack [24]. Strategi-
cally time attack is a traditional and conventional learning method. Enhancing
attack’s goal is to induce the agent to go to a specified state makes the perfor-
mance of agent worse.

4 Survey of Technical Defense

This section will provide an overview of existing defensive approaches in response
to the attack model presented in Sect. 3.

4.1 Defensive Approaches for In-Vehicle Systems

Authentication-Based Countermeasures: The lack of authenticity within
automotive networks is a prime cause of the failure of today’s automotive secu-
rity. We admit that cryptography and key management is a requirement for any
system that attempts to implement authentication. However, implementation of
any form of cryptography on the car’s resource constrained ECUs performing
real-time control may not be practicable. Therefore, securing the external gate-
ways and communications paths to the CAN bus may prove more valuable and
workable than securing the individual nodes through cryptography.

One method of adding authentication between CAN nodes is through the
use of Message Authentication Codes (MACs). For example, work [18] proposed
the IA-CAN (Identity-Anonymized CAN) protocol. This scheme randomizes the
CAN ID on a frame-by-frame basis to provide sender authentication and prevent
attackers from injecting fake messages. In work [12], Parrot system was proposed
to defend against the spoofing attack. The ECU equipped with Parrot System
can identify spoofing messages on the bus that impersonate one of its own IDs.

In addition, there are other authentication-based defense methods. Work [30]
have summarized some defenses and evaluated them through custom security
testing standards. Therefore, in these paper we will not repeat them.

Fingerprint-Based Countermeasures: Fingerprint-based access control pre-
vents attackers from accessing certain resources by verifying them as unautho-
rized nodes. Certain physical characteristics/uniqueness such as the voltage, the
signal rising and falling edge characteristics and the clock frequency are utilized
to recognize legitimate ECUs, so this type of approaches can prevent spoofing
attacks. For example, work [10] firstly proposed the voltage profile of the ECU
as its specific fingerprint to identify the attacker ECU by measuring and using
the voltage on the vehicle network and implemented the corresponding detection
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tool called Viden. Work [20] improved Viden by only measuring the dominant
voltage of the ECU as a signaling feature, and using high and low signals rather
than differential signals which would make it more error-prone in identifying
attacker ECUs.

To prevent bus-off attacks (i.e., a type of denial-of-service attacks), work [11]
proposed VoltageIDS, an intrusion detection system based on voltage character-
istics. VoltageIDS uses electrical characteristics which is the time when the status
of the signal changes from 0 to 1 and 1 to 0 as the fingerprint characteristics of
the CAN message.

Furthermore, the defensive approaches for in-vehicle systems are not limited
to ECU-based “fingerprints”. Work [36] developed a motion-based IDS (MIDS).
This method determines whether the data is normal or has been tampered based
on the fingerprint characteristics of the vehicle’s behavior correlation at a certain
time, such as wheel speed, vehicle speed, etc.

IDS-Based Countermeasures: The intrusion detection method in the auto-
motive domain depends on how the detection mechanism is utilized within the
system. The anomaly-based IDS is the most common and promising approach
used in the automotive IDS compared to the signature- and statistical-based
technique. As mentioned above, Work [9] proposed the clock-based intrusion
detection system (CIDS). It exploited the timing interval of CAN traffic and the
frequency of CAN packet sequences in identifying anomalies within the CAN
bus network.

The signature-based approach detects an attack by utilizing a set of identified
signatures, malicious events, or rules stored in the database module of IDS.
For example work [40] extracted the attack signatures obtained from standard
ECU specifications using finite-state automate (FSA) in detecting an anomalous
sequence of CAN packets via the in-vehicle network.

Other Defensive Approaches: There are other defense methods and are not
based on the three categories above. Work [35] provided some defense guidance
against TPMS attacks which is encrypting TPS packets and placement of addi-
tional password checksums, such as message authentication codes, before CRC
checksums. Besides, Mehmet Bozdal, et al. [6] have been made a survey on the
other defensive approaches and we will not repeat in this paper.

4.2 V2X Security Defense

V2X attacks are mostly remote attacks, so this section will focus on security
defense methods against them.

Remote attacks are usually completed through protocol vulnerabilities. Many
researchers have found methods to against them. The model proposed in work
[1] uses advanced encryption standards to achieve user privacy. Using the ran-
domness of channels in a vehicle network to share keys solves the key distribu-
tion problem of advanced encryption standards. Work [5] proposed a secure and
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intelligent routing protocol where they use double encryption on packets and use
the authentication scheme to measure the trust of nodes. However, this method
increases processing time and adds network overhead. Work [49] proposed a new
method to create passwords based on one-time authentication asymmetric group
key protocols Mixed zones to protect against malicious eavesdropping. Security
information is encrypted using group keys to improve vehicle privacy.

In particular, for the Sybil attack, work [16] used directional antennas to
identify the source of the message. If a malicious vehicle broadcasts a large
number of messages, it will be discovered by other vehicles.

4.3 Defensive Measures for Autonomous Algorithms

Countermeasures for Object Detection and Recognition: To improve the
performance of the machine learning models against adversarial attacks, existing
solutions developed in other domains may not be directly used for autonomous
driving. For example, the detection of adversarial attacks may not be useful.
However, there exist suitable solutions to help the CAVs defend against adver-
sarial attacks in literature.

These approaches include but not limited to: 1) data augmentation, using
image processing methods to help augment the quantity and diversity of the
training set; 2) input transformation, using image processing methods to disturb
or even remove the adversarial perturbations; 3) adversarial training [17]; and
4) defensive distillation [32];

Input transformation through image processing methods(e.g. JPEG compres-
sion) is considered to be the potential defensive measure. Work [50] discussed
that input transformation may not be useful if the adversarial samples are gen-
erated with various transformations and random noise.

Adversarial training was discussed in work [38,50]. The idea of adversar-
ial is producing adversarial samples during the training process and injecting
them to the training set. Work [50] discussed that adversarial training can be
bypassed through transferability or generating new adversarial samples against
the improved models. Besides adversarial training, defensive distillation was also
evaluated in work [13].

Countermeasures for Object Tracking and Trajectory Algorithms: To
defend attacks on object tracking and trajectory, since object tracking and tra-
jectory is now mainly based on reinforcement learning and time series algorithm,
common defensive measures against adversarial attacks might be useful, such as
adversarial training, defensive distillation, and data augmentation.

Objective function plays a pivotal role in reinforcement learning algorithm,
and changing the objective function might also help to defend attacks on the
object tracking and trajectory such as adding stability term and adding regular-
ization term. By measuring the difference of the output produced from different
input of versions of perturbations, the purpose of adding stability term is to help
DNN generate similar output against natural perturbations. The idea of adding
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regularization term to defend is adding the norm of adversarial perturbations to
the objective function, thus attenuating the effect of adversarial perturbations.

5 Discussion

The security issues of CAVs are still considered to be open research areas, and
many issues need to be resolved. This section will discuss some of these issues.
As CAVs are becoming more popular, people are now getting concerned if it is
necessary to regulate their use. For example, in 2018 in Arizona (USA) the first
case of an autonomous car killing a pedestrian has been registered. In this case,
who should be considered to be at fault? The problem is related to whether
the driver in the car controls the vehicle at the moment of the accident. Is
the car manufacturer at fault, or should the attackers who hacked self-driving
take the responsibility. Identifying or fingerprinting drivers is one of proposed
approaches to answer these questions. There have been many studies on combin-
ing vehicle network data with machine learning in recent years, collecting vehicle
data to learn the driver’s behavioral characteristics, as each driver’s unique “fin-
gerprint”, and successfully identifying the driver during driving. However, there
is no solution to determine whether is automatic driving or human driving. We
believe that each driver’s style of driving the vehicle, is different, including the
AI driver. In this way, by collecting enough in-vehicle data, it is possible to
determine whether the car was driven autonomously or artificially when a car
accident occurs. Yet it needs further investigation.

In addition, certain vehicle attacks currently do not have effective solutions,
such as the battery exhaustion attack against the ECU wake-up mechanism,
the interference attacks faced by environmental sensors, and fast gradient sign
based adversarial attacks on sensors that process images, etc. Some of them are
mentioned above. These attacks have received a lot of in-depth research, but few
countermeasures are available. Therefore, the CAVs security is still long way to
go.

6 Conclusion

In this survey, we systematically discuss attacks and defense methods for con-
nected and autonomous vehicles, as well as security of CAVs algorithms. In
order to better present the most current research in this area, we divide CAVs
into three layers: in-vehicle network, V2X, and autonomous vehicle algorithms.
Besides, we divide the attacks on each layer into two categories: remote attacks
and internal attacks, and list examples of each type of attack in the form of a
table. Then we synthesize and summarize existing defenses to determine their
effectiveness against these identified attacks. Finally, we provide further dis-
cussion on the security of CAVs. This survey provides a good foundation for
researchers interested in the connected and autonomous vehicles and provide a
systematic overview of the security issues for them.
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Abstract. Chebyshev map is a chaotic map frequently used in design of
cryptography schemes and cryptosystems based on the hardness of the
Chebyshev map-based discrete logarithm (CMDL) problem. The prop-
erties of Chebyshev map have great impact on the security of these cryp-
tosystems. It has been known that the polynomial sequences generated by
Chebyshev map defined on finite fields exhibit strong periodical features
which may be utilized for cryptanalysis. This paper presents the period-
ical properties of Chebyshev polynomial sequences. Based on the prop-
erties, an improved cryptanalysis algorithm is proposed for the CMDL
problem. It turns out that a chebyshev map-based cryptosystem using
Chebyshev prime number as its modulus will have better security, where
the Chebyshev prime number is defined as the prime number p satis-
fying that (p+ 1)/2 or (p− 1)/2 is also a prime number. In support of
cryptanalysis, fast algorithms to calculate the value of a Chebyshev poly-
nomial and find the minimal period of a Chebyshev polynomial sequence
are proposed, too. An example is given to show the process of cryptanal-
ysis. Computational results have shown that only a small fraction of
prime numbers are valid Chebyshev prime numbers.

Keywords: Cryptanalysis · Chebyshev map · Discrete logarithm
problem · Chebyshev prime number · Algorithm

1 Introduction

Chaotic maps have been used to design cryptographic algorithms and cryp-
tosystems for many years. Among them, the Chebyshev map defined on finite
fields is one frequently used. The Chebyshev map has the semi-group property
which makes it appealing for designing cryptosystems. The Chebyshev map is
not only used in encryption [1], but also widely used in key agreement protocols
[2–5], authentication [6] or authenticated key exchange schemes [7–10], digital
signature and signcryption schemes [11]. Public-key cryptosystems [12–14] and
identity-based encryption schemes [15] can be constructed with it, too. Thus, the
security of the Chebyshev map is very important for these schemes or systems.
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Modern cryptosystems are always based on one or some hard problems in
the computational sense. The cryptosystems using Chebyshev map as their core
function are usually based on the hardness of the Chebyshev map-based dis-
crete logarithm (CMDL) problem and the Chebyshev map-based Diffie-Hellman
(CMDH) problem. It has been known that the Chebyshev sequences generated
by the Chebyshev map on finite fields have strong periodical properties. It is
argued that these properties can be utilized for effective Cryptanalysis on the
CMDL or CMDH problem. Liao et al. [16] and Li et al. [17] have studied the peri-
odical properties of Chebyshev polynomial sequences respectively and suggested
cryptanalysis using these properties. However, how to design a cryptanalysis
algorithm using these periodical properties is still a challenging task.

In this paper, we present the periodical properties of Chebyshev polynomial
sequences at first. Based on the properties, an improved cryptanalysis algorithm
is proposed for the chebyshev map-based discrete logarithm problem. To sup-
port the cryptanalysis, an algorithm to find the minimal period of a Chebyshev
polynomial sequence is proposed. A fast algorithm to calculate the value of a
Chebyshev polynomial is proposed, too, which has the same time complexity
but is simpler than the modified characteristic polynomial algorithm [18]. Then,
a method to select the proper parameters for a chebyshev map-based cryptosys-
tem is suggested. For such a cryptosystem with a prime number p as its modulus
parameter, any Chebyshev polynomial sequence will have an ordinary period
p + 1 or p − 1. Thus, the modulus parameter must be chosen carefully to resist
cryptanalysis. Such a prime number p is called Chebyshev prime number if p+1
or p − 1 can only be divided by 2 and another prime number.

We give an example to show how to find a solution to the CMDL problem
using the proposed cryptanalysis algorithm. The computational results of the
distribution of Chebyshev prime numbers are also presented. It turns out that
only a small fraction of prime numbers are valid Chebyshev prime numbers, e.g.,
only 7% prime numbers less than 109 are Chebyshev prime numbers.

2 Related Work

There have been a lot of work which use chaotic systems to design cryptographic
algorithms [1–15,19]. Among them, the Chebyshev chaotic map is frequently
used. It is used in color image encryption as a symmetric encryption method [1].
It is the cornerstone of some public-key encryption systems [13]. It is utilized
to design key agreement protocols [2–5], authentication schemes [6–9], identity-
based encryption and digital signature schemes [15], signcryption schemes [11],
and so on. Li et al. have proposed several algorithms to calculate the value of
Chebyshev polynomial [18]. Among them, the modified characteristic polynomial
algorithm is recommended which has the time complexity of O(lb(n)) where lb(n)
is the number of bits of n as a binary string.

The properties of Chebyshev maps have been investigated in the research
of security of Chebyshev map-based cryptosystems. For Chebyshev map-based
cryptosystems work on real numbers in [−1, 1], an attack is proposed to recover
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the corresponding plaintext from a given ciphertext [20]. For Chebyshev map-
based cryptosystems defined on finite fields, Kocarev et al. pointed out that
the problem of finding the index of a Chebyshev polynomial can be reduced
to the discrete logarithm problem [12]. The periodical properties of Chebyshev
map over the finite field Zp have been studied deeply in the work done by Liao
and Li, repectively [16,17]. Liao et al. analyzed the security issues of public-
key schemes based on Chebyshev polynomials from a practical viewpoint. They
have also proved that the security of encryption algorithm based on Chebyshev
polynomials is stronger than computational Diffie-Hellman (CDH) problem, but
weaker than the discrete logarithm problem [16]. By converting the Chebyshev
discrete logarithm problem into a general discrete logarithm problem (GDLP) on
a group G, Li et al. proposed a baby-step giant-step algorithm to the problem
[17]. With the periodical properties, a Chebyshev map-based cryptosystem is
not secure if the modulus parameter p is not selected properly so that there are
many Chebyshev polynomial sequences with small periods. However, they did
not describe how to utilize the periodical properties to design a cryptanalysis
algorithm in detail. The periodical properties of Chebyshev polynomials modulo
a prime power have been discovered, too [21]. These properties are used for
analysis of the security of the corresponding cryptosystems [22].

Based on the periodical property of Chebyshev polynomial sequences, an
attack scheme with Chebyshev sequence membership testing is proposed using
the quadratic relationship between two consecutive Chebyshev polynomials [23].
It may not be very effective considering the large search space with large param-
eter values from a practical aspect.

3 Preliminaries

3.1 Chebyshev Chaotic Maps

Definition 1 (Chebyshev map). The original Chebyshev map is defined as
Tn(x) : [−1, 1] → [−1, 1], where n is an integer and x is a real number. For-
mally, it is defined as

Tn(x) = cos(n · arccos(x)), x ∈ [−1, 1], n ∈ Z (1)

or defined recursively as

Tn(x) = 2xTn−1(x) − Tn−2(x) (2)

with T0(x) = 1 and T1(x) = x.
The Chebyshev map is a chaotic map due to its recursive characteristic.

Proposition 1 (Chaotic property). The Chebyshev map Tn(x) : [−1, 1] →
[−1, 1], n > 1, is a chaotic map with invariant density f ∗ (x) = 1

π
√
1−x2 and

positive Lyapunov exponent λ = ln(n).
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Definition 2 (Extended Chebyshev map). The extended Chebyshev map is
defined on interval (−∞,+∞), which is

Tn(x) = 2xTn−1(x) − Tn−2(x) (mod p), x ∈ (−∞,+∞) (3)

where p is a large prime number. It has been proved that both the Chebyshev
Map and the extended map have the semi-group property.

Proposition 2 (Semi-group property). For n,m ∈ N , the extended Chebyshev
map satisfies

Tn(Tm(x)) = Tm(Tn(x)) = Tnm(x) (mod p) (4)

where p is large prime number and x ∈ (−∞,+∞).
Although the extended Chebyshev map is defined on interval (−∞,+∞), it

is often discussed on the finite field Zp. This paper only concerns the extended
Chebyshev map over finite field Zp, so we will use Chebyshev map to refer to
it in the following text. It has many useful properties in Zp. For example, the
multiplication of Tn(x) and Tm(x) has the following property.

Proposition 3 [23]. Given the extended Chebyshev map Tm(x) and Tm(x),
x ∈ Zp, m,n ∈ Z∗

p , n ≥ m, p is a large prime number, we have

2Tn(x)Tm(x) = Tn+m(x) + Tn−m(x) (mod p) (5)

Alternatively, the extended Chebyshev map can be represented with the fol-
lowing expression:

Tn(x) =
1
2
[(x +

√
x2 − 1)n + (x −

√
x2 − 1)n] (mod p) (6)

Chaotic map-based cryptography is established on the related computational
hard problems of chaotic maps, especially the Chebyshev map-based discrete
logarithm problem and the Chebyshev map-based Diffie-Hellman problem.

Definition 3 (Chebyshev Map-based Discrete Logarithm (CMDL) problem).
The CMDL problem is defined as: given x and y, it is computationally infeasible
to find r such that Tr(x) = y mod p, where p is a large prime number. For any
adversary A, its advantage probability to solve the CMDL problem is

AdvCMDL
A (t) = Pr[A(x, y) = r : r ∈ Z∗

p , y = Tr(x)(mod p)]. (7)

3.2 Periodical Properties of Chebyshev Map on Finite Fields

The Chebyshev map Tn(x) over Zp is also called as a Chebyshev polynomial. For
convenience, we call n as the index of the Chebyshev polynomial Tn(x) in the
following text. A Chebyshev polynomial sequence is a sequence of Chebyshev
map values on finite field Zp. It is a periodical sequence determined by its gener-
ator x and p. In Chebyshev map-based cryptosystems, most operations are done
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on Chebyshev polynomial sequences. Hence the properties of Chebyshev polyno-
mial sequences have significant influence on the security of these cryptosystems,
especially the periodical properties.

Denote the minimal period of a Chebyshev polynomial sequence with genera-
tor x by Tmin(x). Every Chebyshev polynomial sequence has an ordinary period
Tor(x) which is only dependent on p.

Proposition 4 [17]. Given x and p, a Chebyshev polynomial sequence has an
ordinary period Tor(x) = p−1 if and only if

√
x2 − 1 is in Zp; when Tmin(x) > 2,

Tor(x) = p + 1 if and only if
√

x2 − 1 is not in Zp. Besides, its minimal period
Tmin(x) is a factor of its ordinary period, i.e., Tmin(x)|Tor(x).

Proposition 5 [17]. The elements of a Chebyshev polynomial sequence dis-
tribute evenly symmetrically in a period. Let d be a period of the sequence,
then there is Tnd+i(x) = T(n+1)d−i(x), where n is any integer and i is an integer
satisfying 0 ≤ i < d.

Proposition 6 [17]. If there are two integers a, b satisfying Ta(x) =
Tb(x) (mod p), then a = ±b (mod Tmin(x)).

The order of an element x in group Zp, denoted by ord(x), is defined as the
least positive number such that xord(x) = 1. If we view the Chebyshev polynomial
Tn(x) as a multiplication xn in group Zp, then the order of x is actually the
minimal period of a Chebyshev polynomial sequence with the generator x and
p, i.e., ord(x) = Tmin(x). Based on the lemmas in [16], the period of a Chebyshev
polynomial sequence using Tn(x) as its generator, ord(Tn(x)), is related to both
n and the order ord(x).

Proposition 7 [16]. ord(Tn(x)) = ord(x)
(n,ord(x)) , where (n, ord(x)) denotes the

greatest common divider of n and ord(x).

Proposition 8 [16]. For every integer T |p − 1 or T |p + 1, there are K x’s in Zp

for which the period of Chebyshev polynomial sequences with the generator x
and p is T , where

K =
{

1, T = 1 or 2
ϕ(T )
2 , T > 2

(8)

ϕ(·) is the Euler’s totient function. When T goes over all factors of p − 1 and
p + 1, there are p different x’s.

4 An Improved Cryptoanalysis Scheme for Chebyshev
Discrete Logarithm Problem

Based on the periodical properties of Chebyshev polynomial sequences, we pro-
pose an improved cryptanalysis scheme for Chebyshev map-based discrete loga-
rithm (CMDL) problem. That is, given x, p and y = Tn(x) (mod p), we try
to find the minimal feasible value of n. Since the elements of a Chebyshev
polynomial sequence distribute evenly symmetrically in a period, there must
be 0 ≤ n ≤ ord(x)/2.
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4.1 Cryptanalysis Algorithm for CMDL Problem

Every Chebyshev polynomial sequence has an ordinary period p − 1 or p + 1,
and the minimal period of a sequence is a factor of the ordinary period according
to Proposition 4. As p is a prime number, the ordinary period must be an even
number. The minimal periods of Chebyshev polynomial sequences take all factors
of the ordinary period according to Proposition 8. So, there must be Chebyshev
polynomial sequences with the minimal period of 2, (p − 1)/2 and (p + 1)/2.
If the generator x and p are not selected properly, the cryptosystems based on
Chebyshev map will be weak to be attacked (Fig. 1).

Algorithm 1: Improved cryptanalysis algorithm for CMDL
Input: a prime number p, and x ∈ Zp;

y ∈ Zp where y = Tn(x) (mod p), y �= 1 and y �= x;
Output: the minimal feasible value of n
Step 1 Compute ord(x) and ord(y) which are the minimal periods of Chebyshev

polynomial sequences with generator x and y, respectively;
Step 2 Let k = ord(x)/ord(y). If k > 1, then let x1 = Tk(x) and ord(x1) = ord(y),

or else let x1 = x and ord(x1) = ord(x);
Step 3 Find the minimal feasible value of h satisfying y = Th(x1) (mod p) and

0 < h ≤ ord(x1)/2. That is, let h = ChebyAnalyzeSub(x1, ord(x1), y);
Step 4 return n = k ∗ h.

Fig. 1. Improved cryptanalysis algorithm for CMDL problem

The main idea of the cryptanalysis scheme is to utilize the periodical proper-
ties of Chebyshev polynomial sequences to improve the performance of existing
cryptanalysis algorithms. Based on Proposition 7, we can find the greatest com-
mon divider of n and ord(x) if we can obtain the minimal periods of Chebyshev
polynomial sequences with generator x and Tn(x), respectively. That will help
to reduce the search space of the Chebyshev discrete logarithm problem and
improve the performance of cryptanalysis. The proposed scheme is illustrated
by the Algorithm 1.

At first, the algorithm computes the minimal periods of the Chebyshev poly-
nomial sequences with the generator x and y, respectively. Then the greastest
common divider of n and ord(x) is obtained based on the Proposition 7. The
problem is reduced to find the index of y in a sequence with the minimal period
ord(y). As ord(y) is only a factor of ord(x), the search space is reduced.

The algorithm uses a subprocedure ChebyAnalyzeSub() to find the minimal
feasible value of h satisfying y = Th(x1) (mod p) and 0 < h ≤ ord(x1)/2. The
subprocedure is shown in Fig. 2.

In the subprocedure, the search space can be reduced further if the minimal
period ord(x1) is not a prime number. By dividing ord(x1) into a prime number
p1 and a number q, the problem is reduced to search in a sequence with q as
its period. The search space is reduced recursively in Step 5. It ensures that the
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Procedure: ChebyAnalyzeSub(x1, ord(x1), y)
Input: x1 ∈ Zp and ord(x1), y ∈ Zp where y = Th(x1) (mod p), y �= 1;
Output: the minimal feasible value of h
Step 1 If y = x1, then h = 1, return h;
Step 2 Or else, if ord(x1) is a prime number, then use an existing method to find

the minimal feasible solution h, i.e., the baby-step giant-step algorithm [17];
Step 3 Or else, let ord(x1) = p1 ∗ q where p1 is a prime number and p1 > 1;
Step 4 Let x2 = Tp1(x1), ord(x2) = q and y2 = Tp1(y);
Step 5 Calling ChebyAnalyzeSub(x2, ord(x2), y2) to get h2 such that

y2 = Th2(x2) (mod p);
Step 6 Let h = k2 ∗ q ± h2 and find the minimal integer k2 satisfying

y = Th(x1) (mod p) and 0 < h ≤ ord(x1)/2.

Fig. 2. Cryptanalysis subprocedure for CMDL problem

Algorithm 2: Choose parameters for Chebyshev map
Step 1 Select a large prime number p;
Step 2 Let r = (p+ 1)/2. If r is not a prime number, then go to Step 1;
Step 3 Select a random number x such that 1 < x < p and ord(x) = p+ 1.

Fig. 3. Choose parameters for Chebyshev polynomials

search space is always constrainted to a Chebyshev polynomial sequence with a
prime period.

To resist the above cryptanalysis algorithm, parameters of a cryptosystem
based on Chebyshev polynomials must be chosen carefully. Specifically, the gen-
erator x and p should be chosen to satisfying that ord(x) has least prime factors.
The main steps to chosen x and p is illustrated in Fig. 3.

Some operations in the cryptanalysis algorithm have great impact on the
algorithm performance, such as computing the value of a Chebyshev polynomial,
computing the minimal period of a Chebyshev polynomial sequence, finding a
prime factor of a period value. All prime factors of ord(x) can be found in
advance using an existing integer factorization method, while any factors of
ord(Tn(x)) are factors of ord(x) based on Proposition 7. To compute the value
of a Chebyshev polynomial and the minimal period of a Chebyshev polynomial
sequence, two algorithms are proposed in the next section.

4.2 Auxiliary Algorithms

For any Chebyshev polynomial sequence, its minimal period is always a factor
of its ordinary period which is p − 1 or p + 1. Therefore, we can find its mini-
mal period in the factors of its ordinary period. The algorithm to compute the
minimal period of a Chebyshev polynomial sequence is shown in Fig. 4.
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Algorithm 3: Compute minimal period of sequence
Input: a prime number p, and x ∈ Zp;
Output: the minimal period ord(x).
Step 1 Compute the ordinary period:

if Tp−1(x) = 1, then let ord(x) = p − 1, or else let ord(x) = p+ 1;
Step 2 Assume ord(x) = pe11 pe22 · · · pekk , where pi is a prime number and ei is a

positive integer, 1 ≤ i ≤ k. Let i from 1 to k do the following steps:
Step 2.1 Let m = ord(x)/pi, compute Tm(x) and Tm+1(x);
Step 2.2 If Tm(x) = 1 and Tm+1(x) = x, then let ord(x) = m, or else let i = i+ 1.

Fig. 4. Compute the minimal period of a Chebyshev sequence

Computing the value of a Chebyshev polynomial Tn(x) is a basic operation
in above algorithms, given the value of n, x and p. A fast algorithm is required
when n is a large number.

Assume n is a (m + 1)-bit binary string, i.e., n = bmbm−1 · · · b1b0, where
bi ∈ {0, 1}, 0 ≤ i < m and bm = 1. n can also be represented by a polynomial:

n = bm · 2m + bm−1 · 2m−1 + · · · + b1 · 2 + b0 (9)

Define w[m] = bm and w[i] = 2w[i + 1] + bi, 0 ≤ i < m, then we have n =
w[0]. Define Ai = Tw[i](x) and Bi = Tw[i]+1(x), 0 ≤ i < m.

For 0 ≤ i < m − 1, when bi = 0,

Ai = Tw[i](x) = T2w[i+1](x) = T2(Tw[i+1](x))
= 2

[
Tw[i+1](x)

]2 − 1 = 2A2
i+1 − 1 (mod p)

Bi = Tw[i]+1(x) = T2w[i+1]+1(x)
= 2Tw[i+1](x)Tw[i+1]+1(x) − T1(x)
= 2Ai+1Bi+1 − x (mod p)

(10)

When bi = 1,

Ai = Tw[i](x) = T2w[i+1]+1(x)
= 2Tw[i+1](x)Tw[i+1]+1(x) − T1(x)
= 2Ai+1Bi+1 − x (mod p)

Bi = Tw[i]+1(x) = T2w[i+1]+2(x) = T2(Tw[i+1]+1(x))
= 2

[
Tw[i+1]+1(x)

]2 − 1 = 2B2
i+1 − 1 (mod p)

(11)

Since bm = 1, when bm−1 = 0,

Am−1 = Tw[m−1](x) = T2(x) (mod p)
Bm−1 = Tw[m−1]+1(x) = T3(x) (mod p) (12)

when bm−1 = 1,

Am−1 = Tw[m−1](x) = T3(x) (mod p)
Bm−1 = Tw[m−1]+1(x) = T4(x) (mod p) (13)
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Based on the equations (10)–(13), we propose a fast algorithm to calculate
the value of a Chebyshev polynomial Tn(x), as shown in Fig. 5. Obviously, the
complexity of computing the value of a Chebyshev polynomial Tn(x) is O(m)
where m is the length of binary string n. Although the time complexity of the
algorithm is the same as that of the modified characteristic polynomial algorithm
[18], it is simpler as the latter requires more multiplication operations.

5 Computational Results

5.1 An Example

Here we present an example to show how to find a solution to the Chebyshev
map-based discrete logarithm (CMDL) problem using the proposed method.
Suppose p=3640471. The generator x is randomly selected using the algorithm
proposed in [17] such that ord(x) = p + 1, i.e., x = 320274. Given y = 2039998,
we try to find n such that Tn(x) = y.

Algorithm 4: Compute value of Chebyshev polynomial
Input: a prime number p, x ∈ Zp and n (n > 1);
Output: the value of Chebyshev polynomial Tn(x).
Step 1 Assume n = bmbm−1 · · · b1b0, where bi ∈ {0, 1}, 0 ≤ i < m and bm = 1.

If bm−1 = 0, then let Am−1 = T2(x) (mod p) and Bm−1 = T3(x) (mod p),
or else let Am−1 = T3(x) (mod p) and Bm−1 = T4(x) (mod p);

Step 2 Let k be the lowest index satisfying bk = 1 and bi = 0, 0 ≤ i < k.
If k = m, then let k = m − 1. For i from m − 2 to k do the following steps:
Step 2.1 If bi = 0, then let Ai = 2A2

i+1 − 1 (mod p) and
Bi = 2Ai+1Bi+1 − x (mod p);

Step 2.2 Or else let Ai = 2Ai+1Bi+1 − x (mod p) and Bi = 2B2
i+1 − 1 (mod p);

Step 3 For i from k − 1 to 0 do the following steps: Ai = 2A2
i+1 − 1 (mod p);

Step 4 Return Tn(x) = A0.

Fig. 5. Compute the value of a Chebyshev polynomial

According to Algorithm 1, at first, we calculate ord(x) and ord(y) which
are the periods of Chebyshev polynomial sequences with generator x and y,
respectively. As p + 1 = 23 × 11 × 41 × 1009 and p − 1 = 2 × 3 × 5 × 121349, it is
easy to obtain ord(x) = 3640472 and ord(y) = 1820236 using the Algorithm 3.
Then we get the greatest common divider k = (n, ord(x)) = ord(x)/ord(y) = 2.
Let x1 = Tk(x) = T2(x) = 3048359 and ord(x1) = ord(y) = 1820236.

In step 3 of Algorithm 1, we call the procedure ChebyAnalyzeSub() to find
the minimal value of h such that y = Th(x1) (mod p). In the procedure, as
ord(x1) = 22 × 11 × 41 × 1009, we let p1 = 2 and q = 910118. Then we have
x2 = Tp1(x1) = 2121777, ord(x2) = 910118 and y2 = Tp1(y) = 316004. The
procedure ChebyAnalyzeSub() is called recursively in Step 5 of the procedure
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with new parameters (x2, ord(x2), y2). The procedure returns the minimal value
of h2 such that Th2(x2) = y2. The process to find the value of h2 is shown
in Fig. 6. At last we get h2 = 4487. At Step 6 of the procedure, a propriate
value of k2 is found such that h = k2 ∗ q ± h2 and y = Th(x1). Here we have
h = 4487. At last step of the algorithm 1, we obtain the final value of n which
is k ∗ h = 2 × 4487 = 8974.

Since the ordinary period of any Chebyshev polynomial sequence is always
an even number, the procedure ChebyAnalyzeSub() will be called recursively at
least once if n is also an even number. In this case, considering the elements of
a Chebyshev polynomial sequence always distribute evenly symmetrically in a
period, the actual search space of the CMDL problem will be only O(ord(x)/4).

5.2 Distribution of Chebyshev Prime Number

If a Chebyshev map-based cryptosystem is strong to resist cryptanalysis, not
only its generator x but also the large prime number p must be chosen carefully.
A random prime number p can not guarantee the strength of the cryptosystem
if its ordinary period p + 1 and p − 1 can be decomposed into some small prime
numbers. Here we study experimentally the distribution of the prime numbers
which are suitable for the cryptosystems.

Fig. 6. An example of running the algorithm

Definition 4 (Chebyshev prime number). For a prime number p, it is called
Chebyshev prime number if (p + 1)/2 or (p − 1)/2 is also a prime number.

A Chebyshev polynomial sequence using a Chebyshev prime number as its
parameter will have at least one ordinary period which can only be divided
into 2 and another prime number. The number and ratios of prime numbers
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are presented in Table 1 and Fig. 7, respectively. The ratio of prime numbers is
defined as the ratio of prime numbers in the range from 2 to n. The ratio 1 of
Chebyshev prime numbers is the ratio of Chebyshev prime numbers in the range
from 2 to n. The ratio 2 of Chebyshev prime numbers is the ratio of Chebyshev
prime numbers and the prime numbers in the same range.

Table 1. Number of prime numbers in range 2 to n

n Prime numbers Chebyshev prime numbers

103 168 45

104 1229 223

105 9592 1341

106 78498 8623

107 664579 61395

108 5761455 459120

109 50847534 3550286

Fig. 7. Ratios of prime numbers and Chebyshev prime numbers

From Table 1, it turns out that there are only 5% prime numbers and 0.355%
Chebyshev prime numbers which are less than 109, and only about 7% prime
numbers are valid Chebyshev prime numbers in the same range. So when a
Chebyshev map-based cryptosystem is implemented, its parameters x and p
must be chosen carefully to ensure its security.

6 Conclusion

This paper presents the periodical properties of the Chebyshev map over finite
fields. Based on these properties, an improved cryptanalysis algorithm is pro-
posed for the Chebyshev map-based discrete logarithm problem. Other auxiliary
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algorithms are also proposed, including an algorithm to find the minimal period
of a Chebyshev polynomial sequence and a fast algorithm to calculate the value
of a Chebyshev polynomial. We use an example to illustrate the cryptanalysis
process using the proposed algorithm. The modulus parameter p of Chebyshev
map must be a large prime number so that the ordinary period p+1 or p−1 can
only be divided into 2 and another prime number. Computing results have shown
that only a small fraction of prime numbers are Chebyshev prime numbers.
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Abstract. With the rapid explosion of Internet traffic volume and the contin-
uous evolution of cyber-attack technology, existing network intrusion detection
mechanisms are confronted with growing threats of more sophisticated attack
traffic. Continuous recognition and modeling of new attack patterns on-the-fly are
desiredwith human-aided automated learning.Numerous learning-based intrusion
detection methods have been put forward in recent years, but the traditional data-
training-testing-iterating based machine learning procedure really lacks involve-
ment of human intelligence and instant feedbacks when being applied in the
ambiguous and volatile network intrusion traffic. This paper proposes a novel
approach for learning-based intrusion detection based on interactive reinforce-
ment learning with human experience and interaction in the loop. We first trans-
form the process of intrusion detection into a general Markov Decision Process.
Then the interactive human input as manually labeling the observed network traf-
fic occasionally is introduced into the modeling interactions to accelerate the
model convergence. We customize a hybrid structure of the Q-network for such
interactive network intrusion detection with Long Short-Term Memory incorpo-
rated into deep reinforcement learning. Experimental results on the NSL-KDD
dataset show that the proposed modeling and detection solution achieves signif-
icantly higher precision and recall rates compared with previous learning-based
detection mechanisms, with continuous model optimization by human intelligent
interactions.

Keywords: Intrusion detection · Cyber security · Deep reinforcement learning ·
Long short-term memory

1 Introduction

Nowadays, traffic classification and analysis technology based on machine learning
have demonstrated its effectiveness and adaptability. By precepting network traffic dis-
tributions for the security situation, and by recognizing anomalous traffic patterns for
attack detection, learning-based network traffic engineering achieves many successes to
enhance network emergency response efficiency, detect malicious network behaviors,
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and maintain network space security. With heterogeneous Internet applications and their
variant functionalities, the complexity and diversity of network traffic challenges the
existing data classification and analysis techniques. In network intrusion detection prac-
tice, machine learning algorithms are confronted with many obstacles, such as sparse
samples of anomalies, lack of labeled data, a complex correlation between different
monitoring indicators. All these may lead to slow convergence, poor robustness and
unstable performance in model learning.

In recent years, Reinforcement Learning (RL), as an important branch of machine
learning, has been widely applied and achieved remarkable results in many application
fields such as gaming, robot control, and recommendation system when combined with
deep learning. But combiningRLwith IDS is insufficiently studied due to the difficulty of
designing the learning adjustment and feedback functions in the network traffic anomaly
detection scenario. Obviously, IDS human administrators are of great experience and
authoritative weight when differentiating benign and malicious network traffic. It would
achieve the best detection accuracy ifwe could always have such amanual detector sitting
in front of traffic monitor evaluating and labeling every going through traffic observation
and summarizing formodels, although suchmanual procedure will definitely suffer from
poor automation and low throughput. We propose to introduce human intelligence as
interaction into the learning loop to automatically model the internal characteristics of
network traffic. RL procedure is combined with the infrequent but dominant interactions
from human supervisors, which accelerate the convergence speed and realize fast and
accurate attack identification in the model. The principal innovations and contributions
of this combination are as follows:

– The method of reinforcement learning is adopted to train network intrusion detectors,
which improves the adaptability of the model and realizes real-time detection.

– The reward function in reinforcement learning is integrated with a human trainer’s
feedback, which is used to accelerate the convergence process of the model.

– Using prioritized experience replay to solve the problem of extremely unbalanced
samples in intrusion detection, which has a better effect than over-sampling and under-
sampling.

– Taking Long Short-Term Memory (LSTM) neural network as the principal structure
of the Q-network, which can better process temporal features and achieve higher
accuracy.

The rest paper elaborates with more details. Section 2 presents a literature review of
the related research area. Section 3 describes the proposed intrusion detection method
with human interaction interleaved. Section 4 presents experiment and results, compares
the proposed with other techniques, to evaluate its advantage. Section 5 concludes with
summarized insights and further discussion.

2 Related Work

Over the last few years, the existing research has put forward several intrusion detection
methods. In general, these methods can be divided into misuse detection algorithms
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and anomaly detection algorithms. This section will clarify and discuss the distinction
bewteen the technology and theory of different intrusion detection algorithms.

The basic rationale of misuse detection is to extract features of known intrusion
behaviors and attempts, collect common patterns and write them into the rule base, and
then match the detected network behaviors with the patterns of the database. Based on
the Libcap technic, Snort is an extensively used typical misuse detection system [1],
which is a relatively mature light-weight Intrusion Detection System (IDS) with the
characteristics of small volume, flexible operation and highly capable system. Kalnoor
et al. [2] propose deploying the IDS in wireless sensor network using pattern matching
technique. Lee et al. [3] present an efficient and flexible pattern-matching algorithm for
inspecting packet payloads using a head-body finite automaton. LeDang et al. [4] note an
algorithm formultiple-pattern exactmatching, which reduces character comparisons and
memory space based on graph transition structure and searches technique with dynamic
linked list.

Anomaly detection is to establish a normal behaviormodel, so that the status that traf-
fic behaviors depart from the normal behaviors are considered abnormal. Pajouh et al.
[5] propose a novel two-tier classification models based onmachine learning approaches
Naive Bayes, certainty factor voting version of KNN classifiers and also Linear Discrim-
inant Analysis for dimension reduction. Flanagan et al. [6] propose an evolution module
of theMicro-ClusteringOutlierDetectionmachine learning algorithm,which is designed
to implement the time series method, using distance-based outlier detection and cluster
density analysis. Garg et al. [7] suggest a hybrid anomaly detection scheme called as
Ensemble-based Classification Model to detect anomalies. Ara et al. [8] develop a host
clustering algorithm to group the hosts into clusters and unique hosts. Callegari et al.
[9] investigate an anomaly detection system that detects traffic anomalies by estimating
the joint entropy of different traffic descriptors.

With the advancement of artificial intelligence, traditional algorithms cannot sustain
the application of IDS. Javaid et al. [10] adopt self-taught learning, a deep learning
technique based on sparse auto-encoder and soft-max regression, to develop an IDS
model. Yin et al. [11] explore how to set an IDS based on deep learning, and they
propose a deep learning approach for intrusion detection using recurrent neural networks.
Shone et al. [12] propose Non-Symmetric Deep Auto-encoder for unsupervised feature
learning.Manavi et al. [13] applyGatedRecurrentUnit (GRU) to investigate the behavior
patterns of requests that enter the distributed network, throughwhich attacks are detected
and a prompt alarm is sent to administrators. Lopez-Martin et al. [14] evaluate the
performance of several deep reinforcement learning algorithms on labeled intrusion
detection datasets.

Overall, based on the foregoing discussion, the traditional data mining algorithm is
the focal point of intrusion detection technology research. The artificial intelligence algo-
rithm represented by neural networks is brought into attention. However, as the network
environment is getting increasingly complicated, and intrusion behavior frequently vari-
eties, many methods cannot quickly adapt to the rapidly changing environment. Thus,
it is pivotal to develop a more applicable algorithm in the field of intrusion detection.
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3 Detection Mechanism

This paper presents a new design of intrusion detection based on network traffic. As a
direct adaptive optimal control method [错误!未找到引用源。], reinforcement learning
is adopted to train network intrusion detectors. On the basis of constructing intrusion
detection as a Markov Decision Process (MDP), this paper further adopts the Double
Deep Q-Network (DDQN) algorithm [15] with an interactive feedback method to detect
the undesirable intrusions.

3.1 Building MDP

For modeling the intrusion detection problem, we adopt the Markov Decision Process
formalism. The specific definitions of MDP are as follows:

State Space. S represents the state space, that is, all states that an agent can traverse.
st ∈ S, t = 0, 1, 2, . . . ,T , which represents the traffic data of the network environment
at time t.

Action Space. A refers to action space, namely, all actions that can be taken by an agent.
at ∈ A, t = 0, 1, 2, . . . ,T , represents the action selected by the agent in the state st ,
which equivalent to the classification result.

Reward. R : S × A → R, R is the reward function that associates a real value to every
state-action pair, which can be recorded as r(s, a). The reward value can be a binary
form of positive and negative, or a continuous value.

Value Function. Since the reward value is only referred to the evaluation of the current
state-action pair, it is impossible to measure and compare the merits and demerits of
different strategies. Thus, the value function is introduced to represent the expected
cumulative reward of strategy π under the current state. The value function is divided
into state-value function and action-value function, which are defined as follows.

V π
γ (s) = Eπ

[ ∞∑
t=0

γ trt+1|s0 = s

]
(1)

Qπ
γ (s, a) = E

[ ∞∑
t=0

γ trt+1|s0 = s, a0 = a

]
(2)

Strategy. The strategy π is the mapping s to a, that is a = π(s), the internal model of
the agent to be continuously updated. In MDP, the goal is to find the optimal policy π∗,
which maximizes the expected rewards when the agent selects actions in each state. In
the application field of intrusion detection, π∗ is equivalent to the distribution of real
attack types.
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3.2 Interactive Feedback

Generally, autonomous learning is feasible for an agent using reinforcement learning;
nevertheless, a prominent strategy is to use an external trainer to provide guidance
in specific states, which can accelerate the convergence process. Furthermore, there
exist various modalities of interaction between an agent and an external trainer, such
as imitation, demonstration, and feedback. By incorporating the guidance of a human
trainer, this paper aims to build an intrusion detection model based on the interactive
feedback method.

Network Environment

Human Trainer

Intrusion Detection 
Agent

Objective Reward\Network Traffic

Action Excution

Empirical Reward

Alarm

Troubleshooting Visualization

Fig. 1. Interactive reinforcement learning

As shown in Fig. 1, the model principally is composed of three parts: the network
environment, human trainer, and intrusion detection agent. The interaction is a two-way
process, primarily between the human trainer and the agent through a visual interface.
Specifically, the agent transmits abnormal information to the human trainer in real time;
meanwhile, the human trainer gives feedback to the agent after prompt verification and
accurate judgment. The state vector and feedback value will be stored in the experience
replay pool of the agent as historical records for the iterative model updating. Briefly, the
human trainer has a policy π∗ which is targeted to teach the agent. The human trainer
communicates this policy by giving feedback as the agent acts in the environment. The
goal of the agent is to learn the target policy π∗ from the corresponding feedback.

Network Environment. During each time step, the network environment transmits the
network traffic to the intrusion detection agent as the state vector and visually displays
it to the human trainer. Meanwhile, the environment returns reward value based on the
variation of network performance indicators, such as response time, throughput and
concurrency. It is considered as an objective reward, noted as rE(s, a). As for converting
the variation of network performance indicators to reward, this can be investigated as
future innovations.

Human Trainer. Bymonitoring the real-time traffic information of the visual interface,
the human trainer can evaluate the conditions of the agent’s performed actions, then gives
feedback to encourage it to perform particular actions in specific states to obtain better
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performance. This type of reward is regarded as an empirical reward, refers to rH (s, a).
In the intrusion detection scenario, abnormal traffic contains more information relative
to normal traffic, so that the interaction occurs only when the agent alarms or the system
fails. If the agent raises a false alarm or a missing alarm, the human trainer tends to give
a negative feedback signal; if the attack is correctly identified, positive feedback will be
given.

Intrusion Detection Agent. After receiving the state vector, the agent implements data
preprocessing and feature extraction, and then inputs it into the Q-network for detection.
The agent chooses the action with the maximum Q-value as the detection result at the
current time step. If the agent estimates that the current state is abnormal, it will raise an
alarm to expect the human administrators to intervene. Otherwise, there will be no future
action. Normally, the agent will receive rE(s, a) from the environment. Occasionally,
the human trainer interacts with the agent through the visual interface in the current
time step, and gives feedback rH (s, a). Consequently, the reward function of MDP is
reformed as below, in which the feedback of the human trainer is directly used for reward
shaping.

r(s, a) = α · rH (s, a) + (1 − α) · rE(s, a) (3)

In Eq. 3, α is a predefined parameter, which is used to weigh the two kinds of
feedback. For example, the volatility of the network performance indicator principally
locates in [0, 0.1], while the feedback of human can be any continues value. So that the
weighting factor is served to assign different weights level to the objective reward and
empirical reward. Both feedback signals will be applied to update the model.

3.3 Details of DDQN Algorithm

The following section details the process of prioritized experience replay based DDQN
algorithm. Figure 2 demonstrates the framework of the proposed method.

Initialization. In the initial stage, according to the ε-greedy strategy, ε is initialized
to weigh exploration and exploitation. To avoid the fluctuation resulted by a single Q-
network, two neural networks with the same parameters are initialized. The current
network is denoted asQ and the target network asQ′. θ and θ ′ represents the parameters
of the two networks respectively. In addition, a fixed size experience replay pool needs
to be initialized. The experience replay pool is designed to ensure the independence of
samples in training. In intrusion detection, owing to the sparse positive samples, it is far
more important for the agent to learn from the attack samples. In this case, the priority
of the sample can be further defined according to the prioritized experience replay [17].
Generally, TD error is used to represent the priority, and Eq. 4 is the calculation formula
of TD error.

δt = rt+1 + γ maxa Q(st+1, at+1|θ ) − Q(st, at |θ ) (4)
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Data Preprocessing. At each time step, the agent will receive the current state in the
network environment and need to preprocess the raw data. Preprocessing includes miss-
ing value filling and normalization. The feature extraction of network traffic mainly
concentrates on connection, content, host and temporal characteristics. Finally, the state
vector st for intrusion detection is generated by feature selection.

Historical data

Agent

<st, a, r, st+1>
Memory Pool

Real-time 
traffic

Preprocessing 
Module

Intrusion 
detection

Human trainer 
gives feedback

Pre training

Raw data

Extracted features

Detection results

Experience storage

Initialization

Offline Nearline Online

Samples sorted by TD-error

Get optimal model

Fig. 2. The framework of the intrusion detection method based on reinforcement learning

Experience Storage. The agent explores state space by selecting random actions or
select the best actions based on the current strategy. Then the agent executes an action,
that is, to make a judgment whether the observed traffic data is normal behavior or
attack behavior. The human trainer gives empirical reward to the agent after receiving
the alarm information. Meanwhile, the agent receives the state of the next time step and
stores 〈st, at, rt, st+1〉 in the experience replay pool. To ensure that every sample can be
used at least once, the priority is set to pt = maxi<t pi when an experience is stored for
the first time.

Model Update. According to the priority, batch samples are collected to update the Q-
network and recalculate the priority of the samples. Prioritized experience replay alters
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the distribution of the state space, so the deviation is incorporated in the update. It is
necessary to set the importance-sampling weights to correct the deviation. Afterward,
the loss function is defined in Eq. 5.

1

m

m∑
i=1

wt(yt − Q(st, at |θ ))2 (5)

The problem of overestimation of Q-value in DQN is eliminated by decoupling
the action selection and the calculation of target Q-value. Finally, the target Q-value is
obtained by Eq. 6.

yt = rt + γQ′(st+1, arg maxa Q(st+1, a|θ )
∣∣θ ′ ) (6)

According to the mean square error loss function, the parameters of the Q-network
are updated by backpropagation. Then we use the updated network to recalculate TD
error.

Online Detection. In terms of the reinforcement learning model, the initial accuracy
will be relatively low if using the cold start method. Therefore, it is common to adopt
historical labeled data for pre-training, and then deploy the pre-trained model online for
real-time detection. During the detection, the agent generally adopts the greedy strategy,
that select the action with the best Q-value each time.

3.4 Structure of the Q-Network

LSTM [18] is employed here as the main structure of the neural network in the DDQN
algorithm. Figure 3 plots the Q-network structure in this paper.

Input Layer. The input is bidirectional flow with multi-attributes after preprocessing.

LSTM Layer. The retention degree of the memory unit of the LSTM node for the input
information value is achieved by a gate to determine which information is remembered
or discarded. The input value of the current layer is the output of the previous hidden
layer. The values of all gates are affected by the current input and the output of the
previous hidden layer.

DNN Layer. Essentially, Deep Neural Network (DNN) is a multi-layer perceptron with
hidden layers. In the model proposed in this paper, the output of the LSTM network
layer is the input of the DNN network layer. DNN sets a fully connected hidden layer
to fit the value function in the DDQN algorithm.

Output Layer. The number of nodes in the output layer depends on the functional
requirements of the intrusion detector. The output of each node corresponds to the
expected cumulative reward value for selecting the action. Finally, the agent will select
the action according to the maximum value.
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Fig. 3. The architecture of the Q-network

4 Experiments and Evaluation

4.1 Experimental Environment

The experiment was performed on a desktop with 16 GB of RAM, Intel Core CPU
i7-7700 CPU 3.6 GHZ, and graphics card Nvidia GeForce GTX 1080. The experiments
are conducted using the Python programming language for the reinforcement learning
algorithm, and the TensorFlow library to implement the neural network.

4.2 Dataset

To verify the effectiveness of the proposed method, this paper conducts a set of experi-
ments using the NSL-KDD dataset [19], which is the most typical dataset and the bench-
mark for modern-day internet traffic. Within the dataset exists four different classes of
attacks: Denial of Service (DoS), Probe, User to Root(U2R), andRemote to Local (R2L).
In Table 1, the distribution of different attacks in the train set and test set is tabulated.

4.3 Simulation of Human Interaction

In this experiment, the human trainer, as an independent subject, is modeled with multi-
attribute parameters, including the probability of feedback (P), the constancy of feedback
(C), the correctness of feedback (O), and the rewards of feedback (R).
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Table 1. Attack distribution in NSL-KDD dataset

Attack category Train set Test set

Number of
samples

Distribution of
attacks in %

Number of
samples

Distribution of
attacks in %

Normal 67343 53 9711 43

Dos 45927 37 7458 33

Probe 11656 9.11 2421 11

U2R 52 0.04 200 0.9

R2L 995 0.85 2654 12.1

Total 125973 100 22544 100

The probability and constancy of feedback correspond to the frequency and duration
steps of interaction. The frequency will be set as low as possible; otherwise, with a high
rate of interaction, reinforcement learning will turn to supervised learning. Thus, the
values of P and C are initially set as 0.01 and 1 timesteps. The discussion of parameter
selection is presented in the following section.

Moreover, the correctness or quality of the feedback should be considered to deter-
mine whether the guidance is valid, given that the human trainer could also make
mistakes. Based on practical experience, this analysis set the error frequency to 0.001.

Additionally, the human trainer’s feedback rewards are set as below. The ultimate
goal of the reinforcement learning agent is to maximize long-term cumulative rewards
so that the agent can identify attacks accurately. By setting different reward functions,
the human trainer can enable agents to achieve diversified goals. This means that if the
human trainer intends to reduce the omissive judgment rate, the reward values of TP
and FN are supposed to be larger. Generally, the omissive judgment rate is more serious
than false-positive rate (Table 2).

Table 2. Setting of feedback rewards

Result TP TN FP FN

Reward 5 1 −1 −5

4.4 Results Analysis

The core point of this method is that the intrusion detection agent can continuously
accumulate experience through interaction with the human trainer. Figure 4 presents
that during the training process, the detection accuracy improves as the cumulative
reward increase. Finally, the agent on the train set achieves the accuracy of 99%.

Meanwhile, compared the method in this paper with that of the forerunner, includ-
ing Auto-Encoder (AE) [20], Sparse Auto-Encoder (SAE) [21], None-Symmetric Deep
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Fig. 4. Model accuracy and reward on the train set

Auto-Encoder (NDAE) [12], Self-Taught Learning (STL) [10], Recurrent Neural Net-
work (RNN) [11] and Gated Recurrent Unit (GRU) [13]. It is noteworthy that all metrics
are calculated by the weighted average. As shown in Table 3, the proposed method out-
performed other regular used classifiers with accuracy and F1 score both reached 0.98
on the test dataset.

Table 3. Classifier performance results of different algorithm

Algorithm Precision Recall F1 score Accuracy

STL 0.8379 0.6950 0.7576 0.7880

AE 0.8222 0.7974 0.7647 0.7974

SAE 0.8460 0.9280 0.8870 0.8720

NDAE 0.9999 0.8542 0.8737 0.8542

RNN 0.9088 0.9054 0.8893 0.9054

GRU 0.9270 0.9317 0.9232 0.9317

Proposed 0.9735 0.9871 0.9830 0.9871

In addition to LSTM, the Q-value function can be approximated by other neural
networks. In this paper, other neural networks for sequence modeling are selected for
the comparative analysis, including Deep Neural Networks (DNN), Gated Recurrent
Unit (GRU), and Temporal Convolutional Networks (TCN). Figure 5 demonstrates the
experimental results of intrusion detection using different neural network structures in
the reinforcement learning algorithm DDQN. The effectiveness of DNN and TCN is
relatively poor. Although TCN achieves 95% precision, the recall rate is 10% lower than
LSTM. Due to the similar structure of GRU and LSTM, the results of GRU are closer
to LSTM to some extent.
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Finally, we compare the experimental results of different interaction parameter com-
binations. Particularly, we choose the weighting factor and probability of feedback to
evaluate the performance of their different combinations. Candidates for weighting fac-
tor are [0.25, 0.5, 0.75, 1]. Correspondingly, interaction frequency is set as [0, 0.01,
0.1, 1]. In the experiment, the greater the weighting factor, the greater the proportion of
empirical reward. Moreover, as mentioned in Sect. 3.2, the human trainer gives feed-
back only when the agent alarms or the system fails. The normal network traffic given
no feedback, owing to it is redundant and time-consuming. Consequently, the human
trainer only needs to mark around 600 experiences when interaction frequency is 0.01,
which is quite small relative to the amount of the whole dataset.

Fig. 6. Losses and accuracy of different parameter combinations
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As shown in Fig. 6, when the interaction frequency is 0, the agent converges after 500
timesteps by using only the objective reward to update. When weight and frequency are
set to 1 and 0 respectively, the agent has no feedback from any source. Thus, all samples
in the experience buffer have no valid information, which leads to quite low accuracy.
With the enhancement of weight and frequency, the convergence speed is faster, and
higher accuracy can be achieved. Basically, the agent can converge within 250 timesteps
after adding the empirical reward. Considering the practical labor and time costs, this
paper tends to select a combination of lower interaction frequency and higher weighting
factor, so that the agent can converge promptly at low-cost.

5 Conclusion

This paper primarily explores and discusses the application of interactive reinforcement
learning in intrusion detection. The intrusion detection process in cyberspace security is
constructed as aMarkovDecision Process. Simultaneously, the human trainer’s feedback
to the intrusion detection agent is regarded as an external reward, so as to acquire the
reinforcement learning algorithm. In this context, the agent is capable of gradually
improving the ability of intrusion detection during the interaction with a human trainer.
In the practical operation of the proposed model, LSTM is considered as the neural
network structure of the DDQN algorithm to approximate the Q-value function. In the
experiment based on the NSL-KDD dataset, this paper further compares and discusses
the results of different machine learning methods and neural network structures. The
model proposed achieves a larger-than 97% precision with significant privilege over
others.
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Abstract. Cloud computing is considered as one of themost dominant paradigms
in the Information Technology industry these days. It offers new cost effective ser-
vices. With the rapid development of cloud computing, cloud security issues are
becoming increasingly prominent and urgently need to be dealt with. Access con-
trol, as an important measure for traditional information and system protection,
can effectively prevent illegal users from accessing protected objects, limit users’
permission, and protect information resources from illegal use and access. This
papermainly discusses the improvement of the existing access controlmodel in the
cloud computing environment, the cloud data security protection technology, the
introduction of risk perception and trust mechanism to implement access control
to dynamically detect user identity and authorization technology for the vulnera-
bilities in the cloud system. We also point out some future research directions in
cloud computing.

Keywords: Cloud computing · Access control · Data security · Risk perception
and trust mechanism

1 Introduction

Cloud computing is a business model based on virtualization, network, and distributed
technology. It has the characteristics of dynamic expansion, resource sharing, virtualiza-
tion, on-demand deployment, and cost-effective. Cloud computing greatly improves the
efficiency of information sharing and the utilization of computing and storage resources,
and is widely used in the industry. However, with the rapid development and widespread
use of cloud computing, the security issues of cloud computing has increasingly become
a common concern [1, 2].

At present, cloud computing security mainly contains three categories [3], namely
cloud virtualization security, cloud data security and cloud application security. Cloud
virtualization security mainly involves the illegal invasion of virtual machines, data
centers and cloud infrastructure; cloud data security mainly protects the confidential-
ity, integrity and searchability of cloud storage data; cloud application security mainly
includes outsourced computing, network and terminal equipment security.
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For cloud data security, in order to protect data security and content privacy, the
data of the cloud server is usually encrypted and then decrypted by the user. In this
process, the proxy re-encryption algorithm and attribute encryption algorithm are used
to solve the problem of identity difference between data owners and users; access con-
trol technology is used to manage the authorized access range of resources; searchable
encryption technology is used to achieve ciphertext retrieval and verify the integrity of
the data through integrity audits and ownership certificate at last.

Cloud computing cannot effectively protect information resources due to the follow-
ing characteristics: (1) The dynamic nature of cloud resources makes cloud computing
complex. (2) The entities in the cloud are in different security domains and there is a
lack of trust between entities. (3) The conventional access control model lacks suffi-
cient flexibility and scalability in management. (4) Diversity and heterogeneity of cloud
service technology. (5) Conflicts between different access control strategies and access
control interfaces. (6) Resource sharing among untrusted tenants, multi-tenancy and
virtualization technology. Therefore, it is necessary to design security mechanisms and
architectures to protect confidentiality, integrity and availability of the data [4, 5].

This paper first introduces the current security threats faced by cloud computing
and the reasons why traditional access control technologies are no longer applicable to
cloud computing. Section 2 describes the basic principles of traditional access control
technology. Section 3 introduces some access control models and technologies that are
currently researchedwhich aim to solve the problems in the cloud environment. Section 4
compares and analyzes the advantages and disadvantages of the access control models
proposed in the cloud environment. Finally, the future research trends are prospected.

2 Basic Principles of Access Control Model

2.1 Traditional Access Control Technology

The purpose of access control is to restrict the access of the access subject to the access
object and make the information resources accessible within the scope of laws [6]. The
access control model basically contains three components: subject, object and access
control strategy. The subject is an active entity that sends the access request and applies
for getting access. The object is a passive entity which receive access from other entities,
which is the recipient of the access. The access control strategy is a set of access rules
from the subject to the object.

Due to the differences in military and commercial security policy requirements, two
unique strategies have been developed, which produce two different access control mod-
els, namely Discretionary access control (DAC) and Mandatory access control (MAC).
The subject of DAC manages the object and decides whether to grant the object access
right or part of the access right to other subjects autonomously. While MAC focuses
on protecting the confidentiality of the system, following two basic rules: “No reading
upward” and “No writing downward” to achieve mandatory access control, preventing
information with a high security level from flowing into objects with a low security level,
the representative model is the Bell-LaPadula (BLP) model [7].

In order to solve the problem of inflexibility in the binding of subjects and specific
entities in traditional access control and realize flexible authorization of subjects, Sandhu
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et al. proposed the RBAC model [8, 9]. As shown in Fig. 1, the upper part of the
RABCmodel consists of four basic elements, namely, user (U), role (R), session (S) and
Permission (P). The lower part of the model is the RBAC management model. RBAC
associates permissions with roles and then assigns users to the roles, then the users get
permissions through the roles.
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Fig. 1. RBAC management model

In reality, RBAC also has some problems [10], such as lack of information sensitivity
classification and delegation mechanism, unable to support access in a distributed envi-
ronment. To these problems, the researchers proposed some extended models based on
RBAC, such as task-based access control model, attribute-based access control model,
etc., which will be described in Section III.

2.2 Access Control Model Language

In the development and application of access control models and technologies, a variety
of access control languages have been proposed to effectively describe the process of
user access and rights management, and a close combination of access control theory
and engineering practice has been achieved [11]. There are currently threemain common
access control language:

Security assertion markup language (SAML) [12] is a XML-based standard for
exchanging authentication and authorization data between different security domains.
The SAML standard defines identity providers and service providers to conduct the
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following work: 1) Authentication declaration, indicating whether the user has been
authenticated, usually used for single sign-on; 2) Attribute declaration, indicating the
attributes of the subjects; 3) Authorization declaration, indicating the authorities of the
resources.

Services provision markup language (SPML) [13] is an XML-based standard that is
mainly used to create user account service requests and process service requests related
to user account service management. Its main purposes are as following: One is to
automate IT configuration tasks and make it easier to encapsulate the security and audit
requirements of the configuration system through standardized configuration work; the
second is to achieve interoperability between different configuration systems, which can
be achieved through the open standard SPM interface.

Extensible access control markup language (XACML) [14] is a XML-based policy
language and access control decision request/response language. The protocol supports
parameterized policy description and can enforce effective access control on Web ser-
vices. The protocol primarily defines a standard format for representing authorization
rules and policies, as well as a standard method for evaluating rules and policies to
make authorization decisions. XACML provides the function of handling complex pol-
icy collection rules, supplementing the shortcomings of SAML which is very suitable
for access control in large cloud computing platforms and plays an important role in
achieving joint access control across multiple trust domains.

2.3 Technical Means of Access Control Model

Regarding data security issues in the cloud environment, the current academic researches
on access control technology mainly include three aspects, as shown in Table 1:

Table 1. Access control technology

Name Example Function

Access control model TRBAC, ABAC,RBAC Statically assigned
permissions

Encryption algorithm ABE Protect stored data and interact
with host and object

Risk perception and trust
mechanism

MTBAC, Risk perception and
trust mechanism

Dynamically determine access
rights

There are many researches on the access control model in the cloud computing envi-
ronment, which mainly concentrate on improving and expanding the model in the new
cloud computing environment so that the model can better serve the cloud computing.
The research about access control based on the encryption mechanism is mainly focused
on ABE cryptosystem-based cloud computing access control. The ABE cryptosystem-
based access control is usually used for data access to cloud storage. The risk perception
and trust mechanisms are usually combined with the access control model to achieve
dynamic authorization of the access control model.
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3 Access Control Model and Technology in Cloud Computing
Environment

With the development of network technology and cloud computing technology, access
control as the core content of cloud computing security has become a research hotspot.
The current researches on cloud computing access control mainly focus on the following
three aspects: improving the original access control model, using the ABE cryptosystem
to protect cloud data security, and combining risk assessment and trust mechanisms to
dynamically detect user qualifications and authorizations.

3.1 Improvement of Traditional Access Control Model

The access control model is a method to describe the security system according to
a specific access strategy and establish a security model. Users (tenants) can obtain
permissions through the access control model and then access the data in the cloud, so
the access control model is versatile to statically assign user permissions. The access
control models in cloud computing are based on the traditional access control model,
and improvements are made on the traditional access control model to make it more
suitable for cloud computing environments.

Task-Based Cloud Access Control. In 1997, Thomas et al. adopted a task-oriented
view and proposed a task-based access control model (TBAC) [15]. From the perspective
of a task, a security model and a security mechanism are established and a dynamic
real-time management is provided during the task processing period. Document [16]
combines tasks with RBAC and proposes the T-RBAC model. In the T-RABC model,
the workflow is decomposed into interdependent tasks, and then the tasks are assigned
to roles. The roles are obtained by executing task nodes. The cloud server authorized by
the principal owner acts as a trusted intermediary to pass the access request during the
authorization process. The cloud server is used to share some of the authorization work
and reduce the burden on users. Figure 2 is the T-RBAC access control model.

User Role Task node
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Task context

Task 
instance

Opera on Data

Permissioni

TaskWorkflowConstraint set
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dependence
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Fig. 2. TRABC model
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Huang et al. first classify roles on the server side of the cloud computing environ-
ment, and assign different access roles according to the different access objects; then
they classify the permissions differently in the task assignment phase, which can fur-
ther solve the problem of low efficiency and frequent access during the process of the
subject’s access to the object [17]. Senam et al. [18] combined the task and role access
control model to establish a four-layer control model that includes users, roles, tasks,
and permissions. The divided atomic tasks are assigned to users, and authorization is
completed when the tasks are active. After the tasks are completed, the permissions are
withdrawn to achieve dynamic access control.

Attribute-Based Cloud Computing Access Control. The attribute-based access con-
trol model (ABAC) aims to solve the problem of granular access control and dynamic
expansion of large-scale users in current complex information systems. The model relies
on a set of attributes associated with the requester or the resource to be accessed in order
to make access decisions [19]. There are many ways to define or use attributes in this
model. The attributes can be the user’s work start date, the user’s location, the user’s role,
or all and these attributes may or may not be related [20]. After defining the attributes
used in the system, each attribute is considered as a discrete value, and the policy deci-
sion point compares the values of all attributes with a set of values to decide whether to
grant or deny access. These types of models are also called policy-based access control
(PBAC) or claim-based access control (CBAC). Ei et al. summarized the cloud environ-
ment into three attributes [21], including users of cloud resources, cloud resources and
specific access environments, and access control of attributes in the cloud is performed
through RBAC. Al-Amri S [22] proposed an ABAC intelligent model based on knowl-
edge agent for IaaS and access control logic-general logic formal logic (ACL-DL). The
model infers access decisions based on formal logic, supporting context-aware mecha-
nisms and duty-separated mechanisms. Bouchami et al. [23] proposed an access control
model based on ABAC. They emphasized that the ABAC model is flexible because
it takes into account other attributes such as user behavior, context vulnerability and
resource attributes. Their work focuses on how to define the risk level between collabo-
rative environments and solves dynamic problems. M. ED-DAIBOUNI [24] and others
proposed an ABAC model based on privacy, which integrates the privacy awareness
module into the policy information point (PIP) and adds a “privacy level” (PL) element
to indicate the privacy level of the resource. Each resource is associated with a PL value,
thus ensuring the principle of privacy.

3.2 Access Control Based on ABE Cryptosystem

The research on the ABE cryptographic mechanism has expanded the concept of identity
based on the traditional identity-based cryptosystem since 2005, and regards identity as a
collection of attributes. Sahai andWaters first proposed a scheme based on fuzzy identity
encryption [25], applying biological characteristics directly as identity information to
identity-based encryption schemes, Sahai introduced the concept of attributes in the
paper. In 2006, Goyal et al. proposed attribute-based encryption schemes based on fuzzy
identity-based encryption schemes. Encryption schemeABE [26], then derived twoABE
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algorithms related to the policy tree, namely, key strategy ABE (key-policy attribute-
based encryption, KP-ABE) and ciphertext strategy ABE (cipher-policy attribute-based
encryption, CP-ABE for short).

In the KP-ABE scheme, the access structure used to describe the access control
strategy is combined with the user’s private key, and the attribute set is associated with
the resource to be accessed. The access control strategy in this way is set by the data
recipient, and the user can set the message to be received. User has a higher degree of
freedom. The data owner can only use attributes to describe the data and cannot set the
corresponding access control strategy, so the control of the data is weak. The CP-ABE
scheme is the opposite of KP-ABE. At this time, the access control strategy is set by the
data owner, and the data owner has a higher degree of freedom. The CP-ABEmechanism
is more suitable for access control services. In the cloud computing environment, the
CP-ABE mechanism is also widely used.

The ABE cryptosystem in a cloud computing environment includes four elements:
data provider, trusted third-party authorization center, cloud storage server, and user.
The model is shown in Fig. 3:
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Public 
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Access 
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Fig. 3. ABE model

First, the trusted authorization center generates themaster key and public parameters,
and passes the system public key to the data provider; after receiving the system public
key, the data provider encrypts the filewith the policy tree and systempublic key, encrypts
the ciphertext and strategy The tree is uploaded to the cloud server; then, when a new
user joins the system, upload his own attribute set to the trusted authorization center,
and submit a private key application request, the trusted authorization center calculates
the attribute set and master key submitted by the user The private key is generated and
passed to the user. Finally, the user downloads the data of interest. If the attribute set
meets the policy tree structure of the ciphertext data, the ciphertext can be decrypted;
otherwise, the access to the data fails.

Zhou et al. [27] proposed a decentralized multi-authority CP-ABE access control
scheme,which ismore practical for supporting user withdrawal. In addition, this solution
can protect data privacy and access policy privacy through policies hidden in the cloud
storage system. An access strategy implemented using a linear secret sharing scheme.
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Ning et al. [28] proposed an auditable σ time outsourcing CP-ABE, which transfers
the expensive pairing operations generated by decryption to the cloud, and at the same
time, the correctness of the operations can be effectively audited. In addition, this con-
cept provides fine-grained access control at σ time. The cloud service provider may
restrict a specific group of users from enjoying access rights at most σ times within a
specified time period. As an independent benefit, the concept also captures key leak-
age resistance. The leakage of the user’s decryption key will not help a malicious third
party to decrypt the ciphertext belonging to the user. XUE et al. [29] proposed a novel
heterogeneous framework to eliminate single-point performance bottlenecks and pro-
vide a more effective access control scheme with an audit mechanism. The framework
uses multiple attribute authorities to share the burden of user legality verification. At
the same time, a central authority was introduced to generate keys for users verified
by legality. Each permission in the scheme manages the entire attribute set individu-
ally. The audit mechanism is responsible for detecting which attribute is authorized to
perform the legality verification process incorrectly or maliciously.ABE is suitable for
cloud computing architecture and can completely realize the access control of data on
the cloud platform, but there are problems such as more fine-grained access control, user
attribute revocation and multi-factors in encrypted data access, and further research is
still needed. Fan et al. [30] proposed an access control system (PS-ACS) with separation
of permissions based on privacy protection. In the PS-ACS scheme, users are logically
divided into private domain (PRD) and public domain (PUD). In PRD, in order to obtain
read access and write access, key aggregation encryption (KAE) and improved attribute-
based signature (IABS) are used respectively. In PUD, a new attribute-based encryption
(CP-ABE) scheme based on multi-ciphertext strategy with efficient decryption function
is constructed to avoid single point of failure and complicated key distribution problems.

3.3 Access Control Based on Risk Perception and Trust Mechanism

Compared with other access control technologies, the research on risk perception and
trust mechanism started later. In order to solve the dynamic authorization problem in the
cloud computing environment, researchers introduced risk perception technology and
trust mechanism into the access control model.

Brucker et al. proposed risk-based access control in response to multinational orga-
nizations facing various policies and regulations [31]. Nadav et al. proposed a method of
access control based on resource trust to solve the problem of trust access between cloud
users and cloud resources. This method introduces trust into the attribute access control
model in cloud environment, and proposes an optimization technology of attribute access
control based on trust evaluation in cloud computing environment. By introducing the
evaluation credibility, entity familiarity and evaluation similarity, the trust degree is cal-
culated through this method, and the comprehensive trust degree of users or resources is
achieved through direct trust, indirect trust and recommendation trust, so as to achieve
the purpose of improving the security of attribute access control. [32]. The TRAAC pro-
posed by Burnett et al. [32] is a trust and risk-aware access control that provides policy
coverage, dynamic access control decisions, and appropriate risk denial and delegation
of authority. They claim that their system can be perfectly adapted to the healthcare
field, although it can be extended to other fields. First, they defined a regional policy
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model in which the data owner has complete control over the data privileges that he can
share with other users, so they are included in the domain. Trust is defined in terms of
shared trust and obligation trust, which allows to verify user whether the requestor has
complied with the obligations assigned to him. They use a probability calculation trust
model called subjective logic to formulate trust assessments. Chen et al. [33] proposed
a risk-based dynamic access control model (DRAC), which emphasizes risk measure-
ment as an auxiliary decision-making index. Moreover, the dynamic threshold of risk is
derived from historical records, and the final comprehensive decision will be affected
by strategy, risk measurement and dynamic threshold. In order to improve performance,
a sliding window calculation method based on data flow is adopted.

Younis A et al. [34] proposed a method that combines risk identification and role-
based and task models, as shown in Fig. 4:
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Fig. 4. Role task model based on risk assessment

In the model (R_TRBAC), users are classified according to their actual work. There-
fore, the user is in a security domain related to his role. Each role in the model will
be assigned a set of tasks that are most relevant and needed to practice that role. Each
task has a security classification for accessing data or assets, and the exact permissions
required to complete this task. The risk engine is used to handle the user’s dynamic
and random behavior; it calculates the risk value based on the user’s visit. The security
label engine is used to publish security labels in semi-or untrusted environments and
processes. The model controls access to data or assets by using security labels to tag
data or assets. Any application to access the data must ensure that the security label of
the target data is classified, and the model uses the security label according to the trust
and security level used in the environment.



154 Z. Cui and F. Xu

LINGuoyuan et al. [35] proposed an access controlmodelMTBACbased onmultiple
trusts. Unlike the traditional access control mechanism, MTBAC also considers the
trust of users’ behavior and the trust of cloud service nodes. MTBAC adapts to the
characteristics of uncertainty, dynamics and distribution in cloud computing. In the user
trustmodel, the user’s behavior is divided into three types, and each attribute has a certain
weight. The user’s trust level will be quantified through the trust of the user’s behavior.
The trust model of cloud service nodes is based on ant colony optimization algorithm.
Finally, based on the mutual trust between users and cloud service nodes, access control
is implemented in the cloud computing environment, and the security of users and cloud
servers is effectively protected.

In short, the current research on risk identification and trust mechanism mainly
focuses on the combination with cloud computing access control model, so as to solve
the problems of dynamic authorization and prevent malicious user access.

4 Comparison and Prospect of Cloud Computing Access Control
Model

4.1 Cloud Computing Access Control Model Comparison

In practical applications, the qualified access control model should be selected according
to different actual application situations. According to the ability, performance and other
metrics defined in documents [34, 36], we summarize the advantages and disadvantages
of different models for the capability requirements of the access control model in the
cloud computing environment, as shown in Table 2.

4.2 Cloud Computing Access Control Future Development Direction

From the perspective of existing cloud computing access control technologies and
research, future research will focus on the following issues:

1. Standardization. Cloud computing technology integrates many technologies, and
cloud computing itself rarely has a unified technical standard. In this case, differ-
ent enterprises and cloud service providers adopt different standards, resulting in
the inability of the enterprise applications and cloud applications, and the cloud
applications provided by different cloud service providers mutual integration.

2. Fine-grained access control. The existing cloud access control is a coarse-grained
access control based on user identity, and there are hidden security risks in a multi-
tenant cloud environment.

3. Trust relationship. There is no trust relationship between the data providers, cloud
platforms, and users in the cloud computing system. At the same time, they must
use a trusted third-party organization to perform the exchange and access control of
related keys and data, without high security and manageability.

4. Cross-cloudauthorization. In order to implement cloud services, the systemusually
needs to access applications and data from multiple clouds. Since users have differ-
ent permissions in different clouds and different cloud access control mechanisms,
access policies in multiple clouds may conflict. This leads to complex cross-cloud
authorization and hidden dangers.
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Table 2. Performance comparison among different types of access control models

RBAC TBAC ABAC ABE R_TRBAC MTBAC

Security ✓ ✓ ✓

Confidentiality ✓

Flexibility of authorization ✓ ✓ ✓

Minimum privilege ✓ ✓ ✓ ✓

Separation of duties ✓ ✓ ✓ ✓

Fine-grained control ✓ ✓ ✓

Cloud environment attribute ✓ ✓

Constraints description ✓ ✓ ✓

Compatibility ✓

Expansibility ✓

Authentication ✓ ✓

Passive and active workflows ✓ ✓

Delegation of capabilities ✓

Operational and situational awareness ✓

5. Risk perception. The emergence of a cloud platform integrates different computing
resources and also contains all the hidden security risks of computing resources,
such as processors, memory, and operating systems. These factors will have a huge
impact on the performance of the entire system.

6. Data security and privacy protection. In cloud computing, the types of nodes
participating in cloud computing are diverse, the locations are sparsely distributed,
and users often cannot effectively control them. In addition, cloud service providers
have the risk of leaking privacy during transmission, processing, and storage.

5 Conclusion

Access control is an important information security technology that is indispensable
for companies to protect data and resources in information systems. After years of
development, the research on the access control model has made significant progress.
Cloud computing is a new paradigm,making access control essential to provide effective
protection for cloud computing resources. This makes access control in cloud computing
one of the most important issues in current cloud security research. Therefore, it has
aroused great concern in academia and industry.

This article studies the common access control techniques used to address security
issues in cloud environments. From the three aspects of the improvement based on the
traditional access control model, the access control based on the ABE cryptosystem and
the risk perception and trust mechanism, the access control technology in the current
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cloud computing environment is comprehensively reviewed, and the future direction is
prospected.
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Abstract. WSN has developed rapidly in the past few decades based on its low-
cost, short-distance and easy-deployment features. However, due to the openness
of wireless communication channels, privacy protection in WSN routing protocol
has become a hot topic nowadays. Researchers have proposed a variety of different
technologies to improve privacy. Whereas, these technologies are numerous and
complex, targeting at different scenarios. Based on the application scenarios and
protection technology objectives of the routing protocol, this paper analyzes and
compares the advantages and disadvantages of various typical privacy protection
methods of the routing protocol, and then puts forward some views on the future
research direction.

Keywords: Wireless sensor networks · Routing protocols · Privacy protection ·
Application scenarios and objectives

1 Introduction

Wireless Sensor networks are a distributed sensor network [1], composed of a large
number of stationary or moving sensors in a self-organizing and multi-hop manner.
These sensors cooperatively sense, collect, process and transmit the information of the
perceived objects in the geographical area covered by the network, and finally send the
information to the owner of the network. Wireless network sensors are closely related
to social development, and have been widely used in industry, military, medical, agri-
culture, architectural design and other fields, and have aroused social attention. Many
technical researchers have strengthened the research on wireless sensor technology and
its applications to give full play to the role of wireless sensor networks in life. Explor-
ing the application of wireless sensor networks in various fields can not only optimize
the application of wireless sensor networks, but also has profound significance for the
development of social modernization. This paper will analyze the privacy protection of
WSN routing protocol from four application scenarios: military, environment, medical,
and transportation.

The rest of this paper will be arranged as follows: Section 2 briefly introduces the
classification and strategy of privacy protection in WSN routing protocol. Section 3
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specifically explains the privacy protection methods in each application scenario, and
selects representative methods in related papers for explanation. Section 4 compares
the performance of several privacy protection methods. Finally, Sect. 5 summarizes the
conclusion and the future prospects.

2 Classification and Strategy of Privacy Protection in WSN
Routing Protocol

WSN routing privacy protection technology is mainly divided into two categories:
content privacy protection and location privacy protection. Content privacy protection
mainly adopts privacy protection technologies such as encryption, packet injection and
aggregation, and completes tasks such as data collection, query and access control with-
out revealing private information,which is very different from location privacy protection
technology. For example, in medical field, we usually need to transfer medical data to
a remote hospital or doctor’s computer and these data involve the user’s sensitive infor-
mation. If an attacker obtains or modifies these data by some means, the user’s privacy
will be greatly compromised. Location privacy protection can be divided into source
node location privacy and sink node location privacy. The former includes fixed location
privacy and mobile location privacy, while the latter includes local privacy attacks and
global privacy attacks, as shown in Fig. 1.

Loca�on privacy protec�on 

Source node loca�on 

Fixed loca�on 

Mobile loca�on 

Sink node loca�on  

Local privacy a�acks 

Global privacy a�acks 

Fig. 1. Classification of WSN location privacy protection

Location privacy protection technology often adopts protection strategies such as
disguising real source nodes or base stations, probabilistic flood routing, phantom rout-
ing, and random delay forwarding. In event-driven WSN application scenarios, sensor
nodes are randomly placed on the battlefield to obtain enemy military information or
deployed in natural environmental protection zones to monitor precious wild animals.
The node closest to the monitoring target becomes the source node and the collected
data is sent to the base station in a multi-hop manner. Therefore, even if the data has
been encrypted, the attacker does not need to crack the content of the message, and it is
very easy to obtain the source of the message based on the propagation characteristics of
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the electromagnetic signal. In an attack mode with strong concealment and destructive
capabilities, an attacker can unconsciously control certain nodes or even compromise the
encryption system, and then reprogram some nodes to pretend to be normal nodes. It can
be seen that effectively responding to the leakage of data content and location privacy
is critical to the success of wireless sensor applications, especially for mission-critical
applications that work in unattended or harsh environments.

3 Typical Privacy Protection Methods in WSN Routing Protocol

Wireless sensor network is composed of a number of small sensor node devices with
information transmission and detection capabilities and mainly formed by wireless con-
nection. Moreover, WSN can effectively obtain information, strengthen the real-time
control of various factors in the detection area, and transmit the collected information
to the gateway node of the system, thereby achieving remote monitoring and target
detection. The routing protocol methods are mainly used for content privacy protec-
tion and node location privacy protection in WSN. The transmission methods and self-
organization of WSN make the privacy protection of content and location particularly
important. Since themain resource consumption inWSN lies in the communicationmod-
ule, the routing protocol protection methods need to send a large amount of additional
communication to achieve privacy protection. Therefore, these methods have high com-
munication overhead, high energy consumption, and long communication delay. And
the current routing protocol research mainly focuses on resisting external attacks, while
the research on global attacks, internal attacks and mobile node location protection is
relatively small, and the degree of privacy protection is not high. In this section, we will
classify and explain privacy protections in WSN routing protocol of various scenarios
from military, environment, medical, and transportation scenarios.

3.1 Military Field

WSN applies effectively in the military field, with the advantages of high positioning
accuracy, real-time performance and rapid deployment. Real-time monitoring, targets
positioning and environment observing can be further completed through the rational
arrangement of sensor nodes in harsh battlefields. Therefore, researchers can better grasp
the battlefield situation in combination with the information selected and transferred in
WSN. A large number of sensor nodes can be arranged in the area to be monitored by
means of aircraft. After data collecting and integrating, information is transmitted to the
command center, and the commander will make relevant decisions based on the infor-
mation. After the continuous development of wireless sensor networks, it has become
an important application technology in military field, improving national strength. The
objective of privacy protection in military is reflected in real-time, concealment and low
energy consumption.

3.1.1 Content Privacy Protection

Encryption. This is one of the most commonly used methods in military field of infor-
mation security and can provide data confidentiality. Applying encryption to privacy
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protection not only ensures data confidentiality, but also achieves the purpose of privacy
protection by adopting the password mechanism to gain the invisibility and lossless of
private data. Kakelli [2] proposes NSRP secure multipath routing protocol for secure
data transmission. NSRP uses elliptic curve cryptography (ECC) to discover trusted
neighbor nodes and establish secure multiple routes to reliably transfer data in Military
Heterogeneous Wireless Sensor Network. This protocol has an effective key manage-
ment mechanism which can provide better security and improve network performance.
Compared with existing key management solutions, NSRP achieves lower communica-
tion overhead, memory requirements, and energy consumption. However, NSRP only
performs well within 200 to 1000 sensor nodes, and still performs poorly for large-scale
nodes, such as the range of 1000 to 5000. M. Sliti [3] proposes an authentication frame-
work for heterogeneous wireless sensor networks. In order to prevent the effects of false
alarms issued bymalicious sensor nodes, a novel concept called k-security is introduced,
which relies on elliptic curve cryptography and threshold signature. The main novelty of
this method is that the intermediate verification of the alert message allows discarding
spoofed messages when forwarding, which saves important processing resources and
energy, thereby extending the life of the network. Currently, radio fingerprint technology
is under development, and combining them is an improvement direction.

Due to its extremely low computational complexity, packet injection can be widely
used in various wireless sensor networks. Data packet injection protects the privacy of
sensitive information and facilitates the further fusion of private data by adding disguised
data to the original sensor data, at the cost of some network and computing resources.
Since these are the constrained aspects of WSN, the focus of this method is how to
maximize the lifetime of the network while applying this technology. Furthermore,
the key point is to properly inject messages to avoid real events from being tracked.
Therefore, Wang [4] proposes a new method based on FPIS (Pseudo Packet Injection
Scheme). On the one hand, each real data packet is routed along a random path at a
special stage, which confuses adversaries who use packet tracking. On the other hand,
forged data packets are injected to some extent to resist traffic analysis attacks. W. Tan
[5] involves an opportunistic method, inserting fake packets only when the event occurs.

Aggregation. The privacy preserving of data fusion process belongs to data-oriented
privacy preserving. In the basic data fusion process, the data is transferred and fused
upward along the constructed data fusion tree layer by layer, and finally the QS (Query
Server) obtains the required fusion data. Under the circumstance that the nodes need to
fuse the data, the trusted parent node in the network can get the data of its child nodes.
If an attacker cracks the wireless link or captures the parent node, the private data will
be exposed. However, the basic data fusion technology does not provide a data privacy
protection mechanism. It is necessary to study a privacy protection scheme for the data
fusion process. On the premise of ensuring the correct data fusion result, even if the
collected data is captured externally, decrypted or captured internally by other trusted
nodes during transmission and fusion processing, the private data can also be prevented
from being obtained [6]. Kim et al. [7] propose a data fusion privacy protection scheme
HDA. The first step of the scheme uses a flooding mechanism to perform topology
discovery, establishing the topological relationship between nodes. The second step
transforms the original data by introducing the seed data of the nodeswhich can exchange
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among nodes and form related relationships. Finally, the intermediate node performs the
fusion operation without knowing the original data by means of the correlation of the
seed data after receiving all the data of the child nodes, and passes it to the next hop after
encryption.

3.1.2 Location Privacy Protection

The characteristics of wireless transmission mode and self-organizing mode of WSN
make the privacy protection of sensor nodes’ locations particularly important. The ear-
liest privacy protection method for the routing protocol is the phantom routing protocol
proposed in [8], as shown in Fig. 2 of this paper. Literature [9] proposes a location angle
phantom routing named PRLA. This method introduces the inclination angle for direct
random walk, avoiding the damage of the path selection to the privacy of the source
path, with better security than the single-path phantom routing. The literature [10] pro-
pose directed random phantom routing. Unlike the flooded phantom routing, the packets
are randomly directed to the base station in the second phase, which has longer secu-
rity period and lower loss. Chen Juan et al. propose a source location privacy protection
protocol PUSBRF protocol based on the limited flooding of source nodes [11]. This pro-
tocol can generate phantom source nodes that are far from the real source node and have
diverse geographic locations. Compared with single-path phantom routing, the number
of random directional paths increases at least 33.33%, which effectively improves the
privacy security and average security time of the source location.

Fig. 2. The phantom routing

3.2 Environment Field

Environmental protection has always been the focus of Chinese attention. It is necessary
to use advanced technicalmeans tomonitor environmental indicators in real time in order
to solve environmental problems in a timely manner and ensure the real-time and effec-
tiveness of environmental monitoring, which is of great significance to the realization of
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environmental protection goals. In the past, environmental monitoring mainly faced the
problem of difficulty in obtaining environmental data, especially in deep sea or complex
terrain environments. Whereas, adopting wireless sensor nodes to collect environmental
data can avoid the damage caused by human operations to the natural ecological envi-
ronment, and it can also accurately monitor the environment and provide information
support for the development of environmental protection. When actually carrying out
environmental monitoring, the main purpose is to comprehensively collect and analyze
the data generated by soil analysis, animalmigration, crop irrigation, surfacemonitoring,
oceanmonitoring and so on, ensuring that the collected information can reflect the actual
situation of the regional environment. For example,WSN is applied to the grape growing
environment for real-time monitoring, which further guarantees the healthy growth of
grapes. The objective of privacy protection in environmental monitoring is reflected in
real-time and effectiveness of environmental monitoring.

3.2.1 Content Privacy Protection

Aggregation. He and others first propose the data slicing and reorganization algorithm
SMART for data fusion privacy protection in [12]. The algorithm mainly includes data
slicing algorithm (Slicing), slicing data mixing algorithm (Mixing) and fusion algorithm
(Aggregating), the process is shown in Fig. 3 [12]. Firstly, the node slices the privacy data
it perceives, the number of slices is less than the number of adjacent points; then, these
slices are sent to neighbor nodes randomly; finally, these slices are transmitted along the
existing data fusion tree structure layer by layer, and intermediate node performs data
fusion.

(1)Slicing (2)Mixing (3)Aggregating 

Fig. 3. Implementation process of SMART

Similar to SMART,Li et al. [13] propose a data slicing techniqueEEHAfor balancing
energy consumption and fusion accuracy. Reference [14] introduces a random number
sharding technique to reduce the number of shards, and solves the reduction of fusion
accuracy caused by the sharding mechanism by adding a data query mechanism. In
environmental monitoring, encryption technology is relatively rarely used.
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3.2.2 Location Privacy Protection

G. Han [15] proposes a location privacy (KCLP) protection scheme based on k-means
clustering for IOT. In order to protect the source location, a forged source node is used
to simulate the function of the real source. Then, a fake receiver node and a specific
transmission mode are utilized in order to protect the privacy of the receiver location. K-
means clustering is applied to create clusters and forged packets that must pass through
the area to shorten the security time. However, the radius of k-means and the param-
eters of the routing mode in this paper still need to be optimized. If the radius can be
optimized by combining the network topology and the transmission distance threshold,
energy consumption may be further reduced. For the phantom routing algorithm in Lit-
erature [16], the phantom source node is concentrated near the real source node, while
for the angle-based phantom routing algorithm, the phantom source node focuses on cer-
tain areas, and the existing source location privacy protection algorithms have shorter
security periods. A location privacy protection algorithm for wireless sensor networks
based on angle and network division is proposed. The algorithm selects the next hop
according to the angular relationship between neighbors, and ensures that the phantom
source node is far away from the real source node, geographical division provides with
diversity. Simulation results show that, compared with the existing source location pri-
vacy protection algorithms, this algorithm can induce attackers to deviate from the real
path and increase the security period.

3.3 Medical Field

In the context of the continuous development of network technology, indoor networks
have been relatively common, andWSN technology has shown great development poten-
tial in the field of medical and health, which is conducive to improving our nation’s
overall level of health care. The use of this technology in health care mainly includes
remote health management, pathological data collection and patient monitoring. It can
not only reduce the work intensity of medical staff, but also improve the efficiency of
medical assistance, which is of great significance to social development. The staff can
connect the sensor nodes to the hospital’s internal network with the help of wireless
communication, and then achieve the efficient sharing of relevant information with the
support of the network carrier, ensuring the effective development of medical work and
help promote the development of the medical field. In healthcare, the goal of privacy
protection is the concealment and integrity of medical data.

3.3.1 Content Privacy Protection

Encryption. C. Ma [17] uses a novel cryptographic algorithm, Signcryption, which
combines encryption and signature to achieve confidentiality and authenticity simulta-
neously. It is used to sign and encrypt for query messages sent by network users during
the access control process. Because the query messages are no longer sent in clear text,
the data type of the accessing user will not be exposed to other users. In this way, we can
protect users’ privacy during the access control process. In addition, network users can
use proxy key pairs (PKP) to sign and encrypt query messages with proxy signatures.
The access point (sensor) can verify whether the query message is signed and encrypted
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by a trusted third party (TTP) proxy, but cannot identify the user. Users can retain the
privacy of their access behavior by retaining identity information. This Signcryption
method is the basis of the proposed privacy retention access control scheme for WSN. It
contains three algorithms, including settings, signcryption, and decryption. The specific
process is to run the setting algorithm to initialize system parameters, including key pairs
and two powerful one-way hash functions. The signcryptor encrypts the message and
sends it to the decryptor and then the decryptor confirms the session key and accepts
the decrypted message. Compared with previousWSN privacy protection solutions, this
solution can effectively protect user privacy without significantly increasing network
overhead and sensor energy consumption.

Aggregation. Girao andWesthoff and others first propose a series of algorithms named
CDA for data fusion privacy protection that can achieve end-to-end data encapsula-
tion [18, 19]. The principles of this series of algorithms are basically the same, mainly
including the following main implementation steps: firstly, the data collected by the sen-
sor node is randomly divided into several parts; then the sensor node homomorphically
encrypts each part and uploads it to the fusion node; In the third step, the encrypted data
is directly fused on the fusion node without decryption; finally, the base station decrypts
to obtain the fusion result. The main problem of this algorithm is that each sensor node
and the base station share the same key. If a malicious node captures one of these nodes,
it is easy to cause the privacy of the remaining data to be illegally obtained.

3.3.2 Location Privacy Protection

Li Yun and Jian Ren et al. propose a scheme to protect the privacy of local and global
source locations [20]. The scheme consists of twomethods, routing to randomly selected
intermediate nodes (RRIN) and network hybrid ring (NMR). RRIN protects the privacy
of local source locations and uses a two-step routing strategy to transfer information
from the actual source node to the sink node. By the means of selecting one or more
intermediate nodes randomly, the attacker cannot track the source node through hop-
by-hop routing analysis. NMR routes in a network’s mixed ring, protecting network-
level (global) source location privacy. G. Han [21] proposes a protection scheme named
CASLP for IOT in response to a major security issue, SLP. In order to increase the range
of the transmission path, the source starts to walk randomly in a given direction. Then, in
order to maintain CASLP convergence, the node only selects its next relay node within a
certain range. Finally, in order to further improve SLP, the arcs of multiple rings around
the base station are connected to form a new closed loop. Compared with ring-based
routing schemes,CASLPcan reduce latency and energy consumption.Nidhi Sharma [22]
uses the principles of multipath routing, secret sharing and hashing to propose a privacy
protection scheme for WSN-based medical applications. Healthcare data collected from
WSN is divided into multiple parts. In addition, the hash value is calculated for each
component by means of well-known hashing techniques. Changes in the hash value are
used to detect changes in the message and then, these components are transferred to the
server with the help of multipath routing. Nidhi Sharma provides extensive simulations
to verify the newmethod and the results show that secret splitting and multi-path routing
help to achieve privacy protection in WSN-based healthcare systems.
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3.4 Transportation Field

The application of WSN in the transportation field has the advantages of low data trans-
mission rate, low power consumption, low cost, large network capacity, short delay,
high security and flexible working frequency band, which can effectively improve the
efficiency of information acquisition in the transportation field and promote the develop-
ment of transportation automation. In the transportation field, privacy protection focuses
on delay, energy consumption and safety.

3.4.1 Content Privacy Protection

Encryption. Elhoseny [23] proposes a new encryption method to protect the data trans-
mission in WSN with dynamic sensor clusters. This method uses an elliptic curve cryp-
tographic algorithm to generate a binary string for each sensor and combines it with the
node ID, the distance to the cluster head and the index of the transmission round to form
a unique 176-bit encryption key. Using XOR operations and replacement operations
can effectively achieve encryption and decryption. Compared with the most advanced
methods, the simulation results show that the proposed method has a longer network
life and reduces energy consumption evenly in all sensor nodes. More importantly, it
overcomes many security attacks, including brute force attacks, HELLO Flood attacks,
selective forwarding attacks and damaged cluster head attacks. In literature [24], Steffen
et al. propose five public key homomorphic encryption mechanisms which includes EC-
NS, OU, EC-OC, EC-P and EC-EG based on elliptic curves, and it further analyzes the
performance in the fields of encryption, decryption, addition operations and bandwidth
in detail. Bahi J M [25] also proposes an encryption algorithm based on elliptic curves,
which guarantees data security by performing n addition operations and 1 multiplication
operation on the cipher-text.

Aggregation. Yang G [26] conducts a more in-depth study on the accuracy of data
fusion. From the perspective of reducing SMART’s fragmentation collision rate and the
loss due to collision, optimization factors such as small data factors, positive factors and
negative factors, compensation factors, random fragmentation factors and local factors
are introduced respectively. Analysis and experimental results show that the introduc-
tion of these factors can play a significant role in reducing traffic, lowering energy
consumption and improving fusion accuracy.

3.4.2 Location Privacy Protection

The anonymization method protects privacy by obfuscating sensitive information, that
is, modifying or hiding local or global sensitive data of the original information. This
method can be used for both data privacy protection and location privacy protec-
tion, such as mobile node location privacy protection and LBS location protection in
wireless sensor networks. Anonymization research mainly focuses on designing bet-
ter anonymization principles, common anonymization principles include k-anonymity,
l-diversity anonymity, and t-Closeness anonymity. [27]QijunGu et al. propose an anony-
mousmethod to protect the location of the sink node, which is related to the k-anonymity
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mode in the field of data privacy protection, and proposes a � anonymous model for
protecting the location of the sink node. Unlike the k-anonymity model, this method
does not generate a fixed number of nodes to disguise real sink node, however, it finds
a continuous area � and uses fictional sink node to blur the position of sink node, and
sink node can be hidden anywhere in the area �.

Guangjie Han [28] proposes a source location protection protocol based on dynamic
routing to solve the source location privacy problem.GuangjieHan introduces a dynamic
routing scheme designed to maximize the data transmission path. The proposed scheme
first randomly selects an initial node from the network boundary. Each packet goes
through a greedy route and subsequent directional route before reaching the receiver.
Theoretical and experimental results show that the scheme can protect the privacy of
the source location and resist various privacy disclosure attacks (eavesdropping attacks,
hop-by-hop backtracking attacks and directional attacks) without affecting the life of
the network.

4 Analysis and Comparison of Privacy Protection Scheme in WSN
Routing Protocol

This section compares and analyzes the performance of the privacy protection algo-
rithms of the main routing protocols introduced in the article. The performance indica-
tors include privacy protection capabilities, data accuracy, transmission delay, integrity
detection capabilities, energy consumption, and computational complexity. The specific
comparison results are shown in the following table. Table 1 is the comparison of content
privacy protection schemes, and Table 2 is the comparison of location privacy protection
schemes.

Table 1. Comparison of content privacy protection schemes

Privacy Accuracy Delay time Integrality Energy consumption Complexity

DAAC High High Medium Yes Low Medium

NSRP High High Low Yes Low Low

EC-EG High High High No Low Low

SLPP High High Low No Medium Medium

IHDA High High Low Yes Medium Medium

CDA Medium High Low No Low Low

SMART High High Medium No Medium Medium

EEHA High High Medium No Low Medium

First, it can be found that the performance of different types of privacy protection
schemes varies greatly through analysis. As for content privacy protection, encryption-
based schemes have high computational overhead and relatively high latency due to the
decryption-fusion-re-encryption calculation process. Packet-injection-based schemes
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Table 2. Comparison of location privacy protection schemes

Privacy Accuracy Delay time Integrality Energy consumption Complexity

PRLA Medium High Medium No Medium Medium

PUSBRF Medium High Medium No Medium Medium

CASLP Medium High Low No Low Medium

KCLP High High Medium No Medium Medium

KA Low Low Low No Low Low

have extremely low computational complexity at the cost of some network resources.
Aggregation-based schemes such as data privacy protection schemes based on data slic-
ing for the need of slices transmission and reorganization at intermediate nodes, the
communication overhead and operation overhead are significantly higher than other
schemes. State-of-the-art encryption can directly integrate the encrypted data without
hop-by-hop decryption, costing low computing overhead. As for location privacy pro-
tection, because the main resource consumption lies in the communication module, and
these protection methods need to send a large amount of additional traffic to achieve
privacy protection. Therefore, these methods have large communication overhead, high
energy consumption, and long communication delay. Current researches on routing
technology are mainly focuses on resisting external attacks, especially local attacks in
external attacks. There are relatively few studies on global attacks, internal attacks and
mobile node location protection, and the degree of privacy protection is not high. When
anonymity-based solutions are used for location privacy protection, such as in LBS,
due to the need to trust anonymous third parties, the security is not enough, thereby
reducing the degree of privacy protection. However, it has the advantages such as simple
calculation, short delay and lower resource consumption.

5 Summary and Outlook

Although the researches on the privacy protection technology of WSN routing protocol
have made some progress, researchers have also proposed different privacy protection
solutions for this aspect, but they are limited in their own scope of application in com-
mon, and leave some practical problems to be solved. In addition, with the continuous
development of the Internet of Things, the application environment and requirements for
sensor networks have changed. In summary, the problems of the researches on privacy
protection of the routing protocol are mainly reflected in:

1. The need of reducing additional communications to achieve a balance between traffic
and privacy protection. Because sensor nodes inWSNalways have limited resources,
including limited energy levels, storage space, and computing power. The location
privacy protection protocol designed for WSN must be light-weighted and energy-
efficient. However, most existing protocols require high energy consumption and
long transmission delays. Some technologies, such as encryption and authentication,
can provide better protection strength, but requires higher computational complexity.
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2. Most of the existing works focus on the location privacy protection of the source
node, while less works focuses on the issues related to the receiver. In addition, there
are few studies that consider both source and sink protection. Source node and sink
node are both key nodes in the network, and attackers can find them around the
attack area. Therefore, it is necessary to effectively protect the location privacy of
the source node and the sink node at the same time.

3. From the point of view of resisting attacks, many current technologies can only
effectively resist local, passive and external attacks, failing to resist global, active,
internal attacks and more powerful collusive opponents. Therefore, there is a need
to have a more powerful global view, high computing power, sufficient energy and
memory attack models and related solutions.

4. Inmost existing studies, the performance evaluation of privacy protection is based on
different evaluation parameters and standards proposed in different protocol, lacking
a universal evaluation standard. With the increasing research on privacy protection,
there is an urgent need to formulate a unified evaluation standard.

5. Different technologies provide different protections for the location privacy of source
and sink nodes. It is difficult to develop a unified and effective technology for all
opponents and it is impossible to design a new location privacy protection method to
simultaneously ensure a long security period, low energy consumption, short com-
munication delay and high packet transmission rate. However, making appropriate
trade-offs between metrics: privacy, power consumption, communication delay, and
transmission rate may become one of the solutions.

6. Most existing algorithms are only designed for location privacy protection, without
considering data-oriented privacy.However,WSN is a data-centric network, it is vital
to protect both location privacy and data privacy in practical applications. Whereas,
in the existing solutions, only a few can protect data privacy and location privacy at
the same time.

In view of the above, it is necessary to proceed from the practical application require-
ments of wireless sensor networks and condense the scientific methods and research
contents for the problems that need to be further solved in the current privacy protec-
tion research of the routing protocol. The design and development of universal privacy
protection strategy for sensor networks based on the routing protocol privacy protection
provide theoretical basis and application support for the further promotion of wireless
sensor networks.
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Abstract. Interrelated computing device’s system such as IoT, RFID, or edge
device’s systems are pervasively equipped for today’s information application
and service systems, protecting them from unauthorized access i.e. safety is crit-
ical, because a breach from the device may cause cascading effects resulting to
data lost or even crash of the whole information system. However, to determine a
protection system’s safety is proven to be undecidable unless the system has lim-
ited management capabilities. And even with such limitation, it is too expensive
to perform a safety test in term of computation time when a device has more than
hundreds of subjects which is not uncommon for interrelated computing devices.
Nevertheless, the required exponential computing time for safety test can be sig-
nificantly reduced to its square root if computed by quantum algorithm. In this
paper we demonstrate an application of quantum search algorithm to reduce the
computation time for safety test for limited (i.e. mono operational) protection
systems which are based on attribute-based access control model. The improve-
ment of the performance allows the safety test for interrelated computing device’s
system to be much less expensive to compute.

Keywords: Access control · Protection system · Quantum algorithm · Security
model · Quantum search

1 Introduction

Interrelated computing device’s systems (ICDSs) [1] such as IoT, RFID, edge device’s
or similar systems are pervasively equipped for today’s information applications and
services [2], protecting these systems from unauthorized access i.e. safety is critical,
because a breach from an ICDS may cause cascading effects leading to data lost or even
crash of the whole system [3]. Further, as Attributed-Based Access Control (ABAC)
[4] model is getting more applied for access control [5], an ICDS may apply ABAC
for its access control mechanism. We call such protecting system the Attribute Based
Protection System (ABPS), which also includes its access control policy management
functions.
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The safety for an ABPS is to ensure that it is impossible to leak access privilege
(perform actions to objects) from authorized subjects to unauthorized subjects through
any changes of access state. And safety test is to verify if the safety of the system
is maintained after any order of access control policy changes. To test that in worst
case obviously requires checking access control policy updates evoked by all possible
sequences of policy management functions. By HRU1 [6] theory, such test is proven to
be undecidable unless the ABPS is limited to be mono operational, which is restricted
to have only one primitive commend for each policy management function.

An ICDS’s ABPS can be mono operational, because its access control requires
limited management capability. But even that, the exponential computation time (NP-
Complete) for safety test is still too expensive [7], because subjects, objects, and actions
as exponential variables of computing time for most ICDSs can easily reach to hundreds
if not thousands. Nevertheless, it can be significantly improved by applying quantum
search algorithm, which reduces the computation time to the square root of the time
required by classical algorithm, thus, allows the safety test for ICDS’s ABPS to be
minimum computable.

This paper is divided into six sections, Sect. 1 is the introduction, Sect. 2 describes
the ABPS, Sect. 3 explains the safety test algorithm that applied to mono operational
ABPS, Sect. 4 introduces quantum algorithm modified from quantum search algorithm
for the privilege leak detect process of safety test algorithm. Section 5 demonstrates
the performance comparison between quantum and classical algorithms in terms of
computation time, and Sect. 6 is the conclusion.

2 Attribute Based Protection System

Attribute Based Access Control (ABAC) is an access control method where subject
requests to perform actions on objects are granted or denied based on assigned attributes
of the subject and objects, environment conditions, and a set of rules specified by those
attributes and conditions [4] calledABAC policy, which given the values of the attributes
of the subject, object, and environment conditions and their relations make it possible
to determine if a requested access should be authorized.

ABPS applies ABAC where a subject si represents a combination of subject
attributes sa1,…sai,…sak the subject is associated with, and an object oi represents
a combination of object attributes oa1,…oaj,…oal that apply to the object. And the
access control policy is managed by the policy management functions. The ABPS’s
access state can be presented by the HRU access matrix (Fig. 1) such that the access
control policy rules are mapped to rows and columns with intersected cells. A cell con-
tains actions that are permitted to perform the accesses from the subject to the object
corresponding to the row and the column, as example in Fig. 1, shows that subject sj is
permitted to perform actions r and w accesses to object oi, The cell intersected by both
row and column of subjects is used for creating or deleting a subject by another subject.
ABPS’s ABAC policy rules are mapped to the access matrix by adding permitted access
actions into cells and removing denied accesses actions from cells if the actions existed.

1 We denote the term HRU to be general references to the systems and theories presented in [5].
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Subject\Object s1 … sn o1= (….) … oi = (oa1,…oaj,...oal) … om= (….)

s1 = (….)

…..

sj = (sa1,..sai,..sak) r, w

…..

sn = (….)

Fig. 1. ABPS access matrix state.

An ABPS’s policy management mechanism, which in general is a set of policy
management functions for creating, updating the ABAC policy rules. The function is
intrinsically equal to access matrix update function such that assign rule function:
“assign action a to object ojto subject sk” is equal to: “add a to the intersect cell of row
skand column oj” add function, and delete rule function: “delete action a to object ojof
subject sk” is equal to: “remove a in the intersect cell of the row skand column oj” delete
function. Figure 2 shows an example ABAC rule: “users with attribute p or q can read
device x” maps to HRU access matrix. Therefore, an ABPS access state is an instance
of an HRU access matrix state, and ABAC policy rules can be configured to rows and
columns of an HRU access matrix.

Users/Device ….. device x
…….
Attribute p read
……. 
Attribute q read

Fig. 2. ABPS access matrix state

There are six primitive commands for ABPS’s policy management functions, and
their counter parts for access matrix operations are shown in Table 1:

Access state changes after executing sequences of access state change functions can
be presented formally by:Q1├ fn1Q2├…..FniQi├…..FnmQm, (├means complete
the function) where Qi is an access state, and function fni makes access state change
from Qi to Qi + 1. The pseudo fni for ABPS policy management function is:
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Table 1. ABPS’S and HRU primitive commands mapping.

ABPS primitive commands HRU primitive commands

assign action (a, si = (sa1…..sak), oi = (oa1…..oaj)) enter action a into (si, oi)

delete action (a, si = (sa1…..sak), oi = (oa1…..oak)) delete action a into (si, oi)

add subject (si = (sa1…..sak)) create subject si

add object (oi = (oa1…..oak)) create object oi

remove subject (si = (sa1…..sak)) destroy subject si

remove object (oi = (oa1…..oak)) destroy object oi

ABPS_fni (subjects, actions, objects){//* subjects or objects are optional if the 
functions are create/destroy subjects or objects *// 

if no conflict with current ABAC access control policy  
then { execute primitive commands pc1;
execute primitive commands pc2;
…. 
execute primitive commands pcn , 

that apply to the subjects, actions, and objects
}//*primitive commands update ABAC policy *// 
current access control policy Pi = Pi+1

} 
And the corresponding fni for HRU access matrix update function is: 

HRU_fni (subjects, actions, objects) { //* subjects or objects are optional if the 
functions are create/destroy subjects or objects *// 

if conditions c1, c2….ck then { 
execute primitive commands pc1;,

execute primitive commands pc2;, 

…. 
execute primitive commands pcn , 

that apply to the subjects, actions, and objects
} //*primitive commands update access matrix *// 
curent access matrix Hi = Hi+1

} 

The steps for checking the conflict of access control policy in ABPS_fni are not
semantically different fromHRU_fni’s if condition checks, because satisfying the current
ABPS policy is the same as satisfying the state of HRU matrix, which can be translated
from the ABPS’s policy rules.
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3 ABPS Safety Check

HRU defines that:
“given a protection system, we say command cleaks generic action afrom the access

state if c, when run on the access state, can execute a primitive operation which enter
ainto a cell of access matrix which did not previously contain a”.

From the definition, the safety of ABPS is to ensure unintended subjects cannot
perform protected actions on objects through executing any sequence of policy manage-
ment functions (ABPS_fnis described in Sect. 2), such that the permitted accesses for
the action by the original access control policy remains the same during the system’s
life cycle. Thus, the safety test is to verify that if the system remains safe after all
possible sequence of policy management functions being executed. Figure 3 shows the
components and relations of an ABPS and its safety test system.

Fig. 3. ABPS and safety test system

According to HRU, safety test for general protection systems including ABPSs is
undecidable in term of computation complexity, because to test the safety of a protection
system inworst case obviously requires checking all possible sequences of access matrix
changes evoked by accessmatrix update functions with all possible parameters including
subjects, actions, and objects, plus that the function may contain unlimited if condition
checks and arbitrary numbers of primitive commands (Table 1). The undecidability can
be proved by configuring the protection system to simulate the behavior of an arbitrary
Turingmachine,with a safety leakage state corresponding to theTuringmachine entering
a final state [6].

In addition to general protection systems, from HRU’s theory, a restricted type of
protection systemcalledmonooperational protection system, which limits eachmatrix
update function to contain only one primitive command. HRU shows that determining
safety for mono operational protection system is decidable in NP-Complete, which is
proved by reducing a K-clique problem to a safety decision problem that translating
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the system’s initial access matrix to an adjacency matrix for a graph, then test to see
if it forms a k-clique before entering an action a to the access matrix causing safety
leak. HRU also shows that only the primitive command enter can change the access
state. To simulates the HRU’s algorithm for mono operational ABPS safety test, Fig. 4
illustrates the algorithm Safety_Test for an action a. Since a policy management function
of a mono operational protection system contains only one primitive command, and
only the enter primitive command can change the access state, the algorithm needs to
tests every possible sequences of enter commands for all actions, in other words, try all
possible sequences of primitive enter commands, (optional starting with a create subject
command) of length up the |A| × |S| × |O| for each sequence, where |A| is the number
of all actions, |S| is the number of all subjects, and |O| is the number of all objects. The
parameters of an enter command are an action-subject-object triplet corresponding to
a command sequence, which is identified by a binary number, for example, if there are
two subjects s1 and s2, two objects o1 and o2, and two actions a1 and a2 in the ABPS
then there are 2 × 2 × 2 = 8 different enter command, and 28 possible sequences, for
instance, the 5th enter command sequence is {enter (a1, s1, o1); enter (a1, s2, o1)}, and
the 24th command sequence is {enter (a1, s1, o1); enter (a1, s2, o2); enter (a2, s1, o1)},
because the binary form of the sequence 5 is 00000101 and 24 is 00011001, where the
bits representations of enter commands are assigned in Table 2.

Table 2. Example bit number assignment of 2 actions, 2 subjects and 2 objects pairs.

Triplet Assigned bit

(a1, s1, o1) 1st bit

(a1, s1, o2) 2nd bit

(a1, s2, o1) 3rd bit

(a1, s2, o2) 4th bit

(a2, s1, o1) 5th bit

(a2, s1, o2) 6th bit

(a2, s2, o1) 7th bit

(a2, s2, o2) 8th bit

TheBitmap function translates the action-subject-object triplet of the enter command
to a binary number to match the current sequence number passed to the function as
examples showed in Table 2.

The State_Compare function compares cells in original access matrix H1 to the
new access matrix Hi that might be updated after a sequence of enter commands were
executed, it checks if a privilege leak by action a is found, and the result is returned to
the Safety_Test. Note that the algorithm only checks the safety against one action a, it
is capable of checking multiple actions leaks, and to do that we need to replace (si, oj)
with (si, am, oj), {S × O} with {S × A × O}, 2|S|×|O| with 2|S|×|A|×|O|, and (a, si, oj) with
(am, si, oj) and add a For loop for each am check in the function.
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Fig. 4. ABPS Safety Test algorithm

For later discussion of quantum algorithm, we call the For loop from line 5 to 14
in Fig. 4 the Leak_Detect process collectively. Hence, the Safety_Test would require
2|A|×||S|×|O| ×O(Leak_Detect) computation time (steps) for detecting an access privilege
leak, where O(Leak_Detect) is the time needed for Leak_Detect process, which is equal
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to O(Bitmap) × |A| × |S| × |O| + O(State_Compare) = 2 × |A| × |S| × |O|, because
O(Bitmap) take constant and O(State_Compare) takes number of steps equals to the size
of access matrix: |S| × |O| times |A| to compute.

Some low power ICDSs’ (e.g. IoT, RFID, or edge computing devices or similar
systems) access control are managed by ABPS, where access control policies are either
embed or deployed by central management system rather than managed by the device
themselves [8]. For instance, RFID devices include independent storage access control
rules, only when the rule needs to be updated, do reading devices need to communicate
with the server, and access control rules can be updated by the multicast method. In
the same security zone, multiple reading devices can distribute access control rules at
the same time, thereby improving the efficiency of rule updates [9]. In addition, some
access control mechanisms allow smart objects take the authorization decisions based
on current context of the processes in use [10]. For those systems with limited access
control management capabilities, the protection systems can be implemented by mono
operational ABPS. And these ICDSs usually accessed by a large number of users risking
safety leak [11], plus, due to frequently adding new and updating old devices, their safety
need to be efficiently verified to satisfy their security and performance requirements of
services, thus, need an efficient safety test method that classical algorithms cannot offer.

4 Quantum Search Algorithm for ABPS Safety Check

Even the ABPS safety test is decidable but in NP-Complete as described in the last
section, it is still an issue to be efficiently computable for systems having large number
of subjects, objects and actions such might sum up to hundreds if not thousands of
users, because, for example, an ICDS is used by just 10 subjects (classified by users’
attributes) with only two objects (classified by devices’ attributes) and 3 actions, the
safety will take 210×2×3 × (2 × 10 × 2 × 3) computation time. Thus, it is desirable to
improve the exponential computation time (steps) to be feasible to compute. To reduce
the computation time, we propose to adopt the Grover Quantum search algorithm [12,
13], which performs the transformation L|x〉|q〉 = |x〉|q ⊗ f (x) to a black box oracle f
to speed up f (x) for multiple x inputs, where |q〉 is an ancilla qubit for quantum unitary
computation. The algorithm finds with high probability the unique input to the black
box oracle function that produces a particular output value, using just

√
N evaluations

of the function, where N is the size of the function’s domain.
Schema in Fig. 5 shows the application of quantum search algorithm for safety test

called Safety_Testquantum algorithm, which uses n + 1 qubit register as input (the
ancilla 1 qubit is for quantum unitary operation), where N = 2n = 2|A|×|S|×|O| is the
number of all possible sequences of enter commands, |A| is the number of actions, |S|
is the number of subjects, and |O| is the number of objects of the ABPS. The output
of the algorithm is a number xleak representing a sequence of enter commands that
causes privilege leak by the action a. Notice that instead of a leak command sequence,
the classical Safe_Test algorithm (Fig. 4) only returns a result indicating whether a leak
exist. In contrast, the quantum algorithm returns one of the leak sequence numbers (there
could be more than one command sequence that cause leakages). The black box oracle
function f is hence the Leak_Detect process (from line 5 to 14 of the classical Safety_Test
algorithm in Fig. 4).
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Fig. 5. Quantum Safety Check schema

Safety_Test quantum algorithm requires repeating applications of the Grover quan-
tum search subroutine shown as the Grover iteration G in Fig. 5, where each iteration
move 1/

√
N amplitude towards solutions, thus

√
N iterations should suffice to render a

xleak . The algorithm is divided into four steps as below.

1) Begins with the initial state, n + 1 qubits in the state |0〉 : |0〉⊗n|0〉, the extra |0〉 is
for the quantum unitary operation.

2) The Hadamard transform is applied to establish equal superposition state |Ψ 〉 of all
possible numbers of enter command sequences that

|Ψ 〉 = 1√
2n

2n−1∑

x=0

|x〉
[ |0〉 − |1〉√

2

]

Where 0 ≤ x ≤ 2|A|×|S|×|O.

3) Apply the Grover G iteration K = ⌈√
N/M

⌉
times: where M is the number of

sequences of enter command sequences (i.e. xleaks) that cause privilege leaks. This
step can be subdivided into the following three steps:

3.1) Apply the quantum oracle L

L|x〉|y〉 = |x〉|y ⊗ Leak Detect(x)

resulting

|x〉 → (−1)Leak Detect(x)|x〉
Note that each x is a number representing an enter commands sequence, for
example the number 5 represent the sequence; {enter (g2, s1, o2); enter (g1,
s2, o1)} as shown in Sect. 3. Leak_Detect (x) = 0 for all 0 ≤ x ≤ 2n except the
xleak for which Leak_Detect(x) = 1 indicating the enter command sequence
leaks privilege for action a in the current access control state.
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3.2) Apply the Hadamard transform H⊗n

|Ψ 〉 1√
2n

2n−1∑

x=0

(−1)Leak Dectect(x)|x〉
[ |0〉 − |1〉√

2

]

3.3) Performs a conditional phase shift i.e.

|0〉 → |0〉

|x〉 → |1 − x〉, x �= 0

with every computational basis state except |0〉, receiving a phase shift
of−1, i.e. the leakin g enter command sequence x= xleak �= 0. The con-
ditional phase shift can be calculated by applying the matrix operation
of

2|0〉〈0| − I

where I is the identity matrix.
3.4) Apply the Hadamard transform H⊗n

4) Measure the first n qubits of |φ〉 gets one of the possible leak sequence xleak .

The quantum algorithm requires H⊗n × O(Leak_Detect) [14] of computation time,
where M is the number of enter command sequences that cause leaks, in other words,
there could be multiple leaking xs, so,M implies that there is at least one leak sequence
exist. After the Grover iterations (calls to oracle Leak_Detect) were performed, one of
the M sequences will be measured out with higher probability than the sequences that
may or may not causing leak. The algorithm is a quadratic improvement over the N /M
× O(Leak_Detect) calls performed by classical computer.

Since measuring from step (4) will render only one result, however, there could be
cases that has no or multiple leak sequences exist, hence the result could be a random
sequence i.e. mistakenly identified as a leaking sequence. To correct this inaccuracy,
three methods can be applied:

a) A planned fake leak sequence xf : enter (af , sf , of ) is assigned in between line 9
and 10 of Leak_Detect process in the Safet_Test algorithm such that the xf will be
detected as a leak command sequence in

√
N time with high probability close to

100%, because it is the only leak sequence can be detected that makesM = 1. And
if after several runs of the algorithm, the results repeatedly measured to be the same
xf , we can confidently determine that there are no other leak sequences besides the
planned xf .

b) To more precisely determine the number of leak command sequences, combine
the Grover iteration G with quantum counting algorithm [14]. The method is to
estimate the number of leak command sequences by quantum counting, which is
an application of the phase estimation procedure to estimate the eigenvaluses eiθ of



Apply Quantum Search to the Safety Check for Mono Operational Attribute 183

Grover iterationG, which in turn enables determining an approximate number of leak
command sequences M. The method allows us to decide whether a leak sequence
even exists depending on the result number. The phase estimation circuit used for
quantum counting is shown in Fig. 6. The function of the circuit is to estimate θ to
an accuracy approximate to 2−m (note2).

Fig. 6. Approximate quantum counting circuit for G

c) Requires no additional process, but repeatedly running the algorithm enough times,
then analyze the measured results. If there is no command sequence causing leak,
any random sequence number will be measured with the same probabilities of all
other sequence numbers. Such result indicates that there is no concentrate output of
one particular leak sequence number meaning that the possibility of having a true
leak sequence is low, however, this method is reliable only when the total number
of actions, subjects and objects is large enough for the odd that getting a random
result, which is true leak sequence is low. Table 3 compares the three methods.

Table 3 shows that the more difficult in implementing the method (as ordered by
methods b, a, and c) the more accurate result it will generate, unless depending on the
number of possible sequences in method c, which if applied to a large number of total
sequences (say no less than hundreds) then the accuracy might equal or better than
method a and b, however, repeating the process of c method is not as efficient as the
other methods. The detail algorithms and comparison of the three methods is interesting
that worth to be discussed by their own topics, due to the limited space and to keep the
discussion on focus, we only briefly introduce them in this paper.

2 More accurate, m should be m + 	(2 + 1/2ε)
log qubits.
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Table 3. Comparison of testing methods for checking the existence of true leak sequences.

Checking methods If true leak sequences
exist

It no true leak
sequence exist

Accuracy

(a) Plan fake leak
sequence access
xf

Equal probabilities of
getting true leak
sequences xleak and
xf

Fake leak sequence xf
has highest possibility
being measured

Median

(b) Quantum
counting by
applying phase
estimation

Number of solutions
from phase
estimation algorithm
> 0

Number of solutions
from phase estimation
of algorithm ≈ 0

Hight

(c) No extra step
required but run
the algorithm
enough times

High probability of a
true leak xleak
sequence is measured

Equal probability for
every sequence will
be measured

Low (reliability
increased by
increasing the number
of input (i.e. subjects
and objects)
sequences)

5 Performance of Safety Check Quantum Algorithm

We can now summarize the performance improvement of safety test for a mono oper-
ational ABPS by comparing quantum to the classical algorithms. Assuming there
is at least one leak sequence exist, by the quantum safety test algorithm, it will
take

√
N × O (Leak Detect) while classical safety test algorithm requires N × O

(Leak_Detect) (for simplicity of demonstration, let’s assume M = 1). The difference
is in the order of

√
N compared to N = 2|A|×|S|×|O|, which is the 2’s power of the number

of actions |A| times the number of subjects |S| times the number of objects |O| managed by
the ABPS system. For ICDSs or applications accessed by large number of subjects (users
classified by attributes) to multiple number objects (devices classified by attributes), the
quadratic difference is significant as shown in comparison listed in Table 4. Note that for
the purpose of comparison, the O (Leak_Detect) is not counted, because both algorithms
take the same polynomial time which does not affect the exponential difference.

The growth of computation time from 5 to 50 (number of subjects times objects)
is about 3.5 × 1013 time for classical algorithm, and about 6 × 106 time for quantum
algorithm, obviously, the improvement of quadratic reduction by quantum algorithm
allows the safety test to be reasonably performed.

An ICDS’s device in general is accessed by only one public user class (subject with
public attribute) plus one administrator (subject with administrator attribute) and limited
actions available to manage the device, so, at minimum, two subjects can read and write
(most common actions) to the object, thus, only require 22×2×1 × O (Leak_Detect)
computation steps by classical algorithm for safety test. However, some ICDSs may
have more than one device to be managed, so the access control policy is deployed from
central service to individual device as described in Sect. 3. In such cases, the ICDS’s
ABPS may apply one-size-fits-all access control policy to its devices, thus even with
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Table 4. Computation time comparison of classical and quantum algorithms for ABPS safety test

Number of subjects times
objects

Classical algorithm × O
(Leak_Detect)

Quantum algorithm × O
(Leak_Detect)

5 32 5.6568542494492 ≈ 6

10 1024 32

15 32768 181.0193359838 ≈ 181

20 1048576 1024

25 33554432 5792.61875148 ≈ 5793

30 1.073741824 × 109 32768

35 3.4359738368 × 1010 185363.8000474 ≈ 185364

40 1.099511627776 × 1012 1048576

45 3.518437208883 × 1013 5931641.601516 ≈ 5931642

50 1.125899906843 × 1015 33554432

limited allowed actions, but has multiple number of administration subjects and device
objects. Further even with a single device (object), it is not uncommon that an ICDS has
more than tens even hundreds of subjects and objects. So the computation time for safety
test is not practical by classical algorithm for these systems, but if instead use quantum
algorithm, the difference is enormous even for small number of actions, subjects and
objects as shown in Fig. 7, the growth is measured in 1000 computation time per unit
for up to 20 in comparison of classical and quantum algorithm. It shows that there is
not much benefit using quantum algorithms if the number is less than 10, however,
the difference is obvious when the number is greater. Note that the comparison is for
detecting leak for only one action, if there are multiple actions involved, the computation
time will increase even exponentially greater by |A|, which is the number of the actions
under test as a factor of exponent.

Fig. 7. Computation time comparison of quantum and classical algorithms for safety test
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6 Conclusion

To determine the safety of a protection system is to find if there are privilege leaks from
protected actions to unauthorized subjects of the system. HRU shows that for mono
operational protection system, the computation time for the safety test is decidable,
however take NP complete computation time, which is too expensive to perform for a
system with large number of subjects and objects such as ICDS (e.g. IoT, RFID systems
etc.) that applies attribute based access control (ABAC) model.

We demonstrate that an ABPS (protection system that applies ABACmodel) such as
ICDS can be simulated by an HRU access matrix and its matrix management functions.
And adapted from Grover quantum search algorithm, we propose a quantum safety test
algorithm, which determines the safety by returning a command sequence that will cause
access leak for a mono operational ABPS. We conclude that if N equals to 2|A|×|S|×|O|

where |A| is the number of actions, |S| is the number of subjects, and |O| is the number
of objects, and each of subject, object represent a set of attributes associate to them,
the quantum algorithm for a mono operational ABPS requires computation steps

√
N

times the time required for classical leak detection process, compared to N times the
time required for classical leak detection process, the quantum algorithm reduces the
computation time quadratically. The saving is significant for ICDS or similar systems
that its devices usually are accessed by large number of subjects with limited available
actions. In addition to the quantum algorithm, three methods are explained to ensure that
the test result are genuine instead of some random command sequence that does not but
mistakenly rendered as a command sequence that causes access privilege leak.
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Abstract. In network intrusion detection, the recognition and detection rate of
intrusion detection may be reduced due to the lack of sample attributes or insuf-
ficient labels. In order to overcome this problem, this paper proposes a semi-
supervised intrusion detection algorithm based on auto-encoder. The auto-encoder
is adopted to extract features from all samples. For the labeled samples, cross-
entropy is adopted for classification. For the unlabeled samples, first, initialize K
(number of categories) category centers in the feature space based on the char-
acteristics of partially labeled samples. Constrain the representation of unlabeled
samples at the center of a certain category, and then place the restricted repre-
sentation into the classifier for classification. By combining data from labeled
samples and unlabeled samples, and simultaneously updating network parameters
and category centers, semi-supervised intrusion detection is achieved. The pro-
posed algorithm is verified onNSL-KDDandKDDCUP99 datasets. Experimental
results show that the method can not only effectively reduce the dependence on
labeled samples, but also improve the accuracy of intrusion detection to a certain
extent.

Keyword: Intrusion detection · Semi-supervised learning · Auto-encoder ·
Cross-entropy · Feature extraction

1 Introduction

Security is the most significant issue in concerns of protecting information or data
breaches, and how to identify network attacks is a key problem [1]. Intrusion detec-
tion technology is one of the key technologies of network security, which has aroused
the widespread concern around the world [2]. Due to the intelligence and complexity of
today’s networks, it is difficult to apply traditional intrusion detection techniques to new
network intrusions.

Intrusion detection technology based on traditional machine learning and deep learn-
ing has been widely used, and has greatly improved the efficiency of intrusion detection.
However, most traditional machine learning based methods need to construct features
manually, and deep learning based methods require a large amount of data and the
detection effect is poor if the unlabeled samples is insufficient.
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To solve these problems, a semi-supervised intrusion detection algorithm based on
auto-encoder is proposed in this paper. The semi-supervised intrusion detection is com-
posed of the following two parts. For some labeled samples, the frequently-used cross-
entropy is adopted for classification. For the remaining unlabeled samples, K category
centers are firstly initialized based on the representation of the partially labeled samples
in the feature space. The hyper parameter K is the data category number. Then, after
extracting the representation of the unlabeled samplewith the encoder, the representation
is constrained to be close to one of the K category centers and far away from other cat-
egory centers, which is devised for minimizing the intra-class distance and maximizing
the inter-class distance. Finally, the semi-supervised intrusion detection algorithm com-
bines labeled and unlabeled samples to update network parameters and category centers
simultaneously. The proposed approachwas verified on theNSL-KDDandKDDCUP99
datasets. Exhaustive experiments demonstrate that the proposed algorithm can achieve
better performance than existing methods.

There are three main contributions in this paper. First, we proposed semi-supervised
intrusion detection algorithm based on the auto-encoder. Then, the semi-supervised
framework can effectively reduce the dependence on labeled samples and improve the
efficiency of intrusion detection. Moreover, the proposed method achieves state-of-the-
art performance on par with existing methods.

The rest of the paper is organized as follows. In Sect. 2, we introduce the related work
about the development of intrusion detection technology. We then introduce the semi-
supervised intrusion detection algorithm based on auto-encoder in Sect. 3. Furthermore,
the experimental results and analysis are reported aswell as the related analysis in Sect. 4.
Finally, we conclude this paper in Sect. 5.

2 Related Work

Machine learning is considered as a potential solution for promoting the performance of
malware detection [3]. With the traditional machine learning based intrusion detection
technology, there have been a large number of applications in intrusion detection.

Common traditional machine learning algorithms include support vector machine
SVM, K nearest neighbor algorithm KNN and random forest algorithm RFC. On the
aspect of the traditional machine learning algorithms, Hamid et al. [4] proposed a net-
work intrusion detection method based on non-linear SNE and SVM. Aburomman et al.
[5] proposed a novel SVM-KNN-PSO ensemble method for intrusion detection system.
Masarat et al. [6] used forests to improve the intrusion detection system. Li et al. [7]
proposed an effective two-step intrusion detection method based on binary classification
and KNN. The above traditional machine learning based intrusion detection methods
have improved the performance of intrusion to a certain extent. However, the tradi-
tional machine learning based algorithms cannot learn features autonomously, and need
to manually construct features. To solve above drawbacks, some deep learning based
intrusion detection methods have been widely developed.

Based on deep neural networks and deep belief networks, Potluri et al. [8] proposed
an accelerated deep neural networks for enhanced intrusion detection system, Zhao et al.
[9] proposed an intrusion detection model using deep belief networks and probabilistic
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neural networks. Based on recurrent neural networks, Chuan-LongY et al. [10] proposed
an intrusion detection algorithmusing recurrent neural networks.Based onAI framework
combines monitoring agent and AI-based reaction agent, Bagaa et al. [11] proposed a
machine learning security framework for IoT systems. However, existing methods based
on deep learning require a large amount of data, and the performance is not satisfactory
when there is too much unlabeled data.

3 Semi-supervised Intrusion Detection Algorithm Based
on Auto-encoder

In practice, supervised learning based intrusion detection is often impossible due to
excessive cost or limited labeling staff level. This paper proposes an intrusion detection
algorithm based on self-encoder and semi-supervised learning, which can effectively
solve the problems of dependence of intrusion detection algorithm on large amount of
data annotation and poor classification effect when there are large amount of unlabeled
samples by training the labeled samples and unlabeled samples respectively.

Begin
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Labeled 
data?

Feature 
constraints
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Output 
classification 

results
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Fig. 1. Flow diagram of AE-SSL
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3.1 Intrusion Algorithm Structure Design

In this section, we construct a semi-supervised intrusion detection network structure
based on auto-encoder (AE-SSL), which is shown in Fig. 1. The proposed intrusion
detection algorithm contains four parts: data preprocessing, feature extraction, sample
classification, output results.

3.2 Algorithm Description

After preprocessing the data, data input is performed, and the data classification is
divided into two parts at the same time. First, feature extraction is conducted on some
labeled samples, and a preliminary classification is performed using a classifier. For the
remaining unlabeled samples, K(number of categories) category centers is firstly initial-
ized based on the representation of the labeled samples in the feature space. Then, after
extracting the representation of the unlabeled sample using the encoder, the representa-
tion is constrained to be close to one of the K category centers and far away from the
other category centers. Finally, the softmax classifier is used to achieve five categories
classifications of the data, which corresponds to DoS, U2R, R2L, Probe and Normal,
respectively.

Feature Extraction Based on Auto-encoder. The labeled and unlabeled samples are
simultaneously input into the auto-encoder. The auto-encoder is trained with the com-
bination loss of feature reconstruction and classification. Algorithm 1shows the details
of feature reconstruction steps on the labeled samples, the algorithm is shown below.

Input Dataset , Number of iterations T
Output The low dimension of the dataset represents '
Step1 Initialize the weight and the bias .
Step2 From t=1to T

Assuming that the function to be optimized is , calculate and
.

1) ,
2)

Step3 Update weight parameters
,

Step4 Set the auto-encoder loss function as

Step5: after minimizing the loss, the reconstructed features are obtained.
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Labeled Sample Classification. After the feature is reconstructed by the auto-encoder,
the feature is directly input into the softmax classifier and the loss function of the softmax
classifier is defined as follows.

L2(θ) = −1

n

[∑n

i=1

∑k

j=1
1
{
yi = j

}
log

(
eθTJ x

i

∑k
l=1 e

θTJ x
i

)]
. (1)

where k denotes the classification label, θTJ denotes the weight vector, and 1
{
yi = j

}
denotes that if yi = j, the equation is equal to 1, otherwise 0. Algorithm 2 shows the
details of classification steps on the labeled samples, the algorithm is shown as follows.

Input: Dataset .
Output: Classification results.
Step1: Initialization weight W, deviation b, number of cycle layers i=1, set number 
of cycle layers I, number of cycles T.
Step2: Set the loss function and calculate the error of layer i.
Step3: Deriving for , .

Step4: Updating the weight vector, .
Step5: Determine if there is an i+1 layer, if so, return step2.
Step6: After minimizing the loss, the classifier classification results are output to 
classify the data into five categories which are DoS, U2R, R2L, Probe and Normal, 
as the final output.

Unlabeled Sample Classification. After labeled data classification, K (number of cat-
egories) category centers are firstly initialized in the feature space based on the char-
acterization of the tagging samples center. Then, after extracting the representation of
the unlabeled sample using the encoder, the representation is constrained to be similar
to only one of the K category centers and far from other category centers. Algorithm
3 shows the details of classification steps on the unlabeled samples, the algorithm is
shown as follows.
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Input: Unlabeled sample .
Output: Classification results.
Step1: Given training tuple ( ),
where is the training element of the unlabeled sample, is a potentially 
positive value set (matching cluster centers), is the negative value set 
(non-matching cluster centers).
Step2: This set of potential positive value sets contains at least one positive value 
item that should match the training element, and find the most matching potential 
positive value item 

(2)
Step3: The query in all negative value sets makes the distance between 
the training element and the best matching positive value Yi*

x smaller than the 
distance between the queries

(3)
Step4: Set the data classification loss after the unlabeled samples are characterized 
and constrained:

(4)
where is the hinge loss l x = max x 0 , and is the constant parameter 

giving the margin. For each negative value, if the distance between the query and 
the negative value set is greater than the distance between the query and the best 
matching positive value, the loss is zero. Conversely, if the margin to the distance 
between the negative value and the best matching positive value is violated, the 

loss is proportional to the amount violated.
Step5: After minimizing the loss, it means that the feature is constrained to a 
certain cluster center, and the cluster center is minimized within the cluster center 
and maximized with other cluster centers, and the classification result is output to 
classify the data into five categories: DoS, U2R, R2L, Probe, and Normal, as the 
final output.

Intrusion Detection Loss Summary. The total loss of intrusion detection model con-
tains three parts:

A. The loss function of the auto-encoder:

L1(θ) =
∥∥∥X′ − X 2

∥∥∥,

B. Loss function of softmax classifier:

L2(θ) = −1

n

[∑n

i=1

∑k

j=1
1
{
yi = j

}
log

(
eθTJ x
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l=1 e

θTJ x
i

)]
,

C. Clustering constraint loss function:

L3(θ) =
∑

j
l

(
min
i

d2
θ

(
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) + m − d2
θ

(
X ,Y x
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))
.
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Consequently, the total loss L(θ) is defined as following L(θ) = L1(θ) + αL2(θ)+
βL3(θ), where α and β are the balance parameters. In the experiment, the α and β are
set as 1 and 5, which can achieves best performance. By combining the labeled and
unlabeled samples, the network parameters and category centers are trained and updated
simultaneously.

4 Experimental Results and Analysis

4.1 Data Set

The datasets used in the experiments contain KDD CUP99 [12] and NSL-KDD. The
number and category distribution of the datasets are shown in Table 1. The KDDCUP99
dataset consisted of nine weeks of network connection data collected from a simulated
USAF LAN, divided into identified training data and unidentified test data. The test data
and the training data have different probability distribution, and the test data contains
some attack types that do not appear in the training data, which makes the intrusion
detection more realistic. The NSL-KDD is a classic intrusion detection dataset, the data
in it are all 42-dimensional, the first 41 are feature attributes and the last one are decision
attributes. Feature attributes are used for intrusion detection algorithms, and decision
attributes are used to detect algorithm effects. The attack behavior of the two datasets
can be divided into four categories, namely DoS, U2R, R2L, Probing.

Table 1. Dataset category distribution

Data Normal Dos U2R R2L Probing

CUP99 22440 15856 256 1057 8180

NSL-KDD 43574 32386 298 1325 12585

4.2 Data Processing

The KDD CUP99 and NSL-KDD datasets are pre-processed, and the numeric character
data is converted into character data. Standardize the training set and test set by using
standardized methods. Use Min-Max standardization for processing:

v′ = v − mini
maxi − mini

. (5)

where v is a value of the i attribute column, mini is the minimum value of the i-
th attribute column, and maxi is the maximum value of the i-th attribute column. In
the process of classification using the model mentioned in this article, five-category
classification is adopted. The five-category classification can also be converted into five
two-category classifications through setting one as positive and the remaining categories
as negative.
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4.3 The Process of Experimental Results and Analysis

Due to the unbalanced distribution of the data set, it is not appropriate to judge the
advantages and disadvantages of the algorithm solely based on accuracy. In the field
of intrusion detection, there are two important evaluation indicators, one is false alarm
rate, the other is missing alarm rate, and missing alarm rate = 1 − detection rate.
The accuracy rate reflects how much of the network behavior predicted as abnormal
is actually abnormal, F1 score is an important indicator of the quality of the reaction
algorithm, considering the calculation results of model precision and recall. Therefore,
in this paper, Accuracy (ACC), False positive rate (FPR), Detection rate (DR), Precision
rate (PR) and F1 score (F1-Score) are selected as evaluation indexes. The calculation
formula of evaluation index is as follows.

ACC = TP + TN

TP + FP + TN + FN
, (6)

DR = TP

TP + FN
, (7)

PR = TP

TP + FP
, (8)

FPR = FP

TN + FP
, (9)

F1 = TP

TP + FN+FP
2

. (10)

where TP and TN indicate that the attack record and normal record have been correctly
classified, FP represents the normal record thatwasmistaken for the attack, FN represents
the attack record that was incorrectly classified as a normal record.

The selected comparison models include intrusion detection model ICA-DNN
[13], independent component analysis ICA based deep neural network DNN, model
SFID [14], intrusion detection method based on stacked asymmetric deep auto-encoder
SNADE [15] and an intrusion detection algorithm based on semi-supervised learning
(SSL) [16].

Experiment on Cup99 Dataset. In this section, we give the experiment results on the
Cup99 dataset. The labeled dataset used in this experiment accounts for 1/5, 1/5, 3/5,
4/5 of the total dataset. The intrusion detection experiments were conducted on various
models with accuracy as the evaluation index. The experimental comparison results of
each algorithm on the Cup99 dataset are shown in Table 2.

From the experimental results, it can be observed that in the case of large amount
of unlabeled sample data, the unlabeled sample classification algorithm presented in
this paper is not good at training the representational constraints, but still has better
classification effect compared with other algorithms. With the increase of the number of
labeled samples, the detection efficiency of this algorithm is gradually improved after
more comprehensive training through the combination of labeled data and unlabeled
data.
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Table 2. Classification comparison of different methods

AE-SSL SSL SFID ICA-DNN SNADE

Data1 0.897 0.889 0.858 0.822 0.781

Data2 0.936 0.916 0.904 0.856 0.828

Data3 0.948 0.931 0.916 0.903 0.886

Data4 0.962 0.945 0.924 0.922 0.913

Table 3. Comparison of evaluation indexes of various algorithms on KDD CUP99 dataset

ACC DR FPR PR F1

AE-SSL 0.968 0.905 0.009 0.952 0.933

SFID 0.927 0.826 0.014 0.898 0.849

ICA-DNN 0.920 0.846 0.008 0.918 0.879

SNADE 0.915 0.857 0.011 0.933 0.861

SSL 0.945 0.868 0.010 0.964 0.921

The comparison results of different methods on the CUP99 dataset are shown in
Table 3, where we can see that the proposed method in this paper has higher ACC, DR
and F1 scores than other algorithms, which achieves the best performance on par with
other algorithms.

Experiment on NSL-KDD Dataset. The model in this paper is compared with the
ICA-DNN, SFID, SNADE and semi-supervised learning model on the NSL-KDD
dataset. The results are shown in Table 4.

Table 4. Comparison of evaluation indexes of various algorithms on NSL-KDD dataset

ACC DR FPR PR F1

AE-SSL 0.972 0.916 0.008 0.961 0.935

SFID 0.907 0.842 0.012 0.902 0.856

ICA-DNN 0.931 0.862 0.006 0.921 0.898

SNADE 0.921 0.887 0.013 0.953 0.889

SSL 0.956 0.902 0.011 0.952 0.926

It can be seen from Table 4, after adjusting the parameters of the model, the exper-
imental efficiency of the model is higher. Compared with other algorithms, the per-
formance of the AE-SSL model is superior to other algorithms. At the same time, the
detection results of various types of data are shown in Table 5.
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Table 5. Test results of various types of data

ACC DR FPR PR F1

DoS 0.975 0.923 0.010 0.967 0.943

Probe 0.960 0.836 0.008 0.907 0.902

R2L 0.926 0.725 0.012 0859 0.886

U2R 0.987 0.786 0003 0.873 0.851

Normal 0.945 0.907 0.007 0.982 0.962

It can be seen from Table 5 that the algorithm in this paper has a good detection
effect for each type of data after training, which indicates that the algorithm in this paper
has a good universality.

The ROC curves of several methods are shown in Fig. 2. The ROC curve uses the
true positive rate (TPR) as the ordinate and the false positive rate (FPR) as the abscissa.
It can be used to judge the quality of the classifier.

Fig. 2. ROC curves of various algorithms

As can be seen from the Fig. 2, the curve of the proposed AE-SSLmethod is closer to
1, and the AE-SSL curve completely covers the ROC curve generated by other methods,
which demonstrates that the AE -SSL is better than other methods.

5 Conclusion

In this paper, we proposed a semi-supervised intrusion detection method based on the
auto-encoder. The auto-encoder is adopted to extract features from the training sam-
ples. The proposed method is devised for classifying the intrusion category with some
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labeled samples and vast unlabeled samples. For labeled samples, we adopt the cross-
entropy for classification, which can guide the classification of unlabeled samples. For
the unlabeled samples, K category centers are firstly initialized. Then the clustering con-
straint is adopted to constrain the extracted representation of the unlabeled sample is
close to one of the K category centers and far away from other category centers, which
can minimize the intra-class distance and maximize the inter-class distance. With some
labeled samples and vast unlabeled samples, the network parameters and K category
centers are trained and updated together. Exhaustive experiments show that the pro-
posed semi-supervised method can reduce the dependence of labeled samples, improves
the accuracy of intrusion detection, and reduces the false alarm rate. In the future, we
will focus on the semi-supervised intrusion detection method with only a few labeled
samples as guidance.
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Abstract. Arm TrustZone technology is the most widely used system-level secu-
rity framework, which provides a trusted execution environment (TEE) for embed-
ded system SoC. This paper introduces the technical principle of TrustZone in
detail, explains how to extend the security features from CPU to the whole system
through various security components, and briefly introduces the secure boot, the
application of TrustZone in mobile devices and the variant technology based on
TrustZone. At the same time, there are many attacks on TrustZone. According
to the cache architecture of TrustZone, each cache line uses a NS bit to indicate
whether the line belongs to secure world or normal world. The purpose is to avoid
refreshing when switching the two worlds, thus reducing the performance loss.
However, it supports cache lines in the twoworlds to compete and evict each other,
this provides an opportunity for cache attacks, and this article details this security
Vulnerability.

Keywords: Secure isolation · Arm TrustZone · TEE · Cache architecture ·
Cache attacks

1 Introduction

With the development of electronic information technology, mobile devices (such as
mobile phones, BYOD) have reached the computing power and network bandwidth
comparable to traditional PCs, and have now become an important tool for people to
handle daily life and work affairs. The distribution of apps is mostly based on app stores,
and there are many untrusted third-party apps. At the same time, even officially certified
apps may have the risk of stealing user privacy, because people often perform mobile
payment, fingerprint recognition, digital rights management and other data processing
involving key sensitive information on mobile devices [1]. In our daily life, we may
all have the impression that you have just used search engines (such as Google, Baidu)
to search for a book, and when you open a shopping app, the book is automatically
recommended to you, indicating that “it” monitors your behavior in the background.

At present, the two most commonly used means to solve information security prob-
lems are encryption and isolation [2]. Encryption is a very effective traditional means,
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but in some scenarios, encryption needs the effective cooperation of isolation to give
full play to its real power. The core idea of isolation is not to completely identify or
completely remove malware or vulnerabilities, but only to provide a trusted execution
environment for critical data or services, which can greatly reduce the attack interface.
The goal of isolation is to protect sensitive code from attack and destruction in a complex
environment where system vulnerabilities cannot be completely avoided.

TrustZone proposed by Arm is a typical representative of system-level isolation
scheme, and has been widely recognized and applied. We all know that there is no abso-
lute security in the world, and inevitably, TrustZone has its vulnerabilities. At present,
many studies have proven that TrustZone can be successfully cracked [3], and cache
attacks are a representative one.

In this article, we mainly focus on two parts, one is the system principle of Trust-
Zone, introduced in Sect. 3, and the other is how to exploit the vulnerability in the
TrustZone cache architecture to implement cache attacks, introduced in Sect. 4. The
Sect. 2introduces several commonly used security isolation techniques, and the last
section, Sect. 5, is about the conclusion.

2 Security Isolation Technology

There are three common isolation mechanisms: hardware isolation, software isolation
and system-level isolation.

Hardware isolation mechanisms are usually reflected in the form of external encryp-
tionmodules, such as the early IBM4758 encryption coprocessor,which ismainly used to
verify authorization services, banking and financial systems and industrial control fields.
Mobile phone SIM card and set-top box IC card, which are closely related to our daily
life, can also be regarded as a kind of hardware isolation module, but it is lightweight
application. This kind of card form module is mainly used for identity authentication,
secure storage, financial services and so on. The external hardware security module can
protect the sensitive data in a relatively secure physical peripheral, and can adopt more
advanced technology and physical security protection technology according to the secu-
rity requirements, but its disadvantage is that it increases the cost of the design, increases
the power consumption of the system, and the scope of the external security hardware
module is also limited. The limited communication bandwidth between the two domains
will also reduce the performance of the system.

Now the popular TPM (Trusted PlatformModule) developed and advocated by TCG
(Trusted Computing Group) can also be regarded as an external hardware security mod-
ule, its main task is to establish a hardware-based trust root, from the infrastructure to
provide the necessarymechanism for trusted computing environment [4].With reference
to the TPM1.2 architecture, China has launched a self-developed Trusted Cryptography
Module (TCM) specification, which changed the module from passive invocation to
active control, and also supports national secret algorithms SM1, SM2, SM3, SM4.

Software isolation technology is mainly to use virtualization technology to achieve
the purpose of isolation, such as the use of MMU to achieve the isolation of the address
space, the use of privilege management mechanism to achieve the separation of the
operating system kernel mode and user mode. In addition, there are software isolation
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technologies such as containers, sandboxes, and honeypots. Software isolation technol-
ogy usually uses the entire core as a trusted computing base (TCB), which has a large
attack interface and many vulnerabilities. At the same time, it lacks the root of trust of
the hardware, and its own security is difficult to be guaranteed. In addition, DMA and
GPU with bus master interface function IP can bypass some software security isolation
mechanisms and bring additional security risks.

Both hardware and software isolation mechanisms have their own problems and
defects, so many researchers focus on how to enhance the security of the system ker-
nel and applications through the dual-domain execution environment provided by the
architecture, and propose a system-level security isolation. The mechanism can also be
called the isolation protection mechanism of software and hardware cooperation. Trust-
Zone technology is a typical representative among them. This system-level isolation
mechanism can provide considerable isolation and flexibility.

The ultimate goal of the above three isolation mechanisms is to build a trusted exe-
cution environment. For ease of comparison, the corresponding execution environment
that can provide rich functions is generally called REE. TEE is a trusted environment for
secure executing applications. TEE itself does not require that it must be implemented
based on hardware. However, in practice, it is found that TEE without hardware support
is difficult to ensure its security, therefore, the researchers classify the hardware-based
TEE schemes into the following three types, as shown in Fig. 1.

Fig. 1. Implementation scheme of TEE based on hardware.

From left to right, the first scheme is the external security module mentioned above,
and the second scheme is the built-in security module, but this scheme does not have the
ability to extend the security domain to the whole system, and the third scheme is the
system-level solution. In comparison, the third scheme takes into account both flexibility
and security, and is mainstream in both industry and academia.
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3 Detailed Explanation of TrustZone Technology

3.1 Overview

Arm proposed the TrustZone technology as early as 2004 [5]. This technology realizes
the isolation between security environment and normal environment through hardware
without affecting the power consumption, performance and area of the system as far as
possible. The software provides basic security service interface, and the system security
is constructed by the combination of software and hardware. The TrustZone architecture
extends the secure isolation mechanism to the entire system instead of a single module
[6]. The overall hardware architecture is shown in Fig. 2 [7].
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Fig. 2. An example of the overall hardware architecture of TrustZone.

In the early days when this technology was proposed, TrustZone did not get
widespread attention and application, maybe people’s security awareness is not strong
enough, or it is limited by the cost of security design. Fortunately, in the past 10 years, the
design concept of TrustZone has been widely recognized and applied on a large scale.
To some extent, TrustZone has become a de facto TEE standard reference, especially in
the field of embedded systems.
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3.2 Security Extension of TrustZone Architecture [8, 9]

CPU. TrustZone technology virtualizes a single physical CPU into two virtual CPU, one
is called secure processor core, the other is called normal processor core, the running
environment of secure processor is called secure world or security domain, and the
running environment of normal processor core is called normal world or normal domain.
The two worlds run in a time-sharing manner, and to some extent, the two worlds can
be regarded as two big processes. The security extension of CPU is realized through
hardware, and the security state of the processor is characterized by the NS bit of SCR
registers. NS bits can only be configured in the secure world. At the same time, NS bit
can also be extended to each IP through the system-on-chip bus. Therefore, the normal
world cannot access the resources unique to the secure world, while the secure world
can access all the resources of the system, and CPU will clear the register status of the
previous world when switching between the two worlds.

There is a secure “gateway” between the twoworlds, which is used to switch between
the twoworlds and save (restore) the context, known as themonitor.Normalworld,which
can fall into monitor mode through interrupts, exceptions, and SMC instructions. When
the secure world enters the monitor mode, it is more flexible. It can directly write CPSR
registers, and of course, it can also be switched to the normal world through interrupts
and exception mechanisms.

On-chip Bus. On-chip bus is an important support for secure extension. Two secure
extension bits are introduced into AXI (Advanced eXtensible Interface) bus. These two
bits can be equivalent to the 33rd address line for read/write transactions, respectively.

AWPROT [1]: bus write transaction control signal, secure write transaction is low
level, non-secure write transaction is high level.

ARPROT [1]: bus read transaction control signal, secure read transaction is low level,
non-secure read transaction is high level.

The security extension of AHB (Advanced High-Performance Bus) bus can be real-
ized through AXI-To-AHB bridge, in implementation, two AHB buses are usually used
to separate secure components and non-secure components.

TheAPB (AdvancedPeripheralBus) bus is usually used to connect low-speedperiph-
erals, but it does not have the security extension attribute, and the security extension is
responsible for by theAXI-To-APBbridge. Each peripheral connected to the bridge has a
separateTZPCDECPROT input signal,which is used to determinewhether the peripheral
is configured as secure or non-secure. These input signals can be fixed and connected
during design synthesis, or can be dynamically controlled by the security peripheral
TrustZone protection controller (TZPC), so that the security state can be dynamically
switched during operation. TZPC itself is also a peripheral on APB, but TZPC is fixed
as a security peripheral. In Fig. 1, TZPC, Timer and Non-Volatile Counter are fixed with
“0” when designing synthesis, indicating that it is always secure, while GPIO is fixed
with “1” when designing synthesis, indicating that it is always non-secure state. The
security state of UART and KMI (Keyboard and Mouse Interface) is configurable, and
the control signals is given by TZPC.
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MMU, TLB and Cache. The processors provide an MMU for each of the two worlds,
each corresponding to a virtual processor, which ensures that there is a separate page
table structure in the two worlds. Arm does not provide a mandatory isolation standard
for TLB, but it is recommended that vendors add a bit to the TLB descriptor according
to their specific needs to identify whether the content in the TLB belongs to the normal
world or the secure world, so as to avoid refreshing the TLB each time the world is
switched. There is also a bit added in the CPU cache to indicate the current security
status of the cache accessed by the CPU, so that the caches of the normal world and the
secure world can coexist to avoid refreshing the cache during switching. When a cache
replacement occurs, the replacement policy does not consider whether the cache line is
in a secure state or not, a secure cache line may evict a non-secure cache line, and a
non-secure cache line may evict a secure cache line. This provides an opportunity for
cache side-channel attacks.

Interrupts and Exceptions. The mode recommended by Arm is to use IRQ as the
interrupt source for the normal world and FIQ as the interrupt source for the secure
world. If a corresponding interruption occurs in the current world, there is no need
to switch the world, otherwise, the world needs to be switched to handle the current
interruption. For example, if an IRQ interrupt occurs in the normal world, there is no
need to switch the world, if an FIQ interrupt occurs, you need to switch to the secure
world to handle the FIQ interrupt.

TZMA (TrustZone Memory Adapter). TZMA divides the on-chip ROM or RAM
into security domains. Compared with providing separate memory for the secure world
and the normal world, it saves cost and area. TZMA can support a maximum of 2MB
memory area division,where the low address area is the security domain, the high address
area is a non-secure domain, and the division of the secure domain and the non-secure
domain is aligned with 4KB bytes. The size of the security domain is determined by the
input signal R0SIZE. This signal can be fixed during design synthesis or can be given
by TZPC and can be dynamically configured.

TZASC (TrustZone Address Space Controller). TZASC is usually mounted on the
AXI bus, which can divide multiple storage areas of the address space of the AXI bus
from the device. The typical application is to place TZASC between the AXI bus and the
dynamic memory controller DMC (Dynamic Memory Controller) to divide the DRAM
security domain. It is important to note that TZASC can only be used for partition
memory mapping devices, not for partition block devices such as NandFlash.

Thus, through the above security components, the security attributeswill be extended
from CPU to the entire system, which is why TrustZone is called the system-level
isolation architecture.

3.3 Secure Boot

Secure boot is the cornerstone of system security. If the security at startup cannot be
guaranteed, then system security is a castle in the air. Secure boot depends on two
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technologies, one is hardware-based trusted root technology, and the other is trust chain
transfer mechanism.

ROM is non-rewritable and has strong resistance to hardware attacks, so the first
stage bootloader (FSBL) is usually solidified in ROM as the trusted root of the whole
system, and the rest of the code is stored in the on-chip eFlash. If the code is large, the
code of the normal world such as the operating system can be stored in mass memory
such as NandFlash.

When secure booting, except for the FSBL stored in ROM by default, other program
components need to be verified for integrity and authenticity before running. Themethod
is to calculate the hash value of the program code first, and use the Public Key (PuK) of
the trusted manufacturer stored in the chip in advance to check the signature attached
to the program, compare the two hash values, and pass if consistent, otherwise, stop
booting. The transmission of trust chain can use chain transmission or star transmission,
or a combination of both.

Secure boot also faces some risks. The traditionalmethod is to store the PuK inROM.
Because all devices use the same PuK,when the PrivateKey (PrK) is cracked or reversed,
it is vulnerable to class-break attacks. To defend against this attack, the system can use
OTP (One-Time-Programmable) ROM to store PuK. This enables different devices to
have different PuK, to increase the ability to resist class-break attacks. At present, some
scholars use PUF technology to build trusted roots [10]. PUF is the abbreviation of
Physical Unclonable Functions, also known as chip fingerprint.

3.4 Application of TrustZone Technology in Mobile Terminal

Instead of providing a fixed one-size-fits-all solution, TrustZone provides an overall
framework that allows SoC designers to choose, tailor, or add from a range of compo-
nents that can implement specific functions in a secure environment. At present, Trust-
Zone technology has been widely used, and the typical application on the mobile side
are Apple’s Secure Enclave, Qualcomm’s QSEE (Qualcomm Secure Execution Envi-
ronment), Samsung’s Knox, Huawei’s TrustedCore [8]. This technology is mainly used
in face recognition, fingerprint recognition and password protection in mobile phones.

3.5 Variants of TrustZone Technology

Dual-Core Architecture. In the dual-core architecture, one physical CPU is replaced
by two physical CPU, one CPU is fixed secure and one CPU is fixed non-secure. This
architecture can reduce the switching between the two worlds, and does not require CPU
tohaveTrustZone extensionproperties,which significantly broadens the applicationfield
of TrustZone technology.

Multicore Architecture. In the multi-core architecture, whether it is heterogeneous
multi-core or homogeneous multi-core, each core can be configured as a secure core or
a normal core, or support the switching between the secure world and the normal world
at the same time. In practical applications, considering the complexity of the software,
usually only one CPU core has the ability to run the secure world, while other CPU can
run in the normal world. Sometimes, in order to improve the utilization of multiple cores
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as much as possible, normal cores and secure cores can also be switched dynamically,
but this scheme will obviously increase the complexity of the software.

Multi-domain Architecture. Ferdinand Brasser et al. [11] proposed a multi-domain
architecture called SANCTUARY. The innovation of this architecture is that the isolation
zone is placed in the user’s normal world instead of the security world.Multiple isolation
zones called SANCTUARY can be instantiated. SANCTUARY can achieve two-way
isolation from the normalworld and the secureworld, the architecture effectively reduces
the trusted computing base TCB, and can tolerate malicious SA (SANCTUARY APP).
SA is a program that runs in the SANCTUARY zone, which reduces the security risk
of malicious TA to the system, and facilitates the secondary development of TrustZone
by third parties. But the architecture needs to rely on Arm’s latest TZC-400 memory
controller and is only applicable to multi-core SoCs.

TrustZone for ARMv8-M. With the evolution of the Cortex-A series instruction set,
Arm has also brought TrustZone to the Cortex-M series to build a trusted execution
environment on the MCU. The TEE here has the low power consumption of the MCU,
and the switching speed of the secure world and the normal world is faster than that of
the A series CPU. The introduction of TrustZone on Cortex-M is mainly used for secure
boot, firmware security, creating a root of trust, and at the same time can control secure
peripherals, such as independent secure storage, random number generator, secure clock,
etc. [8]. Although the isolated security world is introduced on the M series, it will not
reduce the real-time performance of the service (compared to the deterministic delay of
MCUswithout TEE). Currently, somemanufacturers have produced TrustZoneM series
chips, such as MicroChip’s SAML10 and L11 (based on CortexM23).

4 The Security Vulnerability in TrustZone Cache Architecture

4.1 Memory Hierarchy of TrustZone

The memory hierarchy of TrustZone is shown in Fig. 3. Each cache line extends the
NS bit, which specifies the security state of the cache line. The original intention of this
design is to use the NS bit to distinguish between the cache line of the normal world and
the cache line of the secure world, thereby reducing the system overhead of refreshing
the cache during world switching. Any cache line can be evicted to make room for new
data regardless of its security status. In other words, secure cache line filling can evict
non-secure cache lines, and vice versa. This design is a key factor in launching cache
side-channel attack on TrustZone.

4.2 Introduction to Cache Side-Channel Attack

In the field of cryptanalysis, the method of using the side channel information leaked
during the implementation of the cryptographic algorithm to attack the key is called
the side channel attack. The side information usually refers to power consumption,
electromagnetism, sound, fault, photon, time, cache and so on [13].
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Cache is designed to solve the mismatch between computing speed and memory
speed of CPU, and it is an important means of processor design optimization at present.
Table 1 [14] enumerates the access latency at all levels of memory in modern computer
systems.

4.3 Cache Basics [15]

Cache Organization. There are three mapping modes between cache and main mem-
ory, namely, associative mapping, direct mapping, set-associative mapping. Direct map-
ping can be regarded as 1-way set-associative mapping, associative mapping can be
regarded as a set-associative mapping with only one set, set-associative mapping com-
bines the advantages of direct mapping and associative mapping. Modern caches are
usually organized with N-way associative.
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Table 1. The ubiquity of caching in modern computer systems.

Type What cached Where cached Latency (cycles) Managed by

CPU registers 4-byte or 8-byte
words

On-chip CPU
registers

0 Compiler

TLB Address
translations

On-chip TLB 0 Hardware
MMU

L1 cache 64-byte blocks On-chip L1
cache

4 Hardware

L2 cache 64-byte blocks On-chip L2
cache

10 Hardware

L3 cache 64-byte blocks On-chip L3
cache

50 Hardware

Virtual memory 4-KB pages Main memory 200 Hardware +
OS

Disk cache Disk sectors Disk controller 100,000 Controller
firmware

Cache Replacement Strategy. There are three common replacement strategies for
cache, namely least-recently used (LRU), pseudo-random replacement strategy and first-
in first-out replacement strategy. Intel processors often use LRU replacement strategies,
while Arm processors usually use pseudo-random replacement strategies in order to
reduce power consumption and complexity. It is worth noting that the pseudo-random
replacement strategy will bring additional difficulty to cache side channel attacks [16].

Addressing Modes. Both the index and tag in the cache address field can use physical
addresses or virtual addresses, and there are four addressingmodes by arrangement. They
are virtually-indexed virtually-tagged (VIVT), Physically-indexed physically-tagged
(PIPT), physically-indexed virtually-tagged (PIVT), and virtually-indexed physically-
tagged (VIPT). The specific mode is related to the processor.

Inclusiveness. There are three types of inclusiveness inmulti-level cache, namely Inclu-
sive cache, Exclusive cache, and Non-inclusive cache. Take two-level cache as an exam-
ple, Inclusive cache refers to L1 cache is a subset of L2 cache, exclusive cache refers to
the data in memory can only exist in a certain level of cache, and cannot exist in multi-
level cache at the same time, Non-inclusive cache refers to the above two properties not
satisfied. It is worth mentioning that cross-core attacks require an inclusive multi-level
cache architecture.

4.4 Cache-Attack Technology

The underlying principle of cache attacks is simple, which is to use the difference in
access time caused by whether the data is in the cache. To implement cache attacks, the
following conditions need to be met:
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– The attacker and the victim share the cache, or at least share a part of the cache.
– The attacker and the victim will have a competitive use of the cache, that is, they can
evict each other’s cache line.

– After the attacker competes with the victim to use cache, the state of cache can be
retained, in other words, the state of cache cannot be refreshed.

– Different states of cache line will lead to differences in execution time, and this time
difference can be accurately distinguished by timing means.

The three most common attack techniques are described below [15].

Evict + Time. Osvik et al. [17] put forward the attack method of Evict + Time, which
indirectly measures the total execution time of the victim to observe the total number
of cache hits and misses. This method is relatively simple to implement, but the signal-
to-noise ratio is very low and its practicability is not strong, so it is seldom used at
present.

Prime + Probe. Prime + Probe is also proposed by Osvik et al. [17], which is more
efficient than Evict + Time, and this method does not require the attacker process and
the victim process to share memory. The attack flow is shown in Fig. 4. This method is
mainly used in cache attacks on TrustZone.

Flush + Reload. Flush + Reload [18] is a more efficient method of attack, but there
are two prerequisites, one is that the CPU needs to have cache refresh instructions, such
as the cflush instruction of the Intel processor, and the other is that the attacker process
and the victim process share memory. If there is no flush instruction, you can use Evict
+ Reload instead. Because the two worlds of TrustZone are isolated and it is impossible
to share memory, this approach is not suitable for attacks on TrustZone.

The common timing method is to use precise Performance Interface, such as x86
processor’s rdtsc instruction and Arm’s performance monitor register, but the use of
these performance interfaces may require kernel permissions. In addition, you can also
use unprivileged system call, POSIX function, dedicated thread timer and other methods
to implement timing [15].

4.5 Cases of Cache Attacks on TrustZone

Zhang Ning et al. [12] proposed an attack called TruSpy, the first study of timing-based
cache side-channel information leakage of TrustZone. TruSpy used Prime+Probe cache
attacks technology to successfully implement the attack in the user mode of the normal
world and the kernelmodeof the normalworld. Thedifference is that in the usermode, the
attacker cannot access virtual-to-physical address translation and high precision timers,
which will cause great trouble for cache attacks. TruSpy devise a novel method that
uses the expected channel statistics to allocate memory for cache probing, and shows
how to implement timing with less accurate performance time interfaces. The attack
model is described as follows [12]: Running OpenSSL in the secure world as a security
service, fast software-based AES implementation in the OpenSSL 1.0.1f, T-Tables uses
precomputed look-up tables. In the OS-based attack, the attacker has full control of the
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normal world, in the app-based attack, the attacker has only user privileges. The goal is
to obtain the AES key. To successfully carry out an attack, two conditions need to be
met. First, the attack process must be able to fill the cache lines of each cache set, which
will cause cache contention with the victim process. Second, the attacker must be able
to detect changes in the cache state [19].

TruSpy focuses on the last round of the AES, the last round key can be recovered
by taking the XOR of the T-table entry and the cipher text value. There are certain
differences in the access time between cache hit and miss. The Prime + Probe attack
technology can be used to get which cache line (set) is accessed by the victim, further, we
can figure out which entry of the T-Tables the victim accessed (provided that it is known
the mapping between the T-table and cache), according to the fast software-based AES
algorithm implementation, If we know which entry of T-Tables is accessed, we know
the result of ki ⊕ Pi, in the case of known-plaintext attack, Ki can be determined, and
the original key can be deduced from the last round key [20].

MoritzLipp et al. [21] use prime + probe technology to distinguish whether the
provided key is valid based on Alcatel One TouchPop2 (with QSEE platform running
on it). The key master trustlet on the Alcatel One Touch Pop 2 provides an interface
to generate hardware backed RSA keys. In addition, it can be used for the signature
creation and verification of data inside the TrustZone.

Ben Lapid et al. [22] only need 1min to recover the AES-256 key using laptop GPUs
for parallel optimization analysis. The attack platform is Samsung’s Galaxy S6, which
deployed TrustZone framework.
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5 Conclusions

Little attention was paid to TrustZone technology when it was first proposed, but now
it has been widely used and popular, which not only shows the recognition of this
technology by industry and academia, but also shows that people pay more and more
attention to security issues. TrustZone technology provides a general, flexible and secure
framework for embedded system chips, which can be tailored and customized according
to specific needs. In this paper, the technical principle of TrustZone is introduced in
detail, and some variants based on TrustZone technology are introduced.

At the same time, we also notice that there are more and more attacks on TrustZone
[3], and the means are more and more abundant, in which the cache side channel attack
makes use of the vulnerable in the cache architecture, and the attack can be successfully
implemented without the help of any external physical devices. Just like Spectre and
Meltdown, this kind of attacks belong to the scope of micro-architecture attacks, which
have a wide range of influence.

The commoncountermeasure against cache side channel attacks are still applicable in
TrustZone architecture, mainly including cache partition, access randomization, remov-
ing high resolution timers, runtime attack detection, cache flushing, cache prefetching
[15], but these countermeasures will more or less affect the performance of the system,
which requires users to make tradeoffs.
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Abstract. Most of the current decentralized blockchain approaches
have disadvantages that need to be improved to have efficiency and com-
pletion. First, there is no motivation for any participants to take action
honestly. Seller, buyer, and shipper do not trust each other completely.
Second, the delivery depends on a trusted third party or arbitrator to
act as a deposit and keep all the money from the start of the sales pro-
cess until the end. Only a trusted third party who keeps money could
be a focal point of failure and also costly. Moreover, there is no dispute
settlement mechanism if it occurs. Therefore, there will be a loss for the
seller, buyer, or both sides for any acts of dishonesty. In this article, we
review technology deployment and develop distribution solutions using
blockchain technology. We use Hyperledger Composer in our system to
protect the rights of merchants and smart contracts to remove any third
party or arbitrator.

Keywords: Cash on delivery · Trust · Transparency · Hyperledger
composer · Smart contracts · Blockchain

1 Introduction

In recent years, shopping online has become trendy on the global market, so that
the consumers are easy to access product information from the seller which is a
wide range of the products on the market, thus saving consumers time. Thereby,
the delivery of goods to the consumer is to highly put concern on. Currently, Cash
on Delivery (COD) is a prominent model which uses to make the transaction
between the shop seller and buyer, neither online shopping nor offline shopping.
The pros of COD is to make sure the transparency of the transaction and the
convenience of the payment methods that is the reason why COD becomes well-
known on the global trade. However, there is another advantage of this model
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is that the consumers might check the parcel before receiving it, and they also
can immediately cancel the transaction if they receive unexpected order.

In fact, everything has two sides of the coin, COD still possesses some short-
comings such as it does not guarantee the rights of the participants involved,
and the system might dependent with the third party which might be express
delivery provider or the arbitrator who impacts cost management and ensures
that parcels are unchanged. Our proposed solution is distributed system based
on blockchain. Blockchain utilizes ordered logs and event to generate traceabil-
ity and auditability functions which utilize to ensure the needed transparency.
First, accountability means the participants must possess the responsibility for
their execution or action in the system. It is likely to avoid the participants
ignore their own action which has already done by themselves. Second the sys-
tem must ensure the reward mechanism for the party to perform well. Otherwise,
the penalty is given to the party that has poorly performance. Auditability is a
tracking events and actions mechanism which is well-known as a way to increase
the security and reliability. Integrity, there is a recording specification time and
event mechanism to avoid anti-counterfeiting. Authentication and authorization
are to ensure that events or actions are performed by appropriate authorized
people [12–16]. Timebound utilizes to ensure that the orders are delivered from
the seller to the buyer within in the certain of time. Off-chain arbitration means
there is an arbitrator will resolve all the disputes that arbitrator assigned to
have the right to access the resources necessary for handling this dispute.

In this paper, we have proposed a solution based on Blockchain to solve
the trust between every participant on the COD system such as seller, buyer
and delivery. The solution is to encourage the issue of trust, the necessity for
third parties and bring transparent benefits to the parties involved. The main
contributions of this paper is to propose a process to protect the interests of
sellers and buyers in the COD model. The contribution of this paper is three-
fold: (i) providing a mechanism to protect all members’ right on e-commerce
system; (ii) incentivizing all the participants to act honestly and fulfill their
obligations without resorting to a trusted third party; and (iii) implementing
the proof of concept by using the smart contract in Hyperledger Composer.

2 Background

2.1 Smart Contract Based on Blockchain

Blockchain is a decentralized database which used to store the information in
a block associated together by coding and extending over time. It is designed
to prevent data from being changed: Once the network has accepted the data,
there is no way to change it. The initialization time is stored in the block infor-
mation and associated with the previous block, along with the time code and
transaction data. It is guaranteed by using a decentralized computing system
with high byzantine fault tolerance. Thanks to these potential functions, the
system helps to eliminate significant consequences when data is altered in the
context of global trade. The critical point of blockchain technology is distributed
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and decentralized. Distributed data networks leverage the power of the partici-
pating computer networks to optimize the tasks which used a huge of resources
under the operation of intermediaries, or the governing party has become faster,
more economical, and more democratic [7]. With the launching of the Blockchain
Ethereum platform [4], it is expected to explore a hundred of the application that
depends on the intermediary unit such as healthcare [6], delivery services [11]. A
smart contract is a digital contract that is written on the Blockchain platform. It
allows automatable operation, and the participant exchanges the virtual proper-
ties, services, stocks in a transparent manner without intermediaries. Because of
this reason, we have applied smart contracts to ensure benefits for participants.

2.2 Ethereum and Hyperledger

Ethereum is developed as same as a permissionless public Blockchain, which the
developers utilize Solidity as a programing language to write the smart contracts
and decentralized applications [5,10]. The development of Ethereum has been
developed independently of any particular application. Any existing programing
language is utilized to build the application which interacts with the Ethereum
Blockchain. In Ethereum, all of the participants possess the right to contribute
the approval of a transaction or data states regardless of who is the owner, the
subject or object of the transaction. The data states or the data order of the
transaction will be stored permanently and might not be changed once it is
recorded. Due to blockchain Ethereum network is generated of members anony-
mously untrusted therefore needs a mechanism to combat fraud mechanisms
known as consensus [3]. Unlike Ethereum, Hyperledger Fabric utilizes different
consensus mechanisms, and it does not base on proof of work derivatives. Hyper-
ledger provides an open-source, and the module is utilized in different cases, and
it is generated independently of any particular application. Fabric mechanism
covers a wide range and entire transaction flow. Moreover, it is an assumption
that node play in different roles and task in the consensus process. It means that
it is opposite with Ethereum when the roles and task of the nodes in consensus
are the same each other. Hyperledger Fabric allows controlling the consensus
in detail and restricted access to the transaction so that it might enhance the
scalability, the performance, and the privacy of the network. It is the reason we
have utilized Fabric in the previous work.

2.3 Hyperledger Composer

As we have known, Hyperledger Composer is a high-level set with APIs and
Tools for modeling, building, integrating, and deployment of the blockchain net-
work, and it might pack and execute on Hyperledger Fabric. For more detail,
Hyperledger Composer is a set of collaboration tools to build blockchain business
networks, which helps the business owner and the developer to simply generate
smart contracts and blockchain applications to solve the business issues. Com-
poser is built by JavaScript, Node.js, NPM, CLI to provide business-focused
abstractions as well as applications to test design processes to generated robust
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blockchain solutions. Composer is a creation pattern tool, user-driven, which
runs on the top of Hyperledger Fabric. It allows easy management of assets
(data stored on the blockchain), participant (identity management or mem-
ber services), transaction (Chaincode, aka Smart Contracts), operate on Assets
on behalf of participants. The application might be exported as a package (a
BNA file), which executes on a Hyperledger, with the support of a Node.js app
(based on Loopback application) and provide the REST interface for the party
application.

2.4 Hyperledger Caliper

Hyperledger Caliper is a blockchain standard tool, and it is a Hyperledger project
hosted by the Linux Foundation. It is used to measure the performance of
the specific blockchain implementation with a predefined set of use cases. The
performance reports, transaction latency, resource usage are generated by the
Hyperledger Caliper so that the other project of Hyperledger might leverage
these resources. Hyperledger Caliper is an open-source contributed by Huawei,
Hyperchain, Oracle, Bitwise, IBM, and Budapest University of Technology and
Economics.

2.5 Hyperledger Composer and Ethereum

Currently, Hyperledger Ecosystem and Ethereum are the two most popular
blockchain platforms, depending on transaction needs and system existed to
have a selection criteria. This paper used Hyperledger Composer to implement
the cash on delivery theory model.

Based on supported features such as privacy, transaction validation, program-
ming language diversity and no-fees transaction, this paper uses the Hyperledger
Composer platform to build smart contracts for cash on delivery mechanismS-
mart contract. Smart contract is a core application that defines the transactional
functions between organizations. Application will invokes the functions defined
within the smart contract to initiate transactions, which will then be stored at
the ledger.

3 Related Work

The Authors1 have utilized Hash code and key. Then, the shipper delivers the
package, which includes the key. The key is entered to authenticate and receive
the package by the buyer when the shipper delivers the destination. Once the
hash code from the buyer is matched with the hash code on the smart contract,
the seller will receive the money from the buyer. This solution is easy to imple-
ment because it only depends on one key. However, this method is inadequate in
that delivered the package to complete without further action with a key before
arriving, and it does not guarantee benefits for the seller also take in an account.
1 https://dappsforbeginners.wordpress.com/tutorials/two-party-contracts/.

https://dappsforbeginners.wordpress.com/tutorials/two-party-contracts/
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There is another solution which is utilized blockchain technology to create a
distributed trade market peer-to-peer. LocalEthereum2 utilized a third party as
a escrow. The buyer and seller agree with the trusted third party that they must
to mortgage money and trust until the end of the transaction. This solution
requires that the participant must trust in the third party, and the cost is higher
due to demanding mortgage money. On the other hand, the seller must mortgage
money with the third party, and the buyer provides direct payment to the seller.
The mortgage is returned to the buyer when the transaction is finished. However,
if a dispute occurs, the participants may allow the localEthereum to act as an
arbitrator. This solution is costly because it uses a third party, and it also requires
trust and honesty but offers convenience in the dispute.

Similar to LocalEthereum is OpenBazaar. It based on a sponsored deposit
and an agreement by the seller and the buyer or the trader, which is known
as a Multisignature escrow3. The sponsored deposit also acts as an operator
when the dispute occurs. So, three participants are joining the transaction, such
as the seller, the buyer, and the trader. The buyer mortgaged the Bitcoin into
the sponsored deposit account. Payments will only be issued to the destination
under the agreement based on the votes of the participants. Two over three of
the votes determine the destination of the payment transfer. This method is not
related to the shipper in the entire transaction. The shipper is trusted without
any incentive to take goods from the seller and deliver it to the buyer out of the
chain. Therefore, shipping is not tracked on the chain.

Hasan and Salah [8] have introduced a delivery process consists of the buyer,
seller, and shipper. If the delivery company would like to deliver the goods, they
must mortgage an amount of money which equals the second time of the valua-
tion of the products, once the goods successfully deliver, the money immediately
return to the participants. If there is a failure, the system resolves disputes base
on the delivery time, so that the system will make decisions without human inter-
vention. Doubling the mortgage money of products not only increases transaction
costs but also prevents fraudulent frauds from avoiding losing money.

The researchers [1] have proposed a mechanism based on Ethereum
Blockchain, which is related to deliver the goods between the buyer and seller.
As their solutions, the shipper plays an essential role in the system. The delivery
process based on two steps: (i) A key and goods are delivered to the buyer, and
(ii) the buyer enters the key to receive the smart contract. [9] Ethe is placed
in the account of the buyer if the key is entered by the buyer, which matches
the key in the smart contract, and the Ether immediately transfers to the seller
after successfully connecting. This solution quickly implements since it depends
on the seller. However, it leads up to the dependence on the trust of the shipper
that they will not leverage the key before handing to the buyer. Therefore, this
solution is not recommended on the COD mechanism.

Krishnamachari et al. [2] proposed the mechanism to make trades with any
asset using digital keys, and these processes do not need a reliable third party.

2 https://blog.localcryptos.com/how-our-escrow-smart-contract-works/.
3 https://www.openbazaar.org/features/.

https://blog.localcryptos.com/how-our-escrow-smart-contract-works/
https://www.openbazaar.org/features/
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Also, the authors describe a double deposit transaction method for the payment
transactions against fraud and delivery between two parties where the trader
can use digital signatures for verification. The seller and the buyer (client) use a
pair of symmetric keys to verify the goods. They use smart contracts to decide
and process the seller and buyer by raising the deposit. But this article has not
analyzed on a shipping issue. If it is a physical product and the sender does not
comply with the commitment, then the system is not resolved.

4 System Architecture

4.1 General Design

Figure 1 illustrates the generic model. Buyer orders item (1). The package data
is generated, such as the detail information of the order and hash code for autho-
rization in the next step (2). The data will be transmitted to the seller (3). After
receiving the order information, the seller establishes bond time with the delivery
enterprise (4). The parcel will be confirmed with the seller by the first-shipper
(5). If the authentication process is successful, the first-shipper will confirm with
the delivery group so that the delivery group deposits an amount of money as
same as the valuation of the order (6). In the next step, the delivery process
will be initiated from the first-shipper to the next-shippers. When the package
is handed over to the next-shipper, they must confirm with the first-shipper and
similarly works sequentially to last-shipper (7). Finally, the last-shipper con-
firms the parcel with the buyer to guarantee that the parcel is matched with the
original order (8) and make the payment (9).

4.2 Scenarios

When the shipper receives the parcel from the seller, if the hash code which the
seller hashes the product does not match with the shipper that is queried by the
ID, then the seller will be responsible for not being delivered. Consequently, the
penalty of the seller will not sell the product. If the hash code which is returned
by the system does not match, the product is not being delivered, and the order
is canceled.

Next is the case of matching hash code, and the order is delivered. While
the order is being delivered, the next shipper will query the hash code based on
the previous ID. The next shipper will not accept the package from the previous
shipper if the system returns failed status. The aforementioned delivery group
is responsible for the shipper who will possess the responsibility to compensate
mortgage money for the seller as same as the penalty of the delivery group when
the order status is changed to cancel.

Finally, the last shipper delivers the parcel to the buyer. It could be opened
when the shipper and buyer are simultaneously there. The shipper will hash the
product which is already retrieved again, if the hash matches with the hash from
the buyer, there are the rewards for all of the group of participants because of
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Fig. 1. General design of our proposed Cash on Delivery Systems.

achieving the intention. The rewards of each participant, such as the seller, sold
their products, the buyer completely buys their desirable item, and the delivery
group delivers the order successfully so that the mortgage money is returned to
the delivery group. On the other hand, the buyer will not accept the parcel if the
hash does not match, and the seller reserves the right to withdraw money from
the mortgage account as compensation if the delivery time exceeds the binding.

4.3 Procedures

Figure 2A illustrates the operating process of the system when the buyer orders
goods. The smart-contract will generate the detail and Hash code of the products
(2) when the buyer orders goods. Besides, the ID of the order is decoded by the
system.

Figure 2B illustrates the settings of the seller before starting the delivery
process. The seller initializes the order (1), time delivery constraint is established
between seller and shipper (2). The seller will create a virtual account, which is
the balance equal to zero for a mortgage.
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Fig. 2. Figure 2A presents procedure 1: a buyer places an order. Figure 2B illustrates
procedure 2: a seller establishes a package before shipping.

Figure 3 describes the process of receiving the order of the first shipper
from the seller. First, the order is decoded by the seller (1) and forward the
hash of the order to the shipper (2). Second, shipper utilizes the ID to query
the original hash from the system (3), the system will compare hash from the
seller with the unique hash, the result will be returned to the shipper (4). After
the comparison process, the delivery company which manages the shipper will
transfer the mortgage money to the virtual account, and this amount of money
will be locked if the two Hashes match each other (5), the shipper will receive
the package and begin the delivery process immediately. In contrast, the status
of the order will be changed to cancel if the two Hashes do not match each other,
and the shipper may reject the order (5.1).

Fig. 3. Procedure 3: the first shipper receives a package from a seller.

Figure 4 Illustrates the transition process in the multi-shipping model. In
this model, the current shipper will provide the ID, order’s hash (1) to the next
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shipper so that they can utilize this ID to query the original hash (2). The system
will compare the original Hash with Hash from the previous shipper. The result
will be returned to the next shipper (3) so that the following shipper whether
receiving the package and forward this package to the last shipper sequentially if
the system notifies successful (4) or the order status is turned to canceled if the
system notifies failed and the next shipper may reject the package (4.1). Thus,
the seller has the right to withdraw the mortgage money (5) if the delivery time
is longer than the commitment time so that they decide either cancel the order
if the hash does not match, or the mortgage money will be transferred to the
virtual account by the shipper if the hash is paired with the original hash and
the money will be locked.

Fig. 4. Fig. 4A presents procedure 4: multi-shipping model. Figure 4B shows procedure
5: the last shipper deliveries goods to a buyer.

Figure 4 illustrates the process of receiving an order of the buyer from the
last shipper. The last shipper has the right to un-box the package when meeting
the buyer, and the last-shipper will generate the final hash after unboxing the
package, which is used to compare with the hash from the buyer (2). The buyer
then makes the payment and confirm finishing transaction if the two hashes
match each other, and the order status change to shipped (4). On the other
hand, the order will be rejected if the two Hashes do not match each other (3.1).

4.4 Algorithms

In Algorithm 1, for each product ordered by a buyer, a seller will initialize
and package the package, then select the appropriate delivery to transport the
package. Next, a shipper of delivery will confirm the shipment with the seller if
the authentication process is successful. Shipper receives the package and delivers
the order; otherwise, if the verification process fails, the shipper refuses to receive
the package. In the process of transporting packages, the shipper carries out
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authentication with each other. If the authentication process is successful, the
shipper will continue to transport packages if the shipper fails to accept the
package. In Algorithm 2, with each product selected by the buyer, the system
encrypts the information and displays the product’s hash code.

In Algorithm 3, for each product in the package, the system will compare
the hash string of the package ID with the ID provided by the previous shipper.
The next shipper will continue to transport the package if the two hash chains
match; otherwise, the next shipper refuses to receive the package. In Algorithm
4, for each product delivered to the buyer, the shipper will eventually encrypt
the product information again and display the product’s hash string. Then the
buyer will compare the generated hash string with the hash string that he/she
hold. If the two hash chains are the same, the buyer receives the goods and
makes payment to the shipper. The seller and shipper get profit. In case the
hash string does not match, the buyer will refuse to receive the package, the
order is canceled, and the seller can take the mortgage on the system.

Algorithm 1: Cash on delivery workflow.
1: for Asset chosen by a buyer do
2: Seller creates a package and chooses a delivery
3: Seller verifies shipper
4: if Verification of the shipper is successful then
5: Transport package
6: if Verification of the buyer is successful then
7: Buyer gets the asset
8: Seller gets money
9: end if

10: else
11: Refuse to give package
12: Cancel delivery
13: Seller gets mortgage money
14: end if
15: end for

Algorithm 2: Data encryption of asset.
1: for Asset to be encrypted do
2: Get asset’s properties
3: Encrypt asset’s properties
4: end for
5: return Encrypted hash
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5 Experiments

The experiments have been conducted in a standard laptop with the following
specifications: Ubuntu 19.10, CPU Intel Core i5 M540 2.53 GHz, 8 GB of RAM.
Table 1 presents the performance and capacity of our proposed smart contract
model. We assess it through 10 rounds, where the number of the transaction
starts from 1000 to 10000. Figure 5, e.g., the left sub-figure, shows the delay
in making smart contract transactions. The number of transactions, in turn,
increased from 1,000 to 10,000. The max latency and avg latency ratios are
proportional to the number of transactions but remain low compared to the
number of transactions performed. The min latency is always maintained at
around 2s. The throughput quantity is stable at 40 to 50 tps. Figure 5, e.g.,
the right sub-figure, shows the system’s ability to execute transactions. The
transactions sent above 90 tps, but the current system’s processing capability is
just below 51 tps. The ability to handle transactions is still limited because of
the system’s specifications.

Table 2 describes the number of resources that the system uses, with 10,000
transactions to be executed. The amount of memory used remains low, with a
maximum of 145.5MB. Besides, the average performance of the CPU only ranges

Algorithm 3: Verification of shipper-shipper.
1: for Asset in package do
2: if Package information matches its ID then
3: Verify successfully
4: Transport the package
5: else
6: Verify failed
7: Cancel package
8: Seller gets mortgage money
9: end if

10: end for

Algorithm 4: Verification of shipper-buyer.
1: for Asset do
2: Generate hash string from the asset’s data
3: if Hash string does not match then
4: Buyer refuses asset
5: Cancel package
6: Seller gets mortgage money
7: else
8: Buyer gets package
9: Seller and shipper get profit

10: Shipper gets mortgage money
11: end if
12: end for
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Table 1. Performance metrics.

Round # Transaction Send rate (tps) Max latency (s) Min latency (s) Avg latency (s) Throughput (tps)

0 1000 93.2 14.31 2.56 12.14 42.6

1 2000 99.1 23.07 2.47 19.42 50.9

2 3000 99.1 32.58 2.47 28.97 50.7

3 4000 98.4 45.88 2.48 41.56 48.0

4 5000 99.2 52.98 2.38 47.60 49.3

5 6000 99.7 62.19 2.67 57.42 50.1

6 7000 99.7 70.58 2.57 64.78 50.2

7 8000 98.1 84.95 2.4 77.56 48.9

8 9000 90.8 117.05 2.40 93.10 45.9

9 10000 99.2 107.59 2.53 94.10 48.3

Fig. 5. Performance metrics: latency (sub-figure on the left), and transaction per sec-
ond (sub-figure on the right).

from 9% to 12%. In general, the max and min memory indicators increase with
time of operation. Traffic in and traffic out increase slightly as the number of
transactions increases. Disc write increases with the system’s storage capacity,
but disc read remains low, up to 1.5MB for 10,000 transactions. CPU usage is
at a low level, maximum from 18.19% to 31.6%, with average CPU processing
speed, ranges from 9% to 11%.

The authors provide the sources codes, instruction of installation, and a
YouTube tutorial on how to install and run experiments. Interesting readers
might refer to our GitHub repository4.

4 https://github.com/Masquerade0127/luan van CoD.

https://github.com/Masquerade0127/luan_van_CoD
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Table 2. Resource consumption.

Round # Trans-

action

Max

memory

(MB)

Avg.

memory

(MB)

Max

CPU

load (%)

Avg.

CPU

load (%)

Traffic in

(MB)

Traffic

out

(MB)

Disc read

(MB)

Disc

Write

(MB)

0 1000 42.7 40.6 18.19 9.91 2.6 2.1 0.06 5.1

1 2000 47.5 45.4 19.41 11.07 5.1 4.3 0.01 10.2

2 3000 54.9 50.9 18.74 11.17 7.8 6.5 0 15

3 4000 63.5 59.1 19.95 10.24 10.3 8.6 0.06 20.2

4 5000 74.8 68.6 19.23 10.57 13.0 11.1 0.03 27.1

5 6000 86.2 80.8 21.66 11.38 15.4 12.9 0.03 30.6

6 7000 98.7 92.4 23.05 11.06 18.1 15.1 0 41.1

7 8000 108.7 102.5 19.37 10.35 20.8 17.6 0.3 40.5

8 9000 125.9 117.8 31.60 10.22 23.1 19.2 1.5 53.5

9 10000 145.5 134.7 22.09 9.69 25.9 21.8 1.5 60.2

6 Conclusion

Trust and transparency in cash on delivery systems raise many concerns and
require practical solutions. We have reviewed and summarized much-related
work for technology deployment and distribution solutions using Blockchain.
We point out that trust is not completed committed by participants. As a result
of miss-trust, the systems depend on a trusted third party or arbitrator to act
as a deposit and keep all the money from the start of the sales process until
the end. To address two un-solved problems, the authors have developed cash
on the delivery mechanism to scrutinize transparency and trust throughout the
process. We have described how it works in multi-parties scenarios where several
shippers can join the chain. The authors have proposed a mechanism to protect
all members’ rights on the e-commerce system. The participants act honestly
and fulfill their obligations without resorting to a trusted third party. Further-
more, we have implemented the proof of concept by using the smart contract in
Hyperledger Composer. Due to its implementation in permitted Blockchain, the
system provides a better decentralization and access control and transparency
mechanism, as well as scrutinizes the trust of the participants. The well-designed
experiments prove that the proposed solution is applicable.
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Abstract. As a network expands over time, the initial attack recovery and pre-
vention measure may suffer from hiccup where Software-Defined Networking
(SDN) controller supply is overwhelmed by traffic demand. The amount of SDN
controller increases as demand increases, yet, the recovery planning is lacking
behind. As such, network recovery reconstruction is advised as it is impractical to
remodel the whole network. Conventional attack-aware placement scheme placed
a number of backup controller (BC) dedicated to a controller at node. This will
cause the network planning cost to surge drastically over time. Heretofore, central-
ized placement of a pool of backup controller is rarely observed in SDNfield. Thus,
we would like to introduce an Attack-Aware Recovery and Expansion controller-
link-switch Cost minimization placement in software defined network (ARE_C)
with the aim of reducing network planning cost while producing a backup con-
troller pool placement for existing SDN. ARE_C is extended from a prior work,
attack-aware recovery controller-switch link cost minimization placement algo-
rithm (ARC) by revolutionizing the technique of selecting and placing backup
controller in a SDN. We suggest the employment of BC concentrated as a pool at
an unused node. The BC pool is readily used as a replacement or to reduce net-
work traffic load in the event where controller malfunction occur due to attack and
failure. Compared to ARC, the ARE_C proved to reduce cost of network planning
in BC and link cost while tackling demand issue due to network expansion.

Keywords: Software-defined network · Controller placement · Recovery ·
Expansion · Attack-aware algorithm

1 Introduction

Software Defined Network (SDN) redefined the backbone network architecture of data
center and telco network integrating a unified and centralized control across multiple
network components. SDN design minimizes the cost for the network planning and
operation when compared to conventional IP network architecture [1, 2]. It is also worth
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notice that SDN is highly scalable to support expansion of network over time as user
demand increases.

In spite of that, SDN architecture faces a lethal security threat that will possibly
cause the network to shutdown partially and eventually escalate to incapacitate whole
network when under DDoS attack [3]. Network forwarding function is the core feature
of a network to allow transmission of data. A single fault or error at the control layer will
soon impact the data layer in directing the flow of the network forwarding which leads to
buffer overflow scenario known as single point failure [4]. Researcher in [4] outlined sev-
eral techniques to counter single point failure in SDN, such as mitigation, detection and
prevention. Detectionmethod usually works in pair withmitigation technique. Detection
methods start off by identifying possible attack and type of attack in prior and utilize
the information to devise an attack mitigation plan. Mitigation method is responsible
to dynamically rerouting network flow to avoid buffer overflow and reducing the load
of controller under attack. Prevention requires planning ahead of attack or failure and
planning for recovery which is conventionally done by placing additional backup con-
troller. A prior work, Attack-aware Recovery Controller-switch link cost minimization
placement algorithm, ARC, was proposed to perform recovery placement in SDN [5]. It
places one or more backup controller at each node with high frequency of attack or fail-
ure. Network expansion problem is excluded from the model and the placement yielded
by ARC is not versatile to adapt to changes in network requirement. Thus, in this article,
a new algorithm, Attack-Aware Recovery and Expansion controller-link-switch Cost
minimization placement in software defined network (ARE_C) is proposed to reduce
the cost of network planning while tackling demand issue due to network expansion.

In Sect. 2, the related work of SDN controller placement is described. Section 3 illus-
trates the proposed algorithmofARE_C. Performance evaluation and results comparison
of ARE-C is presented in Sect. 4. Summary is given in Sect. 5.

2 Related Works

In this section, the related work from the top of the SDN controller placement to down
of the defense mechanism will all be discussed. Algorithm in [6] provides defense
mechanism using real-timemonitoring and generates switch placement for SDN. Similar
to [6, 7] is capable of detecting potential DoS attack on the fly and placing Intrusion
Detection System (IDS) into a network. While both [6] and [7] focused on mitigation
method to counter potential attack, backup controller placement and SDN expansion
issue is excluded from consideration in both model. Meanwhile, [8] pointed out the issue
of network expansion and suggested a technique to overcome the issue by introducing
newnetwork components into existing SDNwith concern of cost reduction.Nonetheless,
the technique does not consider possibility of controller failure and attack. Researcher
in [9] proposed a solution for electric power or data communication network expansion
problem by utilizing SDN architecture and a centralized controller for dynamic rerouting
and network restoration. Network component placement, however, is excluded from the
solution proposed.

With the above shortcoming, it is our objective to introduce an attack-aware recovery
and expansion backup controller placement method (ARE_C) to provide BC placement
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and selection with the intention of minimizing cost of network planning. Moreover,
ARE_C ismodeled to ameliorate recovery placement problem caused by network expan-
sion. ARE_C uses a pool approach to generate array of distinct BC, BC Pool. BC Pool
is placed into network at an unused state that is centralized among nodes that is prone
to attack or failure. This is to remedy an existing SDN with anticipation of attack and
failure by reducing the load of controller which is under attack.

3 Attack-Aware Recovery and Expansion Backup Controller Cost
Minimization Placement Algorithm (ARE_C)

3.1 Description

ARE_C deals with selection and placement problem of BC in SDN. It yields pseudo-
random selections of backup controller and group them in a pool. The fitness of each BC
to be chosen is computed by determining the significance of metrics in each BC over
the aggregated score of all metrics. The list of available BC is then sorted to produce a
negative binomial distribution order of arrangement such that the most suitable BC is
placed somewhere in the list that is near to the head of the list to increase the chance of
being selected. The average of 100 and above pseudo-random generated (seeding with
date time) numbers is acquired to identify the BC to be selected into pool. ARE_C then
proceeds to place the pool of backup controller(s) at an unused node that is relatively
close to nodes with controller that is exposed to potential attack or failure by employing
Adelson-Velsky and Landis (AVL) binary tree.

There are several inputs required to operate this method.

• Controllers of different type with specification on the number of port, processing
power, quantity and cost.

• Switches of varying type with specification on the number of packet and quantity.
• BC of different type with specification on the number of port, processing power,
quantity and cost.

• Individual network node with its ascending identification number start from one.
• Frequency of attack at each node based on application type. Themethodwill generates
more backup controllers in the following scenario:

i) network operationswhich requires high availability such asmilitary, health, banking
and data centre or/and
ii) those nodes which experiencing higher frequency of attack or/and
iii) the changes in demand of processing power caused by expansion of network over
time.

• Link of various types with bandwidth and cost.
• Existing network components placement matrix of controllers, switches, links, and
BC.
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3.2 Notation

• Sets:

1. C = {c1, c2, …}, set of controllers of type c ∈ C that is available to be selected.

– jc, the number of port of a controller of type c ∈ C.
– kc, processing power of a controller of type c ∈ C.
– vc, cost of a controller of type c ∈ C.
– tc, controller quantity of type c ∈ C.

2. R = {c1, c2, …}, combination of controllers of type r ∈ R that is selected from C
to be installed in the SDN with the following property

– jr, the number of port of a controller of type r ∈ R.
– kr, processing power of a controller of type r ∈ R.
– vr, cost of a controller of type r ∈ R.
– tr, controller quantity of type r ∈ R.

3. S = {s1, s2, …}, set of switches to be placed.

– ps, the number of packet of a switch of type s ∈ S.

4. B = {b1, b2, …}, set of backup controllers that is available to be installed.

– jb, the number of port of a controller of type b ∈ B.
– kb, processing power of a controller of type b ∈ B.
– vb, cost of a controller of type b ∈ B.
– tb, controller quantity of type b ∈ B.

5. L= {l1, l2,…}, set of link types that can be used to connect controller to controller,
backup controller to controller, and switches to controller.

– vl, cost of a link of type l ∈ L.
– bl, bandwidth Mbps of a link of type l ∈ L.

6. N = {1, 2, …}, set of network nodes that can be installed with a controller.

– i, index of a node where i ∈ N.
– fi, frequency of attack or failure at node i where i ∈ N according to application

requirement.

7. M, set of end nodes that mirror the set of nodes N and can be connected to a
connector node in N to form a matrix of connection.
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• Constant:

1. Dab = Range between two points ‘a’ to ‘b’. It’s the distance between either two
controllersDNM , switch to controllerDSC or backup controller to controllerDBC .

• Decision variables:

1. Tci = 1, if a controller of type c ∈ C is installed to node i ∈ N, else 0.
2. Tbi = 1, if a backup controller of type b ∈ B is installed to node i ∈ N, else 0.
3. Zl

si = 1, if a link of type l ∈ L is connected between switches of type s ∈ S and
controller installed at node i ∈ N, else 0.

4. Rl
bi = 1, if a link of type l ∈ L is connected between backup controller of type b

∈ B and controller installed at node i ∈ N, else 0.
5. Rl

ih = 1, if a controller location i ∈ N is connected to controller location h ∈ M
where h �= i with a link of type l ∈ L, else 0.

3.3 Formulation of ARE_C

Cost of network planning is denoted as objective function fv. The objective function fv
is defined by summation of the cost of selected controller, fC , backup controller, fB, link
for connection of controller to switch, fLS , link for connection of backup controller to
controller, fLB, and link for connection of controller to controller at different nodes, fLC .

• Cost of all controller placed into network.

fC =
|C|∑

c=1

vc × Tci ∀i ∈ N (1)

• Cost of all BC placed into network.

fB =
|B|∑

b=1

vb × Tbi ∀i ∈ N (2)

• Cost of link used for connection of controller to switch.

fLS =
|L|∑

l=1

vl × Zl
si × DSC ∀i ∈ N ,∀s ∈ S (3)

• Cost of link used for connection of BC to controller.

fLB =
|L|∑

l=1

vl × Rl
bi × DBC ∀i ∈ N ,∀b ∈ B (4)

• Cost of link used for connection of controller to controller at different nodes.

fLC =
|L|∑

l=1

vl × Rl
ih × DNM ∀i ∈ N , ∀h ∈ M (5)
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• Existing network components placement matrix of controllers, switches, links, and
BC.

minimize fv = fC + fB + fLS + fLB + fLC (6)

The objective of ARE_C is to minimize the objective function value and subject to
the following constraints:

• Ensure that the number of controller placed is n.

|C|∑

c=1

|N |∑

i=1

Tci = n (7)

where Tci ∈{0, 1}, 1 when there is a controller placed in node i, and otherwise 0.
• Ensure that each switch is only connected to one and only one controller.

|N |∑

i=1

Zl
si ≤ 1 ∀s ∈ S,∀l ∈ L. (8)

where ZL
SN ∈ {0, 1}, 1 if there is a switch connected to a controller in node i for switch

s, and otherwise 0.
• Ensure that each switch is connected to a node that has a controller installed in it.

|N |∑

i=1

Zl
si ≤ Tci

∀s ∈ S,∀l ∈ L,∀c ∈ C. (9)

• Ensure that the total processing power of all BC in pool equals to larger than or equal
to the sum of processing power of controller at nodes that has frequency of attack fi

> 0.

|B|∑

b=1

Tbi ∗ kb ≥
|C|∑

c=1

Tci ∗ kc ∀i ∈ N (10)

where Tbi ∈ {0, 1, 3, …, n}, n > 0 when there is a backup controller pool placed in
node i, and otherwise 0.

• Ensure only one link is used for each connection.

|L|∑

l=1

|S|∑

s=1

|N |∑

i=1

Zl
si = |S| (11)

|L|∑

l=1

|N |∑

i=1

|B|∑

b=1

Rl
bi =

|N |∑

i=1

|B|∑

b=1

Tbi (12)
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|L|∑

l=1

|N |∑

i=1

|N |∑

h=1

Rl
ih =

n∑

i=1

(n − i) (13)

where Zl
si ∈ {0, 1}, 1 if there is a switch connected to a controller in node i for switch

s, and otherwise 0. Rl
bi ∈ {0, 1}, 1 if there is a backup controller connected to a node

with controller in node i, and otherwise 0. RL
ih ∈ {0, 1}, 1 if there is a node with

controller connected to another node with controller in node i and j, and otherwise 0.

3.4 Algorithm

Processing power and the number of port required by all controllers at node that is prone
to attack or failure is calculated in Step 1 as shown in Fig. 1. Step 2 to 9 is a generalization
of multiple-objectives genetic algorithm. Sum of fitness score of BC is generated in Step
2. Step 3 calculates the fitness score of each available BC using weighted sum fitness
function. BC list is sorted in Step 4 in apropos to the positively skewedNegativeBinomial
Distribution (NBD) where the fittest backup controller is distributed at right end of BC
list till left end region which is close to center of BC list. Next, Step 5 to 9 is a loop to
iteratively use the mean of 100 pseudo-random generated number which value is lesser
but close to 0.5 to select BC based on their fitness score into a pool. In Step 10, all
available nodes in the network is appended into an AVL binary tree. In step 11 shown in
Fig. 1, the occupied and used nodes are removed from the AVL binary tree iteratively.
The root node of the AVL binary tree is selected as the node to host the BC pool. AVL
binary tree is utilized to identify a node that is unused and centralized between all nodes
that are prone to attack or failure. As such, the BC pool is placed at the selected node
and connected to all affected nodes. It is worth notice that the connections between all
affected nodes are removed and replaced by direct linking to BC pool. This technique
will reduce number of link used as the size of network increases. Link with sufficient
bandwidth and cost is selected to connect the backup controller pool node to controller
at the affected node.

Finally, matrices of controller-to-node connection, Tci, backup controller-to-node
connection, Tbi, switch-to-node connection, Zl

si, link used for backup controller-to-node
connection, Rl

bi, link used for node-to-node connection, R
l
ih, and the cost of all network

components, fv are produced as an output from the algorithm. Active connection is
indicated as positive (1) in the matrices, otherwise negative (0).

A case of single BC placement is pictured in Fig. 2 while normal BC pool placement
case is demonstrated in Fig. 3.
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Fig. 1. ARE_C algorithm
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Fig. 1. (continued)

Fig. 2. Single BC placement case from ARE_C method

4 Simulation Result and Analysis

Multiple tests were conducted but only five most representative test cases of different
characteristics are selected to demonstrate the effectiveness of the proposed scheme on
a computer with Intel Core i7-4720HQ CPU at 2.60 GHz and 16 GB RAM running
Windows 10 operating system. Table 1 tabulated all the summarized information of test
cases. Test case 1 and 2 are SDN outputted from ARC method [5] in prior work. The
remaining is derived from real world scenario.
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Fig. 3. BC pool placement from ARE_C method

Table 1. Difference among input

Difference Test case

1 2 3 4 5

|B| 190 75 190 190 280

Objective function value, fv 64451.75 43350.75 43452.75 18850.75 324507.75

Network grid, g = |N | × |N | 9 × 9 9 × 9 15 × 15 15 × 15 100 × 100

Cost of backup controller 20500.00 9200.00 24400.00 4600.00 162200.00

Total processing power of controller
at node affected by attack or failure

47000 8000 32000 16000 99000

Total processing power of backup
controller

85000 18500 54500 8000 360000

Total cost of link 1451.75 1650.75 1052.75 750.75 16307.75

Statistics fromFig. 4 demonstrated the consistency ofARE_Cmethod to yield recov-
ery placement with lowest cost (with slight deviation) in all test cases with test size of
1000 without compromising on metrics such as processing power and number of port.

For complexity analysis of ARE_C, the runtime analysis provided in Fig. 5, ARE_C
logically has the best case of O(n) and is bounded to worst case of O(n log n) due to the
employment of AVL binary tree data type. The test is conducted using test case 1 from
Table 1 and repeated it for a number of times, n to observe the performance of ARE_C.

The simulation result of ARE_C on the five test cases is outlined in Table 2. Total
processing power of controller at node affected by attack or failure is a constant variable
as ARE_C does not meddle with the placement of controllers and switches in a network.

Test case 5 peaked the rank with 100 by 100 network grid which increases the
complexity of ARE_C by introducing more choices. Test case 1, 2, 3, and 5 have their
total processing power of BC exceeded the total processing power of controllers at nodes
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affected. As a result, wastage in processing power and cost is presented. Contrariwise,
test case 4 supply is insufficient to support the demand Test Case 1 and 5 have higher
demand and, therefore, requiremoreBC in general. Thus, theBCselectionwill consumes
longer time.

Table 2 portrayed the potency of ARE_C with enhancement of placing a pool of
backup controller to a SDN based on the frequency of attack or failure at node according
to application requirement.ARE_C is fedwith unenhancedSDN to generate an enhanced
version of SDN.

Meanwhile, comparison of original network and enhanced network using ARE_C
for all test cases is portrayed in Fig. 6. The results between original SDN and ARE_C
enhanced SDN is compared with metrics such as objective function value, total cost of
backup controller, average total processing power of backup controller, and average total
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Table 2. ARE_C simulation result

Difference Test case

1 2 3 4 5

Objective function value, fv 71851 39650 37451 23650 223502

Cost of backup controller 28500 5500 19000 9500 64000

Total processing power of controller at node
affected by attack or failure

47000 8000 32000 16000 99000

Total processing power of backup controller 48000 9000 32000 16000 112000

Total cost of link 851.00 1650.00 451 650 13502

cost of link. It is obvious that ARE_C enhanced SDN has lower cost for dedicated for
link, and in some cases, lower objective function value. Another important improvement
is the overall difference between total processing power of controller at node affected by
attack or failure and total processing power of backup controller is lesser after enhanced
by ARE_C. This shows that the processing power of backup controller pool is just
enough to handle the load of affected node without too much of wastage.

Fig. 6. Comparison of original SDN and ARE_C enhanced SDN

5 Conclusion

In this article, an attack-aware recovery placement scheme with objective of minimiz-
ing cost named as ARE_C is proposed to address recovery placement under network
expansion for existing SDN. The proposed scheme is tested in five different test cases
ranging from simple to very complex network configurations. The result demonstrates
that the proposed ARE_C scheme achieved cost reduction while tackling with recovery
placement problem introduced by network expansion in existing SDN. In conclusion,
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ARE_C is characterized by its agile and generic nature for being capable to solve prob-
lem of different sizes and inputs. In conclusion, ARE_C can be deemed as a noteworthy
preventive approach for cost reduction and recovery placement for existing SDN on the
run.
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Abstract. Federated learning becomes popular for it can train an excel-
lent performance global model without exposing clients’ privacy. How-
ever, most FL applications failed to consider there exists fake local
trained models returned from attackers or dishonest users. Not only
would the fake parameters be harmful to the convergence of the global
model but also be wasting of other users’ computational resources. In this
paper, we propose a framework to grade the users’ credit score based on
the performances of the returned local models on the testing dataset.
We also consider historical data using the exponential moving average
to give a relatively higher weight for the most recent testing results. The
experiments show that our system can efficiently and effectively find out
the fake local models and then speed up the convergence of the global
model.

Keywords: Federated learning · Fake model · Exponential moving
average · Weighted federated averaging

1 Introduction

Recently, wild-distributed machine learning applications convenience people’s
daily life in plenty of aspects. However, most of these applications require col-
lecting users’ data from multiple kinds of IoT devices into the data center [1],
which inevitably increases the chance to touch clients’ private data [2]. Collect-
ing users’ data to the central server will cause a privacy leak. There’s no denying
that a large number of researches provide plenty of algorithms to protect users’
privacy in a variety of aspects. It’s generally recognized that clients’ privacy is a
significant problem since the data privacy-related laws are published or prepar-
ing [3]. For instance, the European data protection rules, designed by EU data
Protection Regulation, begun to take effect on May 25, 2018 [4]. On the other
c© Springer Nature Switzerland AG 2021
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hand, people now have the right to decline the related data-usage statistic agree-
ment directly when they are using the associated applications. These restrictions
and changes, in turn, require the traditional machine learning to find out a novel
training process to obtain a well-trained model. Nothing is more important than
the fact that keep the data under users’ supervision [5].

In 2016, Federated Learning (FL) [6] provided an innovative way to train
the model by distributing the model to the clients’ devices and avoid the server
directly collecting data into the data center. Federated Averaging (FedAvg) is
one popular tool in FL [6]. The Fig. 1 shows the structure of FedAvg. Mainly, a
server randomly picks up several participants from available devices and shares a
global model with them. Those selected devices locally train the received model
and then return it to the server. The server then aggregates the returned local
models together. Then it will iterates the procedure many times till the shared
model becomes convergence.

Fig. 1. FedAvg structure.

Most FL applications assume that the selected devices are honest and aggre-
gate the returned models without detecting the attackers or dishonest clients.
However, in some FL applications, the fake local model has brought much harm
in aggregating the demand of the shared model. First, it slows down the conver-
gence of the global model, which wastes a large number of computing resources
and communication time. Second, it acts as noisy that reduce the accuracy of
the global model.

To deal with this problem, we design a system to evaluate each user’s credit to
detect the attackers or dishonest devices. The difficulty lies in how to effectively
pick up those give the noisy to our model without treat the honest to the bad one.
In this paper, we prepare a test dataset to verify every returned local model, give
a weight based on the testing accuracy and then apply a time series averaging
method to give weight to each user to merge into the global model. The natural
idea comes from finding out the poor performance returned local models through
a testing procedure. Although it seems add extra steps and in turn cost extra
time, the whole procedure will definitely boost the convergence of the global
model due to the high demand of the communication cost. Our experiments
show the difference in details. It can be said with certainty that out method can
not only speedup the convergence of the model but also reduce the affect from
the attackers or dishonest devices. Our main contribution are as follows:
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– We design a evaluation system to compute user’s credit to detect the dishonest
devices. The dishonest devices with poor performance will not participate the
aggregation of the global model.

– We designed a new strategy that consider the historical performances from
each round as time series and use Exponential Moving Averages (EMA) to
calculate devices’ weights.

– We can also detect normal users but with special events happened such as
offline suddenly, device power off, etc. The strategy can skip these users at
current stage but re-consider them after several rounds if they turn into nor-
mal condition.

2 Related Work

The privacy preservation is more important than ever before because of the mas-
sive data generated from Social Networks [7], IoT [8], Smart City [9], Industry
4.0 [10], etc. To preserve privacy in AI training, the concept of FL was first
introduced in [6]. It can train the global model without leak the users’ privacy.
The server selects users as participants to distribute the shared model to the IoT
devices. The participants use their raw data to train the model and return the
model to the server. The users’ raw data keep on their own devices. The server
will aggregate the returned models, and then the server repeats the procedure
many times until the model become stable. This strategy gives research organi-
zations and industries a novel solution to train a model without touching users’
raw data, which in turn protects users’ privacy.

There are some sophisticated federated learning methods published recently.
In [11], Zhu and Jin provide a multi-objective evolutionary algorithm to reduce
the communication time. Meanwhile, the global model can be trained efficiently,
especially in a scalable environment, by encoding the network connectivity. The
methods from reinforcement learning under federated learning also offered effec-
tive solutions under federated settings [12,13]. In [14], Smith et al. provide a
multi-task based federated learning method. The theory deals with high com-
munication cost and fault tolerance under federated settings. In [15], Kang et
al. give reliable federated learning on mobile networks. They use consortium
blockchain techniques to manage the users’ reputation. The simulations show
that their method can improve the reliability of the global model [15]. However,
we consider that the users’ resources are valuable and we prefer to consume
more energy from the server instead of users’, we provide a credit score grading
framework to distribute the weights to users then further reduce the negative
influence from the dishonest users.

3 Algorithm Design

In this section, we first present a quick review of the Federated Averaging
(FedAvg) [6], then give details of our framework.
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3.1 Background: Federated Averaging

In FedAvg settings, there is a center server that selects ua devices in each stage
from u devices [6]. At each stage, the server distributes the shared model wt to
those selected devices. Every device trains the received global model separately
with the same parameter settings, such as the same local epochs, the same
learning rate eta [6]. Once the local model training is completed, it sends back
the model to the server at once.

The server aggregates the local models when it receives all selected devices’
return as follows [6]:

wt+1 =
Ua∑

i=1

piw
i
t+1, (1)

where pi is [6]:

pi =
Ni

N
, (2)

Ni represents the data sizes in ith device, N is samples size and
∑

i pi = 1 [16].
The objective of FedAvg is [6] :

minwf(w) =
U∑

i=1

piFi(w), (3)

where Fi is average loss of the prediction on ith device and is calculated by [6]

Fi(w) =
1
Ni

∑

j∈Ni

�(j;w), (4)

where the �(j;w) is the loss of the prediction on the sample j with parameters
w.

3.2 Overview: Self-weighted Federated Averaging

We design a credit score grading system to evaluate users’ reliability and then
give different weights to users. Instead of randomly choosing devices in each
round and then treating them equally without checking out the negative influ-
ences from some unusual users, we evaluate the returned models at each round
and then give the weights based on the performance.

Figure 2 shows the structure of our framework. We first select users from
the available users with equal opportunity and send the global model. After all,
devices have finished the training, before averaging the returned gradients, we
run the local models on a test dataset and use the testing accuracy to evaluate
the models’ performance. Moreover, we use the exponential moving average [17]
method to compute the score for users. The global model can then be aggregated
and updated according to the credit score. The procedure repeats many times
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until the global model’s performance is stable. Our objective is minimizing the
summation of prediction losses from all devices with corresponding weight:

minwf(w) =
U∑

i=1

WipiFi(w), (5)

where Wi stands for the computed credit score ith device.

Fig. 2. Algorithm framework

3.3 The Grading System Designing

We design this grading system to calculate the weights for each client by evalu-
ating their overall performance. The system considers the current users’ testing
accuracy and uses a time series method to obtain a relatively balanced weight for
every user. Mainly, there are two stages to compute the score for each selected
client in our proposed grading system. The first part tests the returned local
model’s performance on the testing dataset, and the second part is maintaining
and updating a global matrix to grading the credit score to each user.

Testing Accuracy as Grading Factor. Every round, a specific number of
devices will be randomly selected to participate in training and then return the
locally trained model to the server. Before sending the local model to the server
for aggregating demand, we first apply the returned models to a testing dataset.
The performance is evaluated by the testing accuracy directly. Generally, those
returned fake models cannot achieve satisfying testing results.

Historical Scores as Round Series Data. However, directly using the cur-
rent testing results as the weight to mark a user as dishonest is not accurate
since some normal users may return a ’fake’ model occasionally due to the bad
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connection, the complex communication condition. To avoid this, we consider
the historical testing results from previous rounds to grade the credit score.

We maintain a grading matrix G storing the testing results. Each row stores
each users’ performance, and each column indicates each round. The element in
this matrix is git, which is the testing accuracy tested by the local model trained
on ith device at rth round. After we get the latest testing accuracy, we calculate
an overall credit score for each client with it along with their historical data by
using the exponential moving average (EMA) [17]. It is worth pointing out that
our data is round series, which can be considered as time series if we mark each
round as a time point.

Exponential Moving Average is one of the most popular techniques to deal
with time-series data. Unlike moving average treat every data point equally, the
EMA method gives a higher weight to recent observations than the older one. It
is computed by [17]:

Wit = αgit + (1 − α)Wi(t−1), (6)

where Wit means the computed weight of ith device at rth round, git is the
testing accuracy for ith device at rth round and the Wit−1 is previous round’s
weight. By default, we set the alpha to 0.9 to reach the purpose of giving rel-
atively higher weight to the most recent points. Wi0 could be initialized by
computing gi0. We mitigate the recent older results from exponential computing
and give relatively more weight to last weights. This formula gives us a flexible
solution to detect unusual users. The regular users with special events happened
may be marked as dishonest at the current stage, but they can be re-participate
the training when they have a reasonable performance again. In other words,
the past data are not that important for the latest weight. For dishonest users,
they are still be blocked if recent performances are still weak. The most recent
data is more heavily weighted. The pseudo-code is shown in Algorithm 1.

4 Experiments

In this section, we present the details of the federated settings and the experiment
results. The experiments are completed in Python 3.7, and deployed on a server
with Intel I9-9820× 3.30 GHZ 64 GB CPU, GeForce RTX 2080 Ti GPU, 32G
memory, and Ubuntu 18.04 OS.

4.1 Data Source

We select two ground-truth datasets, MNIST and CIFAR-10, to evaluate the
difference between the FedAvg and our proposed framework. The MNIST
dataset [18] is a handwritten digits dataset where images are classified into
10 classes. The dataset consists of 60, 000 training images and 10, 000 test
images [18]. The last image dataset, CIFAR-10, contains a smaller size than
the previous two, with 50, 000 images for training and 10, 000 images for testing.
The images are in 32 × 32 pixel intensities [19].
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Algorithm 1. Grading Score Algorithm

Input: wt+d, H, N
Output: to do

1: Server executes:
2: t ← 0;
3: initialize w0, G;
4: for t = 0,..,T -1
5: St ← (indices of ua randomly selected clients from n)
6: server send wt to r selected clients;
7: for i in St

8: wi
t+1 ← (client locally train wt );

9: gie ← (testing accuracy from the wi
t+1);

10: Update G;
11: Wit ← αgit + (1 − α)Wit−1

12: wt+1 ← ∑St
i Wit

ni
n

wi
t+1;

4.2 Experiments Setup

We compare our framework with FedAvg in a particular environment that there
are dishonest users. For the simulation, we have two kinds of users. The first
type of user is the regular user, and the second one is the dishonest user. We
select five dishonest among a total of 100 users as fraudulent users. All dishonest
users have a 5 percent opportunity to be selected each round in our experiments.

According to [6], we set similar parameters of the Convolutional neural net-
work (CNN) in our federated settings. We set the total round E to 100, the ε to
0.5. We distribute the images to 100 users, and we randomly select ten users as
a dishonest user. At each round, we intentionally choose one untrustworthy user
who will return the fake model to the server.

4.3 Experiments Results

To illustrate our experiments’ results, we first evaluate the effectiveness of our
framework and then show its efficiency compared to FedAvg in a particular
simulation environment.

Effectiveness. In Fig. 3, we show the detected dishonest users for the MNIST.
The x-axis is the IDs of returned local models, and the y-axis is the testing
accuracy of the corresponding local model before aggregation. The commons
users are marked as green dots, and the detected unusual user is red ‘x’. It
verifies our assumption that the unusual user can be effectively detected based
on the testing results.

Following the procedures introduced in the previous section, different weights
will be given to the returned models, and then be merged and calculated with
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Fig. 3. MNIST testing accuracy at round 100 (Color figure online)

historical weights together. The global model then is aggregated based on the
latest moving averages rank. Table 1 shows the final global model testing accu-
racies. The higher accuracy is in bold. We can see that our framework has higher
final accuracies at round 100 than the FedAvg’s under our simulation that there
is one dishonest user per round.

Table 1. The final global model testing accuracies at around 100.

Data set Testing accuracy

FedAvg Credit-based FedAvg

MNIST 0.91 0.95

CIFAR-10 0.19 0.49

Efficiency. The Fig. 4 shows the training loss from the two benchmarks. The
x-axis indicates which round and the y-axis is the corresponding training loss.
For all two datasets, we can see that our credit-based FedAvg curves become
stabilized earlier than FedAvg, and the training loss are higher than the FedAvg
curve. For dataset MNIST, compared with FedAvg, our credit-based FedAvg
curve stops fluctuating around round 58, and for CIFAR-10, it is around 73.
However, for all two datasets, the FedAvg curves are all still fluctuating. Thus,
the figures lead us to the conclusion that our framework efficiently trains the
global model.
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(a) MNIST (b) CIFAR-10

Fig. 4. Training loss with E = 100

5 Conclusion

The global model’s performance could be affected by dishonest users or attackers
who returned the fake local trained models to the server. We design and imple-
ment a credit score grading system to give users dynamic weights to mitigate
the influences from the fake local models before the server aggregates the global
model. We test the returned local models on the testing dataset and then use the
exponential moving average method to calculate the latest users’ weight. The
simulations on two ground truth datasets, MNIST and Cifar-10, show that our
new system can effectively detect the dishonest user. The global model trained
in our framework can achieve convergence effectively and efficiently.
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Abstract. In the coming period of Internet of Things (IoT), user
authentication is one important and essential security mechanism to pro-
tect assets from unauthorized access. Textual passwords are the most
widely adopted authentication method, but have well-known limitations
in the aspects of both security and usability. As an alternative, bio-
metric authentication has attracted much attention, which can verify
users based on their biometric features. With the fast development of
EEG (electro-encephalography) sensors in current headsets and personal
devices, user authentication based on brainwaves becomes feasible. Due
to its potential adoption, there is an increasing need to secure such emerg-
ing authentication method. In this work, we focus on a brainwave-based
computer-screen unlock mechanism, which can validate users based on
their brainwave signals when seeing different images. Then, we analyze
the security of such brainwave-based scheme and identify a kind of reac-
tion spoofing attack where an attacker can try to imitate the mental
reaction (either familiar or unfamiliar) of a legitimate user. In the user
study, we show the feasibility and viability of such attack.

Keywords: EEG · Biometric authentication · Brainwave-based
unlock · Biometric security · Reaction spoofing attack

1 Introduction

The Internet of Things (IoT) is developing speedily and steadily, which allows
various Internet-enabled devices and equipment to be connected with each
other [30]. The Gartner report [9] predicted that the market of enterprise and
automotive IoT will grow by around 21% and reach 5.8 billion endpoints by the
end of 2020, compared with 2019. With so many endpoint devices, user authenti-
cation becomes a necessary and important security mechanism to protect assets
from unauthorized access.

The traditional user authentication scheme is mainly based on either tex-
tual passwords or hardware tokens (e.g., smart cards, keys), which requires
c© Springer Nature Switzerland AG 2021
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interrupting users to obtain their credentials. The system permits their access by
successfully verifying their credentials. Password-based systems are still popular
and widely used nowadays due to the simplicity and efficiency. However, such
kind of authentication scheme may not be considered as user-friendly and secure
enough in practice [7]. For example, a password-based system relies heavily on
the complexity of the password. That is, the more complex or longer the pass-
word, the more secure the system. While due to both the long-term memory
limitation [39] and the multiple password interference issue [24], users are often
difficult to remember such complex (or random) strings. In this case, users may
choose simple passwords instead, which greatly degrade the system security.

To complement the traditional password-based authentication, biometric
authentication receives much more attention, which relies on the uniqueness
of human’s biological characteristics for authentication [21], such as face, hand,
retina, fingerprint and so on. As compared with the traditional authentication
scheme, the early adoption rate of biometric authentication is not high mainly
due to the limitation of sensor accuracy and cost. With the recent advancement
of technologies, sensors have become smaller, more accurate and more afford-
able. Biometrics as an authentication token are being considered in the market,
i.e., many operating systems and platforms provide native support. For exam-
ple, Microsoft introduces Windows Hello, an authentication method that allows
users to take their fingerprints or face images as their credentials, and log into
the system [11]. Google’s Android platform provides the support for developers
to combine their scheme with biometric authentication [12], and Apple’s iOS
platform also provides a similar library to support this [13].

More specifically, biometric authentication can be typically classified as either
physiological authentication or behavioral authentication [21]. The former is
based on the physical features for user authentication, like face, fingerprint,
iris, palmprint, but the main limitation is that these features are constrained
resources and cannot be changed. Table 1 shows some popular physiological fea-
tures. If we considered each characteristic as a single set of passwords, we have
a set of non-renewable passwords no greater than the number of 15.

Table 1. Utilizable sets of token of popular physiological authentication.

Biometrics method Attributes

Counts

Face 1

Fingerprints 10

Iris 2

Palmprints 2

With the advancement in bio-sensor technologies, brainwave research based
on EEG (electro-encephalography) becomes very popular in recent years. Brain-
wave, a kind of complicated signal of the active brain, represents every single
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action or intent humans make. It gives a possibility to investigate the connection
between specific brainwaves and actions. The Brain-Computer Interfaces (BCI)
have been applied in some certain domains like healthcare [38] and security [8].
For brainwave-based authentication, EEG sensors can capture the brainwave
signals and the system can verify the signal patterns for user authentication. For
instance, Marcel and Millan [20] focused on user identification using brainwaves
and introduced a statistical framework based on Gaussian mixture models and
a posteriori model adaptation. Chuang et al. [6] studied the brainwave authen-
tication and achieved an error rate of around 1% by setting a threshold for each
user when they complete custom tasks.

Contributions. In practical usage, brainwave-based authentication also suffers
from some challenges. One is that the authentication accuracy may be fluctuant
due to high signal similarity of users [20]. While this issue can be mitigated when
users perform a particular task. Then Becker et al. [2] tried to identify security
issues of brainwave-based authentication by designing a comprehensive frame-
work, but their work did not introduce any findings. With the increasing pop-
ularity of brainwave-based authentication, its security receives more attention.
Motivated by this issue, the purpose of our work is to investigate the security of
a particular brainwave-based authentication method, namely brainwave-based
screen unlock. The contributions can be summarized as below.

– We advocate that the accuracy of brainwave-based authentication can be
enhanced by giving users a particular task, and introduce a brainwave-based
computer-screen unlock mechanism that can validate users based on their
mental reaction to the displayed image.

– We then analyze such brainwave-based mechanism and introduce a kind of
attack called reaction spoofing attack, where an attacker is able to unlock the
screen by imitating the reaction of a legitimate user.

– In our user study with 37 participants, the results demonstrate the feasibility
and viability of reaction spoofing attack.

The remaining parts of this paper are organized as follows. In Sect. 2, we
review some related research studies about brainwave-based user authentica-
tion and screen unlock schemes. Section 3 describes the brainwave-based screen
unlock mechanism and introduces our identified attack. Section 4 describes our
experimental settings, analyzes the study results and discusses some challenges.
We conclude our work in Sect. 5.

2 Related Work

2.1 Brainwave and User Authentication

The human brain is the complex and central organ of the human nervous system,
which contains billions of nerve cells (namely neurons). Emotions and behaviours
are the communication between neurons in the brain. Generally, the brain can
include three major parts: the cerebrum, the brainstem and the cerebellum. The
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cerebrum is the largest part of the human brain, which connects the brainstem
and the spinal cord.

Brainwaves are believed to be generated through synchronised electrical
pulses from neurons. Our brainwaves can change according to our activities and
feelings. People would feel tired when slower brainwaves are dominant, while the
higher brainwaves would make people wired. Currently, we can capture brain-
wave signals using various headset-like devices. For instance, users can mount
brainwave-sensing headset like Neurosky [32] and meditation made headband
like Muse [29]. Some studies have shown that a computer system was able to
identify a person’s “brainprint” with nearly 100% accuracy [36]. Motivated by
this trend, many research studies started focusing on applying brainwaves for
user authentication.

As we know, traditional authentication schemes like password-based authen-
tication often require interrupting or prompting the user to manually input or
provide credentials, which may require more external equipment hooked on the
device. Instead, the use of brainwaves does not need any physical interactions
that can provide a transparent authentication process. As compared with some
biometrics like fingerprint, brainwave signals are believed to be more difficult to
copy and replay [2]. Moreover, brainwaves can be changed and revoked based on
the authentication methods. For example, a person’s brainwave signals can be
different under particular tasks [41].

In addition, the traditional authentication scheme only checks the legitimacy
of a user at the moment of user login. After that, the system would not require
further authentication. Hence the scheme can only protect the system at the
moment of login, but cannot secure the system during the whole session. Similar
to some other biometrics like keystroke dynamics [26] and touch dynamics [25],
brainwaves can provide a continuous authentication process as well. The system
can keep checking the brainwave signals during the whole session.

2.2 Brainwave-Based Authentication

Similar to other biometrics, machine learning is an important tool for classify-
ing brainwave signals. Many algorithms have been studied in EEG classification
like kNN [40], Neural Network [4] and SVM [35]. For instance, Liew et al. [17]
focused on EEG signals and explored the use of Fuzzy-Rough Nearest Neighbour
(FRNN) classifier for EEG authentication. They extracted visual evoked poten-
tials (VEPs) brainwaves data from the lateral and midline electrodes to elicit
training and testing datasets. Based on the features like mean, cross-correlation
and coherence, their algorithm could achieve an authentication rate of around
90%. To handle the issue of limited training data, they further introduced an
Incremental Fuzzy-Rough Nearest Neighbour (IncFRNN) algorithm to reform
the personalized knowledge granules via insertion and deletion of a participating
object [18]. The algorithm of IncFRNN could reach an accuracy rate of around
96%, based on the similarity measures and predefined window size.

Marcel and Millan [20] used a statistical framework for personal EEG authen-
tication based on Gaussian mixture models. By considering participants’ reac-
tions towards imagination movements and words consideration, their method
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could achieve an authentication rate of 93%. Tran et al. [35] focused on EEG
data and introduced an SVM binary classification method to improve the perfor-
mance of the minority class in imbalanced datasets. By exploring participants’
reactions towards the motor imagery of hand, foot and tongue, their improved
SVM could reach an accuracy rate of 96.10%. Chiu et al. [5] also focused on
studying the link between experienced events and brainwave reaction, and estab-
lished an authentication system based on such reactions. With an SVM classifier
and 20 participants, their system could achieve an accuracy rate of almost 100%,
which validated the results in [36].

Zhou et al. [41] explored the feasibility of extracting long-term memory abil-
ity from users’ brainwaves and identified the bio-features in the brainwaves. In
their settings, their SVM classifier could reach an authentication rate of 90%.
Pham et al [33] advocated that EEG could enhance the existing authentication
mechanisms, and introduced an approach of using EEG to authenticate users in
a multilevel security systems. Users need to conduct motor imagery tasks while
their EEG signals would be tested for authentication. Based on the Graz datasets
2008, their method could provide an accuracy rate of around 90%. They further
introduced an algorithm of The Small Sphere Two Large Margins Support Vec-
tor Data Description (SS2LM-SVDD), in order to build an optimal hyper-sphere
in feature space [34]. They then designed an improved multilevel security system
by combining mental tasks, age and gender information, which could reach an
accuracy rate of around 97%.

Altahat et al. [1] tried to identify the factors that may affect the robustness of
EEG-based authentication. They explored some factors such as the enhancement
threshold value, EEG frequency rhythms, mental task and the person identity
on the selected EEG channels. Their results demonstrated that the idle men-
tal task may provide the highest accuracy rates as compared with other mental
tasks in the settings. They also showed that the combined frequency rhythms
could provide better authentication performance than using a single rhythm.
Wang et al. [37] then proposed a multi-modal biometrics system that can con-
tinuously verify the identity of current user by considering both face images and
Electroencephalography (EEG) signals. For authentication, their system fused
the matching scores from these two modalities, and an overall accuracy rate
of 90% could be achieved. Abo-Zahhad et al. [28] introduced a multi-level bio-
metric authentication by using Electro-Encephalo-Gram (EEG) signals and eye
blinking Electro-Oculo-Gram (EOG) signals. They applied density based and
canonical correlation analysis strategies, and used the autoregressive model for
EEG signals during relaxation or visual stimulation. With 31 participants and
Neursky Mindwave headset, their results showed an authentication rate of 99%.

The results from the above studies indicate the feasibility of building EEG-
based user authentication, but also show that classifier performance is not stable
based on concrete datasets. For instance, Lotte et al. [19] found that many classi-
fiers like FRNN and Probabilistic Neural Network could be effective in classifying
EEG signals from stimulation and reaction, but are not suitable for classifying all
EEG signals. Some more related studies can refer to recent studies [10,14,27,31]
and a survey [3].



256 W.-Y. Chiu et al.

2.3 Screen Unlock Mechanism

To against unauthorized access on devices, designing unlocking schemes are a
basic and efficient solution. Currently, Android unlock patterns [22,23] are the
most widely implemented unlock scheme on mobile devices, which requires users
to input a correct pattern in a 3 × 3 grid.

There are many different unlock schemes in the research community. Izuta
et al. [15] introduced a screen unlocking system based on an accelerometer and
pressure sensor arrays mounted on a mobile phone. When a user takes the phone
from the pocket, the system could authenticate the user’s behavior. Their system
could achieve a false acceptance rate of 0.43. Li et al. [16] proposed a method
of verifying swiping behavior and designed SwipeVlock, a supervised unlocking
mechanism on smartphones, which can authenticate users based on their way of
swiping the phone screen with a background image. With 150 participants, their
results showed that participants could perform well with a success rate of 98%
during login and retention. However, unlock mechanisms would be compromised
when the pattern is leaked. Hence there is a developing trend of combining unlock
schemes with biometrics.

3 Brainwave-Based Unlock Mechanism and Our
Identified Attack

In this section, we introduce the brainwave-based unlock scheme and the iden-
tified reaction spoofing attack.

3.1 Brainwave-Based Unlock Scheme

As discussed above, due to the unstable performance given by learning classi-
fiers, we notice that brainwave-based authentication is often used to help control
legitimate access to assets. In this work, we focus on brainwave-based authenti-
cation and its application in designing a screen unlock mechanism on common
computers, based on previous work [5,41].

Figure 1 shows the design of such screen unlock mechanism, which can verify
users based on their mental reaction (either familiar or unfamiliar) towards the
images shown on the screen. The image pool contains various images that are
pre-defined by the system. An image example is depicted in Fig. 1, which shows
the desktop of a user’s computer with an ordinary word processor running, a
taskbar, a wallpaper, and several application icons. If the user presents a correct
brainwave pattern, then the authentication is successful.

In practice, the system can display different images and check users’ men-
tal reactions (familiar or not) as compared with the recorded EEG pattern. In
the literature, most studies follow such idea to design different authentication
schemes. For instance, Chuang et al. [6] showed that the error rate could reach
1% when given a particular custom task to users, which is similar to the unlock
scheme in this work.
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Fig. 1. The design of brainwave-based screen unlock mechanism

3.2 Our Identified Attack

In practical usage, we notice that many things may create a feeling of familiarity
among different users, such as an iconic logo of a brand, an iconic design, and
an iconic appearance of people. It is a phenomenon that would usually not cause
any trouble, but it may bring a security concern to the brainwave-based authen-
tication. This is because the mental reactions rely heavily on the experience and
familiarities of a person. Then a question comes to the above brainwave-based
screen unlock mechanism: what if the displayed image(s) is/are not only familiar
to the legitimate user? For instance, different people may have the same feeling
of familiarity regarding a smartphone with the same brand and model.

Survey. To investigate this issue, we perform a survey via Facebook platform
with a total of 88 respondents regarding their familiarity level toward the image
as shown in Fig. 1. The responses are classified into five categories as below.

– I am not familiar with the image.
– I feel familiar because of the taskbar and titlebar.
– I feel familiar because of the wallpaper.
– I feel familiar because of the application icon.
– I feel familiar because of the word processor.

The survey result is summarized in Table 2. It is found that only four respon-
dents were not familiar with the image, whereas up to 95.5% respondents were
shown familiar with part(s) of the image. It is worth noting that some respon-
dents can choose to be familiar with several parts of the image, like both wallpa-
per and application icon. The results validate that the screen unlock mechanism
based on familiarity level may be vulnerable to some attacks.

Reaction Spoofing Attack. Motivated by the above observation, we figure
out that an imposter has a good chance to imitate the mental reactions (either
familiar or unfamiliar) of a legitimate user toward the displayed image(s), called
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Table 2. Questionnaire result.

Familiarity level Number of respondents

Not familiar 4

Familiar with taskbar 37

Familiar with wallpaper 35

Familiar with word processor 8

Familiar with icons 16

Table 3. Environment configuration

Hardware Software Attributes

Specification Description

Notebook Acer TravelMate 4750 Collect Brainwave and
Displaying Pictures to the
participants

Desktop Asus BM6AF Receive the data from notebook
and perform data classification

Brainwave Headset BRI BR8-801 The brainwave headsets for
participants.

Operating System Microsoft Windows 10

Program Platfom Oracle Java 11 The program platform for
displaying pictures, sending
marks to the brainwave
collector program

Brainwave Collector BRI Brainwave Collector The collector extracts the
Brainwave headset’s signal, and
receives marks from our custom
program

Classifier libSVM The main classifier for the
experiment

reaction spoofing attack. The attack effectiveness is due to that classifiers cannot
differentiate the people if they all show the same mental reactions toward the
displayed image.

4 Evaluation

To explore the feasibility and performance of our identified attack, we perform
a user study with a total number of 37 participants. The recruitment was per-
formed via Emails and colleague recommendation.
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4.1 Environmental Settings

All the participants are students from the same campus, who have an interest
in our study. Before the experiment, we explained the study goal and how we
collect and store the data. Table 3 summarizes the environmental settings. As
a study, our brainwave-based screen unlock mechanism adopts support vector
machine (SVM) as the classifier to verify users based on their familiarity level
toward the displayed image(s). The selection is due to its popularity and the
capability of handling high-dimensional data.

To ensure that all participants can generate the brainwave signals with a
familiar feeling, we selected the iconic images from the university campus, such
as library surroundings, department building, and administration building. The
participants should wear the BRI brainwave headset (refer to Fig. 2), which
can capture their brainwave signals when they see the displayed images on the
computer screen.

Fig. 2. The participant should wear headset while seeing the image(s)

In addition, with the purpose of collecting good-quality brainwave signals
without the potential influence by image display, we adopted the following steps
to display images, based on the previous studies [5,41].

– A 15 s blank screen to attract participants and make them calm down.
– To display the images from the iconic building within the campus. Each image

was displayed for 3 s, and there is a 3s blank between any two images to
prevent fatigue.

– To display the images with cold topics captured from the Internet, with the
above same steps.

To preclude the potential influence caused by the screen display, we collected
the brainwave signals by playing the image in the fullscreen mode. For data
collection, the BRI headset stores the data in CSV format, with a special mark



260 W.-Y. Chiu et al.

placed at the end of data records. These special marks are created based on the
front image, whenever there is an event occurred. Figure 3 shows an example, in
our program, we send an ASCII character ‘G’ to the BRI Brainwave Collector
if the program starts to display an image. When the program is about to close
the display, we send an ASCII character ‘C’. The practice of sending marks is
important, which enables us to extract the accurate duration of image display
with participants’ brainwave signals. As the image is displayed in a fixed order,
there is no need to send extra information to identify images.

G C

Image Start Image End

Fig. 3. An example of marks

As all the existing brainwave headsets are non-invasive, the environmental
issues can affect the process of data collection, such as participant’s skin con-
ductivity, electric cords in the wall, and appliances nearby. The BRI Brainwave
Collector provides the built-in filter for alternating the current nearby electric
cords. However, to minimize the unwanted effect like group shifting, instead of
directly using the brainwave raw data, we retrieve only the delta value between
records as the input data, based on the following equation [5].

ΔR = Ri − Ri−1 (1)

where Ri means the brainwave raw data at record i.

4.2 Study Results

To analyze the data and train the SVM classifier, we used 70% of the data for
training and the rest for testing (with ten-fold cross validation).

With four Participants. We first investigate the initial performance with four
participants (namely CYU, RYC, WYN and YZW) as shown in Figure 4. It is
found that SVM classifier has the tendency by classifying all participants as just
one participant (e.g., YZW).

To abstain any potential issues caused by the classifier itself, we also col-
lected the participants’ brainwave signals regarding unfamiliarity. Figure 5 shows
that the SVM classifier has the capability of distinguishing both familiarity and
unfamiliarity for each participant. Thus, the results indicate that our identified
reaction spoofing attack is feasible, i.e., YZW can impersonate as the other three
participants and unlock the screen.
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Fig. 4. User classification based on familiarity with 4 participants

Fig. 5. Classification between familiarity and unfamiliarity by SVM

With 37 Participants. We then investigate the performance of our identified
attack with the data from all participants. Table 4 summarizes the expected
mental reaction for each image, with either familiarity or unfamiliarity.

When all participants show the same feeling of either familiarity or unfamil-
iarity, Figure 6 depicts the classification result given by SVM. It is found that
CBH has a possibility of above 50% to impersonate as others and then success-
fully unlock the computer screen. The observation indicates the practicability of
our identified reaction spoofing attack in a real-world scenario.

4.3 Discussion

In the study, our results indicate that the SVM classifier is able to tell the
familiarity and unfamiliarity, but cannot tell the difference between individuals
if they have the same feeling of either familiar or unfamiliar, even if they show
the same feeling according to a different thing (or image). Hence the brainwave-
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Table 4. The expected mental reaction for each image.

Image and reaction

Image 1 Image 2 Image 3 Image 4 Image 5

Familiar Familiar Unfamiliar Familiar Unfamiliar

Fig. 6. Classification result with 37 participants

based screen unlock mechanism based on familiarity and unfamiliarity is not
secure in practice, i.e., it would be vulnerable to our identified reaction spoofing
attack, and some additional security mechanisms should be considered.

Due to the privacy concerns and the time consumption of collecting brain-
wave signals, most existing research studies often adopted around 20 or fewer
participants. For example, there are 9 participants in [20], 15 participants in [6]
and 18 participants (two datasets) in [35]. By contrast, in this work, we involved
a total of 37 participants, which we considered is a good number. Indeed, how
to involve more participants is an open challenge in the research of brainwave-
based authentication. In our future work, we plan to involve more participants
to validate our results.

5 Conclusion

With the rapid growth of IoT devices, brainwave-based authentication has
received much attention, aiming to provide an enhanced user experience and
protect assets from unauthorized access. However, we notice that such brainwave-
based authentication may be vulnerable in practical usage. In this work, we focus
on the brainwave-based computer-screen unlock mechanism and identify a kind
of reaction spoofing attack, in which an imposter is able to unlock the screen
by imitating the mental reaction (either familiar or unfamiliar) of a legitimate
user. In the user study with 37 participants, our results demonstrate the feasi-
bility and viability of such attack. Our work attempts to complement existing
studies and stimulate more research on designing more secure brainwave-based
authentication.
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Abstract. Cubic permutation polynomials provide excellent coding performance
and parallel access. Random linear network coding (RLNC) is an improved cod-
ing scheme for wireless channel communication and video data flow, which can
improve the network throughput and network lifetime of wireless networks (WN).
This paper study the characteristics of cubic permutation polynomials (CPP) and
RLNC by increasing the amount of available data to the users through the encode
nodes. The paper proposes a cubic permutation polynomials-based block RLNC
algorithm in WNs (CPP-RLNC). CPP-RLNC algorithm can better control the
decoding complexity of each received packet and restore the original data. The
performance of the CPP-RLNC algorithm is studied using NS2 and evaluated
in terms of the encoding overhead, decoding delay, packet loss probability and
throughput when a packet is transmitted. The simulations result shows that the
CPP-RLNC algorithm with our proposition can significantly improve the network
throughput and encoding efficiency.

Keywords: Wireless networks · Network coding · Cubic permutation
polynomials · Packet block

1 Introduction

Network coding (NC) is a new approach for sending information and has been recently
proposed as an alternative for routing [1–5]. Routing is a method of finding the best
possible path between the sender and receiver to send data via routing. In the routing
algorithm, the intermediate node can only receive data packets from the input and send
them to the corresponding output. In the network coding approach, the intermediate node
is allowed to recode data packets. This allows each node to re-packet inputs and sends
them to its output [1–5].

Random linear network coding (RLNC) [3] algorithm is an effective coding algo-
rithm for data transmission in mobile, complex environment or lost communication
network. RLNC creates coding information by combining source packets linearly on
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binary Galois field GF(2). Block-based RLNC [3–5] divides a large message or long
packet stream into blocks, each consisting of g consecutive source symbols. The block
based RLNC encoder and decoder operate only on the symbols within a given block at
a time. In addition, block-based RLNC strategy can reduce the delay caused by cod-
ing processing and quickly recover discarded symbols by allocating coding information
between source symbols [4], thus generating higher transmission capacity of source
symbols. Chatzigeorgiou et al. [5] proposed an encoding algorithm based on source data
packet, which can be used for encoding and packet transmission by erasing broadcast
channels. Douik et al. [6] reviewed classifies, evaluates and discusses various algorithms
proposed in typical literatures, and summarizes the advantages of RLNC algorithm and
block-based RLNC algorithm.

In our previous study, we proposed a network coding-based maximum lifetime algo-
rithm for sliding window in wireless sensor network (NC-MLSW) [7] which improves
the throughput and network lifetime wireless sensor network. Literature [8] introduces
energy consumption control into network coding, proposed a sliding window-based
energy consumption network coding algorithm, and conducted performance analysis
and research to improve the performance of network coding.

This paper proposes cubic permutation polynomials (CPP)-based block RLNC algo-
rithm in WNs (CPP-RLNC). Our contributions towards packet block, low-complexity,
RLNC are in the following.

Firstly, the paper provides a complete description of the CPP. The size of the block is
determined according to the CPP, and the packet within the block is coded by the RLNC
algorithm. CPP-RLNC realizes the control of coding and decoding complexity.

Secondly, the performance of the CPP-RLNC algorithm is studied using NS2 and
experimentation to assess the encoding efficiency, the decoding complexity of CPP-
RLNC enabled wireless node.

The rest of the paper is organized as follows. Section 2 discusses some related work.
Section 3 describes models of quadratic permutation polynomials. Section 4 designs
a packet encoding block mechanism. Some simulating results are provided in Sect. 5.
Finally, the paper concludes in Sect. 6.

2 Related Works

Using more processors for parallel network coding is an important issue to speed up the
processing at the receiver of a communication system. The encoder is the key component
of coding operation. The algebraic interleave device based on permutation polynomial
has the advantages of analysis and design, outstanding performance, simplicity, practi-
cality, high speed, low power consumption and small memory requirements. Trifina et al.
[9] proposed parallel decoding of turbo codes with any degree permutation polynomial
(PP) encoder and almost regular permutation (ARP) encoder can be performed using
butterfly networks to improve the encoding performance of the networks. Nieminen
et al. [10] studied the control bits of quadratic permutation polynomial (QPP) encoder
in butterfly networks and obtained a simple method to determine the control bits of this
special encoder. Wang et al. [11] proposed a structure based on butterfly network, which
can match four types of turbo decoder parallelization, and reduce the complexity of
coding better.
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Its main advantage is to provide a large number of new parallel structures for high
speed turbo decoders to support QPP on sets. Guan et al. [12] proposed a different
irregular Block-LDPC code based on QPP to replace the identity matrix. This scheme
has better error performance and lower complexity. Fu et al. [13] designed an all-optical
linear block code encoder based on micro-resonators for the optical network integrated
on the chip, which improved the reliable communication of optical network. Lucian
et al. [14] determine the number of different packets of cubic permutation polynomial
(CPPs) and QPPs algorithm. The sufficient and necessary conditions of QPPs and CPPs
based on quadratic polynomial coefficient and cubic polynomial coefficient are analysis,
respectively, and on the Chinese remainder theorem. This algorithm has better coding
performance, lower complexity and coding error rate. Trifina et al. [15] studied and
generalized the performance of cubic permutation polynomial (CPP) in encoder, and
the results showed that the performance of CPP in encoder was significantly higher than
that of QPP encoder.

In order to reduce the time complexity of optimization, Ostovari et al. [16] presented
a distributed approach to optimally utilize the helpers, which adapts to the changes in the
requested videos and the joining or departure of the nodes. Wunderlich et al. [17] stud-
ied and evaluated efficient RLNC computing strategies for the Internet of things archi-
tectures, including emerging heterogeneous networks and coding algorithms. Through
single instruction optimization and multi instruction optimization of matrix block, an
optimization method of RLNC matrix operation is proposed. Yu et al. [18] purposed a
throughput-optimal linear network coded (LNC) techniques, including RLNC, decod-
able network coding techniques. Hu et al. [19] proposed a dynamic adaptive approach
based on Round Trip Time to optimal the size of Encoding Blocks in real-time network
conditions and achieve the purpose of reducing throughput burst.

3 Quadratic Permutation Polynomials

3.1 Permutation Polynomial (PP)

Given an integer N ≥ 2, an integer set ZN , a polynomial function p(x) = akxk +… +
a1x + a0 (mod N) for all x in ZN , where ai are nonnegative integer coefficients, k is an
integer, is said to be a PP over ZN when p(x) starts in the set {0, 1, 2, …, N − 1}.

Theorem 1: Let p(x) = akxk +… + a1x + a0 (mod N) be a polynomial function with
integer coefficients. p(x) is a PP over the integer ring N, if and only if:

1) If N is a prime factor, all prime numbers are p(x) = akxk +… + a1x + a0 (mod N)
is PP;

2) Let n be the largest prime number, satisfy pn|N.

3.2 Cubic Permutation Polynomial (CPP)

For the PP function p(x), when k = 2, we call p(x) the quadratic permutation polynomial
(QPP); when k = 3, we call p(x) the cubic permutation polynomial (CPP), It can also
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be represented as p(x) = a3x3 + a2x2 + a1x + a0 (a0, a1, a2, a3 ∈ ZN ). Since the
coefficient a0 only plays a shift role in encoding and does not affect the performance
of encoding/decoding, it is usually omitted to make a0 = 0. The quadratic polynomial
function p(x), defined function by p(x) = a3x3 + a2x2 + a1x (mod N) with a1, a2, a3
are positive integer coefficients.

Obviously, four integers a1, a2, a3, and N (a1, a2, a3, N ∈ ZN ) have to satisfy a
specific set of integer ZN requirements. If function p(x) is a PP function on ZN , then
the three integers number a, b, and N must satisfy certain conditions, and each integer
number can be expressed as a product of a prime power. The prime divisor factorization
of integers number is always greater than or equal to 1.

Theorem 2 [15] : If and only if PP function p(x) = a3x3 + a2x2 + a1x (mod N) on ZN

to be a CPP p(x) are to satisfy the following three-step algorithm:

N =
∏

p∈P p
nN ,p

1) For each p and the corresponding nN ,p exponent, judge whether the conditions in
Table 1 are satisfied with the p in the previous step.

2) p(x) is a CPP if and only if all the judgments in the steps are satisfied.
3) We determine the number of CPP for each type of prime factor. The prime factor 2

is considered the first one, the prime set P = {2, 3, 5, …}. For example: p(x) = 10x3

+ x (mod 40) is a CPP over Z40. N = 40 = 23 × 5, for p = 5, since n40,p = 1, the
conditions of 3}p − 1(p > 3) and n = 1 are satisfied. Therefore, the coefficients
of a CPP over Z40 have to satisfy the conditions of a22 = 3a1a3, a3 �= 0 (mod p), as
given in Table 1 [15].

The expanded search results for wireless channels are shown in Table 2. Different
polynomials can be obtained for CPP of length 112, 136, 160, 184, and so on.

Table 1. A simple coefficient judge for CPP

p = 2 n = 1
n > 1

(a1 + a2 + a3) is odd
a1 is odd, a2, is even, a3 is even

p = 3 n = 1
n > 1

a1 + a3 �= 0, a2 = 0 (mod 3)
a1 �= 0, a1 + a3 �= 0, a2 = 0 (mod 3)

3}p − 1 n = 1
n > 1

a1 �= 0, a2 = 0, a3 = 0 (mod p)
a1 �= 0, a2 = 0, a3 = 0 (mod p)

3}p − 1
(p > 3)

n = 1
n > 1

a22 = 3a1a3, a3 �= 0 (mod p)
a1 �= 0, a2 = 0, a3 = 0 (mod p)

Figure 1 shows that when N = 112, the degree of parallel access is 7 and the length
of the packet block is 16. The number in each cell represents the serial number of packets
ei for i = 0, 1, 2,…, 111, 112.
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Table 2. CPP encoder with the best parameters

N p(x) Maximum value D No. pol.

112 28x3 + 41x 14 8

136 34x3 + 19x 10 8

160 40x3 + 40x2 + 19x 16 8

184 46x2 + 25x 14 8

… … … …

0 1 2 … 14 15

16 17 18 … 30 31

96 97 98 … 110 111

80 81 82 … 94 95

…

Fig. 1. The length of packet block is 16 and N = 112.

4 Packet Encoding/Decoding Block Mechanism

4.1 Packet Block Mechanism

WN undirected graph can be expressed as G = (V, E), where V represents the node set
in the G and E represents the undirected wireless link set. Each link e = (i, j)∈ E means
that node i can transmit to node j. Let’s assume that the linkage is symmetric, that (i, j)
= (j, i)∈ E.

This paper focus on the network stream, with the source packet serial number i, i
= 0, 1, 2, …, are to be sequentially from a single source to one or more destinations.
For the transmission of block P (p0, p1, . . . , pi, . . . , pP/M , block P can be divided into
small block with block size M. The source selects the blocks (xi+0, xi+1, . . . , xi+M−1)

and coding vector (ci+0, ci+1, . . . , ci+M−1) to combine with in a packet encoding block
of size 1 ≤ pi ≤ P/M, The elements of the encoding vector that do not belong to the
encoding packet block are equal to zero. We define f i and ei the leading edge and the
trailing edge of the i-th packet encoding block pi = ei − fi +1. A packet encoding block
of size pi is a sequence of blocks (xf ,…, xe) where f ≤ e. Figure 1 shows the encoding
vector for a generation of size M = 16.
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4.2 Block RLNC Encoding Mechanism

The RLNC [3] algorithm is an encoding mechanism such that coding vector ci = (ci0,
ci1, …, ciM − 1) is given, and input packet X = (x0, x1, …, xM-1) is converted into output
packet block pi by the following expression.

pi =
M−1∑

j=0

cijxj (1)

P = C • X (2)

Then, the elements ci of the encoding vector g are set to one with probability p= 1/2
for i ∈[f i, ei], with probability p = 0 otherwise. The destination node can decode input
packets block because the coding vector ci = (ci0, ci1,…, ciM − 1) and output packet
block data P = (p0, p1, …, pP/M ) are obtained from the received packets, and an inverse
matrix exists in C.

4.3 Block RLNC Decoding Approach

In general, decoding operation is the inverse operation of encoding. For the block-based
RLNC algorithm, the receiver will collect M linearly independent coding coefficient
vectors and the matrix corresponding to the received symbol P into the receiver coding
coefficient matrix C. The source grouping information can be recalculated by Gaussian
elimination method to calculate the inverse matrix and multiplication of the coefficient
matrix:

X = C−1 • P (3)

with computational complexity O(M3). After a block finishes decoding or receives the
next block’s packet information, thematricesC andP are cleared and reused in the cache
to decode the next packet block.

5 Simulation Experiments

5.1 Simulation Scenario

In this section,we present various simulation results for the proposed a cubic permutation
polynomials-basedblockRLNCalgorithm inWNs (CPP-RLNC).Weevaluated theCPP-
RLNC algorithm in a free-viewpoint video streaming scenario, where one source node
sends video streaming data tomultiple cooperating receiving nodes. Nodes are randomly
and uniformly distributed in a 1000 m × 1000 m area, and the transmission radius of
nodes is 250 m [20]. Node movement follows the random path point model and is set
to 10 m/s. Wireless link packet loss probability is independent and uniform distribution,
the average loss rate is 10–4. The video stream is subdivided by the source node into
packet block sequences with the same play time Ct . The other parameters are shown in
Table 3.
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Table 3. For example optimal QPP p(x) and p−1(x).

Name Parameter

Number of mobile nodes 100

Network area 1000 m × 1000 m

Node’s transmission radius 250 m

Simulation time 600 s

Beacon period 100 ms

Mobile transmission model Constant Bit Rate (CBR)

Message size (bmsg) 512 bytes/packet

Examined routing protocol Block-LDPC [12], DIST [16]

5.2 Simulation Resultss

In this section, the paper present computer simulation results in order to demonstrate
the efficiency of the proposed a cubic permutation polynomials-based block RLNC
algorithm inWNs (CPP-RLNC). The CPP-RLNC algorithm was compared with Block-
LDPC algorithm [12] and video streaming with helper nodes using random linear net-
work coding (DIST) [16] in WN environment. The results of the simulation are positive
with respect to performance. The paper uses the NS-2 simulator [21] to evaluate the
CPP-RLNC algorithm.

Firstly, the paper tests the CPP-RLNC algorithm performance in encoding overhead.
In Fig. 2, the paper compare the coding overhead of the three algorithms when number
of nodes changes. The packet overhead increases as the packets transmission increases
because the number of nodes increases.As canbe seen fromFig. 2, the codingoverheadof
CPP-RLNCalgorithmdepends on the coding block (M = 16), andCPP-RLNCalgorithm
is lower than Block-LDPC algorithm and DIST algorithm in terms of coding overhead.
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Fig. 2. Encoding overhead with different number of nodes.

Then, the paper compares the decoding delay of CPP-RLNC algorithm with that
of Block-LDPC and DIST algorithm after receiving data packets. It can also be seen
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from Fig. 3 that the decoding delay of CPP-RLNC algorithm is minimal. This is because
the CPP-RLNC algorithm uses the QPP mechanism of the block, which provides the
optimal number of encoding/decoding blocks in the packet block.
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Fig. 3. Decoding delay with different number of nodes.

The paper analyzes the performance of CPP-RLNC algorithm, Block-LDPC algo-
rithm andDIST algorithm from the perspective of packet loss probability. Figure 4 shows
a comparison of the actual packet loss probability due to packet decoding reported as a
function of block size. As can be seen from Fig. 4, CPP-RLNC can increase number of
network nodes load by adjusting packet block size M (M = 16), and QPP provides the
optimal block size.
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Fig. 4. Packet loss probability with different number of nodes.

The performance of CPP-RLNC algorithm is analyzed from the view of throughput.
Figure 5 shows the throughput comparison of the three algorithms when the number
of network nodes increases. As can be seen from Fig. 5, when the number of network
nodes increases, the throughput of the three algorithms also increases, but the through-
put of CPP-RLNC algorithm is higher than that of the Block-LDPC algorithm and
DIST algorithm. This is because CPP-RLNC algorithm uses QPP to obtain the optimal
encoding/decoding block.
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Fig. 5. Throughput with different number of nodes.

6 Conclusion

This paper proposes a cubic permutation polynomials-based block RLNC algorithm
(CPP-RLNC). Firstly, the paper introduces cubic permutation polynomials, packet block,
and RLNC that preserves the packet degree distribution through the recombination at the
coding nodes. Secondly, the performance of the CPP-RLNC algorithm is studied using
NS2 and experimentation to assess the encoding efficiency, the decoding complexity
of CPP-RLNC algorithm enabled mobile node. The simulation result shows that CPP-
RLNC algorithm produces encoding overhead, decoding delay, packet loss probability
and throughput. This technique can guarantee the same reliability while consuming the
least energy.
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Abstract. Nowadays, vehicular networks can play a pivotal role in pro-
viding an efficient and safe traffic transportation by bringing a reliable
platform for transmitting messages among participants. However, we are
facing an integral challenge in trusting received messages. In this paper,
we propose a lightweight blockchain-based decentralized trust model for
preserving the privacy in vehicular ad hoc network (VANET). So, smart
vehicles use reputation score of senders and the distance between sender
and the location of reported event to evaluate the reliability of each
received message. Thus, they are able to make an appropriate decision
about the correctness of received messages by using Dempster-Shafer the-
ory. Afterwards, nodes generate a trust value for each received message
from the source vehicle and Roadside Units (RSUs) aggregate uploaded
trust values from vehicles to accomplish trustful reported events. Eventu-
ally, RSUs store the verified and reliable messages into the cloud servers
and add the hash of the data into blockchain to assure that our data will
not be manipulated. An algorithm is proposed to punish or reward smart
vehicles based on their historical experience to restrain the dissemination
of false messages in the network. The experimental analyses reveal that
the proposed trust model can set up a trust model to deal with imprecise
data in vehicular networks.

Keywords: Cyber-physical systems · Blockchain · IoV · VANET ·
Trust model

1 Introduction

At this moment in time, intelligent transportation systems (ITSs) which are
being used to provide a safe and efficient environment in transportation have
made a big step. The main purpose of ITSs is to enhance the safety of roads
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and driving conditions. The VANET is a subclass of MANET (mobile ad hoc
network) establishing a connection between vehicles and infrastructures to pro-
vide a secure and efficient transportation. The general communications model
between the participants in VANET consist of two groups: i) Peer-to-Peer com-
munication between vehicles (V2V) and ii) communication between vehicle and
infrastructure (V2I) [9]. As illustrated in Fig. 1, in V2V communication model,
vehicles exchange the data of detected events in their vicinity with neighboring
vehicles and in V2I communication model they communicate with roadside units
(RSUs) directly [2]. The aim of trust management in the network is recognized as
empowering vehicles to evaluate the trustworthiness of the received messages and
ensuring that only trustworthy vehicles are able to disseminate messages. Mali-
cious participants may generate unreal information to have a negative effect on
the decision-making of other vehicles about incidents, e.g., broadcasting unreal
messages about a traffic jam.

Fig. 1. An overview of Overlay network and Vehicular ad hoc network system model.

This, in turn, calls attention to the demand of establishing trust among the
vehicles in the network. In addition, the safety of participants in the network
can be compromised by attackers due to their high stage of connectivity and
different range of devices in which installed. For instance, authors in [7] men-
tioned to a key problem in centralized approach in which Tesla exploits a VPN
to conduct software updates in a centralized security architecture that does not
meet the privacy requirements. The large number of sensors and devices which
are installed in the vehicles accumulate privacy sensitive data about the par-
ticipants, e.g., their location, while in turn highlight the privacy challenges in
VANET. In addition, due to the high mobility of vehicles in the network, they
need to make decisions in a short time to take appropriate actions.

The mobility characteristic of the smart vehicles brings a challenge into eval-
uating trust as the participants constantly change their position as well as the
neighboring nodes are changing. Also, RSUs are located distributively outside
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and they are susceptible to faults and violations. Based on the aforementioned
challenges, VANET needs a decentralized trust management model that can
handle the high degree of mobility of the nodes. Blockchain technology is recog-
nized as a permanent digital distributed ledger providing a secure structure to
ease the process of storing transactions and tracking the assets in a network by
establishing trust among untrusted nodes. With this in mind, assets are catego-
rized as tangible which namely are cash, house, cell phone- or intangible such
as copyrights, patents, etc. The contributions of this paper is summarized as
follows:

– We proposed a novel blockchain-based trust model among untrusted entities
in VANETs in which nodes evaluate the received information based on set of
defined features and share the results with RSUs. RSUs aggregate uploaded
trust values from vehicles to accomplish trustful reported events. Eventually,
RSUs store the verified and reliable messages into the cloud servers and add
the hash of the data into blockchain to assure that our data is not manipu-
lated.

– We designed a mechanism to avert broadcasting untruthful messages in the
network. The historical experience of each vehicle is used to evaluate a repu-
tation score which is a part of the trustworthiness check of messages and can
play an pivotal role as an incentive for vehicles to relay trustful driving data
in the network constantly. All evaluated and updated reputation scores are
stored in a persistent blockchain.

– We perform a set of simulations to reveal that our proposed trust model is
efficient for vehicular ad hoc networks.

The remainder of this paper is organized as follows: In Sect. 2, we survey the
related works in VANETs. Section 3 represents the drawbacks and security issues.
Section 4, our proposed trust model is described in detail. Performance analysis
of our work is given in Sect. 5. Finally, Sect. 6 concludes the work.

2 Related Work

In this section, we provide a state-of-the-art discussion of trust model in
VANETs. Authors in [1] proposed a protocol (EDRP: Efficient Decentralized
Revocation Protocol) for authorizing the vehicles and revoking the digital cer-
tificate of vehicles. The process of revocation lies on the aggregated voting results
which are evaluated by trusted vehicles. Furthermore, the revoked digital cer-
tificates will be disseminated to the neighboring vehicles quickly to inform them
about the malicious vehicle. A Bayesian Network is proposed in [10] to develop
a trust management model which is based on Guassian distribution in order to
boost its functionality by combining the direct and the indirect trust values into
a final trust value and using the recommendation of the third-party. Malik, et
al. [18] proposed a trust model in VANET including the phase of securing the
message transmission and the phase of predicting the trustworthiness of nodes
which the trustworthiness of a node is evaluated by the “two-level evaluation
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process”. A blockchain is considered as a sequence chained of blocks where each
block comprises certain numbers of transactions (TXs) in distributed networks
that hold a complete and perpetual database among all entities. These historical
transactions are created by peers, who have made a trade, and are disseminated
throughout the decentralized network. All blocks are chained together by a hash
value of their previous block. Therefore, any modifications in data of a spe-
cific block will result in the faulty integrity of hole the network. In 2008, Satoshi
Nakamato proposed the conceptual architecture of distributed blockchain, which
is the backbone of the well-known digital currency, i.e., the bitcoin. The major
advantage of blockchain technology, which discriminates it from the other, is
decentralization. It supports peer to peer transactions and all entities equally
cooperate and collaborate in a network without requiring trust to other enti-
ties [19]. Several methods such as data encryption, time stamping, distributed
consensus, and economic point of storing have been used by blockchain to solve
the common problems of centralized frameworks that namely are high costs of
data storing and processing, inefficiency, and unsafe data storage [15]. Several
consensus algorithms have been proposed, namely proof-of-work, proof-of-stake,
and a lightweight consensus algorithm which is called DTC (Distributed time-
based Consensus) [8] to elect a miner for broadcasting the block to others. In
addition, blockchain employs cryptography to keep data secure and irreversible.
Thus, due to the aforementioned features of blockchain, it has the potential to
serve as a solution.

In [23], authors proposed a decentralized ridesharing model which integrates
a blockchain to maintain data privacy and give an assurance to the main factors
of a marketplace in a decentralized manner. Authors in [4] proposed an encrypted
decentralized storage approach based on blockchain technology, which can sup-
port trustworthy and private keyword search operations, to control dishonest
behaviors of entities. In this construction, blockchain is responsible for hold-
ing important information such as the digests, metadata of integrity checking
and tokens, which offers unbiased judgments for storage and services. Besides,
in [17] a framework based on blockchain has been proposed to make the dis-
tributed key management more simple in heterogeneous vehicular communica-
tion systems (VCS). blockchain enables this system to transmit a key securely
among decentralized security manager (SM) network. Authors in [6] combined
blockchain with proxy re-encryption to ensure the integrity and confidentiality
of files. Thus, this approach provides a scalable key management method for
multiple access. Authors in [15] analyzed the potentiality of blockchain tech-
nology for deploying it into the application of vehicle networking. They have
presented how entities on the internet of vehicle (IoV) can collaborate in the
blockchain. In [20], author have proposed a blockchain-based anonymous proto-
col for solving the computation overhead problem of blockchain and preserving
its privacy. Blockchain-based trust models for vehicular ad hoc networks are gen-
erally a subset of combined trust models because these trust models concentrate
on trustworthy of both entity and data. The reason we devoted a specific section
is to emphasize on these models and make a contrast from others.
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3 Drawbacks and Security Issues

Participants and devices on which installed in VANET are at risk against mali-
cious attackers, which may pose a danger to the traffic safety of nodes by inter-
fering in the function of trust management such as tampering or overhearing
messages to accumulate information etc. [5]. Authors in [14] categorized mali-
cious attacks into four groups: 1- those attacks which can weaken the security
of wireless interface, 2- those attacks which can put both hardware and software
parts of system in danger, 3- those attacks which can trigger the safety of sen-
sors input in the smart vehicle, 4- those attacks which are able to compromise
infrastructure. In this paper, we categorize attackers into compromised RSU and
untrusted smart vehicles.

1. Compromised RSU: All RSUs are distributed along the roads and their secu-
rity may be compromised by attackers sporadically. Once an attacker takes
the control of RSU in which they can add, delete, and tamper data. Whereas,
due to the limited capability of attackers, it is roughly impossible to compro-
mise the majority of RSUs in the network for a long time and also the network
engineers check RSUs periodically. Thus, they are only able to tamper the
minor portion of data.

2. Untrusted Vehicles: malicious vehicles are able to disrupt the normal opera-
tion of the network according to their own motives. These type of misbehavior
can seriously pose a threat to traffic safety or capability of well-behaved vehi-
cles. In below we briefly explain some of the important malicious behaviors.

– Denial of Service (DoS) attack:
In this attack, the attacker floods the target with a large number of pack-
ets which takes all the resources of the target an thus make it inaccessible
to honest nodes in the network. A group of nodes may collaborate to flood
the target at a specific time which is known as Distributed DOS (DDoS)
[11].

– Sybil attack:
In this attack, a malicious node pretends to be multiple nodes by creating
fake identities. The aim of the attacker is to flood the network with packets
or inject false information [13].

– Message Spoofing attack:
A vehicle starts to forge its identity or use the stolen passwords to enter
the network as an authorized node to broadcast false messages for its own
advantages [16]. For instance, an attacker pretends to be an ambulance
to clear the road for itself.

– Message Suppression/Alteration/Fabrication attack:
The attacker drops or alters some packets of transmitting messages. Also
in Fabrication Attack a new message is generated [21].

– Bad Mouthing and Ballot Stuffing attack:
Malicious vehicle generates and uploads negative ratings (Bad Mouthing)
for trustful messages or positive ratings (Ballot Stuffing) for bogus mes-
sages.
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We studied the attacks mentioned above based on which communication mode
and security services they hit.

4 Our Proposed Trust Model

Our model includes four parts which namely are Nodes, Smart contract, cloud
Storage and overlay network.

– Nodes: Nodes, smart vehicles and RSUs gather all the perceived and received
such information as traffic jam, or accident to name but two, from the vicinity
to make right decisions about the events according to the evaluated data and
share their valid results with the other nodes. In the proposed framework,
we exploit blockchain to maintain the hash of verified data to keep data
in vehicular ad hoc network securely. Blockchain uses a digital signature to
protect data. Thus, each vehicle holds a pair of the private key and public
key that the private key is solely held by the vehicle to sign hashed messages
or verify the sender of messages. In this work, we use the elliptic curve digital
signature algorithm (ECDSA), due to its fast process in signing and verifying
messages.

– Smart Contracts: Smart contracts let the agreements to be created in any
smart vehicle which are executed when required conditions are met. Consider
we set the condition for accident events, once the event is verified then a
message will be sent to the related emergency service divisions for decreasing
the possibility of further damages and keeping passengers safe.

– Cloud Storage: In this work, we exploit cloud storage servers to save our
data despite of using blockchain. In the cloud storage, all date are grouped
into similar blocks which are related to an exclusive block number. These
clouds are connected to RSUs, once the data is saved in a block, the hash of
the data block will be sent to the RSU by the cloud server.

– Overlay Network: An overlay is defined as a P2P network which is based on
a distributed structure. In this network, nodes–smart vehicles and RSUs–are
clustered and a cluster head (CH) is designated to manage the blockchain
and execute its main function (Fig. 1). In our system, we consider RSUs
as CHs. Thus, all evaluated messages are sent to and validated by CHs to
exclude the demand for a centralized intermediary. To decrease the latency in
case of distancing a smart vehicle from its correlated CH, the smart vehicle
will automatically connect to the closest CH and leave the previous network.
Once the smart vehicle is connected to the new CH, it updates the KList,
which is a key list in the CH, with its public and private key pairs to let other
nodes to broadcast messages to this smart vehicle. In addition, CH adds the
reputation score of the newly joined smart vehicle into RepList and updates
KList and RepList to send to the members of cluster periodically.

4.1 Phase 1: Trust Evaluation

All historical experiences of nodes are evaluated by other members of cluster and
recorded in the cloud servers. Thus, a reputation score is devoted to each node
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for evaluating data efficiently. In addition, we defined a threshold for reputation
score where lets the system to estimate the trustworthy of messages from the
potential trusted smart vehicles. Once a smart vehicle joins a network in the
range of a CH, it requests KList and RepList. If the sender’s reputation score
of the received message is lower than the threshold then RepS = 0, otherwise
RepS = 1. In following we explain how vehicles exploit data from received mes-
sages to evaluate the trustworthy of them and their senders. Thus, our trust
evaluation framework is based on evaluating the distance between the sender
and the location of the reported event. To acquire the distance of the sender
and event, we calculate the distance of the receiver to event and to sender. In
our framework, messages in V2V communication contain LocE = (XE , YE) and
Locs = (Xs, Ys), which are global positioning signal (GPS) coordinates of the
event occurred and sender respectively. Once vehicle Vi receives the message
from vehicle Vs, it obtains the distance between itself and the event according
to Eq. 1,

Di−E
GPS =

√
(|Xi − XE |2) + (|Yi − YE |2) (1)

where, Di−E
GPS indicates distance between receiver vehicle Vi and the reported

event by vehicle Vs based on GPS coordinates, which (Xi, Yi) is coordinate of
the receiver vehicle Vi. In addition, Vi calculates Di−s

GPS with use of Eq. 1 and
transceivers’ GPS coordinates. In the other hand, we exploit received signal
strength indicator (RSSI) [3] to compute the distance between Vi and Vs to
verify the sender’s location as,

Di−s
RSSI = 10

T XP ower−RSSI

10η (2)

where η represents as the path loss exponent, TXPower is the received power
signal 1 m from the receiver. Eventually, with the use of Eq. 3, we calculate the
credibility of the message as follows,

CreditsMsg = e−δ.Ddiff .Ds−E
GP S + c (3)

where CreditsMsg implies the credibility of the received message from vehicle Vs,

Ddiff =
√

|Di−s
GPS − Di−s

RSSI |, Ds−E
GPS = |Di−E

GPS − Di−s
GPS |, δ and c are predefined

parameters for controlling the lower bound and change the range of message
credibility, respectively.

After calculating CreditsMsg, receiver vehicle computes a reliability index
with use of Eq. 4 to calculate the reliability value of received messages.

r = RepS.e(CreditMsg−γ) (4)

where r indicates the evaluated reliability value for the received message.
Trust Value Computation: Vehicle Vr calculates CreditMsg of Msgi

V 2V i ∈
(0, s) to generate trust values Tvalue ∈ (0 1), which indicates the trustworthy
score given by Vr, for the message sent by Vi. Vr groups reliability values (based
on the event that is reporting) into related event E = {e1, e2, ...}, which Ri =
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{r1, r2, ...} is reliability set for ei. we exploit Dempster-Shafer theory to evaluate
trustworthiness of events based on received messages [22]. Dempster-shafer is
a method to aggregate opinions about an evidence and generate a belief value
for it. In addition, the difference with Bayesian theory is the value of belief in
an event and its repudiation need not sum to 1 [12]. In this work, as computed
in Eq. 5 the belief value belk(ei) refers to an event ei ∈ E and the vehicle vk

reported it.
belk(ei) =

∑
j:ej⊂ei

mk(ej) (5)

where set of ej are all basic events that form event ei and mk is the mass
function that in this study mk(ei) = rk, which rk is the evaluated reliability
value of vehicle Vk for event ei and the total belief for ei will be calculated by
Eq. 6

belT (E) =
K⊕

k=1

rk (6)

where,
belT (E) ∈ [0, 1].

Once belT (E) exceeds the predefined threshold Thevent, the system will consider
the event as true and generate a Tvalue ∈ [−1; 1] for the message which reported
this event as,

T k
value =

{
rk, Event is accepted
−rk, Otherwise

(7)

where represents the system after it assured the event is true or false, it compares
each reliability values with the Thevent for generating Tvalue. Eventually, the
smart vehicle aggregates all evaluated messages into the message M (which its
structure is given as below) and sends the signed M to CH.

M =

⎡
⎢⎢⎢⎢⎢⎣

Pub
Sj

Key MsgSj
Timej T j

value

.

.

.

.

.

.

Pub
Sβ

Key MsgSβ
Timeβ T β

value

⎤
⎥⎥⎥⎥⎥⎦

Q×4

where Q ∈ [1, β].

4.2 Phase 2: Decision Engine

CH sums up all related Tvalues of each received messages based on the corre-
sponding event as,

TAg
value(E) =

∑K
k=0 T k

value

K
,
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where TAg
value(E) is the aggregated trust value for ei ∈ E and K indicates the

number of reports. If TAg
value(E) is bigger than the defined threshold, then the

CH considers the event E valid. In addition, we proposed a reputation update
algorithm (as shown in Fig. 2) to reward honest and punish malicious vehicles to
motivate smart vehicles to broadcast trustful data in the network. Thus, Events
can be considered valid or invalid by the RSUs. Therefore, we calculate and
update the reputation score of each participated smart vehicles in the network.
Thus, CH will record this information into the cloud servers and store the signed
hash of the data in the blockchain.

We assumed that the computation capacity of all RSUs is equal. We exploit
proof-of-stake (PoS) to choose miners. In this system, the CH with more
evaluated Events will be elected to store the transactions into blockchain. In
addition, after CH sent its block, a distributed consensus system is used to
check the credibility of the nonce and prevent the system from forking situation,
in terms of receiving blocks at the same time by CH.

Fig. 2. Reward/punishment algorithm.

5 Evaluations and Discussions

In this section, our proposed framework is evaluated in two points of view. Thus,
to validate the robustness and plausibility of this work, we implement it in the
python environment to simulate vehicular and blockchain platform. The main
parameters are described in Table 1 which Repth is experience based parameter
for reputation threshold.
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Table 1. Key parameters

Parameters Defined Values

Vehicular number 100

Distance between transceivers Constant distribution between 10 to 200

γ 3

δ 0.014

Repth 20

Hash algorithm SHA-256

5.1 Discussion

In following we discuss about robustness of our approach against five important
security attacks to which VANETs are susceptible.

1. Denial of Service (DoS) attack: Majority of both DoS and DDoS attacks,
briefly described in Section III, target centralized manners. Our proposed
methodology exploits blockchain that is intrinsically based on distributed
ledger to secure the hash chain of disseminated data in the network. This type
of attacks mostly aim individual participants in decentralized manner which
cannot fully compromise the network. In addition, for compromising the whole
network, known attacks should take the control over the majority of the nodes
which is roughly possible because of the topology of network in VANET which
is changing sporadically. Furthermore, malicious nodes are whether vehicles or
compromised RSUs. With this in mind, malicious peers will be exposed by the
benign vehicles and their reputation values degrades continuously to below
the defined threshold. Thus, other smart vehicles discard their messages. In
addition, it is less possible to take the control over the majority of RSUs in
VANETs, due to the checking and maintenance of RSUs regularly.

2. Sybil attack: Using PoW consensus algorithm protects our model against Sybil
attacks. This approach makes it unfeasible to the malicious nodes to launch
Sybil attacks because the capability of creating a block ought to be propor-
tional to the total computing power of PoW.

3. Message Spoofing attack: All communications are encrypted and only the
nodes that knows the private key corresponding to a public key is able to
read messages.

4. Message Suppression/ Alteration/ Fabrication attack: All messages are signed
by the senders and any alteration or manipulation on the content of messages
can be recognized by receivers immediately.

4. Bad Mouthing and Ballot Stuffing attack: Malicious nodes may allocate trust
values to the trustful messages unfairly. However, In our framework, only
RSUs have the authority to update the reputation scores. So, they estimate
the score of the smart vehicles based on the evaluation of records from differ-
ent senders.
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5.2 Performance Analysis

The main performance evaluations of our proposed method are as follows, Fig. 3
plots the correlation between bogus messages from malicious vehicles and eval-
uated unfair bel(E) for reported event E. Consider three scenarios for malicious
entities, who broadcast untruthful messages intentionally.

Fig. 3. Correlation between percentage of bogus messages and ratio of unfair bel(E).

Scenario 1: In this scenario, we assumed that the reliability values of malicious
vehicles, which are generated by the benign vehicle, are Low (rk ∈ [0, 0.45], k =
number of malicious vehicles). Therefore, they cannot puzzle the benign vehicle
by their fake messages.

Scenario 2: In this scenario, we assumed that the reliability values of malicious
vehicles are Medium (rk ∈ [0.35, 0.6], k = number of malicious vehicles). It means
they may have an average distance to the event. Thus, they can mislead the
benign vehicle by their fake messages when they are in the majority (more than
75%).

Scenario 3: In this scenario, we assumed that the reliability values of malicious
vehicles are High (rk ∈ [0.55, 1], k = number of malicious vehicles). Thus, they
can deceive the benign vehicle by their fake messages when they are more than
40% of the vehicles, who reported about a specific event. This is because of the
Dempster-Shafer theory that can find the truth based on uncertain reports from
other vehicles. However, it is less possible these vehicles become the majority
to delude the system. Dempster-Shafer theory is conducted to aggregate all
evaluated reliability values to generate Tvalue for each vehicle. Therefore, the
system can conclude a belief value on uncertain messages and allocate trust
values to senders.

Reputation Evaluation Analysis. To examine our proposed algorithm, we
regard a scenario, which includes two vehicles with different behaviors in 100
h. According to Fig. 4, vehicle A and B started to disseminate messages with
other participants. From the beginning to t1 both vehicles broadcast trustful
messages with others and their reputation score increased gradually. At the time



A Lightweight Blockchain-Based Trust Model 287

Fig. 4. Reputation score of two vehicles with different behaviors

interval, t1 to t2, vehicle B starts to send forged messages which are exposed
by the others and its reputation decreased quickly. On the contrary, vehicle A
broadcasts trustful messages and earned more reputation score. During t2 to
t3 vehicle B broadcasts honest messages and its reputation scores increased.
Eventually, at t3 to t4 vehicle A starts to relay true messages and its reputation
score increased. On the other hand, vehicle B at this time interval starts to send
bogus messages where after exposing by the others its reputation score shrinks to
below the defined threshold for the reputation score. Thus, other smart vehicles
did not evaluate their messages due to their low reputation score.

6 Conclusion

In this study, we use blockchain technology to preserve privacy in vehicular ad
hoc networks (VANETs). First, vehicles evaluate received messages by using the
sender’s reputation score and the distance between the sender and the location
of the event. And with use of Dempster-Shafer theory generate a trust value
∈ [−1; 1] for each message to indicate trustworthy of the message, which 1 indi-
cates highest positive TV alue for trustful message, while −1 represents the highest
negative TV alue for dishonest one. Afterward, each vehicle starts to broadcast
all evaluated TV alues to the nearby RSU, which groups messages into differ-
ent categories according to the event they have reported. Each RSU aggregates
received reliability values (r), which are related to a specific event, to generate
an aggregated trust value for the corresponding events. Thus, if the aggregated
trust value is bigger than the threshold then RSU considers the evaluated events
valid. Furthermore, RSU calculates reputation scores for vehicles by the designed
algorithm and update the reputation score of smart vehicles in the cloud server.
We implemented our methodology in the Python and Matlab environments for
simulation, and our proposed system successfully detected 95.8% of malicious
behaviors and 96.1% trustful events.
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Abstract. With the prosperous deployment of IoT devices in recent
years, more data are collected by ubiquitous sensors. Hence, there are
two main challenges needed to be solved. Firstly, how to accommodate
the communication links among these devices and collect their data effec-
tively? Secondly, how to track or localize these devices and well organize
the IoT network? The common way to track these devices is achieved
by registering locations of these devices manually or RSSI measurement.
However, these measures suffer from high complexity and inaccuracy,
and cause boring reconfiguration process with shift of devices. In this
framework, we proposed a novel and low cost IoT monitoring system
with self-location awareness. The collected data by sensors, such as the
light intensity, can be used for device localizations. By using the pro-
posed algorithm, we derived the critical parameters for light curves, and
interpolated for the predicted light intensity inside the whole room. The
experiment results indicated the proposed algorithm is useful for inferring
device location with low cost, which are suitable for device management
without privacy information.

Keywords: IoT network · Light intensity · Device positioning ·
Indoor monitoring · Feature extractions

1 Introduction

Inspiring by advances in powerful 5G mobile network and other communication
technologies, the deployments of Internet of Things (IoT) are boosting rapidly all
around the world [1]. A multitude of sensors and devices are deployed across the
globe, up to exceed 50 billion in 2022, which revealed by Juniper Research. Hence,
plenty of data would be gathered from anywhere to form a data pool, called as big
data, which facilitated further processing, such as statistical analysis, machine
learning [2], and eventually lead to data driven based artificial intelligence [3].
Finally, the flourishing vision of IoT network between devices can be realized,
without any inter-operations with human.
c© Springer Nature Switzerland AG 2021
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However, there are several obstacles needs to be solved. Firstly, the quan-
tity of IoT devices are greatly larger than cellular phones and other network
devices ever before, which caused a heavy spectrum access demands for current
network infrastructures. Fortunately, facilitated by 5G technology, and newly
designed protocols or mechanisms, such as NB-IoT, eMTC, which tailored for
IoT devices, capable for more than 100K one-hop connections per section of base
stations and more than 99% outdoor and indoor coverage [4]. Besides, along with
the cable network, WiFi coverage, IoT devices can easily merge into network for
data uploading and reverse controls. Secondly, the uploading data of IoT devices
facing high risks when uploading or sharing [5] to cloud servers, the data privacy
can hardly be guaranteed [6]. By inspecting the traffic characteristics, useful
information can be derived refer to the uploading data[7–10]. Fortunately, by
incorporating edge computing [11] and fog computing [12] with data uploading
networks [13], most of data processing can be done with nearby end devices and
thus minimize the data flow and decrease the possibility of data privacy leak-
age [14–16]. Thirdly, due to the huge amount of IoT devices deployed almost
everywhere, it is a hard task to maintain these devices with their status, such
as locations, CPU states, energy consumptions. Moreover, some devices may
change their deployments occasionally or unintentionally. As for device position-
ing, received signal strength (RSS) based measures are widely used, such as GPS,
base station [17] or WiFi fingerprinting [18], UWB-based technology. However,
GPS and cellular downlink based positioning methods suffering from inaccurate
in indoor scenario, and fingerprinting may induce additional cost for offline train-
ing in each rooms which deployed devices, UWB-based is power-hungry. Besides,
other approaches are also introduced for indoor position determination, such as
light-based technology.

Noteworthy, the light-based positioning for indoor IoT devices is a promising
approach. In [19], the authors designed a visible light communication based sys-
tem PIXEL, which can achieve the indoor localization with sub-meter accuracy.
Basically, this system is used for wearable devices, and a novel color-based mod-
ulation scheme is induced. Hence, additional component are needed for decoding,
and also extra light is indispensable. In [20], the authors designed a prototype
implementation for both 2D and 3D localization, with several infrared LED
lamps. The experiments indicated that the proposed scheme produces a median
location accuracy less than 3.8 cm. However, the light sensor equipped by devices
must have the ability of decoding these light signals. In [21], the authors proposed
a visible light enabled localization system, called Foglight, by adding simple off-
the-shelf light sensors. By decoding the gray-coded binary images, the average
accuracy of location is 1.7 mm with refresh rate 84 Hz. The main features of Fog-
light is computation efficient and high accuracy. However, a DLP projector is
needed in each room where IoT devices deployed. Although these studies already
achieved a good balance between localization accuracy and system complexities,
their applications still limited in several conditions: Firstly, the cost may become
unacceptable with huge number of deployed devices, for that extra devices which
provide encoded light signal are needed in each room; Secondly, when devices are



292 G. Sun et al.

deployed by consumers in a commercial way, it is an impossible task to install
extra devices for positioning of IoT devices, due to personal privacy issues.

The pervasive idea is that we collect the sensing data from devices, including
light, temperature, pressure, etc., and infer the relative positions between devices
without extra components, at the expense of lower positioning accuracy. Hence,
we proposed a natural light based IoT device positioning and monitoring system,
which aims at maintaining devices easily. In our framework, several backbone IoT
devices are deployed in a building, and also multi-layer servers architecture with
WiFi access point as main wireless connections are provided. The light based
location determination for IoT devices is provided, and the main contributions
are listed as follows:

– We constructed an indoor IoT system for environment monitoring, which are
low cost and can be easily expanded to extensive applications;

– A light intensity based location determination process is proposed. By com-
paring its sensing data with the predicted light intensity, the location of
devices can be inferred.

The rest of this work is organized as follows. In Sect. 2, we describe the system
architecture and introduce the functions of each unit. In Sect. 3, we focus on
algorithms for positioning of IoT devices. In Sect. 4, the data of experiments are
provided. Finally, we conclude this work in Sect. 5.

2 The Architecture of Proposed Monitoring System

Facilitating by access point deployed inside the building, we build the IoT mon-
itoring system by accessing the existed WiFi network seamlessly. Moreover, by
incorporating the cellular network terminals with IoT devices, this system can
spread into outdoor or other environment, such as other buildings. The main
features of proposed system lies as follows:

– Multi-layer Network Architecture: to accommodate large number of devices in
the bottom layer with more than 10 devices deployed inside a room, a central
device is proposed as access point for other devices. Meanwhile, the cost
for devices may decrease, such as Bluetooth, Zigbee, low cost transmission
module can be used for data uploading to cloud severs via central device.

– Edge Computing Sever Assisted: By utilizing a central layer device as an
access point, also it may act as an edge computing server. Inside a room,
plenty of sensing data can be processed in edge sever, thus decrease the volume
of data that uploads to cloud servers. For device positioning determination
inside a room, it is better to proceed in edge sever.

– Capable Cloud Severs: At the top layer, there are several powerful central
servers, which are used for data storage and processing data among different
rooms. Besides, in order to aware of newly access or transfer devices, and
also provide a useful reference to the environment conditions inside the target
buildings, further processing of data analysis can be conducted in cloud severs,
such as the environment evaluations for each room.
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Fig. 1. The architecture of proposed IoT monitoring system and device deployments.

As we described above, Fig. 1 is plotted as the architecture of proposed IoT
monitoring system inside a building, and also the device deployments inside a
room. For IoT devices, the sensors are selected according to the functions of
devices. Based on SCM or ARM platform, the sensors are reconfigurable, thus
easy to add or reduce sensors. Basically, these sensors can be sorted into three
categories:

– Multifunction sensors: such as light density sensor, Atmospheric pressure sen-
sor. These sensors are capable of environmental monitoring, and also for deter-
mining the location of devices. Besides, by using the WiFi module, the RSSI
values can also used for verify the accuracy of locations.

– Essential sensors: such as temperature sensor, humidity sensor, which are
the basic sensors to monitor the living environment, facilitating the users to
better control applicants, sustaining a comfort surroundings and decrease the
energy consumptions.

– Specialized sensors: these sensors contains the carbon dioxide sensor, PM2.5
sensor, TVOC sensor, gas sensor, etc.

The monitoring system can be operated separately as a unidirectional infor-
mation acquisition, and also can be a part of an integral IoT network, which
contains the information gathering and reverse control over devices. Overall, the
whole system is constructed and operated in following steps: Firstly, the sensor
device is constructed by aimed monitored variables. As the purpose is given, then
select the proper sensors and build the device with single chip machine (SCM)
or Advanced RISC Machine (ARM) based chip and communication module. The
basic function for devices are two fold: acquire the data from sensors and send
the data to servers periodically. In order to compare the data derived from differ-
ent locations, time alignment is important. For simplicity, the current time can
be acquired from the server in middle layer once the device is power-on or reset
after a given period, perhaps 24 h. Secondly, the middle layer server is acted as
a relay node for devices in bottom layer, and undertaken three functions: the



294 G. Sun et al.

data storage, the access point for nearby devices, and also an edge computing
server. For minimizing the cost of devices, the data acquired from sensor send
directly to middle layer server by using TCP protocol, without storage locally.
The middle layer server then records and labels the data with timestamps and
tags for distinguishing from different devices. Moreover, as the number of devices
increases, the spectrum access management and data flow control are needed to
avoid transmission failures among multiple devices. Finally, there are several
high computing empowered servers in the upper layer, with their functions as,
data processing and storage for all devices, and also data analysis to display in
charts or web pages.

3 Light Intensity Localization

In section above, we introduce the main function of proposed system, and illus-
trate the operation flow for devices and servers. Then, we will focus on the data
of light intensity sensor, and omit other parts of system.

First of all, we establish a uniform data format for devices, and thus facilitate
the data processing. For example, after the central layer device d0m,n received
the uploading data from device d1m,n in room n of floor m, the data should be
uploaded in format as {‘Received date’, ‘2020-01-01’; ‘Received time’, ‘15:00:05’;
‘Device tag’, ‘d1m,n’; ‘Sent date’, ‘2020-01-01’; ‘Sent time’, ‘15:00:02’; ‘Sensor 1’,
‘15.0’; ‘Sensor 2’, ‘25.0’}. Here, Received date and time are added by device d0m,n

when the uploading data received successfully, Sent data and time are added by
device d1m,n who performed the data transmission. Besides, the sent time of
devices may different due to the limited ports and spectrum bands in central
layer device d0m,n, but the sensing data can be derived at the identical time, thus
we can make sure that these data are producing sensing data simultaneously.

Next, the collected uploading data need to be cleaned for further usage. The
data can be polluted due to several factors: the sensing platform doesn’t work
well with wrong time or no response from sensors, the data uploading is failure
due to network conflict, etc. Therefore, the data from different devices need
for alignment, otherwise the data comparisons become useless. After the data
cleaning, the starting time and ending time of uploading data are identical, and
‘−1’ is added as a tag whenever no sensing data is uploaded. Hence, we focus on
the light intensity data, and thus the data gathered by device d0m,n denoted as
LNd,Km,n+1 = {Td, l1, · · · , l

m,n
}. Here, Td = {t0, · · · , ti, · · · , tj , td} denotes the

time sequence, the time interval is predefined, such as 10 min, lk denotes the
light intensity of device dk

m,n. For data collected by 3 devices, the cleaning data
is plotted in Fig. 2.

3.1 Feature Extractions

As we analyzed in the section above, there exist multiple methods for deter-
mining device locations, such as GPS receiver, RSSI based fingerprint. However,
GPS is not suitable for indoor environment, and RSSI based fingerprint bring
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Fig. 2. The light intensity data of 3 devices after cleaning.

large complexity. In Fig. 4, we plotted light intensity data of 4 days from these
devices. There are several features: Firstly, the weather condition is vital to the
light intensity, sunny day is much larger than cloudy or rainy. Especially, the
movement of cloud or other shadows also cause influences on curves. Secondly,
the influence of lamp is not ignored in night or cloudy, rainy days.

Hence, we summarize the possible metrics which can be used for device loca-
tion determination, listed as follows:

– The peak value pk
m,n: which is an obvious metric to measure the light intensity

and thus provide the relative distance between devices. With larger maximal
light intensity, the device may be more close to the windows than others.

– The opening size γk
m,n: which indicates the light change rate between the

sunrise and the sunset. With larger opening size, it means that the light is
changed slowly comparing to those devices with small opening size.

For device dk
m,n, we denote the light intensity over 24 h as lkm,n = [l1, · · · , l144].

However, the actual data is affected by human activities and cloud movements.
Thus, we take two steps to minimize these interference. Firstly, we select the
“good” data, which means a day with less cloud and human activities interfer-
ence. Secondly, we omit the data before the sunrise and after the sunset, to avoid
the lamp influence. After these processing, the remaining data l̂km,n could better
reflect the light intensity which only rely on sun light.

Next, in order to derive peak value pk
m,n and opening size γk

m,n for device
dk

m,n, we need to incorporate the curve fitting refer to l̂km,n. The polynomial
function denoted as f(x) = a1x

m + a2x
m−1 + · · · + a0, x = 1, · · · , 144, we need

to find the optimal solution for

min
a0,a1,··· |l̂

k
m,n − f(x)|2 (1)
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By derived a0, a1, · · · , we can better minimize the interference by other factors
and focus on the light intensity mainly from sunshine. As for second-order poly-
nomial f(x) = a1x

2 + a2x + a0, we can derive peak value as pk
m,n = a0 − a2

2
4a1

,
and opening size as γk

m,n = a1.

3.2 Data Interpolation

As in Fig. 1, we already place 3 devices inside room m in floor n, which are
d0m,n, d1m,n, d2m,n. These devices are with known locations, and already derived
pk

m,n, k = 0, 1, 2 and γk
m,n, k = 0, 1, 2. Taking device d0m,n as the origin of coordi-

nates, thus d1m,n has coordinate value as (d0,1, 0) and d2m,n has coordinate value
as (0, d0,2), here dk,l is the distance between device k and l. In order to derive
the location of device dx

m,n, we need to derive the parameters pk
m,n and γk

m,n for
every point and comparing with the data collected by device dx

m,n. As we know,
the light intensity vary among the room according to distance changes. As for
peak value pk

m,n, we suppose that it is vary with distance in two directions, that
is px

m,n = b1(d̄x − dx)α1 + b2(d̄y − dy)α2 . Here, b1, b2 are weights for different
directions, and α1, α2 are the light attenuations refer to distances, and d̄x, d̄y are
the upper bound constraint by the room size. By using the parameters of three
devices, we need to solve the following problem as

min
b1,b2,α1,α2

∑

k=0,1,2

|pk
m,n − b1(d̄x − dx)α1 − b2(d̄y − dy)α2 |2 (2)

Similarly, we define γx
m,n = c1(d̄x − dx)β1 + c2(d̄y − dy)β2 and solve by

min
c1,c2,β1,β2

∑

k=0,1,2

|γk
m,n − c1(d̄x − dx)β1 − c2(d̄y − dy)β2 |2 (3)

After these two problems are solved, we can derive the predicted values as
p̂k

m,n, γ̂k
m,n for devices inside this room.

3.3 Device Localization

As we constructed the peak value p̂k
m,n and opening size γ̂k

m,n for this room.
Next, by comparing with the data of device dx

m,n, we would derive the position
of the device. Hence, the problem is listed as follows:

min
dx,dy

|γx
m,n − γ̂k

m,n|2 ≤ η1 ∪ min
dx,dy

|px
m,n − p̂k

m,n|2 ≤ η2, (4)

here η1, η2 are upper bounds.
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4 Experiment Verifications

In this section, we conduct the data processing which collected from several
deployed devices inside a campus building. These sensors collected light intensity,
temperature, humidity, etc., from December 2019 to July 2020. Specifically, we
select 3 devices inside a room which deployed in typical locations, as plotted
in Fig. 1. These devices is conducted with an Esp8266 Wifi Module and several
sensors, with the whole cost no more than 25 RMB per device.

Firstly, we selected the sensing data which are less affected by human activ-
ities and weather changes. As in Fig. 3, these 3 curves are selected from more
than 200 days, and also the dotted line are curve fitting by second order poly-
nomial. It is observed that the curve of polynomial well coincided with the light
intensity collected by light sensors, and also eliminated other interferences.
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Fig. 3. The selected and curve fitting light intensity of 3 devices.

As in Fig. 4, 5, we derived the parameters refer to the curve-fitting second
order polynomials. Device B has the largest peak value among these devices,
and also the smallest a0 for rapid light variations, for that its location is near
the window.

Next, we constructed the predicted light intensity among the whole room by
using the data of these 3 devices. After the interpolation in an area of 4 m ×
4 m, with the interval between points are 0.1 m, thus we derived the parameter
a0 and peak value p of predicted light intensity inside room (m,n) as in Fig. 6
and 7.

Finally, by using the predicted light intensity, we verify if the position of
devices can be well inferred by its light intensity data. Therefore, we take 2
devices named as x1 and x2, with their coordinates (0.55, 4) and (4, 1.95). We
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deployed these two devices for 1 months, and derived their parameter a0 and
px

m,n as (−0.23, 338.5) and (−0.11, 141.2). As in Fig. 8, the red area is predicted
by using parameter a0, and blue area is predicted by using parameter px

m,n.
Hence, the most possible locations are in their overlapping area. The largest
width of the overlapping area is less than 0.4 m, and the largest length of this
area is over several meters. It is not a realistic results for location predictions by
using the light intensity only. However, considering the structure and placements
of furnitures, we cannot put these devices anywhere we want to, mostly near the
walls or tables. Thus, the possible area can be reduced to 2–3 positions.

5 Conclusion

In this paper, we proposed a novel and low cost IoT monitoring system with
self-location awareness. The collected data by sensors, such as the light intensity,
can be used for device localizations. By using proposed algorithm, we derived
the critical parameters for light curves, and interpolated for the predicted light
intensity inside the whole room. The experiments shows that the location of
devices can be inferred by its sensing data. However, by using light sensor only,
it cannot give an accurate position as other positioning methods. Therefore, for
our future work, we will incorporate other sensors for better location accuracy.
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Abstract. With the popularity of unmanned aerial vehicles (UAVs) and the devel-
opment of the network technology, the UAV network has become a new research
hotspot. However, due to various factors such as terrain, transmission distance,
and hacker attacks, UAV network needs to reconstruct the network architecture
and restore data according to the actual situation. The blockchain technology can
be applied to the UAV network for its high reliability and distributed character-
istics. Therefore, this paper proposes a blockchain-based adaptive reconstruction
technology framework for UAV networks. Also, to solve possible data damage
or missing problems in UAV networks, a data recovery and update approach as
well as the corresponding algorithms are given. Furthermore, this paper uses the
blockchain to record the behavior of the UAV nodes in the UAV network, and
proposes an algorithm to check whether the UAV is malicious or malfunction-
ing. So that the ground control station (GCS) can reconstruct the UAV network
communication link.

Keywords: Blockchain · UAV network · Adaptive reconstruction · Data
recovery · Security

1 Introduction

Nowadays, UAVs appear in people’s lives more and more frequently, and are widely
used in military and civilian applications [1]. In some celebrations, we can also see
drone formation flight demonstrations. UAVs have gradually developed from indepen-
dent tasks to networking, enabling independent UAVs to communicate with each other
and improving UAV work efficiency. However, while the UAV network brings all kinds
of convenient and fast services to people, it also has to face threats such as cyber-attacks
and wireless interference [2]. Under these threats, UAV nodes are likely to be hijacked
and sensitive data may leakage via inadvertent or side channel, unsecured sensitive data
storage, data transmission, and many others [3]. When an UAV is attacked, it may also
lose some important information which is helpful to complete the mission, which may
lead to mission failure or even crash itself. Therefore, how to ensure that important
information can be safely distributed among UAV nodes, and how to safely and reliably
restore the information lost by the UAV nodes have become important issues.
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The most commonly used data recovery technology is triple modular redundancy
(TMR).While, UAVs have the characteristics ofminiaturization, light weight, low power
consumption. On the one hand, TMR technique will increase the storage cost. On the
other hand, TMR cannot guarantee that the data stored locally is correct after being
attacked. Another traditionalmethod of data recovery is to recover data through data cen-
ter or ground control station (GCS). Compared with nearby UAVs, the distance between
the attacked UAV and GCS is longer, which will bring higher time delay. Blockchain [4]
is a term of the field of information technology, proposed by Satoshi Nakamoto in 2008.
At present, the blockchain has developed well and new platforms are emerging, such as
Ethereum [5] and Hyperledger Fabric [6] based on consortium chain. Blockchain tech-
nology has laid a solid foundation of trust and created a reliable cooperation mechanism.
Moreover, the high reliability and distributed characteristics of blockchain technology
are compatible with the UAV network, and the communication information and requests
between UAV nodes will be recorded by the blockchain. Therefore, while recording the
behavior of UAVs, the entire UAV network can also check the maliciousness of UAV
nodes. At the same time, UAV Nodes that have lost data can recover lost messages
through other UAV nodes in the blockchain network and prevent false messages.

Although some scholars have conducted a lot of research on the combination of
blockchain and UAVs, these network models rarely consider the problem of UAV net-
work reconstruction. During the execution of the task, there are various problems such
as data loss and disconnection of UAVs due to various factors such as environment,
weather, and human interference. Therefore, this paper proposes an adaptive recon-
struction framework of UAV network based on blockchain. The organizational structure
of this paper is as follows: Sect. 2 describes the related research works; Sect. 3 proposes
a blockchain-based UAV network adaptive reconstruction technical framework; Sect. 4
describes a data recovery and update method in the self-reconfiguration of the UAV net-
work; Sect. 5 gives a communication link reconstruction method in the UAV network;
Sect. 6 summarizes the research work of this paper.

2 Related Work

Due to the unreliable wireless channel and high-dynamic topology of unmanned aerial
vehicle ad hoc networks (UAANETs), the situation that a node is missing broadcast
messages occurs frequently. To address this problem, Liu Donggang et al. [7] proposed
the concept of mutual-healing. Instead of waiting for the next broadcast, this method
can get assistance from its neighbors to recover that lost keys instantly. Zuojie Deng
et al. [8] proposed provable multi-copy data possession scheme with data dynamics,
and the performance show that the scheme has strong security and good performance.
Subsequently, Tian et al. [9] proposed a specificmutual-healing scheme based on bilinear
pairing inwireless sensor networks. In thismethod, a nodewithmisseddata canbroadcast
a request message to its one-hop neighbors to restore data. While in Tian’s scheme,
the location information of both request and cooperative nodes will be exposed to the
adversary. Then Xinghua Li et al. [10] present a mutual-healing data distribution scheme
based on the blockchain. While this scheme does not consider the problem of damaged
data recovery.
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To secure communications duringdata acquisition and transmission, aswell as dimin-
ish the probability of attacking by malicious manipulated UAVs, Ge Chunpeng, et al.
[11] propose a distributed UAVs scheme harnessing blockchain technology whose net-
work has similar topology to Internet of things (IoT) along with cloud server. With
the network following a hierarchical layout, even the near-user site evaluations can be
impacted by the overheads associated with maintaining a perpetual connection and other
factors. Vishal, et al. [12] present a novel neural-blockchain-based drone-caching app-
roach, focus on the ultrareliable communication and use drones as on-demand nodes
for efficient caching. The communication between UAVs is subject to potential cyber
threats. Anik Islam et al. [13] represents a blockchain based data acquisition process in
which information is gathered from IoT using UAV and the integrity of the data can be
maintained after storing into local storage. Caching mechanism of UAANETs brings a
new security challenge that poisoned content can contaminate the cache on the routers
and isolate valid content from the network, leading to performance degradation or denial
of service. Lei Kai, et al. [14] proposes a systematic framework that integrates interest-
key-content binding and introduce a lightweight permissioned blockchain system over
NDN and develop a scalable adaptive delegate consensus algorithm. These methods do
not take into account the aspects of safe recovery of damaged data and network recon-
struction when the UAV formation performs tasks in coordination. Anik Islam et al. [15]
presents a blockchain enabled secure data acquisition scheme utilizing an unmanned
aerial vehicle (UAV) swarm where data are collected from the Internet of Things (IoT)
devices and subsequently. Before adding data in blockchain, consent from all validators
is required. Then the data are stored in blockchain with the approval of validators. The
decentralized database in blockchain emphasizes data security and privacy, andMachine
Learning involves the rational amount of data to make precise decisions. Hence, Sudeep
Tanwar et al. [16] present a detailed study on Machine Learning adoption for making
blockchain-based smart applications more resilient against attacks. Data sharing and
content offloading among vehicles is an imperative part of the Internet of Vehicles. So,
Hassija Vikas et al. [17] propose a Directed Acyclic Graph enabled IoV framework and
make use of a tangle data structure where each node acts as a miner and eventually the
network achieves consensus among the nodes.

Also, there are some studies on data recovery and connectivity reliability. Chi Yang
et al. [18] propose an approach, which is based on the prediction of a recovery replace-
ment data by making multiple data sources based approximation, to achieve fast error
recovery in a scalable manner on cloud. Songyun Wang et al. [19] investigate the data
recovery problem for QoS guarantee and system robustness, and propose a rarity-aware
data recovery algorithm, which is to establish the rarity indicator to evaluate the replica
distribution and service requirement comprehensively. Hyungsoo Jung et al. [20] pro-
pose a data recovery service framework on cloud infrastructure, a parity cloud service,
which provides privacy-protected personal data recovery service while requiring a small
storage space in the cloud. Reliability evaluation of interconnection network is important
to the design andmaintenance ofmultiprocessor systems.Hence,WeihuaYang et al. [21]
explore the extra connectivity and the extra edge-connectivity of blockchain networks,
and discuss the structure of blockchain networks with many faults. Also, considering
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the hypercubes, Mobius cubes, crossed cubes, and twisted cubes of the blockchain net-
works, Qiang Zhu et al. [22] prove that the h-extra connectivity of an n-dimensional BC
network, by exploring the boundary problem of the blockchain networks.

3 Blockchain-Based Adaptive Reconstruction Framework

At present, the technique of UAV network is developing rapidly. It’s common for hun-
dreds or even thousands ofUAVsworking together. In the process of collaboration,UAVs
are easily affected by attacks and wireless interference, causing data loss or damage. The
blockchain-based adaptive reconstruction approach for UAV network proposed in this
paper can recover the data lost by UAV nodes without hardware damage. The proposed
framework is shown in Fig. 1.

Fig. 1. Blockchain-based adaptive reconstruction framework

The framework proposed in this paper consists of three layers: data storage layer,
network layer and application layer. In the data storage layer, after UAV nodes join the
UAV network, they use local storage media to store and maintain the UAV network data
blockchain. The UAV network data blockchain proposed in this paper saves the mission
information of the UAV network and the corresponding execution strategies. We denote
the i-th block as Blocki = {Block_head, Block_body}, where Block_body represents
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the block body, which is a list containing task information and corresponding execu-
tion strategies, which can be expressed as Block_body = [Task information, Execution
strategy]. Block_head represents the block header, which is a 5-tuple as (1).

Block_head = {SigGCS(N ), TimeStamp, PreHash, N , CHash} (1)

In Eq. (1), N represents the random number generated by the ground control station
(GCS);SigGCS(N) represents the signature of the randomnumber by theGCS;TimeStamp
is the timestamp of the block generated by the GCS; PreHash is the hash value of the
previous block; CHash represents the hash value of the current block.

In the network layer, P2P communication mechanism is used for UAV node com-
munication and adaptive reconstruction. In the application layer, we assume that when
the UAV is attacked by hackers, the UAV’s mission data and corresponding execution
strategy will be damaged or changed.When the UAVfinds data damage, it will broadcast
the damaged data block number to its neighbors to request data recovery. After the UAVs
filter illegal requests and check the identity of the requesting UAV, they will transmit the
lost or damaged block to the requesting UAV to complete the UAV recovery.

4 Data Recovery and Update Approach in UAV Network

In the UAV network, there are many UAV nodes. The mission information and execution
strategy information stored in the UAV are relatively large. The problems are how to find
data damage and locate the location of the damaged data quickly, and how to ensure that
the data obtained is authentic and credible. In this paper, the UAV nodes are represented
by the set U = {U1, U2,…, Un}. Similar to the wallet address, each UAV node has a
unique identification (ID), which is provided by GCS when the UAV is registered. At
the same time, the GCS uses an asymmetric key method to generate key pairs (PKGCS,
SKGCS), where PKGCS represents the public key generated by the GCS and is issued
to the UAV. SKGCS represents the private key generated by the GCS and is stored by
the GCS for signature verification. At the same time, we define the signature function
Sign(SKGCS, N) and the verification function Ver(PKGCS, Sign(SKGCS, N)). If and only
if the UAV node holds the correct public key of the GCS, and the block is signed by the
GCS, the UAV node can get the correct message N and pass the verification.

In the UAV network, the UAV node is equivalent to the service provider, and the
GCS is equivalent to the manager of the UAV node. The task information and execution
strategy of the UAV nodes are provided by the GCS. We assume that the GCS is safe
and reliable, and all the blocks are generated by the GCS, which solves the problem of
data chain bifurcation caused by the large number of UAVs. The data recovery process
in the self-reconstruction of the UAV network proposed in this paper is shown in Fig. 2.

The UAV node in the UAV network performs hash verification on the important data
stored in the data chain each time interval, and compares it with the CHash value in the
block header to check whether the data is damaged. If the data is damaged, the UAV
node Uq updates the list of connectable nodes List_nbUq by broadcasting, and sends
a data recovery request Req_Uq = {IDUq, cn, CHashcn-1, cn’, CHashcn’} according to
the address in the list. IDUq is the address of the UAV node making the request and
cn represents the block number of data loss. CHashcn-1 represents the hash value of
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Fig. 2. Data recovery process in the self-reconstruction of the UAV network

the previous block of the block where the data is lost. UAV nodes may lose data in
consecutive blocks. Therefore, we use cn’ to represent the value of the next block in
the data loss block sequence. CHashcn’ represents the hash value of the next block of
the data loss block sequence. The self-check request algorithm of UAV node is given in
Table 1.

After receiving the data recovery request, every UAV node in the list of connectable
nodes List_nbUq checks the hash value of the forward block of the block numbered cn in
the local data chain,CHashcn-1* and the hash value of the backward blockCHashcn’* , and
compare with the CHashcn-1 and CHashcn’ in the request Req_Uq. After the verification
is passed, the UAV node Ui checks the connectivity of Uq and then gives a response
Res_Ui = {IDUq, Blockcn}. The UAV node response algorithm is shown in Table 2.

The UAV node Uq sends a request to the UAV nodes in the list List_nbUq. There-
fore, the UAV node Uq will receive multiple response messages Res_Set = {Res_Uj |
∀Uj ∈ List_nbUq} from the UAV nodes in the list List_nbUq. The UAV node Uq veri-
fies the authenticity of the received block through the verification function Ver(PKGCS,
Sign(SKGCS, N)), and adopts the great majority principles to choose the most trusted
block for data recovery.
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Table 1. UAV node self-checking and request algorithm

Input Self informa on
Output Data recovery request Req_Uq
1. Ini alize int variable cn_lost = 0
2. Ini alize int list variable block_lost = []
3. while (true) 
4. for (Blocki in Block)
5. If (hash(Blocki) != Blocki.CHash)
6. cn_lost = Blocki.cn
7. block_lost.append(cn_lost)
8. end if
9. end for
10. sleep(t)  // Set me interval t
11. end while
12. Ini alize int variable i = 0
13. while ( true )
14. cni = block_lost[i]
15. get (Blockcni-1.CHash) -> Req_Uq.CHashcn-1 // Obtain the hash value of the forward block and 

submit it to the request. If the block is the first block, GCS authen ca on recovery is required to 
ensure security.

16. while (cni + 1 in block_lost)
17. cni += 1 and i +=1
18. end while
19. get (Blockcni+1.CHash) -> Req_Uq.CHashcn’ // Obtain the hash value of the next block of the data 

loss block sequence and submit it to the request
20. If ( i+1 <= block_lost.length )
21. i += 1
22. else break
23. end if
24. end while

Algorithm 1: UAV node self-checking and Request algorithm

Table 2. UAV node response algorithm

Algorithm 2: UAV node Response algorithm
Input Data recovery request Req_Uq
Output Data recovery response Res_Ui
1. while (true)
2. keep listening()
3. If (receive request Req_Uq from Uq)
4. get(Req_Uq.cn, Req_Uq.CHashcn-1, Req_Uq.cn’, Req_Uq.CHashcn’)
5. check(Ui.Block)
6. If((CHashcn-1 = CHashcn-1*) & (CHashcn’ = CHashcn’*))
7. Send Res_Ui -> Uq
8. end if
9. end if
10. end while
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Every UAV node stores the public key and verification algorithm of the GCS. There-
fore, when the GCS performs important data updates, it can be packaged into a block
Blockm to pass the block to the nearest UAVs.When the UAVnode receives themessage,
it will verify the message through the public key stored in the GCS and the verification
functionVer (PKGCS, Sign (SKGCS, N)). If the confirmation is correct, the UAV node will
forward the received block Blockm to the neighbor nodes through the blockchain net-
work, and the UAVs which receive the message verifies, saves, and continues to forward
the block until all the nodes in the UAV network receive the update information.

5 Reconstruction Approach of Communication Link in UAV
Network Based on Blockchain

Since the UAV nodes are registered in the GCS, the GCS can use asymmetric cryp-
tography or certificates to prove the identity of the UAV node. At the same time, in
the UAV network, all the actions of the UAV will be recorded and passed to the GCS.
Therefore, we use a reputation-based method to check whether a node is a malicious
node or whether there is a fault, so that the GCS can reconstruct the communication link
in the UAV network. We give the following definitions used in our approach:

1) The normal event is to receive a message, verify the authenticity of the message,
and forward the message when the message is true;

2) Malicious events are not forwarding when receiving correct messages, or transmit-
ting false messages to interfere with normal UAVs;

3) The suspicious event is a declaration of data damage and request for data recovery.

If multiple neighbor UAVs receive the same encrypted information from the GCS
and pass the verification, the information can be considered authentic. For suspicious
events, we set a time window K. Multiple submissions of suspicious events within the
timewindowK will be considered asmalicious events. In order to track UAVs that report
or forward false messages, UAVs in the network will keep a list of IDs of UAVs that
forward messages. The trust degree of each UAV is calculated by (2).

t =
{

1,
(kc ∗ c)/(ks ∗ s + kc ∗ c)

if (S + C) < m
other

(1)

In Eq. (2), s is the number of malicious events generated by the UAV, c is the number
of normal events generated by the UAV, ks is the coefficient of the number of malicious
events generated by the UAV, and kc is the coefficient of the number of normal events
generated by the UAV. And m is the minimum number of events that can be judged
malicious. In this way, we can judge whether the node is a malicious node. Also, when
the UAV network is in a trusted environment, we can predict whether the node is faulty.

In this way, the UAVs in network can detect malicious UAV or other problems,
and the network can also restructure. The UAV network self-reconfiguration process is
shown in Fig. 3.

For each communication and forwarding event, the UAV network records it on the
blockchain. After a period of time, UAVs in the network send UAVs behavior event
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Fig. 3. The UAV network self-reconfiguration process

blockchain to GCS. The GCS receiving the information will calculate the latest cred-
ibility of each UAV node through the great majority principles and Eq. (2). Then, the
ground control center releases the latest UAV node credibility list to the UAVs network.
UAVs in the network update the list, and can re-plan the communication links in the
network according to the list.

6 Analysis and Conclusion

Above all, we make the assumption that GCSs are generally deployed in secure envi-
ronments and attackers cannot deduce the private key from the public key, as mentioned
in Sect. 4. For each UAV has verification function Ver(*) to verify the authenticity of
the block. In our proposed framework, it is difficult for attackers to forge false block
information. Hence, it can guarantee the authenticity of block information.

When the UAV that is attacked or loses data needs to recover information, it will get
the necessary information from the neighbor UAV nodes. Compared with nearby UAVs,
the distance between the attacked UAV and GCS is longer, which will bring higher time
delay. Hence, the proposed framework has high data recovery efficiency.

Also, due to the large number of UAVs in the network, it is difficult for attackers to
attack or hijack most of them at the same time. Even if the UAV has lost important data,
such as the verification function Ver(*), it can request data from neighboring UAVs,
and use the great majority principles to recover data. Hence, the UAV network has
invulnerability to some extent.

Another advantage of our proposal is that UAVs and UAV network can observe
problems timely and reliably. By using blockchain technique, the behavior of UAVs in
the network is recorded on the blockchain and the data on the blockchain is open and
transparent to UAVs and GCS in the network. Hence, the malicious behavior or faulty
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UAV is easy to detect. Also, according to Algorithm 1 in Sect. 4, each UAV in the
network will check itself regularly to detect missing data as soon as possible.

As discussed above, this paper proposes a novel self-adaptive reconstruction method
of UAV network based on blockchain. In terms of the technical framework of the self-
adaptive reconstruction of the UAV network based on the blockchain, this article gives
a specific description from the data storage layer, network layer and application layer,
and improves the block data structure to make it satisfy the needs of network adaptive
reconstruction.

To address the problems of data damage or missing in the UAV network, this paper
proposes a data recovery and update method in the self-reconfiguration of the UAV
network, and gives a description of the corresponding algorithms. Finally, this article
uses the blockchain to record the behavior of the UAV nodes in the UAV network, and
proposes an algorithm to check whether the UAV is malicious or whether there is a fault.
So that the GCS can reconstruct the UAV network communication link.

For future work, we will go deeper into the message recovery and safe delivery
mechanism, the adaptive routing planning of the UAV network, and the reconstruction
when the hardware equipment is damaged in the UAV network.
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Abstract. Nowadays, the Internet of Things (IoT) has been rised. As
an important branch, the Healthcare Wireless Medical Sensor Networks
(HWMSNs) also have a huge developing prospect. The security, pri-
vacy and effiency in HWMSNs also have become the hot topics because
of HWMSNs’ vulnerability in an open wireless channel. In such a sce-
nario, various aggregate signature schemes for HWMSNs have been pro-
posed. Nevertheless, the certificate-based aggregate signature schemes
face with a common issue (i.e. complicated certificate management).
While Identity-based (ID-based) aggregate signature schemes can miti-
gate this issue, they cannot resist varied attacks (e.g. the modification
attack, the impersonation attack etc.). On the other hand, they usually
use complicated computations (e.g. bilinear pairing), being intractable
for lightweight devices of HWMSNs. After analyzing proposed aggregate
signature schemes, we improve Gayathri et al.’s scheme [1] which is the
most efficient in current schemes and propose a certificateless aggregate
signature scheme with enhanced security and efficiency (CLAS) scheme.
At the same time, the security analysis and performance analysis pro-
vided by this paper indicate our scheme can provide privacy preserving,
resist current known attacks and has the utility for HWMSNs.

Keywords: IoT · HWMSNs · CLAS · Security · Privacy · Effiency

1 Introduction

The IoT [2], having promoted the third wave of global information industrializa-
tion, is an intelligent network to connect objects through the Radio Frequency
Identification (RFID) devices, Global Positioning System (GPS) and Wireless
Sensor Networks (WSN) [3,4]. It can do intelligent information exchange to real-
ize the intelligent and customized monitoring, tracking, location, identification
and management [5].

As a bellwether of the IoT, HWMSNs [6–8], having a huge developing
prospect, make full use of wireless network to realize the tracking and service of
c© Springer Nature Switzerland AG 2021
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Fig. 1. HWMSNs

health care. The HWSNs can have human physiological data by integrating mul-
tidisciplinary knowledge of biosensors, medical electronics, multi-sensor analysis
and data fusion, artificial intelligence, pervasive sensing, wireless communica-
tions and other innovative applications, being very helpful for studying human
diseases [9]. In addition, they also have unique application in medicine manage-
ment, research and development of new medicine, blood management and many
other aspects. And the most prominent advantage of HWMSNs is that it can
provide universal health care for human in a sensible, cost effective way. Figure 1
shows the structure of HWMSNs [10]. It has four entities (Authorized Health-
care Professional (AHP), Medical Server (MS), Data aggregator (DA), Medical
Sensor Nodes (MSNs)) in HWMSNs. The HWMSNs are on or in the patients’
body which have ability to collect health data (eg. blood pressure, heart rate,
body temperature) and send these data to DA. The DA can aggregate these
messages and send them to remote MS through Internet. The AHP always is
a medical establishment which can generate healthcare proposals by analyzing
information from MS.

Although HWMSNs have unique advantage in the construction of medical
monitoring system, many problems of practical application in HWMSNs still
need to be addressed [11]. With the further study of HWMSNs, researchers find
that verifying the MSN validity and message integrity are urgent because of suf-
fering many kinds of attacks in HWMSNs communicating. In a real HWMSNs, it
is also important to achieve the privacy preserving for every patient. In addition,
the MSNs and DA have limited storage and computing power which cause an
imperative need to use a lightweight signature scheme for HWMSNs. In such a
scenario, various aggregate signature schemes which have the ability of privacy
preserving for HWMSNs have been proposed. But most of these schemes can not
balance between the security and performance. After analyzing current aggre-
gate signature schemes, we propose a certificateless aggregate signature scheme
with enhanced security and efficiency for HWMSNs.
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1.1 Related Works

The security, privacy and efficiency in IoT [12–20] have been researched in recent
years. A certificate-based aggregate signature scheme having the modified Pub-
lic Key Infrastructure (PKI) was proposed by Raya and Hubaux [21]. For one
sensor node, there are a lot of public/private key pairs and corresponding cer-
tificates in this scheme. The sensor node randomly chooses one public/private
key pair when it generating a signature. This structure can hide its real iden-
tity. The real IoT needs lightweight algorithms and storage. But in this CPPA
scheme, public/private key pairs and corresponding certificates for every legal
sensor node need to be stored and CA also be required to store these information
of legal sensor nodes. In order to solve these problem, an ECPP scheme having
temporary anonymous certificates was proposed by Lu et al. [22]. When a sen-
sor node tends to generate a signature, it will have a request to nearby server
device for getting a new anonymous certificate in this scheme. This algorithm is
un-efficient in real IoT. Then a signature aggregate scheme having Hash Mes-
sage Authentication Code (HMAC) was proposed by Zhang et al. [23]. It had
improved the efficiency. However, all these certificate-based aggregate signature
schemes have a weakness on certificates managing.

In such a scenario, an ID-based aggregate signature scheme was proposed
by Zhang et al. [23]. It took sensor node’s identity as its public key and add
conditional privacy preserving for IoT. This scheme needs small storage space
because of no need storing certificates and has lower verification and communi-
cation. Then Lee and Lai [24] figured out that the scheme proposed by Zhang et
al. [23] can not withstand the replay attack by detail security analysis. In order
to improve the ID-based signature schemes, Shim [25] proposed a CPAS scheme
which is suitable for real HWMSNs. But it can not resist the modification attack
by Liu et al.’s research [26]’s research. Then an efficient ID-based aggregate sig-
nature scheme was proposed by HE et al. [27]. Even if the ID-based signature
schemes are being improved all the time, these schemes have a weakness on key
escrow problem.

With the progress of the HWMSNs, a branch of the IoT, many certificateless
aggregate signature schemes which is able to deal with the above weaknesses
for HWMSNs [28–30] had been proposed recently. But most of them have weak-
nesses on security or efficiency. In order to make the certificateless aggregate
signature scheme being better suitable for HWMSNs, Gayathri et al. [1] pro-
posed a certificateless aggregate signature scheme using ECC instead of bilinear
pairing and having a full aggregate signature to reducing the computation cost.
However, there are some problems of security and performance in Gayathri et
al.’s scheme [1]. They are described and analyzed as follows.

– the signature generation phase in N.B. Gayathri et al.’s scheme [1]: the
sensor node, having the private key (xi, di) and public key (Xi = xiP,Ri),
randomly chooses y1i, y2i ∈ Z∗

q and computes:
Y1i = y1iP ,
Y2i = ((y2ixi + h2idi) mod q)Ppub = (ui, vi),
wi = (ui(y1i + h3ixi) + h4idi) mod q,



A New Certificateless Aggregate Signature Scheme 315

h2i = H2(mi, P IDi, Y1i),
h3i = H3(mi, P IDi, PKi, Ti),
h4i = H4(mi, P IDi, PKi, Ti).

– Security: Firstly, there is no timestamp Ti in the inputs of hash functions
H2 making this scheme can not resist the reply attack. Secondly, the hash
functions H3,H4 are only related to mi, P IDi, PKi, Ti, not to the random
integers y1i, y2i in this scheme. Basing on above analysis, we can forger a
signature σ∗

i = (Y1i, u
∗
i , w

∗
i ):

(i) We get a valid signature σi = (Y1i, ui, wi) and responding parameters
(Xi, Ri, h2i, h3i, h4i).
(ii) Accoring to the equation wiP −ui(Y1i+h3iX) = h4(R+H1iPpub), we
choose a different random integer y∗

2i to get different parameters (u∗
i , w

∗
i ),

the same parameters (Y1i, Ri,Xi, Ri, h1i, h2i, h3i, h4i). The purpose of this
operation make the equation w∗

i P − u∗
i (Y1i + h3iX) = h4(R + H1iPpub)

holds.
Then we can get a forgery signature σ∗

i = (Y1i, u
∗
i , w

∗
i ).

– Performance: Firstly, there are redundant hash functions H3,H4, mapping
to point, adding computation cost in the signature generation phase. Secondly,
the vi, a part of Y2i, is not used in the scheme and it is unecessary to choose
the random integer y2i to compute Y2i = [(y2ixi+h2idimodq)]Ppub. Using the
random integer y1i correctly can ensure the security of the signature. Finally,
sending the signature σi = (Y1i, ui, wi) needs high communication cost.

1.2 Our Research Contribution

Facing the security, privacy and performance challenges, we propose a scheme.
The main contributions in this paper are summarized as bellows.

(i) Aiming at address the disadvantages of N.B. Gayathri et al.’s scheme [1],
We propose a Certificateless Aggregate Signature Scheme with enhanced
security and efficiency for HWMSNs.

(ii) The security analysis indicates that the CLAS scheme is Existential
Unforgeability against chosen-message attacks (EU-CMA) and can resist
many kinds of attacks.

(iii) It shows that shows that the communicating and computing efficiency of
our CLAS scheme have been significantly improved in performance analysis.

1.3 Organization of the Article

The rest organization of this article is presented as bellows. Section 2 shows
the modified network model and corresponding security model in HWMSNs.
Section 3 presents the scheme’s detailed algorithms. Section 4 describes the secu-
rity analysis for the CLAS scheme. Section 5 depicts performance analysis of our
CLAS scheme.
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2 Background

2.1 Network Model

The HWMSNs in our scheme have four entities, namely, Authorized Healthcare
Professional (AHP), Medical Server (MS), Data aggregator (DA), Medical Sen-
sor Nodes (MSNs). For improving the security and performance in HWMSNs,
HRSUs are added in our scheme.

• AHP: The AHP can provide individualized treatment plans for patients bas-
ing on the information from the MS.

• MS: The MS, having big storage space and strong computing power, can
receive the aggregate information from the DA and sending addressed infor-
mation to the AHP. In our CLAS scheme, it is also a trusted third party
(TA). After successful interacting between MS (TA) and MSN, the MSN can
get a full secret key, pseudo identity, full public key from the MS (TA).

• DA: A certain amount of MSNs will have a corresponding DA to collecting
and aggregating signatures by these MSNs. Compared with MSN, the DA
has more computing power.

• MSNs: The MSNs are in patient’s body and collecting corresponding
patient’s information (eg. heart rate, blood pressure, temperature, respira-
tions) and their storage space and computing power are limited (Fig. 2).

Fig. 2. Network framework

2.2 Elliptic Curve Discrete Logarithm Problem (ECDLP)

Giving P,Q ∈ G, finding an integer x ∈ Z∗
q and making this equation Q = xP

holding is the ECDLP.
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2.3 Security Model

We consider various security parameters (e.g. message integrity, authority dis-
tribution, privacy preservation, traceability, un-linkability, resistance against
attacks) in HWMSNs. Two types adversaries are considered by us baing on
the potential adversary behavior. The key replacement attack can be done by
Type I Adversary. This adversary can compromise the vehicle secret value or
replace the vehicle public key. But it can not get the master secret key. The
malicious TA attack can be done by the Type II Adversary. This adversary can
get master secret key of TA. But it can not replace any public key.

We define the Existential Unforgeability under a Chosen Message Attack
(EU-CMA) by considering the following two games against the two types adver-
saries.

Game I: This game has a challenger ξ and an adversary ADV1. The executing
process is shown as follows.

– Initialization Phase: The System Initialization is run by the challenger ξ for
getting system parameters which will be given to the adversary ADV1 and
master secret key which will be kept in a secure way.

– Queries Phase: The adversary ADV1 makes queries on the random oracle.
(i) Reveal Partial Secret Key Oracle: The ADV1 makes a query to the
ξ. According to the input ID, the ξ computes dID and sends it to the
ADV1.
(ii) Reveal Secret Value Oracle: The ADV1 makes a query to the ξ.
According to the input ID, the ξ returns xID to the ADV1.
(iii) Reveal Public Key Oracle: The ADV1 makes a query to the ξ. Accord-
ing to the input ID, the ξ computes PKID and sends it to the ADV1.
(iv) Replace Public Key Oracle: Giving a ID, the ADV1 replaces the
public key PKID.
(v) Signing Oracle: The ADV1 makes a query. input M ∈ {0, 1}∗, sign
oracle returns a valid signature σ of the user ID.

– Forgery Phase: According to the message M∗
i , the ADV outputs σ∗ as a

forger signature of the identity ID∗
i with the public key PK∗

IDi
. It will win

the game if the following conditions are matched.
(i) The signature σ∗ is valid.
(ii) The ID∗ has not been queried in reveal partial secret key oracle and
reveal secret key oracle.
(iii) The signature σ∗ has not been queried in the query phase.

Game II: This game has a challenger ξ and an adversary ADV2. The executing
phase is shown as follows.

– Initialization Phase: The System Initialization is run by the challenger ξ for
getting system parameters which will be given to the adversary ADV2 and
master secret key which will be kept in a secure way.

– Queries Phase: The adversary ADV2 makes queries on the random oracle.
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(i) Reveal Public Key Oracle: The ADV2 makes a query to the ξ. According
to the input ID, the ξ computes PKID and sends it to the ADV2.

(ii) Reveal Secret Value Oracle: The ADV2 makes a query to the ξ. According
to the input ID, the ξ returns xID to the ADV2.

(iii) Signing Oracle: The ADV2 makes a query. input M ∈ {0, 1}∗, sign oracle
returns a valid signature σ of the user ID.

– Forgery Phase: According to the message M∗
i , the ADV outputs σ∗ as a

forger signature of the identity ID∗
i with the public key PK∗

IDi
. It will win

the game if the following conditions are matched.
(i) The signature σ∗ is valid.
(ii) The ID∗ has not been queried in reveal secret key oracle.
(iii) The signature σ∗ has not been queried in the query phase.

3 The Proposed Scheme

In this section, we propose a Certificateless Aggregate Signature Scheme
with enhanced security and efficiency which is able to protect privacy
and construct efficient aggregate signatures for secure communication in
HWMSNs. The notations throughout the scheme are described as below.

Notations
p, q: two large prime numbers.
E: an elliptic curve y2 = x3 + ax + b mod p,

defined over the prime field Fp.
G: an additive group with the order q,

and all points on the elliptic curve E make up the G.
P : a random non-zero base point in E.
H: hash functions, H0: G × {0, 1}∗ → Z∗

q .
H1: G × G × {0, 1}∗ → Z∗

q .
H2: G × G × G × {0, 1} × {0, 1}∗ → Z∗

q

H3: G × G × {0, 1} × {0, 1} × {0, 1}∗ → Z∗
q

H4: G → Z∗
q

s: the master secret key.
Ppub: the master public key.
Mi: the i-th message.
RIDi: the i-th real vehicle identity.
PIDi: the i-th pseudo vehicle identity.
Ci: the ciphertext of the PIDi.
ski: the private key of the i-th vehicle.
PKi: the public key of the i-th vehicle.
RIDj : the j-th real RSU identity.
skj : the private key of the j-th RSU.
PKj : the public key of the j-th RSU.
σi: the signature of the Mi.
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3.1 The Proposed CLAS Scheme

There are seven phases in CLAS scheme: System Initialization, Public/Secret
Key Pair Generation, Signing, MSN to DA Verification, Aggregate signature
and DA to MS Verification.

1) System Initialization
In the System Initialization, the MS generates system parameters which are
pre-loaded into tamper-proof device of every MSN. The specific steps are
described as follows.

– The MS selects a group G of prime order q, a generator P of G. Then
it chooses a random number s ∈ z∗

q as its master secret key and sets
Ppub = sP as its master public key.

– The MS selects four hash functions H0: G × {0, 1}∗ → Z∗
q , H1: G × G ×

{0, 1}∗ → Z∗
q , H2: G×G×G×{0, 1}×{0, 1}∗ → Z∗

q , H3: G×G×{0, 1}×
{0, 1}×{0, 1}∗ → Z∗

q . After that, the MS publishes the system parameters
as params = {q,G, P, Ppub,H0,H1,H2,H3} and keeps the master secret
key secure.

2) Public/Secret Key pair Generation
The MSN public/secret Key pair generation phase is as below.

– The MSN sets a password PWDi and sends {PWDi, RIDi} to the MS.
The RIDi is the real identity of this MSN.

– After receiving {PWDi, P IDi}, the MS chooses a random number ri ∈
Z∗
q and computes:

Ri = riP,

PIDi = RIDi ⊕ H0(riPpub, Ti),
h1i = H1(PIDi, Ri, Ppub),
di = ri + sh1i mod q.

Then the MS sets Di = (di, Ri) and sends {PIDi,Di, di} to this MSN in
a secure channel.

– When getting {PIDi,Di, di}, the MSN verifies the equation diP = Ri +
h1iPpub. If it is false, this MSN will fail to register. Otherwise, this vehicle
chooses a random number xi ∈ Z∗

q and computes Xi = xiP .
The public key of this MSN is PKi = (Xi, Ri) and the private key of this
MSN is ski = (di, xi).
3) Signing
In the signing phase, the MSN uses its private key ski to sign a message Mi.

– The MSN chooses a random number yi ∈ Z∗
q and computes:

Yi = yiP,

h2i = H2(Mi, P IDi, PKi, Yi, Ti),
h3i = H3(Mi, P IDi, PKi, h2i, Ti),
wi = yi − h2ixi − h3idi mod q,

σi = (h2i, wi).
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The σi is the signature of the Mi. When these two steps have been completed,
the MSN sends {σi,Mi, PKi, Ei, Ci, Ti} to the corresponding DA.
4) MSN to DA Verification
In the MSN to DA Verification, the DA verifies the valid of MSN. If the
identity is valid, the DA computes:

Y
′
i = wiP + h2iXi + h3i(Ri + h1iPpub),

h
′
2i = H2(Mi, P IDi, PKi, Y

′
i , Ti).

Then the DA verifies the equation h
′
2i = h2i. If it false, the DA will reject this

message. Otherwise, the DA accepts the signature and sets σ
′
i = (Y ′

i , wi).
5) Aggregate Signature
In the aggregate signature, the DA aggregates n messages {Mi, σ

′
i, PKi,

P IDi, Ti} and sends them to the MS. The specific steps are described as
follows.

– The DA sets ̂T = ∅, ̂PK = ∅, w = 0, Y = O.
– For i = 1 to n, The DA computes:

̂T = ̂T
⋃

{Mi},

̂PK = ̂PK
⋃

{PKi},

w = w + wi mod q,

Y = Y + Y ′
i mod q,

Then the DA sends { ̂T , ̂PK,w, Y } to the corresponding MS through the wired
network.
6) DA to MS Verification
In the DA to MS Verification, the MS verifies the aggregate signature. It
checks the equation |̂T | = |̂PK|. If it is false, the MS will reject this aggregate
signature. Otherwise, for i = 1 to n, the MS computes:

Qi = h3i(Ri + h1iPpub),
Si = h2iXi.

Then it verifies the equation wP − Y +
∑n

i=1(Si + Qi) = ∞. If it is false,
the MS will rejects this aggregate signature. Otherwise, it will accept these
messages.
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3.2 Correctness of the CLAS Scheme

The description of correctness in the proposed CLAS scheme is divided into
two parts: the correctness of the signing phase, the correctness of the aggregate
signature.
Correctness of signing:

Y
′
i = wiP + h2iXi + h3i(Ri + h1iPpub)

= (yi − h2ixi − h3idi)P + +h2iXi + h3iRi + h3ih1iPpub

= yiP − h3i(ri + sh1i)P + h3iriP + h3ih1isP
= Yi

Therefore, h
′
2i = H2(Mi, P IDi, PKi, Y

′
i , Ti) = h2i. It shows that the signing

phase is correct.
Correctness of aggregate signature: We have the equations Qi = h3i(Ri +
h1iPpub) and Si = h2iXi. The reason why aggregate signature is correct is
described as follows.

wP − Y +
∑n

i=1(Si + Qi)
= (

∑n
i=1(yi − h2ixi − h3idi)P − Y +

∑n
i=1(Si + Qi)

=
∑n

i=1(Yi − h2iXi − h3iRi − h1ih3iPpub) − Y +
∑n

i=1(Si + Qi)
= ∞

4 Security Analysis

In this section, we prove the security of the proposed CLAS scheme in the random
oracle model and analyze its security requirements.

4.1 Security Proof

Basing on the Sect. 3(C), we have a detail description on the security proof of
the proposed CLAS scheme in this section.

Theorem: The proposed CLAS scheme is EU-CMA under the assumption that
the ECDLP is hard in the random oracle model.

This proof of the Theorem is depending on the next Lemma 1, Lemma 2,
Lemma 3 and Lemma 4.

Lemma 1: There is a Type I Adversary who can forge a valid signature of the
CLAS scheme in an attack model by the Game I in the random oracle model.
Then the challenger can use the ability of the adversary to solve the ECDLP.

Proof: According to the section of the security model, the ξ is an ECDLP
challenger and the ADV1 is an adversary who can forge a valid signature of the
proposed CLAS scheme in the Game I. The ξ can use the ability of ADV1 to
solve the ECDLP. Giving the {P, P1 = aP} as a ECDLP random instance to
the challenger ξ. The goal for the ξ is to find a after the interaction with ADV1.
And the ID∗ is the target identity for the ξ. The corresponding message is M∗.
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– Initialization Phase: The ξ publish system parameter:

{G,P, Ppub,H0,H1,H2,H3}
to the ADV1 and keeps the s secretly. The ξ sets Ppub = P1.

– Queries Phase: The ADV1 queries and the ξ which has initially empty lists

L1, L2, L3, LPSK , LSV , LPK .

(i) Queries on oracle H1: The ξ has a list L1 : (IDi, Ri, Ppub, h1i). The
ADV1 takes a query on H1. If (IDi, Ri, Ppub, h1i) has existed in the list
L1, the ξ returns corresponding h1i. Otherwise, the ξ randomly selects a
h1i ∈ Z∗

q and inserts it into the L1. Then the ξ sends h1i to the ADV1.
(ii) Queries on oracle H2: The ξ has a list L2 : (Mi, IDi, PKi, Yi, Ti, h2i).
The ADV1 takes a query onH2. If the (Mi, IDi, PKi, Yi, Ti, h2i) has
existed in the list L2, the ξ returns corresponding h2i. Otherwise, the
ξ randomly selects a h2i ∈ Z∗

q and inserts it into the L2. Then the ξ sends
h2i to the ADV1.
(iii) Queries on oracle(H3): The ξ has a list
L3: (Mi, IDi, PKi, h2i, Ti, h3i). The ADV1 takes a query on H3. If the
(Mi, IDi, PKi, h2i, Ti, h3i) has existed in the list L3, the ξ returns corre-
sponding h3i. Otherwise, the ξ randomly selects a h3i ∈ Z∗

q and inserts it
into the L3. Then the ξ sends h3i to the ADV1.
(iv) Reveal Partial Secret Key Oracle (PSK(IDi)): The ξ has a list
PSK(IDi): (IDi, ri, di). The ADV1 takes a query on PSK(IDi). If the
(IDi, ri, di) has existed in the list LPSK , the ξ returns corresponding di.
Otherwise, the ξ randomly selects a ri ∈ Z∗

q , searches h1i from the list L1

and makes di = ri + ah1i if IDi �= ID∗. Then the ξ inserts (IDi, ri, di)
into the LPSK . At last, the ξ sends di to the ADV1. If IDi = ID∗, abort.
(v) Reveal Secret Value Oracle(SV (IDi)): The ξ has a list SV (IDi):
(IDi, xi). The ADV1 takes a query on SK(IDi). If IDi �= ID∗, the ξ
searches the (IDi, xi) in the LSV . If the IDi is existing, the ξ returns xi

to the ADV1. If the IDi is not existing, the ξ randomly selects a xi ∈ Z∗
q

and inserts the produced (IDi, xi) into LSV . Then the ξ returns the xi

to the ADV1. If IDi = ID∗, abort.
(vi) Reveal Public Key Oracle(PK(IDi)): The ξ has a list LPK :
(IDi, pki). The ADV1 takes a query on PK(IDi). If the (IDi, pki) has
existed in the list LPK , the ξ returns corresponding pki. Otherwise,
the ξ searches the LSV to get the xi, computes Xi = xiP and sets
pki = (Ri,Xi). At last, the ξ inserts (IDi, pki) into the LPK and sends
pki to the ADV1.
(vii) Replace Public Key Oracle(RPK(IDi)): The ADV1 inputs
(IDi, pki) for querying on RPK(IDi). The ξ replaces PKi = PK

′
i .

(viii) Signing Oracle: The ADV1 takes a query on (IDi,Mi, Ti). If IDi =
ID∗, abort. Otherwise, the ξ gets:

(IDi, Ri, Ppub, h1i) from the L1,
(Mi, IDi, PKi, Yi, Ti, h2i) from the L2,
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(Mi, IDi, PKi, h2i, Ti, h3i) from the L3,
(IDi, ri, di) from the LPSK ,
(IDi, xi) from the LSV .

Then the ξ randomly chooses yi ∈ Z∗
q and sets wi = yi − h2ixi − h3idi.

According to the signature definition and simulation, we have :
Y

′
i = wiP + h2iXi + h3i(Ri + h1iPpub)

= (yi − h2ixi − h3idi)P + h2iXi + h3i(Ri + h1iPpub)
= yiP − h2iXi − h3iRi − h3ih1iPpub + h2iXi + h3i(Ri + h1iPpub)
= Yi.

Therefore, the signature σMi
= (h2i, wi) is valid.

– Forgery Phase: The ADV1 forges a valid signature. The following operations
is shown as below.

(i) If the IDi �= ID∗, abort.
(ii) If IDi = ID∗ and Mi = M∗, the ADV1 can output a valid signature
σi = (h2i, wi). The ξ computes Y

′
i = wiP + h2iXi + h3i(Ri + h1iPpub), h

′
2i =

H2(Mi, P IDi, PKi, Y
′
i , Ti) and verifies the equation h2i = h

′
2i. Basing on

Forking Lemma [31], the ADV1 can output another valid signature σ∗
i =

(h2i, w
∗
i ). Using same (yi, xi, ri, h2i, h3i) and get different hash values h1i, it

has the equation Y
′
i = w∗

i P + h2iXi + h3i(Ri + h∗
1iPpub).

There is the derivation:
Y

′
i −Y

′
i = w∗

i P−wiP+h2iXi−h2iXi+h3i(Ri+h∗
1iPpub)−h3i(Ri+h1iPpub);

(w∗
i − wi)P = h3i(h1i − h∗

1i)aP .
Then the ADV1 can output s by computing a = (w∗

i − wi)(h3i(h1i − h∗
1i))

−1.
Since it contradicts the ECDLP, the proposed CLAS scheme can resist the
attack of Type I Adversary.

Lemma 2: There is a Type I Adversary who can forge a valid aggregate sig-
nature of the CLAS scheme in an attack model by the Game I in the random
oracle model. Then the challenger can use the ability of the adversary to solve
the ECDLP.

Proof: Excepting the Forgery Phase, the proof of Lemma 2 is identical to the
Lemma 1. The ADV1 forges a valid aggregate signature and the ξ can use the
ability of ADV1 to solve the ECDLP.

Forgery: The ADV1 outputs a valid aggregate signature (w, Y ). The ξ verifies the
correctness of wP−Y +

∑n
i=1(Si+Qi) = ∞. If it is false, abort. Otherwise, basing

on Forking Lemma [31], the ADV1 can outputs another valid aggregate signature
(w∗, Y ). Choosing different h1i, the ADV1 can get w∗P−Y +

∑n
i=1(Si+Q∗

i ) = ∞.
Then it has (w∗ − w)P =

∑n
i=1(h3i(Ri + h∗

1iaP )). Thus, the ξ can get
a = (w∗ − w)

∑n
i=1(h3i(h1i − h∗

1i))
−1. Since it contradicts the ECDLP, the pro-

posed CLAS scheme can resist the attack of Type I Adversary.
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Lemma 3: There is a Type II Adversary who can forge a valid signature of the
CLAS scheme in an attack model by the Game II in the random oracle model.
Then the challenger can use the ability of the adversary to solve the ECDLP.

Proof: According to the section of the security model, the ξ is an ECDLP
challenger and the ADV2 is an adversary who can forge a valid signature of the
proposed CLAS scheme in the Game II. The ξ can use the ability of ADV2 to
solve the ECDLP. Giving the {P, P1 = aP} as a ECDLP random instance to
the challenger ξ. The goal for the ξ is to find a after the interaction with ADV2.
And the ID∗ is the target identity for the ξ. The corresponding message is M∗.

– Initialization Phase: The ξ publish system parameters:

{G,P, Ppub,H0,H1,H2,H3}
and master secret key s to the ADV1.

– Queries Phase: The ADV1 queries and the ξ which has initially empty lists
L1, L2, L3, LSV , LPK answers.

(i) Queries on oracle H1: The ξ has a list L1 : (IDi, Ri, Ppub, h1i). The
ADV2 takes a query on H1. If (IDi, Ri, Ppub, h1i) has existed in the list
L1, the ξ returns corresponding h1i. Otherwise, the ξ randomly selects a
h1i ∈ Z∗

q and inserts it into the L1. Then the ξ sends h1i to the ADV2.
(ii) Queries on oracle H2: The ξ has a list L2 : (Mi, IDi, PKi, Yi, Ti, h2i).
The ADV2 takes a query onH2. If the (Mi, IDi, PKi, Yi, Ti, h2i) has
existed in the list L2, the ξ returns corresponding h2i. Otherwise, the
ξ randomly selects a h2i ∈ Z∗

q and inserts it into the L2. Then the ξ sends
h2i to the ADV2.
(iii) Queries on oracle(H3): The ξ has a list
L3: (Mi, IDi, PKi, h2i, Ti, h3i). The ADV2 takes a query on H3. If the
(Mi, IDi, PKi, h2i, Ti, h3i) has existed in the list L3, the ξ returns corre-
sponding h3i. Otherwise, the ξ randomly selects a h3i ∈ Z∗

q and inserts it
into the L3. Then the ξ sends h3i to the ADV2.
(iv) Reveal Secret Value Oracle(SV (IDi)): The ξ has a list SV (IDi):
(IDi, xi). The ADV2 takes a query on SK(IDi). If IDi �= ID∗, the ξ
searches the (IDi, xi) in the LSV . If the IDi is existing, the ξ returns xi

to the ADV2. If the IDi is not existing, the ξ randomly selects a xi ∈ Z∗
q

and inserts the produced (IDi, xi) into LSV . Then the ξ returns the xi

to the ADV2. If IDi = ID∗, abort.
(v) Reveal Public Key Oracle(PK(IDi)): The ξ has a list LPK : (IDi, pki).
The ADV2 takes a query on PK(IDi). If the (IDi, pki) has existed in the
list LPK , the ξ returns corresponding pki. Otherwise, if ID = ID∗, the ξ
sets Pi = P1. If IDi �= ID∗, the ξ searches the LSV to get the xi, computes
Pi = xiP and sets pki = (Ri, Pi). At last, the ξ inserts (IDi, pki) into the
LPK and sends pki to the ADV2.
(vi) Signing Oracle: The ADV2 takes a query on (IDi,Mi, Ti). If IDi =
ID∗, abort. Otherwise, the ξ gets:
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(IDi, Ri, Ppub, h1i) from the L1,
(Mi, IDi, PKi, Yi, Ti, h2i) from the L2,
(Mi, IDi, PKi, h2i, Ti, h3i) from the L3,
(IDi, xi) from the LSV .

Then the ξ randomly chooses yi ∈ Z∗
q and sets wi = yi − h2ixi − h3idi.

According to the signature definition and simulation, we have :
Y

′
i = wiP + h2iXi + h3i(Ri + h1iPpub)

= (yi − h2ixi − h3idi)P + h2iXi + h3i(Ri + h1iPpub)
= yiP − h2iXi − h3iRi − h3ih1iPpub + h2iXi + h3i(Ri + h1iPpub)
= Yi.

Therefore, the signature σMi
= (h2i, wi) is valid.

– Forgery Phase: The ADV1 forges a valid signature. The following operations
is shown as below.
(i) If the IDi �= ID∗, abort.
(ii) If IDi = ID∗ and Mi = M∗, the ADV1 can output a valid signature
σi = (h2i, wi). The ξ computes Y

′
i = wiP + h2iXi + h3i(Ri + h1iPpub), h

′
2i =

H2(Mi, P IDi, PKi, Y
′
i , Ti) and verifies the equation h2i = h

′
2i. Basing on

Forking Lemma [31], the ADV1 can output another valid signature σ∗
i =

(h2i, w
∗
i ). Using same (yi, xi, ri, h1i, h3i) and get different hash values h2i, it

has the equation Y
′
i = w∗

i P + h2iXi + h3i(Ri + h∗
1iPpub).

There is the derivation:

Y
′
i −Y

′
i = w∗

i P−wiP+h∗
2iXi−h2iXi+h3i(Ri+h1iPpub)−h3i(Ri+h1iPpub);

(w∗
i − wi)P = (h2i − h∗

2i)aP .
Then the ADV2 can output s by computing a = (w∗

i −wi)(h2i −h∗
2i)

−1. Since
it contradicts the ECDLP, the proposed CLAS scheme can resist the attack
of Type II Adversary.

Lemma 4: There is a Type II Adversary who can forge a valid aggregate sig-
nature of the CLAS scheme in an attack model by the Game II in the random
oracle model. Then the challenger can use the ability of the adversary to solve
the ECDLP.

Proof: Excepting the Forgery Phase, the proof of Lemma 4 is identical to the
Lemma 3. The ADV2 forges a valid aggregate signature and the ξ can use the
ability of ADV2 to solve the ECDLP.

Forgery: The ADV2 outputs a valid aggregate signature (w, Y ). The ξ verifies the
correctness of wP−Y +

∑n
i=1(Si+Qi) = ∞. If it is false, abort. Otherwise, basing

on Forking Lemma [31], the ADV2 can outputs another valid aggregate signature
(w∗, Y ). Choosing different h2i, the ADV2 can get w∗P−Y +

∑n
i=1(S

∗
i +Qi) = ∞.

Then it has (w∗ − w)P =
∑n

i=1(h2i − h∗
2i)aP ). Thus, the ξ can get

a = (w∗ − w)
∑n

i=1(h2i − h∗
2i)

−1. Since it contradicts the ECDLP, the proposed
CLAS scheme can resist the attack of Type II Adversary.
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4.2 Other Security Requirements

The CLAS scheme we proposed has achieved the following security requirements
for HWMSNs. They have five aspects: message authentication, privacy preser-
vation, traceability, un-linkability and resistant against various types of attacks.

(i) Message Authentication. According to the Lemma 1, Lemma 2, Lemma 3
and Lemma 4, the CLAS scheme achieves the message authentication require-
ment.

(ii) Privacy Preservation. Each MSN uses it’s pseudo identity PIDi = RIDi⊕
H0(riPpub, Ti) in the communication with a DA. Thus, the malicious attacker
can not get the real identity of MSN. It shows that our proposed scheme
achieves the privacy preservation requirement.

(iii) Traceability. The MS (TA) computes the pseudo identity PIDi = RIDi ⊕
H0(riPpub, Ti). If a vehicle has malicious behavior, the MS (TA) can easily
find it. Hence, the CLAS scheme achieves the traceability requirement.

(iv) Un-linkability. When a MSN tends to generate a signature, it will chooses
a random number yi ∈ Z∗

q and yi is a parameter for signing. So it is difficult
to link two signatures from the same MSN. It shows that the CLAS scheme
achieves the un-linkability requirement.

(v) Resistant Against Various Types of Attacks. Basing on the security
proof, the CLAS scheme can resist the impersonation attack, the modification
attack, the replay attack and the man-in-the-middle attack.

5 Performance Analysis

In this section, we analyze the communication cost and computation cost of
our CLAS scheme. The communication cost and computation cost are the most
important factors to decide whether the aggregate signature scheme is suitable
for HWMSNs.

Table 1. Communication cost

References Sending a signature Sending n signatures

Liu et al.’s scheme [28] 2|G1| = 2048 bits 3|G1|= 3072 bits

Wu et al.’s scheme [29] 2|G1|= 2048 bits (n + 1)|G1| = (n + 1)1024 bits

Gayathri et al.’s scheme [1] |G2| + 2|Z∗
q | = 640 bits 2|G2| + |Z∗

q | = 800 bits

Our work 2|Z∗
q | = 320 bits |G2| + |Z∗

q | = 480 bits

First, we compare the communication cost of our CLAS scheme with Liu
et al.’s scheme [28], Wu et al.’s scheme [29] and Gayathri et al.’s scheme [1].
On account of using bilinear paring in Liu et al.’s scheme [28] and Wu et al.’s
scheme [29], for achieving the same security, we take the bilinear paring on super
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singular elliptic curve having point G1 which q is 512 bits and the elliptic curve
on Koblitz elliptic curve having point G2 which q is 160 bits. As shown in the
Table 1, sending a signature by a MSN in our CLAS scheme is 2|Z∗

q | = 320 bits
and sending n signatures by a MSN is |G2|+ |Z∗

q | = 480 bits which are the lowest
cost in all schemes.

Table 2. Computation Cost

References Single sign. Single Verif. Agg. Sign. Agg. Verif.

Liu et al. [28]

2TBPSM

+TBPPA

=1902TECPA

2TBP

+TMTPH

+TBPSM

+TBPPA

=8079TECPA

nTBPSM

+ (3n − 1)TBPPA

=(961n − 4)TECPA

2TBP

+TBPPA

=2343TECPA

Wu et al. [29]

4TBPSM

+2TBPPA

+TMTPH

=6252TECPA

3TBP

+2TMTPH

+2TBPSM

+1TBPPA

=13815TECPA

(n − 1)TBPPA

=4(n − 1)TECPA

3TBP

+(n + 1)TMTPH

+2nTBPSM

+(3n − 2)TBPPA

=(4368n + 9457)TECPA

Gayathri et al. [1]

2TECSM

+3TMTPH

=492TECPA

5TECSM

+ 3TECPA

=1231TECPA

2nTECSM

+ 2(n-1)TECPA

=(494n − 2)TECPA

(2n+1)TECSM

+ (2n+1)TECPA

=(494n + 2)TECPA

Our work
TECSM

=246TECPA

4TECSM

+ 3TECPA

=985TECPA

nTECPA

2nTECSM

+ (n+1)TECPA

=(493n + 1)TECPA

Then, we compare the computation cost of our CLAS scheme with Liu et al.’s
scheme [28], Wu et al.’s scheme [29] and Gayathri et al.’s scheme [1]. From the
[1], we can get the execution time of different cryptographic operations. The exe-
cution of elliptic curve point addition is TECPA = 0.0018 ms. The execution of
elliptic curve multiplication is TECSM = 0.4420ms = 246TECPA. The execution
of map to point hash function is TMTPH = 4.4060ms = 2448TECPA. The exe-
cution of bilinear pairing point addition is TBPPA = 0.0071ms = 4TECPA. The
execution of bilinear pairing multiplication is TBPSM = 1.7090ms = 949TECPA.
The execution of bilinear pairing is TBP = 4.2110ms = 2339TECPA. The Table 2
shows the single signature and verification cost, aggregate signature and verifi-
cation cost and the total cost in these 4 schemes.

When the number of signatures is increasing, we compare the total computa-
tion cost of our scheme with Liu et al.’s scheme [28], Wu et al.’s scheme [29] and
Gayathri et al.’s scheme [1] in Fig. 3. It indicates that our CLAS scheme have
high efficiency when verifying multiple messages. Basing on all above tables and
figures, the proposed CLAS scheme have advantages on computation and com-
munication in real HWMSNs.
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Fig. 3. Executing time of verifying multiple messages

6 Conclusion

In recent years, many signature aggregate scheme for the HWMSNs have been
proposed. They have made great contributions to improving computing and com-
municating efficiency. But most of them can not strike a good balance between
the efficiency and security. To overcome it, we proposed a certificateless aggre-
gate signature scheme with enhanced security and efficiency for HWMSNs. The
security analysis indicates that our CLAS scheme can achieve message authenti-
cation requirement, privacy preservation requirement, traceability requirement,
un-linkability requirement and resist against various types of attacks. The per-
formance analysis shows that our CLAS scheme has high performance. They all
indicate that our CLAS scheme is more suitable for HWMSNs.
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Abstract. Growth towards Industry 4.0 has a significant impact on the
textile manufacturing industry. In this emerging technology the business
and engineering processes are interconnected. The product traceability
system is playing a vital role in each sector. Unfortunately, the tradi-
tional systems in textile manufacturing industries faced a lot of chal-
lenges due to in-house process and supply chain complexity. These sys-
tems do not provide a means for reliable and rapid response to back-
track data throughout the textile process of the product. Blockchain and
Internet of Things (IoT) based processes have the capacity to overcome
these challenges while deploying over the traditional product traceabil-
ity system. The blockchain and IoT based system provides many ben-
efits such as communication between product process flow to improve
the performance and reduce risk, improve quality, continuous involve-
ment of worker, product fault traceability, increase supply chain visibility,
and customer’s reliability and trust-ability. In this paper, we proposed
Blockchain and IoT based product traceability system. This system facil-
itates all stakeholders like Raw Material Suppliers, Yarn Manufacturers,
Customers, and Consumers to track, monitor, and quality of the prod-
uct and efficient tracking of the supply chain. This proposed solution
will help textile manufacturers to improve the efficiency and quality of
each product. The customer’s reliability and trust-ability will boost the
manufacturer due to automated data insertion through the IoT technol-
ogy, decentralized, immutable, auditable, and fault tolerance blockchain
technology and traceability features.
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1 Introduction

Traceability and reliability are two main problematic areas in textile manufac-
turing. The result of traceability and reliability is that actual demand and actual
production, do not match the planned phase of time that have been developed
by some ideal model or simple planning logic. Many techniques are used to over-
come the effects of traceability and reliability to reconcile real production with
the planned production. These include forecasting at various levels, performance
measurement, simulation, regular decision-making and re-planning. Traceability
means that a unique electronic product code (EPC) which is a sign to develop a
product. It helps to retrace and verify the steps that have taken place through-
out the product development processes. Traceability allows us to track mate-
rial makes up a part and which component are in development process. It is
important to keep track of the details of every production process in the textile
processing, production, warehousing and transportation.

IoT is a centralized architecture where all things/objects connected through
internet, interact with users, and collect sensitive business information. The
business systems can receive and analyze that data for insights and act on the
data, by discrete decisions. It is an automated way that is triggered by a spe-
cific set of conditions [1]. Blockchain is decentralized architecture where every
node is considered equal to every other node [9]. With the rise and popularity
of Bitcoin, decentralized architecture and blockchain distributed ledger tech-
nology have attracted the attention of many industrial sectors, including the
non-financial and IoT sectors [12,24]. The [4] proposed the purpose and goals of
Facebook’s Libra cryptocurrency, as it is not well defined as compared to Bitcoin
and other public defined blockchain cryptocurrency. They also tried to explore
the Facebook’s Libra challenges, security and privacy features relating to three
billion social media ecosystem users. A secure communication can be made by
utilizing PUF operation. This protocol provides faster responsive time by using
less computation cost on top level security [19].

The blockchain and IoT based traceability system has become very popular.
It is a decentralized and prevention of data tampering and provide solutions
to the shortcomings of traditional systems. However, the transfer of trust to a
blockchain-based traceability system may also face some new technical difficul-
ties, such as information explosions [17]. [15] developed a blockchain-based digital
content distributed system in 2015 to record and identify information of supply
chain processes. Another RFID system was developed by [21] in 2016 for trace-
ability of agriculture product in supply chain. This system collect information
automatically through RFID and blockchain technology. Another great achieve-
ment in year 2016 when IBM launched blockchain Hyper-Ledger supply chain
management system for Walmart with the collaboration of Tsinghua University
and Walmart. They used the blockchain framework and designed Wal-Mart food
supply chain system for tracking the food quality and origin [13]. A decentralized
storage framework for PingER introduced by [3] to control/remove its depen-
dencies on a centralized storage. In 2018 an AgriBlock IoT based solution was
proposed by [8]. This system was integrated with IoT and blockchain by using
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Ethereum platform and Hyper-ledger technology for food traceability system.
This system provide traceability, immutability, transparency and auditability
for Agri-Food system.

The traditional product traceability system in textile manufacturing indus-
tries faced lot of challenges due to its in-house process complexity. These systems
do not provide a means for reliable and rapid response to backtrack data through-
out the textile process of product. The available data may also be difficult to
analyze for onward decision-making. It is also difficult to understand that what
attributes required to track and where these attributes will be available in sys-
tem. Moreover, it is also difficult to understand the flow of data that is required
for tracking the product and how that data will fulfill the requirement. Industry
4.0 has a significant impact on the textile manufacturing industry. The use of
emerging technologies in such a way that business and engineering processes are
interconnected, consistently high quality and low cost with production, flexibility
of work and efficiently work in progress.

The blockchain and IoT based system provides many benefits such as commu-
nication between product process flows to improve the performance and reduce
risk. It also helps to improve quality, product fault traceability, increase supply
chain visibility and customer’s reliability and trust-ability. Our objective in this
paper is to propose a Blockchain and IoT based product traceability system. This
system facilitates all stakeholders to track and monitor floor management at each
production stage, product fault traceability, increase supply chain visibility and
customer’s reliability and trust-ability. This proposed solution will help textile
manufacturers to get customer’s satisfaction against each quality product. The
customer’s reliability and trust-ability will boost towards the manufacturer due
to automated data insertion through IoT, decentralized, immutable, auditable,
fault tolerance blockchain technology and traceability features.

This paper comprises the following sections. Section 2 contains a review of lit-
erature in terms of Industry 4.0, Traceability, Blockchain, and IoT. In Sect. 3, we
proposed a traceability system for textile industry. Finally, the Sect. 4 concludes
the paper.

2 Review of Literature

In this section, we discuss the requirements of industry 4.0 in textile manufactur-
ing, usage of IoT and blockchain features and the usage in textile manufacturing
industries.

2.1 Industry 4.0

Industry 4.0 is a big word flying around the world and the next era of industrial
revolution Fig. 1 and modernization. Its 4th industry revolution we have seen
transform of technologies that have changed industry. The main idea of Industry
4.0 is to use emerging technologies in which business and engineering processes
are interconnected [23]. It consists of smart factories, products and services that
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Fig. 1. Illustration of industrial revolution

are part of the IoT and services also known as industrial interns [18]. In industry
4.0, these smart machines and sensors are connected to networks and talk to each
others so they can diagnose their problems and alerts someone going wrong with
this machines during production process. These computerized machines having
big data connectivity capability because all of the machine have generating huge
volume of data. This data can be used for analysis, artificial intelligence, and
machine learning to make sense of the data. This will help us to predict of
maintenance of machine on assembly line and will tells us that might be break
down in coming days. Therefore, we can fix the things before it happen. We
now have interconnected supply chain where ships are talking to warehouses,
warehouses talking to trucks. It also enables us robots that are more intelligent.
We can now ship deliveries through robots and make our production line more
smooth and flexible.

2.2 Traceability

According to [7] traceability is measured as quality key in textile manufactur-
ing industry. Storing information and handling of sensitive case data becomes
mandatory worldwide for tracking in the textile manufacturing industry. Reg-
ulations have been endorsed to enable the detection and identification of all
materialized items that uses in production line as claimed by [10]. Traceability
is the ability of a system to identify the current or historical status of an activ-
ity. Traceability is a term that is used in quality system and has gained recent
popularity through its use in the ISO 9001/BS 5750 standard procedure. Trace-
ability in these cases specifically refers to the ability to take action and verify
that certain events have occurred on specific product.

Technologies like IoT are playing vital role in traceability management sys-
tem. IoT based applications provide live goods production information as well as
defective information to the management. IoT enabled applications pointed out
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technical problems, production status, constraints and redesign/optimal produc-
tion inline status, as stated by [25].

The existing system in textile manufacturing industries does not provide a
means for reliable and rapid response to backtrack data throughout the tex-
tile process of product. The available data may also be difficult to analyze for
onward decision-making. It is also difficult to understand that what attributes
are required to track, where these attributes will be available in system. It is also
difficult to understand the flow of data that is required for tracking the product
and how that data will fulfill the requirement. The IoT integrated blockchain
system provides many benefits such as communication between product process
flows to improve the performance, continuous involvement of worker, product
fault traceability during production process and after sale product traceability
by the customer. This proposed system will help the all stakeholders to track
and monitor floor management at each production stage, as well as quality and
efficient tracking of the supply chain.

IoT-enabled applications and related technologies such as radio frequency
identification (RFID) revolutionize the industry by digitizing information so
that real-time examinations and controls can take place. All these technologies
are making remarkable changes in textile manufacturing business, reshaping the
business processes and operational procedures, and the current business analysis
model as shown in Fig. 2.

Fig. 2. IoT enabled business processes

2.3 Blockchain and IoT

In current research, several textile manufacturers are moving towards IoT and
blockchain enabled solutions to capture the stakeholder’s satisfactions. Survey
articles have pursued to examine these proposed solutions in varying scenario
and scope [20]. Blockchain enabled IoT integration architecture discussed in
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many surveys. The purpose of IoT devices are communication over the internet
to collect complete business information and provide comprehensive automation
service with a minimal human interaction. To accomplish this task, these IoT
devices connected with a centralized server hosted by third party. These third
parties provided services like system authorization, coordination among devices
and data communication. This methodology requires a high-end server machines
that proves the objects are connected and freely exchange data without human
interference. In the centralized communication model, central servers allow
objects to communicate with each other, so the increasing number of devices
communicating with each other permanently over the Internet [5]. The [16] pro-
posed a key sharing and key derivation security approach by using blockchain
technology. This approach confirms and proves that by adding extra security
layer, we can reduce latency, more packet loss and improve link stability. IoT
based device registration and identification ensure device integrity and smart
contracts through blockchain Advances in Cloud and IoT Networks. Hence,
comprehensive provenance of data smart contract in the blockchain to secure
the provenance towards the data stored in the cloud [2]. [11] describe the smart
contract solution to facilitate the end-user for securely connect and interact with
IoT devices. This technology is based on Ethereum smart contracts that helps
to make it secure and realistic.

Blockchain technology recognizes and offer opportunities like the process of
transaction initiation, authorization, processed and recorded data for the IoT.
The developers and researchers have initiated to start decentralized application
development for textile manufacturing industries. These IoT blockchain enabled
applications may help to change in textile business processes and models. It
also supports back-office financial transactions, reporting and government rev-
enues likes taxes etc. The inherent blockchain features like decentralizations,
immutability, auditability and fault tolerance makes it reliable and helps devel-
opers to develop a secure distributed application for IoT and cloud computing.

Recent developments provide a meaningful solution using blockchain tech-
nology to ensure the traceability for textile manufacturing industries and elim-
inate the need for reliable central options [14]. Due to immutable transactions
and transparency, blockchain has gain popularity in supply chain and logistics
sectors. It boosts the customer’s reliability and trust-ability towards the manu-
facturer due to strong features like decentralization, immutability, auditability,
better security and increased capacity.

3 Proposed Traceability System for Textile Industry

Over the past few years, integration of blockchain technology with supply chain
system has become a new trend. Blockchain inherited features like decentraliza-
tion and immutability made it more popular among manufacturing industries.
Mainly the research focused on two directions. One is to redesign the whole
blockchain and IoT based manufacturing system to meet the business require-
ment. The second one is to optimize the existing manufacturing application and
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enabling the IoT and blockchain features for better stakeholder’s satisfactions
and trust-ability.

In this section, we are going to propose our research work that will work
through RFID and smart contracts by using Blockchain for product traceability,
performance monitoring and resolve real time quality assurance issues. This pro-
posed solution will help textile manufacturers to improve efficiency and quality
of each product. This research work will also help to gain the customer’s reliabil-
ity and trust-ability towards the manufacturer due to automated data insertion
through IoT technology, decentralized, immutable, auditable, and traceability
features of Blockchain.

3.1 Structure and Processes of Textile Manufacturing Industry

Three level conceptual model of textile manufacturing industry consist of strate-
gic planning, planning and design of product and product development level as
shown in Fig. 3. These models already proposed by [22] and [6]. These concep-
tual models are integrated in our proposed Blockchain and IoT based product
traceability system.

Fig. 3. Structure of textile manufacturing industry

Smart Contracts have the ability to protect against the mutual understand-
ing between the manufacturer and customers. It helps to provides quality of the
products to the customers. Our proposed work ensures the transaction made
through smart contracts that are executed on private blockchain platform. The
transaction occurs against smart contracts on the entire network and all min-
ing nodes/blocks agree the result of executed transaction. The data and results
of these transactions synchronized with all blocks and stored information in
a ledger. In this way, all blocks have the replica of all transactions in every
block. This makes information reliability, worker data regarding their produc-
tivity, quality and efficiency. Our proposed solution will focus on textile prod-
uct manufacturing specially garments manufacturing industry. Figure 4. demon-
strate key business processes of textile manufacturing traceability information
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system. These key business processes are raw material (cotton, accessories, etc.),
yarn, knitting, and dyeing process for garments, retailers, and consumers. In
blockchain transaction, every stakeholder will have a unique identity through
blockchain address account. This Address Account will assign stakeholders pri-
vate key, which will use for digitally sign in, validation and integration of data
within the system.

Each business process like raw material, yarn suppliers, garments produc-
tion, customers and consumers interact with the system by using his unique
identity and cryptographically assigned digital private key. These business pro-
cesses Fig. 4 has association, assigned roles and interaction with the system as
per smart contracts.

Fig. 4. Traceability information system

3.2 Algorithms for Proposed System

Smart contracts are an important part of the blockchain and IoT based product
tracking system for the textile product. The whole system needs to understand
the business logic through smart agreement. A smart contract is a decentral-
ized, immutable and auditable digital protocol. In smart contracts, an event is
triggered automatically on specific conditions. This help to monitor business
protocols on blockchain networks.

In this section, we will describe the proposed algorithms that define the busi-
ness process of our blockchain and IoT based traceability system. As we discussed
earlier that the manufacturer and customers create smart contracts against the
manufacturing products. The manufacturer and customers start communication
to develop a garments article and to build a business relationship as per mutual
communication. Electronic Product Code (EPC) is designed as a universal iden-
tifier that provides a unique identity for every physical object anywhere in the
world, all the time. This EP code is stored on a RFID tag to trace the prod-
uct. In our proposed system, every business process will have the product tag
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and this tag will help to trace the product at any stage. This technology will
help textile manufacturer to get real time production activity and item tracking.
Algorithm 1 describes the steps of product development traceability.

Algorithm 1. Product Fault Traceability
Input: EPC {Electronic Product Code}
Input: Fault Code {Product Fault Code}
1: if (Fault Code = Dedected) then
2: Machine Operator stop operation
3: SmartContractCondition modifies to ProductChangeRequest
4: ProductionInLineCondition modifies to ProductFaultTrace
5: Final Inspector will stop the production.
6: Final inspector puts a kanban card and scan EPC and fault code
7: Ring the buzzer to call the supervisor and show him the fault
8: Supervisor verifies and track the product from raw material to stitching
9: Supervisor will trace the operator who made this product through system

10: Supervisor will send the product to the operator for correctness.
11: if (Fault Correction = success) then
12: Operator will hand over the product to the supervisor
13: Supervisor will hand over the product back to the final inspector for verifica-

tion
14: if (verification = success) then
15: Scans EPC to clear fault
16: SmartContractCondition modifies to ProductRequestSucceeded
17: ProductionInLineCondition modifies to ProductFaultClear
18: else
19: SmartContractCondition changed to ProductChangeRequest
20: ProductionInLineCondition modifies to ProductFaultTrace
21: Final inspector reports back
22: end if
23: else
24: SmartContractCondition modifies to ProductRequestSucceeded
25: ProductionInLineCondition modifies to ProductFaultClear
26: Return notification message “Product is okay”
27: end if
28: else
29: SmartContractCondition modifies to ProductRequestSucceeded
30: ProductionInLineCondition modifies to ProductFaultClear
31: Product forward to next department
32: end if

For smooth production line and workers efficiency, each bundle will have a
unique tracking identification. This unique tracking number will help to track
the textile product at every business process. Blockchain will facilitate the man-
ufacturer to use product data exchange from manufacturing to store. Production
data copied to RFID chips. The RFID chips will feed into the bundling area.
RFID will contain information such as employee code, size, quantity of cut parts
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and color etc. In every production line, each worker performs a specific task on
garments. Each worker has a smart tracker to track and record the process infor-
mation. They input each task by using the IoT – blockchain enabled RFID chip
all the way through production line. The management can also track worker’s
productivity has slowed or is in progress. Each process of production is integrated
with this technology. This tracking system is following jidoka and kanban system
to improve product quality on the shop floor. Jidoka and Kanban is a system
where the manufacturers can control and monitor the wastage of the product.
It detects the problem and enables the machine operators to stop production.
When, any fault detected by the final inspector, he/she put a kanban card to
the product then he/she scans his/her RFID card to add the fault code.

The system has capability to display the live fault traceability. He/she put
a buzzer to call her immediate supervisor and show him/her the fault on prod-
uct. Supervisor verifies the fault and track the operator who made this product
through this technology. The supervisor explains the fault to the operator, the
operator makes correction, verifies the fault and return the product to the quality
supervisor. Quality supervisor hands over that faulty product to the final inspec-
tor, he/she verifies and place that product to good production pieces. When the
final inspector receives the faulty product, he/she scan his/her RFID Card to
clear the fault and place the product in good production pieces.

This RFID technology helps real time production activity and item tracking.
It is a real time shop floor data tracking management system that keeps the
management updated what is happening on the production floor. Through this
technology, the management can extract each worker data regarding their pro-
ductivity, quality and efficiency. With the help of this technology, workers can
also report back on Quality Assurance issues in real time for corrective action.
By this way, the management can easily monitor each worker activity and system
accuracy.

In product tracking system, the manufacturers can reduce the wastage
through considering the overproduction, waiting (man or machine), transporta-
tion and work in process. This technology provides management a live dashboard
view to monitor the productivity statistics and information as shown in Fig. 5.

Fig. 5. Management dashboard
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This propose system will help the company’s initiative towards innovative
technology. Every worker’s performance and efficiency could be monitor for
accountability and rewards. This technology will help textile manufacturers to
improve efficiency and quality of each product. The customer’s reliability and
trust-ability will boost towards the manufacturer due to automated data inser-
tion through IoT network, decentralized, immutable, auditable, and fault toler-
ance blockchain technology. In addition, because of the flexibility of the system,
we can reduce the cost by using traceability systems for small and medium-sized
textile manufacturing businesses.

Algorithm 2. Product Tracking by Manufacturer or Customer
Input: EPC {Electronic Product Code}
Input: BlockchainAddress (BA) of Manufacturer
Input: BlockchainAddress (BA) of Customer
1: Customer state is CustomerTrackingProduct
2: Manufacturer state is ManufacturerTrackingProduct
3: Access Restriction only to Customer and Manufacturer
4: if (EPC = succeeded) then
5: SmartContract update to ProductTracebyCustomer
6: Generate and store information of ProductTrackingID and TrackingDate
7: System will display the history of product
8: else
9: SmartContract update ProductTraceRefused

10: Return notification message “Electronic Product Code is not Correct”
11: end if

Finally, the finished goods traceability Algorithm 2 works. By using this
algorithm, manufacturer and customer can track the finished goods product.
The manufacturer or customer will enter the unique Electronic Product Code
(EPC) of each product. The IoT-blockchain enabled system will show them
the history of product from yarn, knitting, fabric processing, cutting, stitching
operations and inspections to packing and shipment. The main parameters con-
sidered to track the product are unique EPC, blockchain address of customer
and blockchain address of manufacturer. The manufacturer or customer state
will change as ManufacturerTrackingProdcut or the customer state will change
CustomerTrackingProduct. Here the smart contracts will restrict the access to
only customers and manufacturers. Upon successfully enter the EPC, system will
generate and store a ProductTrackingID, TrackingDate. This will help the man-
ufacturer to see the log status of each product. The system will display record
query purchase order number, size, color, cutting information like Cutting Lot
No, Fabric Quality, Fabric Type, Color, Stitching Information like, Stitching
Date, Unit No. Operator Code, Machine Type and process completed by the
operator against each EPC Fig. 6. The manufacturer and customers can also
track fabric composition by using lot no. It will show the fabric composition
from cotton purchase to finished fabric including raw material consumed. It will



342 M. S. Faridi et al.

also help to identify the final inspector information, who made the product good
for packing and shipping.

Fig. 6. Product tracking board

4 Conclusion

In this paper, we proposed IoT blockchain based product traceability system
to help the manufacturer and customer to track the product during production
process and after that. This proposed system will help the textile manufactur-
ers to initiative towards innovative technology. Every worker’s performance and
efficiency could be monitored for accountability and rewards. This technology
will help textile manufacturers to improve efficiency and quality of each prod-
uct. In this system every business process will have the Electronic Product Code
(EPC) and this code will help to trace the product at any process stage. This
proposed system will also facilitate to track the finished goods product. The
manufacturer and customer can track the finished goods product by enter the
unique EPC of each product. The blockchain and IoT based system will show
the history of product from cotton to packing and shipment. This unique feature
will boost the customer’s reliability and trust-ability towards the manufacturer.
In addition, because of the flexibility of the system, we can reduce the cost
by using traceability systems for small and medium-sized textile manufacturing
businesses. We will try to implement this proposed system into textile manufac-
turing industry and optimize as per requirement of the industry in our future
work.
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Abstract. With the rapid development of the Internet, security issues in
cyberspace have received more and more attention, and network security situ-
ation awareness has become a research focus. This paper proposes a network
security situation awareness framework based on situation fusion, which decom-
poses the network security situation into two parts: the host security situation and
the network attack situation. First, the host asset information and network topology
information are used to calculate the weight vector of all hosts to make the weight
setting more reasonable. Then using CVSS to evaluate the host security situation
value. Meanwhile, security events are extracted from the alarm information of the
intrusion detection system, and we designed threat downgrading rules and escala-
tion rules based on system environment matching and the attacker’s willingness,
so as to calculate the threat of network attacks, and ultimately integrated into the
overall network security situation value. The results of the case analysis show that
the framework proposed in this paper can quantify the security situation better.

Keywords: Network security · Host security · Weight optimization · Situation
awareness · Situation fusion

1 Introduction

With the rapid development of computer technology and the growing scale of the net-
work, the Internet has been integrated into people’s daily life. However, at the same time,
the security problems in cyberspace have become increasingly prominent, and security
incidents emerge one after another. However, the complexity and changeability of cyber
environment severely hinder the understanding of the current situation by security teams
[1]. In this environment, traditional defense methods, such as firewall technology, intru-
sion detection system, virtual private network and so on, resist network attacks to a
certain extent, but these technologies cannot guarantee absolute security. At the same
time, with the increasing expansion of the scale of the network, they cannot directly
quantify the security status of the system, for example, continuously running intrusion
detection systems often produce massive alarm data, but a large number of data are
usually irrelevant alarms. Therefore, in the face of a large amount of data, managers are
still unable to have a comprehensive understanding of the security threats of the system,
resulting in the inability to better manage the system or take defensive measures.
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Endsley [2] first proposed the concept of situational awareness, which is described as
the perception of environmental elements in a certain time and space, the understanding
of their meaning, and the prediction of the state in the near future. Bass [3] proposed
the concept of network security situational awareness in 1999 and applied it to the data
fusion analysis ofmultipleNIDSdetection results [4], and believed thatmulti-sensor data
fusion technology provides an important functional framework for the next generation
of intrusion detection systems and network situational awareness. It can integrate multi-
source heterogeneous IDS data to identify the identity of the intruder, attack frequency
and threat level, etc. Currently, network security situational awareness has become a
research hotspot.

Common situational awareness models are usually divided into three levels [5]. The
first layer is mainly to extract indicators related to security assessment, such as massive
alarm data of intrusion detection system. The second layer understands and evaluates
the data collected by the first layer, and generates the relevant information about the
current network security situation macroscopically. The third layer realizes the situation
prediction based on the existing situation information, which is used to perceive the
evolution process of the security situation in the future. We mainly focus on the index
extraction and situation assessment in the three-tier model in this study.

Our main work is as follows:

1. We designed a network security situation awareness framework and proposed a
network security situation calculation process.

2. A host weight calculation method is proposed, which considers the comprehensive
calculation weight of host asset information and network topology information,
which not only reflects the inherent importance of the host, but also considers the
host’s network status in the overall system topology environment.

3. We divide the network security situation into the host security situation and the
network attack situation, and give a method to calculate them, which will merge into
the network security situation value.

2 Related Works

A large number of research results have appeared in the field of network security sit-
uational awareness. Wang [6] et al. proposed a network security situation assessment
model and quantitative method based on analytic hierarchy process, and used D-S evi-
dence theory to fuse the fuzzy results of multi-source equipment to solve the problem
of single information source and large accuracy deviation. Research [7] proposed a
quantitative evaluation method for network security based on attack graphs, quantified
the importance of nodes and the maximum reachability probability of nodes, and con-
structed a security evaluation function to calculate the security risk score. Hu [8] used
dynamicBayesian attack graphs to realize attack prediction, and then proposed a security
situation quantification algorithm based on attack prediction. This method can realize
situation quantification in a timely and flexible manner and help administrators take
defensive measures. Pu [9] also used dynamic Bayesian network to comprehensively
evaluate the attack effect of network nodes, and proposed a complex scientific network
attack method to realize the attack. Literature [10] conducted an in-depth analysis of the
association between attack intent and network configuration information. Then from the
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attacker’s point of view, a network security situation assessment method based on the
identification of attack intentions is proposed. The situation value obtained can more
accurately reflect the actual information of the attack. Liu [11] et al. started from the
vulnerability information, combined with the risk assessment method to calculate the
risk level, and presented the security situation in a qualitative way. Although this method
can help manage network risks that may occur in the near future, it does not consider
real-time traffic information and therefore lacks real-time performance.

With the development of machine learning, there have been related studies on how
to apply machine learning methods to situational awareness. For example, Li [12] used
a neural network structure based on LSTM to establish the time correlation between
situational data, and improved LSTM through cross-entropy functions, rectified linear
units and appropriate layer stacking, which have good results. Literature [13] proposed
a situation assessment method based on cuckoo search optimization back-propagation
neural network, which can achieve faster convergence speed and higher prediction accu-
racy.Wang [14] et al. used the Levenberg-Marquard algorithm to optimize the BP neural
network, which also achieved better evaluation results.

Based on the above research, we propose a new network security situation awareness
framework, which decomposes the network security situation into host security situation
and network attack situation. Combine information such as host assets, vulnerabilities,
and real-time network traffic to comprehensively calculate the situation value.

3 Proposed Network Security Situational Awareness Framework

The proposed network security situational awareness framework is shown in Fig. 1. Our
framework is divided into three steps: initialization step, weight calculation step and
network security situation calculation step.

Asset information Vulnerability informationSystem topology

Topology weight
calculation

Asset weight
calculation

Final weight

Host security 
situation

Network  attack 
situation

Network security 
situation

Initialization 
phase

Weight calculation 
phase

Network security 
situation 

calculation phase

Fig. 1. Network security situation awareness framework
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Initialization phase: The initialization phase mainly constructs the basic data used in
the situational awareness process, including three types of data: topology, assets, and
vulnerabilities. Topology information describes the connection relationship between
hosts in the system, and is used to calculate the topological weight of the host; the asset
information in this article refers to the service information provided by the host, and is
used to calculate the asset weight of the host; the vulnerability information records the
known vulnerability information of the host, this information It reflects the vulnerability
of the host and is mainly used to calculate the security threat value of the host.

Weight calculation phase: This phase calculates the weight information of all hosts in
the system. We respectively calculate the host topology weight and host asset weight to
obtain the comprehensive weight of the host. The weight is used to reflect the importance
of different hosts in the calculation process of the situation value. It should be noted that
the weight of the host is not static. When the network topology in the system changes
or the asset information of the host changes, the weight calculation process needs to be
re-executed to obtain the latest weight information.

Network security situation calculation phase: This phase calculates the network
security situation value. The network security situation in this paper is divided into host
security situation and network attack situation. The host security situation describes the
security threats caused by the unfixed vulnerabilities in the host. This value is updated
only when the manager adopts a defense strategy and the vulnerability information
changes. The network attack situation extracts security events from IDS, and calculates
the security situation value caused by the network attack.

3.1 Host Weight Calculation

Different hosts in the network have different levels of damage to the entire network
after being attacked. For example, the damage caused by the attack on the key host
that provide data services to other hosts is obviously greater than that of ordinary hosts.
Therefore, the hosts should be given reasonable weights. we calculate the host asset
weight and topology weight respectively according to the host asset information and
topology information, and finally synthesizes the comprehensive weight.

Host AssetWeight Calculation Based on Service. We use the number and importance
of services running on the host to represent the asset value of the host. The higher the
asset value of the host, the higher the importance of the host in the network, so the weight
should also be higher. We define the calculation method of the asset weight of host i as
shown in Eq. 1.

wa(i) =
∑

j∈Servicei
ws(j) (1)

Where Servicei represents the list of services in host i, and j represents a specific service.
ws(j) Represents the weight of service j in all services, and represents the importance of
the service. Due to the many uncertain factors and complex logical relationships in the
importance evaluation of services, we use the fuzzy analytic hierarchy process proposed
in the research [15] to obtain the weight values of all services through expert ratings.
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Host TopologyWeight Calculation Based on PageRank Algorithm. PageRank algo-
rithm is a web page sorting algorithm in directed network proposed by Brin S and Page
L [16]. It is based on quantity and quality assumptions: (1) the more links a page is, the
more important it is; (2) the more important pages will transfer more weights to other
pages through directed edges. The algorithm uses PR value to describe the im-portance
of web pages. The higher the PR value is, the higher the importance of web pages is.

We find that the connection relationship of nodes in the network can form a directed
graph, and it also satisfies the quantity hypothesis and quality hypothesis, that is, (1) the
more nodes in a network are connected, the more important the node is. For example, the
server that provides web service in the system can be connected by all the client nodes
in the system. Obviously, the loss caused by the attack of this node is much greater than
that caused by the breach of the ordinary client node. (2) the higher the importance of
other network nodes connected to the network node, the higher the importance of the
node. For example, when the web server provides services, it may connect to the file
server or database server to request data, if they are in an insecure state, then through
the web server will still cause greater malicious impact. Therefore, we think that the
PageRank algorithm can theoretically migrate to the calculation process of host impor-
tance in network security situational awareness. In this paper, the PageRank algorithm
is introduced to sort the host nodes in the network, and the PR value is used to calculate
the host topology weight.

Let the set of hosts in the network be host = {1, 2 · · · ,N },N denote the total number
of hosts, outdeg(i) denotes the number of degrees of host i, Bi denotes the set of hosts
with links to host i, then the weight of I in the t iteration is given by formula (2). Where
α is the damping factor, usually α = 0.85. After iterative convergence, the final result
is the topological weight of host i. Brin S and Page L have proved theoretically that the
algorithm can converge no matter how the initial value is selected.

wt(i) = α
∑

j∈Bi
wt−1(j)

outdeg(j)
+ 1 − α

N
(2)

According to formula (1) and formula (2), we use formula (3) to get the comprehen-
sive weight w(i) of host i. It is important to note that w(i), wa(i), and wt(i) all need to
be normalized.

w(i) = wa(i) + wt(i) (3)

3.2 Host Security Situation

We use CVSS (Universal vulnerability scoring system) [17] to measure the host security
situation causedby the host containing vulnerabilities.CVSS is an industry open standard
proposed by NIAC and maintained by FIRST. It is designed to assess the severity of the
vulnerability and to help users determine the urgency and importance of the response
required by the vulnerability.

CVSS contains three metric groups: basic group, temporary group and environment
group, each of which contains the relevant attributes needed for evaluation. Take CVSS
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2.0 as an example, the basic group evaluation process is shown in formula (4) to formula
(7).

BaseScore = ((0.6 × Imp) + (0.4 × Exploitability) − 1.5) × f (Imp) (4)

Imp = 10.41 × (1 − (1 − ConfImp) × (1 − IntegImp) × (1 − AvailImp)) (5)

Exploitability = 20 × AccessVector × AccessComplexity × Authentication (6)

f (Imp) =
{
0, Imp = 0
1.176, otherwise

(7)

The final evaluation score can be obtained by adding temporary assessment index impact
factors and environmental assessment index impact factors on the basis of BaseScore.
The value range of the score is [0,10], in which the detailed value range and classification
are shown in Table 1.

Table 1. Range of vulnerability score

Heading level Example

0–3.9 Low risk vulnerabilities

4–6.9 Medium risk vulnerability

7–10 High risk vulnerability

Suppose the set of vulnerabilities contained in host i is V , and we accumulate the CVSS
score of all vulnerabilities to get the host security situation Ri as shown in Formula (8).
Where v ∈ V represents a vulnerability,S(v) represents the score of vulnerability v.

Ri =
∑

v∈V S(v) (8)

It should be noted that becausewe have combined the host assets in theweight calculation
process of Sect. 3.1, the importance of the host assets is not repeatedly reflected in the
host security situation calculation process.

3.3 Network Attack Situation

We use the alarm log of intrusion detection system as the data source of network attack
situation calculation. We refer to the Snort user manual to classify network attack threat
levels into high, medium and low levels. Some attack types and levels are shown in Table
2.
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Table 2. Attack type and threat level

Heading level Example Font size and style

Attempted-Admin Attempt to gain administrator privilege High

Attempted-User Attempt to gain ordinary user privilege High

Attempted-Dos Attempt to denial of service Medium

Chen [18] degrades the threat of security events according to the specific conditions
on which the attack event depends and the vulnerability information set of the target
system. We have made improvements and defined threat degradation and escalation
rules respectively, as shown in Formula (9) and (10).
{
A,

(
ADIP = iip ∈ host

) ∩ (ADS �= is) ∪ (ADP /∈ iP) ∪ (AV �= iV )
} ⇒ Apri = low

(9)

{A, (ASIP = sip) ∩ sum(sip, �t) ≥ m} ⇒ Apri = high (10)

In formula (9), i represents host i, host is a legitimate collection of hosts, and ADIP ,
ADS , ADP and AV represent the destination address, required operating system, port
number and vulnerability of security events, respectively. iip, is, iP and iV represent the
address, operating system, openport, andvulnerability informationof host i, respectively.
The rule shows that as long as the conditions of the security event are not fullymet, which
means that the attack is not successful, the threat level is adjusted to a low level.

In formula (10), ASIP represents the source address, sum(sip,�t) indicates the num-
ber of security events caused by sip in �t time period, and m represents the tolerable
number threshold, which is set by the manager. We use the number of attacks to describe
the attacker’s willingness to attack. if it is found that an attack event that exceeds the
threshold has been launched from the same source address within �t time, it will show
that the attacker is constantly trying to attack and has a strong intention to attack. Then it
is very likely that the systemwill be breached at some point, which requires the attention
of the administrator, so the threat level will be adjusted to a high level.

3.4 Network Security Situation

Let NSSAt denote the network security situation quantization value of the period t, then
theNSSAt is given by the formula (11). Wherew(i) represents the weight value of host i,
and

∑N
i=1 w(i) = 1. Rt

net represents the threat of a network attack at period t. The higher
the value of NSSAt , the more dangerous the network situation.

NSSAt =
∑N

i=1
w(i)Ri + Rt

net (11)

4 Case Analysis

4.1 Data Set

In order to measure the effectiveness of the framework proposed in this paper, we select
the November data from the HoneyNet dataset as the experimental data. The HoneyNet
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dataset [19] is used to “analyze thepast andpredict the future”,which reflects the behavior
pattern characteristics of hackers and helps to find security trends and rules. Because the
dataset does not provide network topology data and host details, we give the network
topology through analysis in reference [19], as shown in Fig. 2. The key information of
the equipment is also given in the reference [19], which will not be repeated here.

172.16.1.104 172.16.1.105 172.16.1.106172.16.1.103172.16.1.102172.16.1.101

Data analysis server
172.16.1.23

Data analysis server
172.16.1.20

Internet

Router

Gateway

172.16.1.107 172.16.1.108 172.16.1.109

Data analysis server
172.16.1.15

Fig. 2. HoneyNet data network topology

There is no access connection relationship betweenhosts inFig. 2. In order tomeasure
the effectiveness of the PageRank algorithm, we will combine the host information to
abstract the key hosts into the directed graph shown in Fig. 3, and the arrows represent
the access connection relationship. It is important to note that Fig. 3 is only used as
experimental data and does not fully represent the real connection relationship of the
HoneyNet dataset.

Fig. 3. Directed graph of key hosts
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4.2 Experimental Results and Analysis

Table 3 shows the calculation results of the comprehensive weight of the host. It can
be seen that 101, 103 and 107 are more important, 102, 104, 105, 106 and 108 have the
same importance, and 109 is the least important.

Table 3. Host weight.

Host 101 102 103 104 105 106 107 108 109

Weight 0.15 0.09 0.15 0.09 0.09 0.09 0.22 0.09 0.05

Figure 4 shows the iterative process of topologyweight calculation, and the algorithm
achieves convergence after 14 iterations, so the extra overhead caused by introducing
PageRank algorithm to calculate topology weight is within the affordable range.

Fig. 4. Iterative process of PageRank algorithm

Let the sampling period t be 1 day, and the changing trend of the network security
situation of the whole system within one month is shown in Fig. 5.

It can be seen that both methods can depict the overall trend of the situation, but
some details need to be paid attention to. In the analytic hierarchy process [18], there
is no alarm information in some time, so the situation value is 0, but this paper thinks
that because there are still a large number of loopholes in each host in the system, so the
situation value is not 0. The reason why the value of this paper is larger than that of the
analytic hierarchy process on the 25th is that the attack launched by the same attacker
occurred in a very short time interval that day, triggering the rules described in formula
(10), so the situation value is higher.
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Fig. 5. Trends in network security situation

5 Conclusion

As an important means to ensure network security, network security situational aware-
ness can intuitively depict the trend of the overall security situation of the system and
provide rapid guidance for managers. In this work, a new network security situation
awareness framework is proposed, and the calculation flow is given. We calculate the
weight of the host according to the host asset information and network topology infor-
mation respectively, which can describe the importance of the host more reasonably.
We propose to decompose the network security situation into host security situation and
network attack situation. We evaluate the host security situation through the widely used
CVSS standard. In the network attack situation calculation, we design the degradation
rules and upgrade rules of the intrusion detection system alarm log. Finally, the effec-
tiveness of our framework is proved by the analysis of an example. Our future research
work will focus on network security situation prediction.
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Abstract. Aiming at the main problems of terminal data storage, long service
delay and transmission security of (WBAN) in wireless body area network, com-
bined with fog computing distributed computing model, this paper proposes an
intelligent medical service framework in wireless body area network, which is
divided into intelligent medical terminal layer, fog computing central layer and
cloud computing data storage layer, and proposes a real-time encrypted transmis-
sion scheme for data transmission between each layer. Security analysis shows
that the framework and scheme can reduce the cost and delay, while ensuring the
security and dispersion of data transmission between layers.

Keywords: Wireless body area network · Intelligent health care · Fog
computing · Encrypted transmission · Bilinear mapping

1 Introduction

In recent years, with the rapid development of wireless communication technology and
the innovative integration of ubiquitous sensing and pervasive computing, the Internet
of things has a broad prospect in the medical field. Intelligent medical service is a kind
of integration networking, cloud computing and other technologies, with user data as the
center of medical service model. Wireless human body local area network ((WBAN)) is
a collection of intelligent medical sensors in or around patients for real-time health care
monitoring and support. The sensor is a portable and small-size interworking device,
which can be worn or implanted into the individual to observe the life symptoms of
patients, combine treatment and prevention, and effectively control the disease. In the
intelligent medical service, the personal health information (PHI) is collected by the
wireless human body local area network (WBAN), and the data is transmitted to the
cloud computing center for storage and processing. Then, the feedback results are sent
to users and medical staff and appropriate clinical diagnosis is provided. Recently, some
schemes have been designed to solve the security and privacy problems in wireless
domain networks [2–7]. However, most of them bear high computing costs and do not
have certain security requirements, such as perfect forward confidentiality and untrace-
ability. In addition, they will not resist some malicious technologies, such as key dis-
closure simulation attacks. The storage and computing capacity of wireless body area
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network terminal equipment is limited, so processing massive data locally will bring
processing delay that can not be ignored. On the other hand, transferring massive data
to the CVM for processing can reduce the processing delay with the help of powerful
cloud computing capabilities, but the transmission process will bring a delay of more
than 100 ms, resulting in a substantial increase in the overall delay, which is difficult to
meet the real-time requirements of a large number of tasks (such as hazard early warning,
diagnostic updates, etc.) in the body domain network. Therefore, ensuring the real-time
performance of information transmission and data processing in the body area network
is an important prerequisite for the safe and effective work of the body area network.

In order to reduce the data transmission delay in the body domain network, the data
must be processed at the edge of the network. One of the feasible methods is fog comput-
ing, which reduces the transmission delay by shortening the data transmission distance.
At the same time, in order to reduce the data processing delay in the body domain net-
work, fog computing can also be used to help intelligent medical terminal nodes with
insufficient computing power to carry out data processing through the cooperation of
multiple fog nodes at the edge of the network. Reduce the high processing delay of a
single node [8, 9].

Fog computing refers to the deployment of the computing power of the network
at the edge of the network, is a multi-level computing architecture from the cloud to
the physical end, with the distribution of computing, communication, storage, control,
networking and other functions. The processing, storage and application of the data
generated by the network terminal by using the computing power of the fog node at the
edge of the network can greatly reduce the delay of task transmission and processing. Fog
computing provides a newway for the intelligence and information of body area network,
which can process the tasks requested by users nearby and distributed in the network,
and effectively reduce the transmission and processing delay of tasks. In addition to
real-time, the body area network in intelligent medicine also has high requirements for
the security of user data. At present, cloud computing, which is widely used, uploads
all the data to the cloud server, and the data is uniformly processed in the cloud server
to return the results to the user. The CVM used by users is a public cloud, and cloud
administrators can obtain all user data. Therefore, under the architecture of unified
and centralized management of resources on CVM, data security is faced with great
challenges. Compared with cloud computing, the fog node of fog computing belongs to
the local edge node, and the fog computing of intelligent medical terminal is isolated
from the rest of the network when calculating and sharing resources, that is, a black
box processing mechanism. The data is only processed in the black box node and is
not visible to the outside world, so the processing of information by users and other
nodes is unknown, and a task may be processed by multiple nodes. Send back user
node summary with high security [10]. Fog computing as the current research hotspot,
many scholars have conducted in-depth research on the application of fog computing
in intelligent medical services, and achieved some research results. For example, He S
and others proposed the CEP architecture of fog computing-based personalized medical
service [11], and optimized it through clustering and other methods, which can solve the
problems of response time delay and resource waste in the case of increased complexity.
ChakrabortyS et al. proposed a fog-based cloudmodel [12, 13] for time-sensitivemedical
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applications, which can solve the problem of time delay and ensure data accuracy and
consistency. Cerina L et al. proposed a multi-level architecture based on fog computing
[14]. In this paper, an edge node based on field programmable gate array ((FPGA))
technology is proposed to minimize the delay. Sood S K et al. designed a medical and
health department based on fog-aided computing [15], which classifies the types of user
infection through the decision tree and generates diagnostic alarms at the fog layer to
diagnose and prevent the outbreak of Chikungunya virus. Hamid H An et al. proposed a
health care privacy data protection scheme based on fog computing [16] and designed a
three-party authentication key agreement protocol to solve the problem of user privacy
data theft. These research results show that fog computing will have a wide application
prospect in intelligent medical services in the future.

Based on the characteristics of high real-time requirements for information trans-
mission and processing, high security requirements for data storage and use, and high
flexibility and inclusiveness of network architecture in intelligent medical services, this
paper proposes a body area network intelligent medical security framework based on fog
computing, which integrates fog computing distributed computingmodel into intelligent
medical services in wireless body area network. An optimized scheme is found for the
data transmission and storage between the intelligent medical terminal and the cloud
computing center, which can effectively reduce the cost and delay, while ensuring the
security and dispersion of data transmission between each layer.

The main work of this paper is as follows:

(1) combining the concept of wireless body area network with intelligent medical treat-
ment, through a variety of intelligent medical terminals to collect and real-time
monitor the health status of users, treatment and prevention can be combined to
effectively control diseases.

(2) the architecture of fog computing is introduced between the intelligent medical ter-
minal of body area network and the cloud computing center, and a security frame-
work of intelligent medical treatment of body area network based on fog computing
is proposed, which effectively solves the problem of excessive transmission delay
and storage overhead.

(3) A real-time encrypted transmission scheme is proposed for the data transmission
between intelligent medical terminal, fog computing center and cloud computing
center, and the attack model is simulated to verify its security and feasibility.

2 Intelligent Medical Service Framework of Wireless Body Area
Network

Aiming at the security and real-time problems of intelligent medical service in body
area network, this paper proposes a fog computing security framework for intelligent
medical service in wireless body area network. On the one hand, the framework can
monitor intelligent medical devices to detect whether there are malicious attacks, and
feedback the detection results to users; on the other hand, the framework processes users’
personal health data in fog computing center and encrypts and decrypts the transmission
process to ensure the security and dispersion of the data.
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2.1 Body Area Network Intelligent Medical Terminal

In the wireless body area network, the intelligent medical terminal (sensor) is respon-
sible for collecting and sending the health status information of the user. Figure 1 is a
diagram of all kinds of commonly used intelligent medical terminals. Intelligent medi-
cal terminals are divided into three categories: (1) portable small medical terminals, or
micro intelligent chips that can be embedded in the human body. Such as: smart bracelet,
intelligent pacemaker and so on. The smart bracelet can monitor the heart rate and body
temperature in real time. Once the value exceeds the normal range, the bracelet will max-
imum prompt the user and nearby people. At the same time, the bracelet is embedded
with GPS and emergency contact function.When the user’s physical signs are abnormal,
it will send a distress signal and location to the nearest medical institution at the first
time of reminding, so as to provide the user with the instantly rescue. (2) small family
nursing terminal. Such as: smart medicine box and so on. (3) the Intelligent medical
terminal used by the hospital. Such as: Intelligent infusion pump, Intelligent dispensing
machine and so on.

Fig. 1. Schematic diagram of commonly used intelligent medical terminals

The intelligent medical terminal is divided into two parts:
In the part of data perception and collection, the intelligent medical terminal can

collect health data through all kinds of sensors on the users, and upload it to the health
care monitoring and management center, so as to monitor the user’s health status for
24 h. The data involved in the section is shown in Fig. 1. ECG: monitor heart rate and
other information. Blood pressure: the user’s blood pressure can be recorded. Blood:
through the smart bracelet to monitor red blood cells, white blood cells and blood oxy-
gen concentration and other information. Brain waves: monitor brain biological signals
through smart helmets. Bioelectric signals: through the analysis of bioelectric signals
produced by human movement, to judge the state of muscles and so on.
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In the data application part, the collected data will be sent to the fog computing center
for analysis, and then get the most suitable problem solution for users, so as to achieve
medical plan customization. For example, the intelligent medicine box can remind the
user of the medication time and dose, etc.; the intelligent infusion pump can adjust the
infusion rate by observing the changes of human blood pressure and other information;
and the intelligent dispensing machine can accurately configure user-customized drugs
through user information. More oriented and adaptable.

2.2 Security Framework Based on Fog Computing

The fog computing Center is a highly virtualized platform that provides computing,
storage and networking services between end devices and traditional cloud computing
data centers. Fog computing is closer to users, it has less bandwidth and network strain,
can reduce costs and reduce latency. Such computing not only expands the capabilities
of the cloud, but also provides adequate data processing and storage support.

Fig. 2. Architecture diagram of intelligent medical body network

The architecture diagram of the designed intelligent medical body network is shown
in Fig. 2. It is composed of cloud computing center, fog computing center and intelligent
medical terminal equipment. The logical architecture diagram of the intelligent medical
body network is shown in Fig. 3. The cloud computing center is mainly responsible
for data storage management, computing, information processing and so on. That is,
when the fog computing center needs to exceed its own computing power, or beyond
its storage capacity, the cloud computing center will provide computing and storage
resources. Important information can also be stored in the cloud computing center as a
redundant backup, and users’ personal files can be generated. The fog computing center
can also be called the management side. It is mainly composed of middleware that
provides a certain degree of distributed transparency, provides computing and storage
resources for the lower layer, provides transmission function to make the information
exchange between the upper and lower layers, carries on data analysis and management,
and has the function of security protection. Intelligent medical terminal devices include
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intelligent bracelets, intelligent sphygmomanometers, intelligent pacemakers, intelligent
medicine boxes, intelligent dispensing machines and other medical devices, which are
mainly responsible for perceiving and collecting health information and performing
simple information processing, and send the information to the fog computing Center
for processing.

Fig. 3. Logical architecture diagram of intelligent medical body network

3 Encrypted Transmission Scheme Between Layers

In this section, the proposed encrypted transmission scheme is described in detail, as
shown in Fig. 4 below, which is mainly divided into three stages: initialization phase,
transmission phase and verification processing phase.
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Fig. 4. Encrypted transmission scheme

3.1 Preliminaries

• Bilinear mapping

Let G1 and G2 be cyclic groups of order p [17], and p be prime. If the mapping e:
G1 × G1 → G2

satisfies the following properties:

1) Bilinear:

For any a, b ∈ Zp and R, S ∈ G1, there is e
(
Ra,Sb

) = e(R,S)ab; which can be
described in the following way: for any P, Q, R ∈G1, there is e(P+Q, R)= e(P, R) e (Q,
R).

2) non-degenerative:

There exists R, S ∈ G2 such that e(R, S) �= 1G2. Here 1G2 represents the unit of G2
group.

3) calculability:

There is an effective algorithm to calculate the value of e (R, S) for any R, S ∈ G1.
Then e is called a bilinear mapping.

• Key Generation Center (KGC)

The cloud computing center is mainly responsible for data storage management,
computing and information processing, but it is also equipped with a key generation
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center to ensure secure transmission. Its main role is to generate the corresponding
private key for verification according to the user identity informationwhen the intelligent
medical service terminal and fog computing center carry out the private data transmission
of users.

3.2 Encrypted Transmission Scheme

Initialization Phase
During initialization, before the user uses the intelligent medical service of the body
area network, the KGC of the cloud computing center will send an identity key t to the
intelligent medical service terminal (sensor) used by the user to communicate with the
fog computing Center. The health data of a user (data collected by the sensor) is used as a
terminal node n, and the node ID number is IDn. The data transmission process is shown
in Fig. 4. The public key Ppub and identity parameter qn: are calculated by formula (1)
and hash function (2).

Ppub = tP, (1)

H1 : qn = H1(IDn), (2)

The private key s of node n is obtained by formula (3):

s = tqn, (3)

Transmission Phase
The transmission phase actually refers to the process that the health information collected
by the user through the intelligent medical service terminal is compiled into a file and
encrypted and transmitted to the central node of fog computing.

The user selects an arbitrary positive integer r as a random number, and the random
parameter R is calculated by formula (4). Then the parameter w is calculated in formula
(5) using the previously defined bilinearmapping (where q1 is the user identity parameter
obtained by formula (2) above):

R = rP, (4)

w = e(P,P)rq1, (5)

Then the user privacy data collected by the intelligent medical terminal is compiled
into a file m, and the encryption result M and authentication parameter V are obtained
by hashing and XOR operation (6) and (7) calculation:

M = m ⊕ H2(w), (6)

V = q2s1R

s1 + r
, (7)



364 S. Zhang et al.

Finally, the user data is sent to the fog computing Center by a set of encryption result
M, random parameter R, and authentication parameter V (M, R, V.

Verification Processing Phase
It refers to the process that the fog computing central node receives the health informa-
tion sent by the user for verification and performs the relevant calculation and storage
operation.

When the fog computing center receives the result, it first calculates the auxiliary
parameter A using formula (8) (where s2 is the sensor private key obtained by formula
(3)):

A = q1Ppub + R

s2
, (8)

After the parameter w′ prime is obtained in formula (9), the decrypted user privacy
data file m is obtained by hashing and XOR operation (10):

w′ = e(A,V), (9)

m = M ⊕ H2
(
w′), (10)

When we get the verified privacy data file m, fog computing Center will store and
process the file information, and send the calculated feedback results back to users as
soon as possible, so that users can get safe and reliable suggestions. At the same time,
the data will be sent from the fog node to the cloud computing storage center in the
same encrypted transmission mode as a backup, and the user’s personal profile will be
generated to prevent data loss.

4 Safety Analysis

In this section, we first verify the correctness of the scheme, and then analyze the security
from two aspects: forged sender data and MITM attacks.

4.1 Correctness Verification

The correctness of the encrypted transmission schememeans that the intelligent medical
terminal and fog computing center can encrypt and decrypt the transmitted health data
through our method. Here, we record the new intermediate parameter calculated by the
fog computing Center as w′, w′ can be calculated by the following formula:

w′ = e(A,V ) = e

(
q1Ppub + R

s2
,
q2s1R

r + s1

)

= e

(
q1tP + rP

tq2
,
tq1q2rP

r + tq1

)

= e

(
r + q1t

tq2
P,

tq1q2r

r + tq1
P

)
= e(P, q1rP)



Intelligent Medical Security Framework of Body Area Network 365

= e(P,P)rq1 = w

From the consistency test of the above results, it is not difficult to see that the scheme
we designed is correct.

4.2 Forged Sender

One is that malicious attackers may destroy or invade some intelligent terminals to send
some false early warning messages; the other is that the identity information of this
intelligent terminal is stolen. In our scheme, the attacker can forge the private key of
a terminal to replace s1, but he does not know the identity key t issued by the cloud
computing center, so he cannot match it with his forged private key s1 = tH1(ID1),
which means that the forged sender cannot send a verifiable random parameter R.

4.3 MITM Attacks

A MITM attack refers to an attacker trying to tamper with the contents of the data by
intercepting the data we send. Suppose the attacker can intercept the message of our
scheme (M, R, V ). First of all, if he wants to capture a specific message, he needs to
decrypt the encryptedM, because every time he sends and transmits the data, he needs to
generate a random number r that the attacker does not know about, so he cannot decrypt
it. Second, the attacker cannot know the transmission private key s2 of any fog computing
center. In addition, if the attacker wants to tamper with the message, we can see from the
analysis in the previous section that this will not work. Finally, assuming that the attacker
can constantly collect the encrypted message ciphertext M and the original message m
sent by the intelligent terminal to infer the encryption method, the transmissible data
will generate a different random number r each time, which makes it impossible for the
attacker to crack the encrypted information.

5 Conclusion

In view of the rapid development of the Internet of things, this paper fully combines
the wireless body area network and intelligent medical care to make medical services
more intelligent and information -based. In order to meet the high requirements of
real-time and security of data transmission in body area network, a body area network
intelligent medical security framework based on fog computing is proposed, and a real-
time encrypted transmission scheme for data communication between layers is proposed.
Its security and feasibility are verified and analyzed by simulated attack model.
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Abstract. Attribute-based signatures allow a signer with a set of
attributes to anonymously sign a message about some signature pol-
icy. However, in the environments that require accountability and pre-
venting abuse, the anonymity revocation function is vital important and
necessary. In order to meet the requirements that multiple different
authorized participants can sequentially aggregate and sign the same
message while maintain the accountability of the signers, we propose
a secure and traceable attribute-based sequential aggregate signature
scheme with multiple attribute authorities. It is based on the flexible
threshold access structure, and it also supports extension to any lin-
ear secret sharing scheme access structures. Our scheme can be proved
secure under the CDH assumption and subgroup decision assumption in
the selective model without random oracle. The security analysis shows
that our attribute-based sequential aggregate signatures scheme can real-
ize existential unforgeability, traceablity and unlinkability. It is believed
that it can also be widely used in e-commerce and e-government related
applications.

Keywords: Attribute-based signature · Sequential aggregate
signature · Multiple attribute authorities · Traceability · Unlinkability

1 Introduction

In attribute-based cryptography systems, only users who have the attributes sat-
isfying the policy in question can execute decryption or signature operation. The
first proposals of attribute-based cryptosystems were: an encryption scheme by
Goyal et al. [6] which was inspired by fuzzy identity-based encryption [18], and
a signature scheme by Maji et al. [13]. In the attribute-based signature (ABS)
scheme, the receiver is convinced that someone who has a set of attributes that
satisfy the signature predicate has indeed verified the message without needing
to know identity of the signer or how the predicate is satisfied. For the pur-
pose of both authentication and privacy, many applications have adopted ABS
schemes, such as electronic personal health record systems, e.g. [8] and [12]. The
ABS scheme is anonymous and can hide the identity of signer, but the signer
c© Springer Nature Switzerland AG 2021
G. Wang et al. (Eds.): SpaCCS 2020, LNCS 12382, pp. 367–381, 2021.
https://doi.org/10.1007/978-3-030-68851-6_27
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can use this feature to abuse the signature. Liu et al. proposed attribute-based
sequential aggregate signature [11] and attribute-based multi-signature scheme
[10], which both were not traceable and with a single attribute authority. The
traceable ABS scheme can prevent the signer from abusing the signature. Given
a valid signature, the private key generation center can use the tracking key
to recover the identity of signer; but for other verifiers who do not know the
tracking key, it is impossible to confirm whether multiple signatures using the
same signing strategy were signed by the same signer. The traceable ABS was
first introduced by Escala et al. [5], which extends the standard ABS by adding
an anonymous revocation mechanism that allows a tracking authority to restore
the identity of signer. Although it might seem intuitive that the traceable ABS
is similar to group signatures [1,3,4], which allow members of the group to sign
on behalf of the group, and only the group administrator can reveal the identity
of signers in the group. The difference is that ABS does not indicate a group
and does not need to establish a group, but declares that the set of attributes
they possess meets a certain signature policy, thus hiding the identity of signer.
Zhang et al. [20] proposed an identity traceable ABS scheme, which is not suit-
able for signing long messages. Considering the following facts: the attributes
of different users may come from different authorities and single authority may
cause a computing bottleneck, some multi-attributes authority schemes [15,19]
have been proposed. Okamoto et al. [16] proposed decentralized ABS. Inspired
by [5] and [16], Kaafarani et al. proposed decentralized traceable ABS, which
uses twice non-interactive zero-knowledge (NIZK) proofs and its construction is
extremely complex.

Therefore, in order to achieve convenient and efficient management for multi-
stakeholder systems, we introduce attribute-based sequential aggregate signature
with multiple attribute authorities management. Each attribute authority inde-
pendently assigns attributes and signature private keys to its users. In the signa-
ture process, the identity of the signer can be bound to both the signature and
secrete key through a commitment scheme, similar to the technology proposed in
[14], which the user’s identity is bound to generated secrete key. We use flexible
threshold access to construct our ABS. Moreover, using the method in [6], it is
easy to extend the threshold traceable ABS scheme to an access structure that
can be expressed by any linear secret sharing scheme. In this paper, we store
the results of the aggregate signature on cloud servers. For data security, one
can adaptively encrypt the signature results. This paper does not discuss this.
Our solution can also be deployed on the blockchain platform, combining with
the un-tamperability of blockchain technology, and promote deep mutual trust
among the participants. In many fields such as e-commerce and e-government,
etc., our scheme is also applicable.

Our Contributions. In this paper, in order to meet the requirement of that
multiple people sign the same file in sequence and data traceability in many
fields such as e-commerce and e-government and so on, we construct a powerful
attribute-based sequential aggregate signature scheme with multiple attribute
authorities. The aggregate signature in our scheme is anonymous, unlinkabil-
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ity, and traceable if needed. Compared with [9], in our scheme if an attribute
authority wants to add or revoke, it does not affect any other attribute author-
ities. Compared with [11], our scheme can trace the identity of signers and sign
long messages.

2 Preliminaries

In this section, we introduce the notions related to bilinear maps, complexity
assumptions, Boneh-Goh-Nissim commitment scheme and a NIZK proof of bit
encryption, which are used in our scheme.

2.1 Bilinear Maps

We will construct our system in composite order bilinear groups, which were
introduced in [2]. Let G and GT be two (multiplicative) cyclic groups of finite
order N , which N = pq is a product of two distinct primes. Let g be a generator of
G and e : G×G → GT be a bilinear map. The map has the following properties:

– Bilinearity: For any u, v ∈ G and a, b ∈ ZN , we have e(ua, vb) = e(u, v)ab.
– Non-degeneracy: There exists g ∈ G such that e(g, g) has order N in GT .

Here the map e is symmetric since e(ua, vb) = e(ub, va) = e(u, v)ab. Assuming
that group operations in G and GT as well as the bilinear map e can be efficiently
computed in polynomial time, and the group descriptions of G and GT both
include a generator of each group. The subgroups Gp and Gq of G are mutually
“orthogonal” under the bilinear map e: if u ∈ Gp and v ∈ Gq, then e(u, v) = 1.

2.2 Complexity Assumption

We shall make use of two complexity assumptions: the first is Computational
Diffie-Hellman assumption in the prime order subgroup Gp, the second is Sub-
group Decision assumption in the full group G.

CDH Assumption: Let a, b ∈ Zp at random and given a triple (g, ga, gb) ∈ G
3
p.

The CDH assumption is to compute gab ∈ Gp with non-negligible probability
for probabilistic polynomial time (PPT) adversary. We shall require the CDH
assumption in Gp to remain true when the factorization of N is known [3].

Subgroup Decision Assumption: [2] Let λ ∈ Z
+ and (N,G,GT , e) be a

tuple produced by an algorithm G(λ), where N = pq. Given (N,G,GT , e) and
an element x ∈ G, output 1 if the order of x is p and output 0 otherwise i.e.
the subgroup decision problem is without knowing the factorization of the group
order N , decide if an element x is in a subgroup of G. An algorithm A has
advantage in solving the subgroup decision problem SDadvA(λ) is defined as:

SDadvA(λ) = |Pr[A(N,G,GT , e, x) = 1] − Pr[A(N,G,GT , e, xq) = 1]|.

Definition 1. The subgroup decision assumption holds if for any PPT algorithm
A we have that SDadvA(λ) is a negligible function in λ.
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2.3 Boneh-Goh-Nissim Commitment Scheme

Boneh-Goh-Nissim commitment scheme [2] bases on the Subgroup Decision
Assumption. The scheme consist of three algorithms as follows:

KeyGen: The algorithm runs the group generator algorithm G(1λ) and outputs
a tuple (p, q, g,G,GT , e) where G,GT are groups of order N = pq , e : G×G →
GT is a bilinear map and g is a random generator of G. And, it picks a random
generator h from Gq.Then, it sets (G,GT , e, g,N, h) as the public parameters pk
and q as the perfectly binding key sk.

Commitment: The algorithm takes as input the public parameters pk and the
message m. To commit to the message m, the algorithm chooses a random value
r ∈ ZN and computes com(m, r) = c = gmhr. It then outputs the commitment
c.

DeCommit: The algorithm takes as input the perfectly binding key sk and a
commitment c. The algorithm computes cq = (gmhr)q = (gq)m, and exhaustively
searches for m. Then it outputs the message m.

Note that in [2], the commitment scheme described above is homomorphic.
Specifically, for any message m and randomizers we have com(m1+m2, r1+r2) =
gm1+m2hr1+r2 = gm1hr1gm2hr2 = com(m1, r1)com(m2, r2). And decommitment
in this scheme takes polynomial time in the size of message space. Therefore, this
scheme can only be used to commit short messages. One can speed-up decryption
by precomputing a (polynomial-size) table of powers of gq so that decryption
can occur in constant time.

2.4 NIZK Proof of Bit Encryption

Groth et al. [7] used the Boneh-Goh-Nissim cryptosystem [2] to construct an
effective statistical zero-knowledge proof system for any NP language. In this
paper, we use the non-interactive witness indistinguishable (NIWI) proof of bit
encryption. The scheme consist of four algorithms as follows:

Common Reference String: The algorithm runs the group generator algo-
rithm G(1λ) and outputs a tuple (p, q, g,G,GT , e) where G,GT are groups of
order N = pq , e : G × G → GT is a bilinear map and g is a random gen-
erator of G. And, it picks a generator h randomly from Gq. Then, it sets
CRS = (G,GT , e, g,N, h) as the public parameters pk and q as the perfectly
binding key sk.

Statement: The algorithm takes as input the public parameters pk and a mes-
sage m ∈ {0, 1}. To commit the message m, the algorithm chooses a random
value r ∈ ZN and computes com(m, r) = c = gmhr. The statement is c.

Proof: It inputs (CRS, c,m, r). For the statement c = gmhr, its NIWI witness
is π =

(
g2m−1hr

)r.

Verify: It inputs (CRS, c, π) and check e(c, c/g) = e(h, π). It returns 1 if the
check pass, else return 0.
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Fig. 1. System model.

3 Definition and Security Models

3.1 Participants

Our secure and traceable attribute-based sequential aggregate signature scheme
with multiple attribute authorities involves three types of entities: a central
authority, multiple attribute authorities, and the cloud server. (see Fig. 1. Sup-
pose there are three attribute authorities).

– The Central Authority (CA): The central authority is the administrator
of the entire system and assumed to be fully trusted. The central authority
is responsible for all attribute authorities to generate authority secret key. It
can also track and reveal the relevant responsible persons according to the
last aggregate signature of the documents from the cloud servers.

– The Attribute Authorities (AAs): There are multiple attribute author-
ities, which are a finite number of distributed authorities. We assume that
each attribute authority can be compromised. The attribute authorities are
responsible for users to generate identity, attributes and private key. Each
authority has its own users, assuming each user will not belong to two or
more attribute authorities at the same time. When a subtask is completed,
users with attributes that meet a specific attribute policy will sign the mes-
sage and aggregate the signature in sequence. Finally, the last signer in the
system uploads the final aggregate signature to the cloud storage server.

– The Cloud Server (CS): The cloud server provides a public platform for
storing and sharing data. In order to protect the security of data stored on
the cloud, they can be adaptively encrypted, this paper will not discuss.
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3.2 System Model

Our traceable attribute-based sequential aggregate signature scheme with mul-
tiple attribute authorities can be described as a set of following algorithms:

– Setup: The algorithm is run by the central authority. Firstly, it takes the
security parameter as input. It generates public parameters params and the
traceable key tsk. It keeps tsk to itself. Then, it generates different authority
secret keys αk for different attribute authority and sends the secret keys to
them by secret channel. Moreover, it defines the length of the user ID as nu.
It specifies the scope of each attribute authority assigned to its user ID.

– AuthoritySetup: This algorithm is executed by each attribute authority
AAk. Every attribute authority AAk sets user ID for its internal users.

– Extract: This algorithm is controlled by each the attribute authority AAk.
It takes the authority secret key αk, user ID u and an attribute set Ω of user
as input. Then, it generates a sign private key for the user.

– Sign: The user u performs this algorithm to sign a message M under certain
predicate Υκ,Φ(·) with the input of a sign private key, its ID and params.
Then, the algorithm outputs the signature σ.

– Verify: This algorithm allows user to verify the normal signature by giving
a signature σ, a message M , an attribute set and params. It outputs accept
if a valid signature on M for the attribute set; else, it outputs reject.

– AggSign: This algorithm allows multiple different users to sign on same
message and sequential aggregates into single signature. It inputs the private
key of the current user, message M and its current user’s signature σ which is
needed to be aggregated and aggregate-so-far aσ′ on message M . It generates
a new sequential aggregate signature aσ on message M .

– AggVerify: The user who received aggregate-so-far signatures checks the
aggregate signature to proof the message involved in aggregate signature is
not modified by malicious users. It inputs an aggregate signature aσ on mes-
sage M , params and attribute sets. If aσ is a valid aggregate signature, the
algorithm outputs accept or it outputs reject otherwise.

– Trace: The central authority takes as input the last sequential aggregate
signature aσ, params and tsk. It first runs AggVerify and verifies whether aσ
is valid or not so as to determine whether aσ is tampered. Then, if it’s true,
it extracts the signers’ ID from the commitment which is inserted in the aσ.
It then outputs a set of correct ID of users.

3.3 Existential Unforgeability of the Scheme

Under the selective signature policy and message attack model, the existential
unforgeability of ABS scheme means that if the private key of the signer is
not known and the signer has not been asked to sign the message M∗ about
the signature predicate Υ ∗

κ,Φ∗(·). Then the adversary cannot forge the message
signature pair (M∗, σ∗) about the predicate Υ ∗

κ,Φ∗(·). For this security model,
the user u is adaptive. Then, this security model between a challenger and an
adversary is as follows:
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Init: The adversary declares to the challenger a challenge signature predicate
Υ ∗

κ,Φ∗(·).
Setup: The challenger generates the public parameter params, the attribute
authority secret key α, and the tracking key tsk, and sends params to the
adversary.

Queries: The adversary can adaptively make a polynomial bounded number
of queries: Extract query, Sign query, AggSign query, and Trace query, where
attribute set Ω does not satisfy the signature predicate Υ ∗

κ,Φ∗(·) for user u in
Extract query.

Forge: The adversary outputs the forged signature σ∗ of user u, message M∗,
and signature predicate Υ ∗

κ,Φ∗(·). Moreover, the adversary has not made Extract
query of u, and the adversary has not asked the user u about the signature of
the message M∗ and the signature predicate Υ ∗

κ,Φ∗(·). If the signature is valid,
the adversary wins.

Definition 2. The attribute-based signature scheme is existence unforgeable if
no PPT adversary can win the above game with non-negligible advantage.

3.4 Unlinkability of the Scheme

Similar to [7,20], unlinkability refers that given two valid signatures used the
same signature predicate without knowing the tracking key, even if the adversary
knows the private key of the signer, the adversary cannot tell whether the two
signatures are signed by the same signer. The attack game between a challenger
and an adversary is as follows: Init, Setup, Phase 1 are the same as Init,
Setup, Queries in the previous section, respectively.

Challenge: The adversary selects the user u0 (its attribute set is Ω0). There is
an attribute set ω ∈ Ω0 satisfying Υ ∗

κ,Φ∗(·). Then, it also selects u1(�= u0) and
Υ ∗

κ,Φ∗(Ω1) = 1. The adversary makes Extract query for (u0, Ω0), (u1, Ω1). The
challenger chooses b ∈ {0, 1} to generate signature σ∗ about (ub, Ωb), message
M∗, Υ ∗

κ,Φ∗(·) and sends σ∗, (u0, Ω0), (u1, Ω1) to the adversary.

Phase 2: It is almost same as Phase 1, except that the adversary cannot inquiry
Trace σ∗.

Guess: The adversary outputs a guess of b′. If b′ = b, the adversary wins.

Definition 3. The ABS scheme is unlinkability under the selective signature
predicate and selective message attack model, if and only if there is no PPT
adversary to have a non-negligible advantage in the above game.

4 Our Construction

Let g is a random generator of G, and e : G × G → GT is a bilinear map. In
addition, Let the Lagrange coefficient Δj,S for j ∈ ZN and a set S of elements in
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ZN define as: Δj,S(i) =
∏

η∈S,η �=j
i−η
j−η . The scheme consists the following eight

algorithms. The details are present as follows.

Setup: The central authority first runs the group algorithm G(1λ) and outputs
a tuple (p, q, g,G,GT , e) where G,GT are group of composite order N = pq
and p �= q. Gp,Gq are subgroups of G with order p, q, respectively. Next, the
algorithm chooses random element τ ∈ G. It picks a random generator h ∈ Gq.
Let N be the set {1, · · · , n+1} and tj is a random generator of G for j ∈ N . We
define a function T as T (x) = τxn ∏n+1

j=1 t
Δj,N (x)
j . The central authority chooses

a hash function H : {0, 1}∗ → G. It selects a random element u′ ∈ G, defines the
length of user identity as nu, and defines a vector U = {ui} of length nu, where
ui ∈ G. It also specifies the scope to which each attribute authority assigns
its users’ ID, just like dividing a subnet. The central authority assigns different
attribute authority secret key αk ∈ Z

∗
N for each attribute authority and sends

the secret keys to them by secret channel. Compute gk = gαk and Zk = e(gk, τ).
Finally, it sets (G,GT , N, e, g, τ, h, u′, U,H,Zk, d, t1, · · · , tn+1) as the public

parameters params and q as the traceable secret key tsk. Meanwhile, params
are public and tsk keeps to itself.

AuthoritySetup: The attribute authority defines d − 1 default attribute sets
U = {U1, · · · ,Ud−1} as the element in Z

∗
N . Each of them is in charge of the issue

of attribute set Ak. And for each of attribute authorities internal users, it sets
a unique user identity u which is represented by a binary string of length nu,
let u[i] denote the i-th bit of u. Define W (u) = u′ ∏nu

i=1 u
u[i]
i = u′ ∏

i∈U μi. The
secret key of attribute authority AAk is αk.

Extract: The attribute authority AAk generates a sign private key for a user u
with an attribute set Ω. The algorithm takes the following steps:

– Firstly, it choose a d − 1 degree polynomial at random with q(0) = αk. It
selects a random value s from Z

∗
N and sets du,0 = gs, du,1 = hs.

– For each i ∈ Ω, chooses νi and computes dki,0 = τ q(i) · T (i)νi · W (u)s and
dki,1 = gνi .

– Finally, it outputs the sign private key as

Dki = (du,0, du,1, {(dki,0, dki,1)i∈Ω}).

Sign: The user u inputs private keys Dki of the attribute set Ω, message M and
predicate Υκ,Φ(·). To sign message M with predicate Υκ,Φ(·). Namely, to prove
a subset ω ⊆ Ω ∩ Φ with 1 ≤ κ ≤ |Φ|, and define ω′ = Φ/ω. It runs as follows:

– Firstly, for every bit u[i](i = 1, · · · , nu) of user u, the algorithm chooses

θi ∈ ZN randomly. It computes ci = u
u[i]
i · hθi , πi =

(
u
2u[i]−1
i · hθi

)θi

, where
ci is the commitment of u[i], πi is the witness of ci. The user calculates θ =
∑nu

i=1 θi, c = u′ ∏nu

i=1 ci =
(
u′ ∏nu

i=1 u
u[i]
i

)
·hθ =

(
u′ ∏

i∈U μi

) ·hθ = W (u) ·hθ.
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– Then, the user u selects a random value β ∈ ZN . After, it picks a default
attribute subset U

′ ⊆ U with |U′| = d − κ and picks ζi ∈ ZN randomly for
i ∈ Φ ∪ U

′. The algorithm computes

σ0 = [
∏

i∈ω∪U′
d

Δi,ω(0)
ki,0 ][

∏

i∈Φ∪U′
T (i)ζi ]dθ

u,1H(M)β ;

{σ1,i = d
Δi,ω(0)
ki,1 gζi}i∈ω∪U′ , {σ1,i = gζi}i∈ω′ ;

σ2 = gβ ;σ3 = du,0 = gs.

– Finally, it outputs the signature:

σ = (σ0, {σ1,i}i∈Φ∪U′ , σ2, σ3, c1, · · · , cnu
, π1, · · · , πnu

).

Verify: The algorithm inputs σ on M with threshold κ for attributes set Φ∪U
′,

and params. The verifier first computes c = u′ ∏nu

i=1 ci and verifies the cor-
rectness of the equation e

(
ci, u

−1
i ci

)
= e (h, πi), for i = 1, · · · , nu. In order

to achieve fast verification and reduce computational overhead, we can use the
method of [3]. Specifically, it uses randomization to batch the nu equation into
one multi-pairing. The verifier selects r1, · · · , rnu

∈ ZN , and checks the equation∏nu

i=1

(
e
(
cri
i , u−1

i ci

) · e (h−ri , πi)
)
=1. If this is true, then it is proved that for all

u[i](i = 1, · · · , nu), the equation ci = u
u[i]
i · hθi holds. Therefore, the c calcu-

lated by the verifier has the correct format. Then, the verifier tests the following
equation whether holds:

e(g, σ0)
[
∏

i∈Φ∪U′ e(T (i), σ1,i)]e(H(M), σ2)e(c, σ3)
= Zk. (1)

If the equation holds, it indicates that the signature is indeed from the user u
with at least κ attributes among Φ. Otherwise, it denotes the signature is invalid.

AggSign: The another user u takes a private key for his attribute set Ω2, sig-
nature σ′ on M which is to aggregate, the aggregation so-far aσ′ on M under
params as input. To verify that the aggregate-so-far aσ′ by running the AggVer-
ify algorithm. If the aggregate signature is not pass the verification equation, it
directly outputs fail and halt. Otherwise, it makes the following steps:

– Firstly, the algorithm initial the component of the aggregate signature aσ0,
aσ1,i, aσ2, aσ3 such that aσ0 = 1, aσ1,i = 1, aσ2 = 1, aσ3 = 1, ω ∪ U

′ = ∅
and ω′ = ∅. Then, the algorithm iteratively calculates aσ0 = aσ′

0 · σ′
0, aσ2 =

aσ′
2 · σ′

2.
– After that, for every i ∈ ω2∪U

′
2, if i does not exist in ω∪U

′, it adds attribute
i to the attribute set ω ∪ U

′ and sets aσ1,i = σ′
1,i = d

Δi,ω(0)
ki,1 gζi ; if i exists in

ω ∪ U
′, it generates aσ1,i = aσ′

1,i · σ′
1,i = aσ′

1,i · d
Δi,ω(0)
ki,1 gζi . For every i ∈ ω′

2,
if i does not exist in ω′, it adds attribute i to the attribute set ω′ and sets
aσ1,i = σ′

1,i = gζi ; if i exists in ω′,it generates aσ1,i = aσ′
1,i · σ′

1,i = aσ′
1,i · gζi .
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– The fourth part of aggregate signature, the commitment and witness of sign-
ers’ identities are handled in an additional way. So, aσ3 is σ

(1)
3 , · · · , σ

(j)
3 . The

signers’ ID commitment and witness are {c1, · · · , cnu
, π1, · · · , πnu

}(1), · · · ,
{c1, · · · , cnu

, π1, · · · , πnu
}(j), where j is the number of aggregations.

The user outputs the aggregate signature as:

aσ =(aσ0, {aσ1,i}i∈Φ∪U′ , aσ2, σ
(1)
3 , · · · , σ

(j)
3 , {c1, · · · , cnu

, π1, · · · , πnu
}(1), · · · ,

{c1, · · · , cnu
, π1, · · · , πnu

}(j)).

AggVerify: The verifier takes the aggregate so-far aσ on message M
under params as input. The verifier first computes c = u′ ∏nu

i=1 ci.
Then, the verifier selects r1, · · · , rnu

∈ ZN , and checks equation∏nu

i=1

(
e
(
cri
i , u−1

i ci

) · e (h−ri , πi)
)
=1 for each commitment and witness tuple. If

these are all true, then it is proved that for all u[i](i = 1, · · · , nu) of aggregate
signers 1, · · · , j, the equation ci = u

u[i]
i · hθi holds. Therefore, the c calculated

by the verifier has the correct format. Then, the algorithm would test whether
the following equation is hold or not.

e(g, aσ0)

[
∏

i∈Φ∪U′ e(T (i), aσ1,i)]e(H(M), aσ2)
∏j

k=1 e(c(k), σ(k)
3 )

=
j∏

k=1

Zk. (2)

If the equation holds, it outputs valid ; if not, outputs invalid.

Trace: The central authority inputs the message M , the last sequential aggre-
gate signature aσ and the traceable private key tsk and outputs ID of j signers.
Firstly, it executes the algorithm AggVerify(aσ,M). If it is halt, the central
authority output invalid. Otherwise, the last aggregate signature aσ is valid.
Then, it will use the traceable key tsk to extract signers’ ID from the commit-
ment {c1, · · · , cnu

}(1), · · · , {c1, · · · , cnu
}(j) in aσ as follows:

For the k-th tuple {c1, · · · , cnu
}(k) and 1 ≤ k ≤ j, the central authority com-

putes (ci)
q, if (ci)

q = (uu[i]
i · hθi)

q
= g0, then u[i] = 0; if (ci)

q = (uu[i]
i · hθi)

q
=

uq
i , then u[i] = 1. In this way, it gets the k-th signer’s ID. Thus, all of j signers’

ID can be recovered.
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4.1 Correctness

For a constant function f(·), there is f(0) =
∑

i∈ω (f(i) · Δi,ω(0)) =∑
i∈ω Δi,ω(0) = 1. The correctness of Eq. (1) is verified as follows:

σ0 = [
∏

i∈ω∪U′
d

Δi,ω(0)
ki,0 ][

∏

i∈Φ∪U′
T (i)ζi ]dθ

u,1H(M)β

= [
∏

i∈ω∪U′
(τ q(i) · T (i)νiW (u)s)Δi,ω(0)][

∏

i∈Φ∪U′
T (i)ζi ]hsθH(M)β

= ταk [
∏

i∈ω∪U′
T (i)νiΔi,ω(0)+ζi ]W (u)s[

∏

i∈ω′
T (i)ζi ]hsθH(M)β

= ταk [
∏

i∈ω∪U′
T (i)νiΔi,ω(0)+ζi ][

∏

i∈ω′
T (i)ζi ]csH(M)β

e(g, σ0)
[
∏

i∈Φ∪U′ e(T (i), σ1,i)]e(H(M), σ2)e(c, σ3)

=
e(g, ταk [

∏
i∈ω∪U′ T (i)νiΔi,ω(0)+ζi ][

∏
i∈ω′ T (i)ζi ]csH(M)β)

[
∏

i∈ω∪U′ e(T (i), dΔi,ω(0)
ki,1 gζi)][

∏
i∈ω′ e(T (i), gζi)]e(H(M), gβ)e(c, gs)

=
e(g, ταk [

∏
i∈ω∪U′ T (i)νiΔi,ω(0)+ζi ][

∏
i∈ω′ T (i)ζi ]csH(M)β)

[
∏

i∈ω∪U′ e(T (i), gνiΔi,ω(0)gζi)][
∏

i∈ω′ e(T (i), gζi)]e(H(M), gβ)e(c, gs)

=e(g, ταk) = Zk.

Similarly, we can verify the correctness of Eq. (2).

4.2 Security Proof

We give the security analysis of the traceable attribute-based sequential aggre-
gate signature scheme with multiple attribute authorities.

Theorem 1. If the CDH assumption holds, the ABS of our proposed scheme is
existential unforgeable.

Proof Idea: Suppose that p, q are two different large primes and N = pq. G,GT

are multiplicative cyclic groups of composite order N , and e : G × G → GT is a
bilinear map. Gp,Gq are subgroups of G with order p, q; GTp,GTq are subgroups
of GT with order p, q, respectively. h is a random generator of Gq. Suppose
that there is an adversary A having advantage ε in attacking our attribute-
based aggregate signature scheme in the selective model. We will construct an
adversary B that break the CDH assumption with probability at least ε′. The
algorithm B will be given the group Gq, a generator g of Gq and the elements ga

and gb. In order to utilize A to compute the gab, B must simulate a challenger
for A. If the game does not abort, such simulation is complete. The proof idea
is taken from [3,17,20]. The detailed proof can refer to the full version of this
paper.
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Theorem 2. If the subgroup decision assumption holds for cyclic group G, the
ABS of our scheme is unlinkable.

Proof Idea: For σ = (σ0, {σ1,i}i∈Φ∪U′ , σ2, σ3, c1, · · · , cnu
, π1, · · · , πnu

), where
σ2 = gβ and σ3 = gs are random. For {σ1,i}i∈Φ∪U′ , each σ1,i is randomized
by ζi. Therefore, σ1,i is also random. And, s, ζi, β, θ are all random values in σ0,
then σ0 is indistinguishable from random numbers for the adversary.

It can be seen from [20] and NIWI proof of bit encryption [7] that based
on the subgroup decision assumption, for all i = 1, · · · , nu of user u, ci is the
commitment of u[i] ∈ {0, 1}, πi is the NIWI of ci. Therefore, the pairs (ci, πi)
will not reveal any information of u[i] ∈ {0, 1}. Interested readers can find a
more detailed proof of this process in [7]. In summary, our ABS scheme satisfies
unlinkability. Obviously, unlinkability implies anonymity.

5 Comparison and Discussion

A thorough comparison of our scheme with several related schemes is shown
in Table 1 on traceability, unlinkability, aggregate, multi-authority and some
computational overhead. The ABS scheme of our proposed has traceability,
unlinkability, aggregate and multi-authority properties. Compared with [9], each
attribute authority of our scheme is independent of each other. Thus, if a certain
attribute authority wants to add or revoke, it does not affect any other attribute
authorities. Therefore, there is no need to regenerate relevant public parame-
ters. In terms of parameter size and computational overhead, our unaggregated
signature scheme does not add much computation and storage overhead while
achieving traceability and multi-authority. In our ABS scheme, the size of sig-
natures are linearly related to the number of attributes in the policy. The size
of aggregated signatures are linearly related to both the number of attributes
in the policy and the number of aggregations. Therefore, this scheme is suitable
for multiple units to sign the same file, but not for too many times aggregation.
And, compared with [9,11], our scheme can also sign long messages.

Our solution can not only be applied to the fields of e-commerce and e-
government, but also can be introduced to other multi-stakeholder participation
scenarios. For example, with the vigorous development of the construction indus-
try, safety accidents occur frequently in construction. Thus, we can instantiate
our solution into the engineering quality control system. The central authority
can initiate data tracing when the building accident occurs (such as a security
incident, a dispute over interests, etc.). In this way, corruption and abuse by
privileged parties can be effectively avoided.
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Table 1. Comparison with related works.

Property Scheme

Boyen et al. [3] Li et al. [9] Liu et al. [11] Ours

Traceability
√ × × √

Unlinkability
√ × × √

Multi-authority × √ × √
Aggregate × × √ √
Private key size 2|G| + |Gq| 2n|Gq| 2n|Gq| (2n + 1)|G| + |Gq|
Signature size (2nu + 3)|G| (n + 2)|Gq| (n + 2)|Gq| (n + 2nu + 3)|G|
Sign overhead (5nu + 3)e + 2i (3n + nm + 2)e (3n + nm + 2)e (3n + 5nu + 4)e

Verify overhead 2nu + 3 (n + 2)p + nme + i (n + 2)p + nme + i (n + 2nu + 3)p + i
1 e, p, i respectively denote exponent operation, pairing operation and modular inverse. nm

and nu represent the length of message and identity. And, n is the maximum number of
attributes in the attribute set.

6 Conclusion

In this paper, we present a secure and traceable attribute-based sequential aggre-
gate signature scheme with multiple attribute authorities. Our schemes can be
proved secure under the CDH assumption and Subgroup Decision assumption in
the selective model without random oracle. Moreover, the scheme could also be
used for different scenarios of providing secure and controllable service for multi-
stakeholder participation. Our next step is to optimize the size of the signature
to make the scheme more efficient.
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Abstract. With the rapid development of social networks, more andmore organi-
zations or individuals use socialmedia to communicate with each other, passing on
information and getting information, etc. However, while bringing convenience to
people, social media has also become the main target of malicious attackers who
try to take advantage of the system vulnerability and cause harm to other normal
users, they obtain benefits mainly through sending false information, advertising
links, phishing, etc. In this paper, firstly, we collect the features of spammers from
the four views (profile, behavior, relationship, and interaction) for a more com-
prehensive analysis of spammers, secondly, we creatively combine the features
of Particle Swarm Optimization (PSO) and CatBoost algorithm, and finally, we
propose a novel PSO-CatBoost model based on the CatBoost model for detecting
spammers. In order to validate the effectiveness of our proposed model, some
ensemble learning algorithms are compared, and the experimental results show
that our model outperforms other models.

Keywords: Social media · Spammer detection · PSO · CatBoost

1 Introduction

One of the defining phenomena reshaping the present time of the world is the worldwide
accessibility to the Internet. Social networks, as a popular people interactive platform
of the Internet era, such as Twitter, Facebook, Weibo, and so on, have become a closely
integral part of people’s lives, since it can provide convenient, efficient, and diverse
services for all aspects for people’s life, work, study, and entertainment.

The power of social networks lies in the fact that by 2023, the number of global users
is expected to reach about 3.43 billion active socialmedia users permonth,which is about
one-third of the total population of the planet [1]. Unfortunately, social media spammers
use these social platforms to spread phishing, scams, post malicious content and links,
and promote product information [2–4]. According to a Nexgate research [5], social
media spam increased by more than 355% during the first half of 2013, which equates
to an average of 1 in 200 social postings, and 15% of all spam contains links to high-risk
websites. Spammers are so secretive and sophisticated that they change their posting
strategies from time to time to disguise themselves as normal users and collude with
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each other to build criminal communities [6]. The malicious behavior of spammers not
only hinders the development of social media [7], but also threatens the security of social
network information and personal privacy [8]. Therefore, the need to innovate spammer
detection techniques for social networks as attackers change their attack methods has
been a technical challenge in the field of information security research.

Socialmedia networks provide different types ofmethods to users, such as following,
tweeting,mentioning, liking, etc. and spammers escape detection by frequently changing
interaction methods. Traditional detection methods are limited to detecting spammers
by extracting content features such as URL rate, tag rate, and similarity of tweets sent by
users in combination with machine learning [9], and because spammers follow a large
number of users to spreadmaliciousmessages, resulting in a large follow ratio, we detec-
tion spammers by extracting these relational features of users and combining them with
machine learning SVM [10]. However, this single-perspective information cannot fully
detect spammers, so we propose a classification method that combines the multi-views
(profile, behavior, relationship, interaction) features of users and ensemble learning to
detect spammers, which is the trend of machine learning and performs more stable and
excellent than a single model. RandomForest model, one of the ensemble learning mod-
els, performs better than other machine learning methods in most cases, especially in
classification problems. The CatBoost model proposed by the Russian company Yandex
[11, 12] in 2018 uses the oblivious tree structure and introduces target statistics and
Orderboosting to solve the prediction shift problem, thus improving the efficiency of the
algorithm and providing exceptional performance in classification problems. CatBoost
model has been widely used in industry and medicine [13–15]. However, in machine
learning systems, the parameters of the model largely determine the performance of the
model. There are more parameters in the CatBoost model, and the complexity of the
work increases if the parameters are set only by human experience. The swarm intelli-
gence algorithm optimizes targets based on the behavior of the population. It is centered
on the collaboration between individuals to achieve complex functions, and PSO is one
of the most widely used swarm intelligence algorithms.

In this paper, a PSO-CatBoost model that combines swarm intelligence optimization
with machine learning algorithms is proposed. In the hybrid model, the parameters of
the CatBoost model are optimized by using the excellent search capability of PSO. The
main contributions of the work are as follows:

(1) Wedevelop a novel PSO-CatBoostmodel based on theCatBoostmodel and use PSO
to adaptively optimize its parameters. This can effectively improve the performance
and accuracy of spammer detection.

(2) To evaluate the performance of the PSO-CatBoost model, we measure the overall
metrics of the model and compare it with other ensemble learning models (e.g.,
RandomForest, Xgboost, and Lightgbm).

The rest of this paper is organized as follows. Section 2 reviews the relevant work
in the field. Section 3 describes the basic theory of the models and the construction of
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the PSO-CatBoost model. Section 4 presents the comparative experiments and perfor-
mance evaluations that demonstrate the effectiveness of the proposed model. Section 5
concludes the work.

2 Related Work

Spammers post harmful information in different forms, such as malicious information
propagation, publishing false news, commercial links, and harmful content, which seri-
ously endangers the rights and interests of normal and legitimate users. With the devel-
opment of social networks and people’s reliance on it, it is increasingly important to
protect users’ rights and privacy security.

Currently, the methods for detecting spammers mainly use classification algorithms
based on machine learning environments combined with users’ features. Cao et al. [16]
analyzed and investigated various behaviors of users. These behavioral features can be
used to detect anomalous URLs in social networks. Soiraya et al. [17] used the decision
tree J48 model to detect Facebook spammers, using features including keywords, the
average number of words, text length, and the number of links. McCord and Chuah [18]
extracted two types of features of users, namely user-based features and content-based
features, and use traditional classifiers (e.g., SVM and Naïve Bayes) to detect social
media spammers in Twitter, where user-based features include the number of follows
and followers and reputation score, and content-based features include the number of
URLs, keywords, and topic tags in themessages posted by users. Lee et al. [19] proposed
a method based on social honeypot classification, where the authors collect anomalous
information profiles from social networks such as Twitter based on social honeypots and
statistically analyze the attributes of the profiles to create spammer classifiers, which
ultimately achieve high accuracy and low false positive rates. Chen et al. [20] proposed
a malicious link-based anomalous information detection method that analyzes the click-
through rate of various users on social media platforms for anomalous information links.
Yang et al. [21] analyzed and designed an LDA-based algorithm in the Sina network
environment to detect spammers who post malicious messages, and they also used the
linked structure in the graph approach to detect Sybil nodes and unwanted links that
spread malicious content in different social network platforms. Hu et al. [22] proposed
to detect spammers based on the textual content of their tweets and explored to use the
resources of email, SMS, and web anomaly spam to help train the classifier, however,
social media spammers constantly change their behavior and attributes to pretend to
be normal users, they may post the normal tweets besides the anomalous tweets, these
strategies may reduce the accuracy of the classifier. Dingguo Yu et al. [23] present a
novel semi-supervised social media spammer detection approach (CNMF), making full
use of the message content and user behavior as well as the social relation information.
Sohrabi et al. [24] proposed a filtering system based on clustering techniques using unsu-
pervised learning methods called DB index and SVM for higher precision and decision
tree method for better timemanagement to detect spammers in social network platforms.
Aslan et al. [25] proposed an auto-detection system for users related to cybersecurity on
the microblogging platform to detect malicious content by analyzing various features
with the ML algorithms. Agarwal et al. [26] first performed feature reduction methods
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for anomalous information and then compared seven different classifiermethods, includ-
ing Nave Baysian, AdaBoost, RandomForest, Support Vector Machine, J48, Bagging,
and JRip. Mussa et al. [27] proposed the use of the Xgboost algorithm for dealing with
the SMS spam detection problem and obtained higher accuracy. And in most cases, the
combination of optimization algorithms can effectively improve model performance.
Particle Swarm Optimization (PSO) and its variants are widely used for anomaly detec-
tion in social networks. Frank et al. [28] propose a discrete binary HPSOWM which
operates on binary-based problem space, and termed as “Binary Hybrid Particle Swarm
Optimization with Wavelet Mutation”. Zhang et al. [29] used the PSO algorithm in
combination with the decision tree (C4.5) for detecting spammers, and the error rate of
misclassifying nonspam as spams was only 1%, which was better than the traditional
method.

3 Spammer Detection Based on PSO-Catboost

3.1 CatBoost Model

The CatBoost algorithm is based on GBDT [30]. The GBDT algorithm, which is a
combination of gradient boosting and decision tree, uses the forward distribution and
the approximation of the steepest descent to fit the base learner by calculating the negative
gradient of the loss function. The key of the algorithm is the forward distribution, which
is the idea of front-to-back, learning a base function and its coefficients at each step,
and eventually gradually approximating the optimization objective function. In BDT
(Boosting Decision Tree), the ensemble learning method with the decision tree as the
base learner is represented as follows.

f0(x) = 0 (1)

fm =
M∑

m=1

T (x, θm) (2)

The f0(x) in (1) means that the initial decision tree is 0, the fm in (2) means that it is
iterated m times and contains the value of the first m decision trees, and T (x, θm) means
the value of the mth decision tree.

Whereas at the mth step of the forward distribution algorithm, given the current
model fm−1(x), the fm(x) and the current loss function can be expressed in Eqs. (3) and
(4) as follows.

fm(x) = fm−1 + T (x, θm) (3)

min

(
N∑

i=1

L(yi, fm−1(x) + T (x, θm))

)
(4)

L(y, fm−1(x) + T (x, θm)) = (y − fm−1 − T (x, θm))2 = (r − T (x, θm))2 (5)
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When the squared loss function is used in Eq. (5), where y denotes the true value and
r = y− fm−1 denotes the residuals of the current model fit to the data, it is only necessary
to simply fit the residuals of the current model for the boosting tree.

In the GBDT algorithm, its loss function can be expressed in (6) as

L(yi,F(xi)) = 1

2
(yi − F(xi))

2 (6)

The derivation of its loss function is expressed by Eq. (7).

∂L(yi,F(xi))

∂F(xi)
= F(xi) − yi (7)

rti = yi − Ft−1(x) = −
[
∂L(yi,F(xi))

∂F(xi)

]

F(x)=Ft−1(x)
(8)

Combining the Eq. (5) and (8), it can be seen that the key is to use the negative gradient
of the loss function as an approximation rti of the residuals of the boosting tree, and get
the final learner.

Compared to GBDT, the advantage of the CatBoost algorithm is that it uses a new
and effective method for dealing with categorical features during the learning process
and incorporates Orderboosting to resolve prediction shift problem and make the results
more accurate, CatBoost has the following principles.

Target Statistics. The CatBoost algorithm was originally designed to better deal with
the categorical features in GBDT. If the base number of a categorical feature in the
data is small, the one-hot encoding is used to convert the feature to a numeric type,
but in the case of the large base number of categorical features, this encoding would
create a large number of new features and cause dimensional disasters. CatBoost uses a
more efficient strategy which reduces overfitting and allows to use the whole dataset for
training. Namely, we perform a random permutation of the dataset and for each example,
we compute the average label value for the example with the same category value placed
before the given one in the permutation. Let σ = (σ1, . . . , σn) be the permutation, then
xi,k is substituted with (9).

xi,k =
∑p−1

j=1

[
xσj,k = xσi,k

]
∗ Yj + a ∗ p

∑p−1
j=1

[
xσj,k = xσi,k

]
+ a

(9)

The [P] denotes Iverson Brackets, and it can be expressed as (10), p is the added prior
term, and a is a weighting coefficient greater than 0. The practice of adding an a priori
term is that can help to reduce the noise obtained from low-frequency categories.

[P] =
{
1 If P is true
0 Otherwise

(10)

Feature Combinations. The CatBoost algorithm considers combinations in a greedy
way when constructing new split points for the current tree. The first segmentation in
the tree does not consider combinations. For the next segmentation, CatBoost combines
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all combinations and categorical features in the current tree with all categorical features
in the dataset. And the new combined categorical features are dynamically converted to
numeric features.

Oblivious Trees. The CatBoost algorithm uses it as the base learner, and its structure
allows it to have fewer parameters, faster training and testing, and higher accuracy, using
this method to calculate leaf node values can avoid the overfitting problem that occurs
with direct calculations in multiple dataset arrangement.

Ordered Boosting. In order to overcome the prediction shift created by the gradi-
ent bias caused by using the same dataset for the loss function, CatBoost replaces the
traditional gradient estimation with ordered boosting to reduce the bias of the gradient
estimation and improve the generalization ability of the model.

A randomly generated training sample [1, n] of the arrangement σ .
Support n different models M1, . . . ,Mn such that Mi learns with only the first i

samples in the arrangement.
For each iteration step, we get the jth sample residual through modeling Mj−1.

3.2 Particle Swarm Optimization

Particle swarm optimization(PSO) was proposed by Wang et al. [31]. The idea comes
from the study of the foraging behavior of bird swarms, and particles are the simulation
for birds. Each particle has twomain properties: velocity vi and position xi, Each particle
individually searches for the optimal value in the search space and records it as the current
individual optimal value, shares the individual optimal value with other particles in the
whole particle swarm, finds the optimal extreme value as the current global optimal
value, and all particles in the particle swarm adjust their velocity and position according
to their current individual optimal value and the global optimal value in the particle
swarm The expressions for the updated velocity (11) and position (12) of each particle
are as follows.

vid = ω ∗ vid + c1 ∗ rand() ∗ (pbestid − xid ) + c2 ∗ rand() ∗ (gbestd − xid ) (11)

xid = xid + vid (12)

The c1 and c2 represent individual and global learning factors, pbestid represents the
individual optimal value of the d-dimension of the ith particle, gbestd represents the
current global optimal value of the d-dimension, andω is the inertia factor,which satisfied
the linear decreasing weighting strategy and can better find the optimal value, and its
expression is (13).

ωt = (ωini − ωend )(Gk − g)

Gk
+ ωend (13)

The ωini and ωend denote the inertial weights at the initializations and the maximum
number of iterations, respectively, theGk andg denote themaximumnumber of iterations
and the current number of iterations, respectively.
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3.3 PSO-CatBoost Model

For different parameters of theCatBoostmodel, five parameters are selectedwhich have a
great influence on themodel: iteration(ite), learing_rate(rate), L2_leaf_value(L2), depth,
random subspace method(rsm). Parameter information is presented in Table 1.

Table 1. Parameter information of the CatBoost model

Parameters Default Range Explanations

iteration 1000 [0, ∞] Number of iterations, maximum number of trees built in
the learning process

learing_rate 0.03 [0, 1] Learning rate and for gradient step reduction

L2_leaf_value 3 [0, ∞] L2 regular parameters, related to the cost function

depth 6 [0, 16] The depth of the tree, the larger of the value the more
accurate the model learning

rsm 1 (0, 1] Random subspace methods, When selecting features
randomly, the percentage of selected features in each split

The pipeline of the PSO-CatBoost model is shown in Fig. 1, and the steps of the
PSO-CatBoost model are as follows.

(1) Initialize the parameters of the PSO model, the parameters include the number of
particles, the maximum number of iterations, the individual and global learning
factors, the inertia factor, and the particle dimension. Parameter information is
presented in Table 2.

Table 2. The parameters settings of PSO

Parameters Value

The number of particles 100

The maximum number of iterations 80

Individual learning factor 2

Global learning factor 2

Decreasing range of inertia factor (0.4,0.9)

Particle dimensions 5

(2) Initially set the position and velocity of the particle according to the important
parameters of the CatBoost model, and determine the position and velocity of
the particle as a 5-dimensional vector, each dimension corresponds to different
parameters of the CatBoost model with a different search range, so the position
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Fig. 1. The pipeline of the proposed PSO-CatBoost model

(14) and velocity (15) of the t th iteration of the ith particle can be represented as
follows.

Pi(t) =
[
Pite
i(t),P

rate
i(t) ,PL2

i(t),P
depth
i(t) ,Prsm

i(t)

]
(14)

Vi(t) =
[
V ite
i(t),V

rate
i(t) ,VL2

i(t),V
depth
i(t) ,V rsm

i(t)

]
(15)

The position vector is assigned to the corresponding parameter of the model, and the
average of the performance values of the 5 cross-validations on the training set is used
as a fitness value to evaluate the overall performance. Then the fitness value of the ith
particle at the t th iteration is expressed as

Fi(t) = P
(
CatBoost|trainingset

)

5
|param=Pi(t),Fold=5 (16)
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For the ith particle, its individual optimal value at time t can be expressed as

pbesti(t) = max
(
Fi(j)

)
, 0 ≤ j ≤ t (17)

For m particles, the global optimal value at time t can be expressed as

gbest(t) = pbestk(t), 1 ≤ k ≤ m (18)

(3) The position and velocity of each particle are updated according to (11) and (12),
the inertia factor is updated according to (14), the fitness value of the model is calculated
after each update, and comparedwith the historical value to determinewhether the global
optimal value is achieved.When the algorithm reaches themaximumnumber of iterations
or convergence, the algorithm iterations are terminated, and then the global optimal
position, i.e., the model’s corresponding optimal parameters and optimal performance
values, are output, and the optimal parameters are used for the model to detect spammers
in the test set finally.

4 Experiment and Analysis of Results

In this section, we first present the dataset we collected from the real social platform Sina
Weibo, and then we perform some comparative experiments to evaluate the effectiveness
of our proposed method.

4.1 Data Collection and Preprocessing

Due to the lack of a public dataset of anomalous users in social media, and as one of
the largest social media platforms in China, Sina Weibo provides APIs for developers to
process the data. Therefore, we design the crawler program to crawl data through Sina
Weibo APIs, and the program crawls the relevant data from four views: user profile,
behavior, relationship, and interaction. The crawler program collected data from 10,325
users from December 2018 to May 2019.

In order to ensure the authenticity and validity of the user data labels collected by
the crawler, we adopt a manual label approach, where multiple Judges integrated their
intuition, background knowledge, historical experience and information from real-world
data to give a firm conclusion. Each individual Judges were asked to identify clues from
the user’s profile, behavior, relationship, interaction and message contexts but not only
from the content of the messages to give the final conclusion. The labeling processes of
judges were considered dependable if they have high consistency. Finally, we selected
the more reliable category labels. A total of 5,023 user data were labeled manually, of
which 3,652 are normal users and 1,371 are spammers.

The data obtained by the crawler was mixed with numeric content, categorical con-
tent, raw content and Chinese character content, so data pre-processing is necessary.
We take the next two steps to preprocess these data. Firstly, we perform data cleaning
to remove extra or unidentifiable data. Secondly, we compute statistical values, includ-
ing URLs, hashtags, mentions, followers and follow ratio, posting time, daytime and
nighttime posting variance for each user. We extract features from the preprocessed data
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according to their definitions. Feature categories are shown in Table 3. According to the
extracted features and labels, we could clearly identify the characteristics such as spam-
mers having lower levels than normal users, posting more tweets, having a larger ratio
of followers to followees, etc. Because of the CatBoost model’s unique target statistical
approach for the categorical features, it is the most efficient way to handle categorical
features withminimal information loss, and not necessary to process categorical features
in the data preprocessing stage.

Table 3. Feature Categories

View Feature Description

Profile class Class of user

post_num Num of post messages

figure_#_num Num of messages with hashtags

figure_url_num Num of messages with URLS

Behavior active_day_ratio Ratio of daily activity

day_interval_variance Variance of night activity

day_in_variance Variance of day activity

late_night_times Raito of night-time activity

is_regular Regularity of posting

Relationship follower_num Num of follower

followee_num Num of followee

follow_ratio Ratio of follower number to followee number

Interaction average_repost Average number of reposts per messages

average_comments Average number of comments per messages

figure_@_num Num of messages with mentions

4.2 Comparative Experiments and Results

The experiment environment of this paper is based on Python 3.7.3. First of all, we
conducted two sets of experiments for PSO-CatBoost and CatBoost with the default
parameters. The PSO-CatBoost algorithm iterates and terminates when it meets the
maximum number of iterations or convergence. Then it outputs the optimal fitness value
and the corresponding optimal position. We compared three sets of experimental param-
eter settings (Shown in Table 4), where the first set represents the optimal parameter
settings and the corresponding fitness value of the PSO-CatBoost model, the second set
represents a random particle of parameter settings and the corresponding fitness value of
the PSO-CatBoost model during the experiment, and the third set represents the default
parameters and the corresponding fitness value of the CatBoost model, which shows
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that the final performance of the model with optimal parameters is much higher than the
CatBoost model with the default parameters.

Table 4. Three sets of optimal parameters and the corresponding fitness values

Parameters 1 2 3

iteration 600 200 1000

learing_rate 0.31 0.76 0.03

L2_leaf_value 2 5 3

depth 7 6 6

rsm 0.7 0.8 1

F(t) 0.942 0.913 0.904

In order to demonstrate the effectivity of the experiment, we compared the PSO-
CatBoost model with other ensemble learning algorithmmodels, such as RandomForest,
Xgboost, and Lightgbm. The final parameters of PSO-CatBoost appear in an irregular
form and are not artificially specified in advance by grid searchmethod, and theRandom-
Forest, Xgboost, and Lightgbm algorithmmodels all set default parameters without tun-
ing any hyperparameters manually. Experiments used Precision, Recall, and F1-measure
as the final metrics. The final results of the experiment are shown in Table 5, we can
see that the ensemble learning algorithm has better advantages for spammer detection,
especially Xgboost and Lightgbm have higher scores for spammer detection in terms
of Precision, Recall, and F1-measure metrics. However, our proposed PSO-CatBoost
model combines the target statistics of the dataset and the use of Orderboosting to solve
the final prediction shift problem, and finally achieves the best results in Precision,
Recall, and F1-measure metrics for spammer, and the final experimental results verify
the validity and feasibility of this model in the spammer detection problems in social
media network.

Table 5. Compared experiment results

Classifier Precision Recall F1-measure

RandomForest 0.847 0.812 0.882

Xgboost 0.876 0.935 0.904

Lightgbm 0.847 0.938 0.890

PSO-CatBoost 0.904 0.968 0.934
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5 Conclusion

In this paper, the datasets are from the SinaWeibo platform and we extract features from
four user views (profile, behavior, relationship, and interaction) and manually label the
dataset. Then we propose the PSO-CatBoost algorithm to detect spammers, and develop
the compared experiment with the other ensemble learning algorithm to demonstrate
the effectivity of the model we proposed, and the experimental results show that our
method is better than the other methods. However, we cannot collect completed social
information thatwe needed ideally from the sites because of privacy. For example,we can
only get as most as ninety followers for a user in SinaWeibo.We plan to extend our work
in the following directions. We will employ more information for our social spammer
detection approach, such as external media information and sentiment information to
extend our dataset size. Since we use the PSO-CatBoost model, which is the supervised
learning method, for the experimental data preprocessing stage, labeling data consumes
a lot of labor and resources, so our next step is to use semi-supervised learning or
unsupervised learning method, which only requires less labeled data to achieve better
classification performance.
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Abstract. In close software development, it is easy for the project manager to
recommend the right developer to resolve a bug that is reported by an end-user.
However, in the case of open-source software developments, where most develop-
ers are engaged on different project either on the sameor different repositories.Due
to their agile involvement on repositories, bug triagingmight be slow and increases
the Bug Tossing Length (BTL) which is encounter as the time between reporting
and resolving bugs. In open-source software repositories like GitHub, numerous
developers are involved with well-known projects to resolve the issue reported by
end-users. The assignment of the reported bug to an appropriate developer may
lead to a reduced BTL time. Though, several metrics based and Machine Learn-
ing (ML) based approaches have been introduced to recommend the appropriate
developer on the bases of several parameters. However, few studies are related
to the recommendation of developers on the bases of their historical information
regarding their attempts to reduce the BTL. To address this issue, we have pro-
posed a new approach to recommend a developer for bug triaging on the bases of
their involvement in reducing the BTL. In the proposed study, the model is trained
once and new bug reports are automatically assigned to relevant developers. In
this regard, we exploit the proposed methodology through using the XGBoost,
Support Vector Machine, Random Forest, Decision Tree, KNearest Neighbor, and
Naïve Bayes for the recommendation of the developer for a reported bug. We
used widely-known two datasets namely Eclipse, and Mozilla. The experimental
result indicate the effectiveness of proposed methodology in terms of developer
recommendation for a new reported bug.
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1 Introduction

Software bugs are inevitable and are necessary tasks yet it is a costly and time-consuming
phase during software development. The National Institute of Standards and Technology
reported in a survey that software bug annual cost is $59.5 billion. Software maintenance
study [1] shows that 50% is software bug handling and maintenance cost while in some
cases software maintenance cost is more than 90% of the total cost of a software product
[2]. The term Bug Tossing (BT) refers to the reassignment of bug, while Bug Tossing
Length (BTL) refers to the time consume in reassignment from developers to developers
to resolve an issue from the start date of its reporting. BTL can be reduced when the
project manager assigns bugs to an appropriate developer. However, due to the involve-
ment of agile developers, an issue cannot be resolved at an appropriate time. To improve
the efficiency and reduce the Bug Tossing Length (BTL), there is a need to assign the bug
report to the right developer. The assignment of bugs reports to the developer is called
bug triaging. Usually, the bug report is not assigned to the correct developer which can
lead to an increase in BTL. The assignment of bug reports to the correct developer may
aid to decrease the BTL and improve the probability of bug fixes. The layout of the Bug
Tossing process is shown in Fig. 1.

Bug Report

Re-Opened Resolved

Developers

Unresolved Fix

Fig. 1. Overview of tossing of bug report

In a recent empirical study, authors present that in the Eclipse project, almost take
40 days average time is required to assign the bug to the first developer, while more
than 100 days average time is required to assign the bug to a second developer. The
information about open source software bugs is stored in a distributed and searchable
database called Issue Tracking System or Bug Repositories. Apart from the bug report,
the bug repository also contains the requests for enhancement of features from users
which is invalid for bug assignments. Usually, supervised learning techniques are used
to classify the issue report either as valid or invalid bug reports [3]. Each day numerous
bugs are reported but only valid and unique bugs’ reports are triaged. In such a scenario, a
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bug fixer is overloaded due to a large number of bug report submissions. Consequently,
the reassignment of the bug report is a serious problem. To address this issue, few
empirical studies using metrics and ML-based approaches have been performed to rank
the developers and assign a new bug report to the correct developer. However, these
techniques are limited to the developer’s involvement in terms of resolving the bug
report and reducing the BTL. However, the information about the severity level of bugs
report (already resolved) and the developer’s involvement in reducing BTL at these
levels could aid to recommend the correct developer more effectively. To proof this
assumption, we conduct an empirical study and present a three-stage method to aid
the project manager to assign a bug report to correct developers. In the first stage,
the information about the developer’s participation in terms of reducing the BTL is
mined to construct the developer’s profile. Subsequently, in the second stage, the widely
used supervised learning algorithm namely Support Vector Machine (SVM), KNearest
Neighbor (KNN), Decision Tree (DT), Logistic Regression (LR), Random Forest (RF),
and XGBoost are used train the model on the constructed developer’s profile (i.e. the
output of stage 1). Finally, in the third stage, the information of a new bug report is
used and a developer is recommended using the train models. The effectiveness of the
proposed method is evaluated in terms of selecting the correct developers concerning
the severity level of the new bug report. We formulate the following research questions
to investigate the effectiveness of the proposed method.

2 Related Work

Though, several empirical studies have been performed to investigate the developer’s
involvement in resolving bugs, their collaboration during the resolving process, and the
developer’s recommendation. However, in this study, we have summarized the existing
efforts which are conducted in the context of the developer’s recommendation to resolve
the bugs in adequate time. Mani et al. [4] conduct an empirical study and present a
novel bug report representation approach that is based on Deep Bidirectional Recurrent
Neural Network with Attention mechanism (DBRNN-A): The proposed deep algorithm
is capable of remembering the context over a long sequence of words. The descrip-
tion and summary attributes are used from three datasets chromium, Mozilla Core, and
Mozilla Firefox for bug triaging. This study also made a comparison with BOWModel
Naïve Bayes and Support Vector Machine and provides a higher rank-10 average accu-
racy. Jsuri et al. [5] introduce a metric based approach to recommend the developer by
reducing the BTL. The proposed method is functional in two stages. The stage I is an
offline process for detecting the developers based on developer expertise score (DES)
that computes the score using versatility, priority average fix time for his contribution.
Stage II is the online process that simply ranks the developers. The DES accuracy is
calculated in reassignment and hit ration. This metric-based approach was compared to
a Machine learning-based bug triaging approach using three types of classifiers: C4.5,
Support Vector Machine, and Naive Bayes. Shikai et al. [6] presented a new approach
for assignment of the bug report to an appropriate developer that is based on convolu-
tion neural network and developer activities (CNN-DA). Word2Vec approach is used
to perform the word to the vector representation of text data and then used the CNN
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model with batch normalization, pooling, and the fully connected layer is used to con-
duct supervised learning of bug reports represented byword vectors. Three datasets from
Eclipse, Mozilla, and NetBeans are used to validate the process. This approach is also
compared with the Support Vector Machine and Naïve Bayes Model and shows Top-10
accuracy better than supervised machine learning models. In this study [7], the author
presented a new approach to deal lightweight attribute bug report assignment. The IDF
and Topic modeling approach are combined and then used Support Vector Machine and
Back Propagation Neural Network for bug report assignment. The datasets are Bugzilla,
Eclipse, Baidu Input dataset, and Mooctest dataset to evaluate the effectiveness of the
proposed approach. The average Accuracy of the proposed technique improves about
5% over the traditional classification model that proves the effectiveness of our proposed
framework. The author in this study [8] used the n-gram representation for the string on
summary and description attributes and performed approximate string matching with a
flexible similarity threshold parameter on Bugzilla and Jira dataset. The four similarity
measuring techniques are used are Cosine, Jaccard, Dice, and Overlap coefficients. In
this study [9], the author focuses on the bug fixing method and formulate two methods
to find whether a fix resolves a bug: coverage and disruption. The author also presented
distance bounded the weakest prediction for the developer practical that helps to find
out disruption of a fixed bug and coverage. The Huzefaet al. [10] proposed a technique
to recommend a ranked list of expert developers to aid in the implementation of soft-
ware change requests (e.g., feature request and bug report). An Information Retrieval
based concept location technique is proposed to handle a specific report and recommend
the appropriate developer. In this study, three benchmark open-source datasets are used
from bug tracking repositories that are ArgoUML, Eclipse, and KOffice. The overall
accuracies for developer recommendation are achieved in this paper is 47 to 96% while
for feature request overall accuracies are 43 to 60%. In this study [11], the author used
the KNN algorithm and REPtopic for bug severity prediction and bug assignment. KNN
is used to classify the bug report and REPtopic is used to measure the similarity of bug
reports on five open-source dataset repositories, including GNU Compiler Collection,
(GCC), Mozilla, Eclipse, Open Office, NetBeans, and Mozilla. In this study [12], a
hybrid bug triaging algorithm is proposed that combined probability and experienced
model to rank all candidate developers for bug triaging. Smooth Unigram model is used
instead of the Vector Space Model. In the probability model, social network analysis is
used for analyzing the probability of fixing a new bug. In the experience model, then
the number of fixed bugs and fixing the cost of all candidate developers is adopted as an
estimated factor. The experimental study is conducted two datasets JBoss and Eclipse.
The drawback of the proposed approach in business projects, each product feature is a
specific group. Bug reports are assigned to that particular based on the product attribute.
The Tian et al. [13] proposed the state of the art technique for bug recommendations.
The proposed technique is unified learning to rank approach the get data from developer
activities and bug location to capture 16 attributes showing developers’ appropriateness
for fixing the bug report. The experimental study is conducting 11,000 bugs reports from
three open source repositories. The assignee recommendation attributes are divided into
parts: activity-based attributes and location-based attributes. The combination of both
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attributes in unified learning to rank approach that produced eleven most suitable devel-
opers for bug assignment. This approach is evaluated on activity-based and location-
based features to recommend the appropriate developers. The Kevick et al. [14] used a
collaborative recommendation approach that combines information of bug reports from
changeset. Changeset provides the list of qualified developers and this approach focused
on an interactive user interface for the Microsoft Surface Table (MST). The study is
divided into four parts, i) Producing the vector space for bug report ii) Finding similar
bug reports iii) Determine the expert developers iv) Providing information to decide on
a collaborative approach. In this study [15], the author proposed used the topic model-
ing approach Discriminative Probability Latent Semantic Analysis (DPLSA) model and
Jansen Shannon divergence (DPLSA-JS). The proposed approach initialize the word
distribution for various topics. In the training step, the post assigned bug report with
the same components is considered. The experimental analysis is carried out on five
projects GCC, Platform, Bugzilla, Mylyn, and Firefox. The Gondaliya et al. [16] used
the Long short term memory model (LSTM) to handle the unstructured text data of
bug reports and assign the bug to the appropriate developer. He proposed that the bug
of word approach does not preserve the order of words and duplication of the same
words occur. The LSTM model fits over the preprocessed the textual feature of bug of
Eclipse and Firefox and recommend the appropriate developers. In this paper [17], the
author presents a novel approach to recommend the appropriate developer for bug report
assignment by combining the topic model and developer relations (e.g. assignee and bug
reporter) to judge the developer the interest and expertise on particular bug reports. The
experimental study is conducted on three open-source projects Eclipse, Mozilla Firefox,
and Netbeans. The LDA model is used to extract the historical information of the bug
report and map with new bug reports to verify the similarity.

The bug repository contains a bug report submitted daily that is necessary to rec-
ommend the correct developer. The correct developer is not available and assigned to
other developers that may cause an increase of BTL time. The reassignment of the bug
report is a problem that causes delays and costly in software maintenance [18]. Kim
et al. [19] used the Machine Learning Algorithm Naïve Bayes for classification of labels
and each report used the training model. An Ngoc Lam et al. [20] used a neural network
model with a vector space model as an information retrieval approach. VSM is used for
finding the textual similarity of bug reports and then used DNN to get the information
from Bug reports. Ye et al. [21] source files of bug reports have leverage features. The
source file of the bug report is computed based on bug API description and bug history.
Rocha et al. [22] suggest a similarity bug report recommendation system that is called
Next Bug. Yang et al. [23] used the TF_IDF model to recommend similar bugs that use
the word embedding technique with an information retrieval approach. Researchers are
using the neural network to the software domains like bug report identification and bug
report assignment [24]. Chen et al. [25] used word embedding techniques in Q & A
discussion on the summary attribute of a bug report and assign the bug to the relevant
developer. Murphy et al. [26] Presentation was the first one who used a text classification
method to automate the bug report assignment. Title and description contain keywords
that are used to find the appropriate developer by using the Naïve Bayes classifier. The
author in the empirical study [27] used Naïve Bayes, K-near neighbors (KNN), Linear
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Discriminate Analysis (LDA), Support Vector Machine (SVM) with different Kernels,
Random Forest (RF) and Decision Tree for automatic classification of software bugs.
Limsetho et al. [28] used unsupervisedmachine learning techniques to group bug reports
automatically based on their textual similar representation. In et al. [29] used a machine
learning approach for bug assignment on a proprietary project, SoftPM. The bug report
consists of 2576 for experiment and an average prediction accuracy of 77.64%. Bet-
tenburg et al. [30] described that duplicate bug reports are useful for high prediction
accuracy of classifiers by including the training set of bug reports. Matter et al. [31]
develop a model based on the source code that contains developer expertise information
and recommends the potential developer for new bug reports [32, 33].

3 Proposed Methodology

The goal of the proposed study is to recommend appropriate developers for a new bug
report on the bases of historical information of the developer’s contribution in terms of
reducing BTL and resolving the reported bugs. The proposed methodology (Shown in
Fig. 2) is functional in three stages namely Developer’s profiling, trained the model and
Developer’s Recommendation based on the pre-trained model. The experimental work
is conducted on two open-source projects Eclipse and Mozilla. The detailed description
of bug report datasets are given Table 1.

Table 1. Target dataset and number of bug reports

Dataset No. of bug reports

Eclipse 342

Mozilla 331

The datasets from the bug repository are mined into two forms based on the variables
of nature. One is about the bug report and the other one is about the developer profile
attributes. The bug report contains the following three attributes Bug_type, priority, and
Severity while the developer attributes consist of Assignee and component. The datasets
do not contain any missing values. These datasets that contain categorical values are
converted into numeric form by using the label encoding technique.

The datasets attribute are joined together with five attributes in which the assignee
attribute is the class label. Standard Scalar technique is used to normalize the values
of dataset variables. The proposed methodology consists of three phases to recommend
the developer. At phase 1, the datasets bug repositories are mined to form the bug
report attributes and developer profile attributes. In phase 2, supervisedmachine learning
algorithms are used to train on the different types of bug reports and automatically assign
the unseen bug type to the assignee. In phase 3, as the model is trained on different types
of bug reports, new bug reports are automatically assigned to relevant developers. The
dataset is split into a 70% and 30% ratio with 10 fold cross-validation. The experienced
developers are considered in the proposed study as they have experience and version
history of dealing with different types of bug reports.
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Bugs Repository

Developer Attributes

Bug type

Severity

Component

Assignee

Priority

XGBoost

Random Forrest

Support Vector Machine

K-Nearest Neighbor

Logistic Regression

Naïve Bayes

Decision Tree

Recommendation us-
ing Training Models

Bug Report

Stage 3: Developer’s Recommendation

Stage 2: Models Training

Stage 1: Mining Data with respect developers features

Fig. 2. Overview of proposed methodology
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4 Results and Discussion

We evaluated the quality proposed approach by using the three most commonly used
evaluation metrics in recommendation systems that are precision, recall, and F-Measure
measures. Equation 2 shows the precision measures that reclaim that relevant bug type
reports are recommended in response to the target class assignee developer.

precision =
∑

(Relevant Bug − Type) ∩ ∑
(Retrieved Developers)

∑
(Retrieved Developers)

(1)

The Eq. 2 of recall measures the capability of the used machine learning models to
reclaim some irrelevant software developers in the response of target assignee class
developers.

Recall =
∑

(Relevant Bug − Type) ∩ ∑
(Retreived Developers)

∑
(Relevant Bug − Type)

(2)

Further, the F-measure given by Eq. 3 represents the harmonic mean between precision
and recall.

F − measure = 2 × precision × recall

precision + recall
(3)

The Naïve Bayes Algorithm outperforms on the benchmark datasets. Naïve Bayes
machine learning algorithm achieves the highest accuracy on the Eclipse dataset and
Mozilla dataset that are 0.988 and 0.979 respectively. The K-nearest neighbor has the
poor result on both datasets as it does perform well in case of multi-classification.

Table 2. Performance evaluation of leverage classifiers on Eclipse dataset

Classifier Accuracy Precision F-Measure Recall

SVM 0.978 0.931 0.933 0.932

KNN 0.933 0.924 0.945 0.951

NB 0.988 0.951 0.944 0.940

DT 0.960 0.924 0.945 0.944

LR 0.953 0.914 0.945 0.954

RF 0.979 0.951 0.962 0.964

XGBoost 0.972 0.964 0.957 0.956

All the proposedmodels show very good precision, recall, and F-Scoremeasures and
recommend the appropriate developers. The higher precision rate value represents that
classifiers are correctly recommendation the right developers. The high fractional recall
value represents that a large number of developers are correctly recommended over the
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Table 3. Performance evaluation of leverage classifiers on Mozilla dataset

Classifier Accuracy Precision F-Measure Recall

SVM 0.968 0.963 0.956 0.948

KNN 0.907 0.901 0.916 0.911

NB 0.979 0.971 0.967 0.957

DT 0.935 0.924 0.915 0.913

LR 0.928 0.918 0.924 0.918

RF 0.971 0.966 0.962 0.963

XGBoost 0.954 0.944 0.952 0.913

total number of developers. The result of eclipse and Mozilla dataset are shown Table
2 and Table 3 respectively. The F-measure analysis of the machine learning algorithms
on the Mozilla and Eclipse dataset shows that the Naive Baye Algorithm has the highest
value on the Mozilla dataset while the random forest shows the highest value on the
Eclipse dataset.

Fig. 3. Performance evaluation of leverage classifiers on Eclipse and Mozilla dataset

The Naive Bayes Algorithm has the highest precision score on the Mozilla dataset
while XGboost has the highest precision score on the Eclipse dataset (Shown in Fig. 3).
The KNN algorithm has the lowest precision value on the Mozilla dataset and logistic
regression shows the lowest value on the Eclipse dataset. Most of the work for the
recommendation of bug developers is based on textual features like description and
summary. Texture features consist of unstructured data and needs tomuch pre-processing
task. TFIDF techniques are used to convert the text data into numeric form.However, text
data some time contain unnecessary information that causes the problem of misleading
to the wrong assignment of the report to the appropriate developers. Some researchers
are also using the metrics based technique to recommend the developers. In the proposed
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study, the developer is automatically assigned based on the pertained model. The model
is trained on seven different machine learning models. We compare our approach with
the metric-based approach used in the study [5]. The pertained recommendation model
shows an improvement of up to 20% in respect of mean accuracy score, precision, recall,
and F-measure.

5 Thread to Validity

In this study, we observe some threats. Firstly, in this paper is the assignee attribute
in which only highly professional experienced developers are considered. The naïve
developers have no good experience so during designing of developers profile in stage
1, and the only limited numbers of experienced developers are included. Secondly, in
this paper, we also do not use text-based attributes like summary and description.

6 Conclusion

In this paper, we propose a methodology by leveraging the capabilities of classical
machine learning techniques and collaborative filtering approach with available non-
text based attributes to leverage the advantages in recommending a set of appropriate
developers to a specific bug type. This pre-trained trained recommendation model help
us to deal with similar kind of bug dealing and automatically assigning bug report to
experienced developers. The proposed pre-trained model aims to reduces the BTL time
10% more as compared to textual based techniques. We used two datasets to assess the
efficacy of classifiers. We used widely used performance measure namely precision,
recall, and F-measure to present the effectiveness of classifiers and benchmark their
performance. We observe Naïve Bayes classifier as outperformed as compared to other
classifiers used in the proposed methodology. In future work, we will benchmark the
efficacy of proposed methodology by considering more data sets and will leverage the
implication of deep learning for the recommendation of the appropriate developers and
automate the process of bug triaging.
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Abstract. Security has become an important issue for software systems. The
numbers of threats are advancing day by daymaking it more challengeable to cope
with it. During the software development life cycle (especially security oriented
applications) it is difficult for the novice users to adopt the security measures
correctly. A lot of security patterns are available but the question is how to choose
the right pattern from the set of given patterns. For this reason we proposed a three
step methodology which will help in automating the security pattern selection
process. We exploit the proposed methodology by leveraging the capabilities of
Fuzzy c-mean and Text categorization approach. We used a sample of security
patterns along with a set of 3 security problems to assess the efficacy of proposed
methodology. The experimental results are promising in terms of organization and
selection of security design patterns for given design problems at hand.

Keywords: Security patterns · Software design pattern · Text mining · Fuzzy
c-means · Classification · Selection

1 Introduction

In software development lifecycle of security oriented applications, recently security has
become one of the important topic. Due to the increase in number of various distributed
and open source platforms, security concerns must be taken into account during all the
phases of development. It is difficult to do so because most of the developers had no idea
of security specifications. Usually, security is considered in the later stages of the system
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development. The system created without considering security specifications is vulner-
able and less trust worthy for any organization. Patterns are reusable solutions encap-
sulated with expert knowledge and opinion. These patterns contain proven knowledge
to deal with problems like that. Over many years, software developers are considering
and suggesting design patterns for satisfying design problems [1]. The experience and
knowledge gain from these developers is captured in the form of these patterns which
can be considered by anyone. Similarly, we have security patterns which can help the
developers and novice users to solve their security related issues.

The question arises here is how these patterns can be adopted and utilized by the
novice designer for real security problem at hand. Selection of an appropriate pattern is
still remains the issue. To address this problem [3, 4] several techniques are available
in the literature with similar problems. Some of them have addressed the design pattern
selection and others help in integration of the design patterns. The proposed solution are
based onOntology,UMLbased solutions, Case-BasedReasoning and text categorization
approach [5]. Almost all of themare related to help the designers to choose an appropriate
pattern but there are two main issues related to the selection of a right pattern. First,
there is a variety of patterns available online and in the form of books and catalogs
some of them are overlapping due to variety of descriptions; secondly these are not
easily assessable as most of them are just present in the books and not on the internet.
From last two decades a number new security threats and problems were reported which
are not categorized correctly and it can create difficulties for a novice user in choosing
a right security pattern towards a specific problem. In order to address this issue we
proposed a methodology shown in Fig. 1, to systematize pattern selection process in
three steps. Selection of security related patterns based on the feature similarity gathered
from a catalog of correlated patterns. The features gather are based on the security
problem description and problem definition of security patterns collection. Our proposed
methodology includes text preprocessing on the data and use of the unsupervised learner
namely Fuzzy c-mean and Cosine Similarity (CS) measure on processed data for the
selection of appropriate security design pattern.

2 Related Work

We shortened the techniques already presented in the literature into 2 groups that is Prob-
lem and solution based groups [11–13]. Moreover, UML [15–17] and text categorization
based techniques [1, 2] have been reported. The UML based approaches suggest to select
a software design problem by knowing the solution domain only. Literature shows that
new classification techniques for grouping of design patterns are used on the bases of
their experience and interest in the domain, such as software quality research is mainly
targeted on the improvements in the fault tolerance of the product. It is mostly focused
on the user’s ease. The user can perform their tasks easily on the system. In that context,
research society groups and security patterns developers choose a pattern andmatch their
needs in terms of solving the problem or any other security issue. A developer cannot
ensure the right design pattern on its own. Hussain et al. [1] employed text categoriza-
tion and unsupervised learning techniques to classify the software design patterns and
perform selection of design patterns through the specification of problem group.
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Fig. 1. Overview of proposed methodology

Moreover, in the subsequent study [2] Hussain et al. thoroughly investigated the
proposed methodology [1] and reported its implications in terms of organization and
selection of software design patterns. According to the study conducted by Singh and
Bala [3], to break down the development of life cycle requirements into twomain classes
of functional and non-functional requirements. Their study aimed to analyze the non-
functional requirements of a system [6, 7]. The results of their study had recommended
that if the security problems are adopted from the start of the development process then
they cannot become an issue in later stages.

Root Cause Analysis (RCA) and Orthogonal Defect Classification (ODC) are built
to provide structure in the fault tracing process [6–9]. This analysis helps to identify and
classify the root causes of the errors. These analyzing and classification techniques can
also help to identify the triggers which caused these problems. It helps to deal with a
problem and saves a lot of work and time of tracing the origin of the problem. A concept
maximize originates fromdependencies between different activities [10–13].Developers
and Software Engineers are working together as a squad on a project. Due to these
dependencies on each other, some of the errors and vulnerabilities can arise naturally
within the system.Developersmay have a lack of coordination and understanding among
each other which can lead them to adopt different design patterns to resolve the security
problems. In [14–17] it is observed that errors in the software can be system-specific
whichmeans once an error has occurred it can be observed on individual bases to improve
the overall system [18–21].

3 Analysis of Security Patterns

In order to understand the concept of security patterns we must know its language.
Patterns are usually divided into two Sections namely Problem Domain and Solution
Domain. The problem domain defines the problem context of the pattern and the solution
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domain gives us the reasoning to apply that pattern. Like [1, 2], we consider the problem
domain section of security design patterns to automated the selection process. The pattern
shown below is a general format of how a pattern is usually presented as follow andwhich
could not be the only possible way of the representation:

• Context: Situation in which we may use that pattern.
• Problem: Discussion of the problem a pattern addressing to solve.
• Structure: Details about the specification, this section also includes the structural
aspects of the problem.

• Dynamic: Scenarios to describe the running behavior of pattern.
• Implementation: Guidelines for the implementations of the pattern.
• Example: Similar cases or discussions
• Known Uses: If the pattern is ever used before.
• Consequences: Possible outcomes of the pattern in use

This pattern language act as a guide for the users to understand the meaning behind
the available patterns. We also include a pattern taken from a reputable security patter
repository for the users to have a better understanding of a security pattern [22–25].

4 Proposed Methodology

The main purpose of this study is to automate the process of classification and retrieval
for security patterns. To do so, we uses widely known unsupervised learner namely
Fuzzy c-mean and Tex categorization approach as the base process. It will help us in
learning the classification on the sample of security pattern collection, to suggest a right
pattern for a novice user in security domain.

4.1 Preprocessing

The initial step in our proposed methodology is preprocessing. In general, text classi-
fication is a machine learning technique. Text cannot be directly used by the classifiers
either supervised or unsupervised. Therefore, this step is necessary to be performed on
the text documents (i.e. description of problem domain of security patterns and design
problems). This phase is comprised of few steps as shown in Fig. 2. Firstly, we per-
formed remove stop words (conjunction, articles, prepositions etc.) and word stemming
activities. These two preprocessing activities will help us to remove extra words from the
documents. Plurals and from nouns and ‘ing’ from the verbs is also removed (Table 1).

Fig. 2. Preprocessing steps
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Table 1. Template of a security pattern

Problem
domain

Intent “There are many security-relevant attributes which may be associated with a
subject; that is, an entity (human or program). Attributes may include
properties of, and assertions about, the subject, as well as security-related
possessions such as encryption keys. Control of access by the subject to
different resources may depend on various attributes of the subject. Some
attributes may themselves embody sensitive information requiring controlled
access. Subject Descriptor provides access to subject attributes and facilitates
management and protection of those attributes, as well as providing a
convenient abstraction for conveying attributes between subsystems. For
example, an authentication subsystem could establish subject attributes
including an assertion of a user’s identity which could then be consumed and
used by a separate authorization subsystem.”

Motivation “A subsystem responsible for checking subject attributes (for example, rights
or credentials) is independent of the Subsystem which establishes those
attributes. Several subsystems establish attributes applying to the same subject.
Different types or sets of subject attributes may be used in different contexts.
Selective control of access to particular subject attributes is required. Multiple
subject identities need to be manipulated in a single operation.”

Solution
domain

“Encapsulate the attributes for a subject in a Subject Descriptor, and support
operations to provide access to the complete current set of attributes, or a
filtered subset of those attributes.”

Participants

Consequences “Encapsulates subject attributes Subject Descriptor allows a collection of
attributes to be handled as a single object. New types of attributes can be added
without modifying the Subject Descriptor or code which uses it. Provides a
point of access control Subject Descriptor allows construction of Attribute
Lists including access control functionality to ensure that unauthorized callers
will not have access to confidential attributes (such as authentication tokens).”

(continued)



A Methodology to Automate the Security Patterns Selection 413

Table 1. (continued)

Problem
domain

Uses “Principals and public credentials may be retrieved by any caller which has a
reference to the Subject object.
Private credentials require a permission to be granted in order to access them,
which may be specified down to the granularity of a particular credential object
class within Subjects having a particular Principal class with a particular name.
The JAAS Subject class includes a method to set a read-only flag which
specifies that the Sets of Principals returned will be read-only (that is, the add
()and remove ()methods will fail).
This is useful where a privileged caller gets a reference to a Subject object
which it then wishes to pass on to an untrusted recipient. Increases system cost
per unit of functionality.”

Subsequently, we performed indexing activity to describe the model for text rep-
resentation. For example, Vector Space Model (VSM) is the most common indexing
method used for construction of model. This model helps us to determine the frequency
of the terms in the document of target repository. To improve the performance of the
proposedmethodology, noisesmust be removed from the document. In this regard, terms
are weighted. With weights we can reveal the importance of a term/word in a specific
collection of documents. There are several weighting techniques such as Document
Frequency (DF), Term Frequency (TF), Term Frequency Inverse Document Frequency
(TFIDF) and so on. Each feature vector gives N features as top weighting words. In
this study, we applied TFIDF weighting method to rank the features and remove the
unnecessary features.

4.2 Security Pattern Classification and Class Determination

In this phase of proposed methodology, we consider the process to determine 1) Security
pattern classification and 2) Class determination of a given security pattern. For this
purpose, we used unsupervised learner to explore data and find hidden patterns for
clustering or grouping of data. There is a huge number of unsupervised learners present in
the literature such as Hierarchical clustering, Self-organizing maps, K-Means clustering
and so on. In this study, we used Fuzzy c-mean as our basic function of learning from
security design patterns and grouping them in to their respective classes. Fuzzy c-mean
assigns class value to each object and then group them accordingly [1].

The input for this unsupervised learner is the security design pattern collection which
has been processed and the output will be the classification of these security patterns into
their specific groups and determining the right class for a given problem. Moreover, we
considered a well reputed security pattern repository with cluster size c= 3 as the input
of our unsupervised learner. The cluster size 3 is adjusted because security patterns of
target collection are divided into three base classes known as architectural, design and
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implementation patterns. To judge the quality of the clusters in terms of classification
the patterns Silhouette Coefficient measure is used.

4.3 Security Pattern Selection

After grouping the patterns on the bases of their similarity and determination of a pattern
class for each design problem, next step is to select the appropriate pattern for each class.
Usually, similarity measure is used for determining objects which are describes in vector
or generic forms. Further, there are a number of similarity measures available but we
will be using Cosine Similarity (CS) measure due to widely usage and importance in the
context of text mining. The Eq. 1 is used to describe the CS measure as follow

CSi =
N∑

j=1

w
(
Pi, tj

) × w(Problem, tj) (1)

The subscript i and j present the pattern indexing andword indexing j for each pattern.
After determining the CS value of each pattern with a given security problem, we used
Eq. 2 to recommend an appropriate pattern with highest CS value as follow.

k = argmaxCSi (2)

The pattern i with highest CS value is recommended as appropriate pattern for the
given design problem.

5 Evaluation Criteria

5.1 Performance Measures

Firstly, we used fuzzy silhouette coefficient to determine the cluster quality though Fuzzy
c-mean with respect to expert opinion. Table 2 presents the meaning of the Coefficients
and their description.

Table 2. Description of Silhouette coefficient

Silhouette coefficient Description

1 Clusters are clear

0 Distance between clusters is not significant

−1 Clusters assigned wrongly

The highest positive value Silhouette Coefficient refers to appropriate grouping of
security patterns with respect to expert opinion. Besides, we used the ARI (Adjusted
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Random Index) measure to assess the effectiveness of proposed methodology to deter-
mine the appropriate pattern for the given problem. The Eq. 3 and 4 are used to describe
ARI as follows.

RI = Pa + Pb

ClN2
(3)

ARI = RI − E[RI ]

max(RI)− E[RI ]
(4)

Where CL refer to class labels at ground truth level. Pa and Pb refer to pairs of
agreement and disagreements respectively.

5.2 Security Design Pattern Collection

To assess the efficacy of proposed methodology, we consider a pattern collection consist
of 46 security patterns which are grouped in to 3 categories namelyArchitectural, Design
and Implementation.

5.3 Design Problems

We consider a set of three real security problems and analyze the effectiveness of
proposed methodology for the selection of appropriate patterns.

Security Problem 1 (SP-1): “The intent of the PrivSep pattern is to reduce the
amount of code that runs with special privilege without affecting or limiting the func-
tionality of the program. The PrivSep pattern is amore specific instance of theDistrustful
Decomposition pattern.”

Security Problem 2 (SP-2): “The intent of the Secure Chain of Responsibility pat-
tern is to decouple the logic that determines user/environment-trust dependent function-
ality from the portion of the application requesting the functionality, simplify the logic
that determines user/environment-trust dependent functionality, and make it relatively
easy to dynamically change the user/environment-trust dependent functionality.”

Security Problem 3 (SP-3): “It is possible that sensitive information stored in a
reusable resource may be accessed by an unauthorized user or adversary if the sensitive
information is not cleared before freeing the reusable resource. The use of this pattern
ensures that sensitive information is cleared from reusable resources before the resource
may be reused.”

6 Results and Discussion

We have performed several experiments to organize security design, to determine the
pattern categories for the security problems and to select the correct pattern for each
problem. Firstly, we observe the Silhouette Coefficient (i.e. 0.58) to describe the efficacy
of proposed methodology for the organization of design patterns according to opinion
of experts. Secondly, we observe the Silhouette Coefficient value for each problem by
including them part of target security pattern collection and to determine the pattern
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category for each security problems such as in case of SP-1, Silhouette Coefficient (i.e.
0.55) indicate that Fuzzy c-mean is effective to group the security pattern with respect to
SP-1 and todetermine appropriate pattern class forSP-1. Similarly,weobserveSilhouette
Coefficient value for SP-2 (i.e. 0.59) and SP-3 (i.e. 0.52). The actual and predicted pattern
classes for security problems are as follow (Table 3);

Table 3. Pattern classes for security problems

Security problems Actual pattern class Predicted pattern class

SP-1 Design Design

SP-2 Implementation Implementation

SP-3 Implementation Implementation

In case of recommendation of correct pattern for the SP-1, the list of patterns of its
candidate with cosine values is shown in Table 4.

Table 4. Recommended patterns for SP-1

Pattern CS value

Distrustful decomposition 0.16

Privilege separation 0.68

Defer to kernel 0.29

The “Privilege Separation” pattern with highest CS value (i.e. 0.68) is recommended
as correct pattern for SP-1. Similarly, in case of recommendation of correct pattern for
the SP-2, the list of patterns of its candidate with cosine values is shown in Table 5.

Table 5. Recommended patterns for SP-2

Pattern CS value

Secure factory 0.25

Secure builder factory 0.18

Secure chain of responsibility 0.73

Secure state machine 0.32

Secure visitor 0.08

The “Secure Chain of Responsibility” pattern with highest CS value (i.e. 0.73) is
recommended as correct pattern for SP-2. Finally, in case of recommendation of correct
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Table 6. Recommended patterns for SP-3

Pattern CS value

Secure logger 0.51

Clear sensitive information 0.72

Secure directory 0.43

Pathname canonicalization 0.17

Input validation 0.25

Resource acquisition is initialization 0.34

pattern for the SP-3, the list of patterns of its candidate with cosine values is shown in
Table 6.

The “Clear Sensitive Information” pattern with highest CS value (i.e. 0.72) is rec-
ommended as correct pattern for SP-3. Finally, we observed the average ARI value (i.e.
0.76) indicate the effectiveness of proposed methodology for the recommendation of
appropriate patterns list for determining the correct pattern effectively.

7 Conclusion and Future Work

In this paper, we have introduce a new methodology by leveraging the capabilities of
Text categorization approach and Fuzzy c-mean to organize security patterns and recom-
mendation of correct pattern for the real security design problems. Moreover, we used
widely used performance measure to assess the performance of proposed methodology.
We consider a security design pattern collection and set of three design problems. The
average Silhouette Coefficient value (i.e. 0.57) indicate the performance of proposed
methodology for the organization of security design patterns and recommendation of
appropriate candidate class for the given design problems. We observe the ARI value
(i.e. 0.76) which indicate the highest agreement between pattern list of actual and pre-
dicted category, which can aid in effective pattern selection process. In future we want to
assess the performance of proposed methodology by considering more security pattern
collection and list of more design problems.
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