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Abstract. We present a novel pipeline to efficiently localise defects in
volumetric Computed Tomography (CT) scans of valuable wood logs.
We couple a 2D detector applied independently on each scan slice with
a multi-object tracking approach processing detections along the scan
direction to localise the defects in 3D. Our solution is designed to meet
the real-time requirements of modern production lines, to optimise the
wood sawing operations for high-quality final products and to reduce
wood waste as well as carbon footprints. We effectively embedded our
defect localisation algorithm in the Meccanica del Sarca S.p.A.’s produc-
tion pipeline achieving a reduction of their economic loss by 7% compared
to the previous years.

1 Introduction

Defects in precious wood logs are one of the most important cause of big economic
loss in wood industries, producing also unnecessary carbon footprints. Meccanica
del Sarca S.p.A., an Italian company that deals with the mechanical process of
precious wood logs, estimated that they lost about 405K Euro in 2017, 430
K Euro in 2018, and 424 K Euro in 2019 due to wood waste. Usually, the log
production process starts with an operator that inspects the external surface of a
log searching for, or predicting, internal defects. On the one hand, the inspection
of the log surface may not provide enough evidence to suggest the presence of
internal defects. On the other hand, a visible defect on the log surface may
suggest to discard the whole wood log despite being undamaged internally. The
two main factors that lead to the economic loss are the incorrect classification of
defected logs (i.e. material waste) and the late identification of defects during the
production process (i.e. time waste). Therefore, the need for a automated system
to accurately detect defects in the early stage of the log production process is key.
If a defect is detected in the early production stage, it is possible to optimally
plan the sawing operations in order to avoid defects and to minimise waste.

Wood log interiors can also be analysed using Computed Tomography (CT)
[7] (Fig. 1). CT produces a set of image slices that are typically used by
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Fig. 1. Current wood log processing pipeline. Top row: previous Meccanica del Sarca
S.p.A.’s pipeline where defects were found manually by experts that visually inspected
the external surface of the wood logs before and after their mechanical processing.
Bottom row: current wood processing pipeline where internal parts of the logs are
acquired through Computed Tomography and the defect detection is performed auto-
matically using our deep-learning based algorithm. Data flow is represented by blue
arrows. (Color figure online)

operators to verify the presence of defects. This job is laborious and in certain
circumstances not well defined. There is wide scope for subjective interpretation
of what a defect is, which may lead to annotation mistakes. Elements of ambigu-
ity may be related to the management of adjacent defects. There can be regions
containing several small and spread defects, that for some experts it could be
regarded as a single defect. The concept of proximity, considering the difficulty
in defining defect boundaries, can be subjective.

The problem of wood defect detection has already been tackled in literature
[1,3,11,13–15]. Proposed methods used algorithms based on Artificial Neural
Networks [11], edge-based image analysis [1], Support Vector Machine classifi-
cation applied to colour features [3] or, more recently, based on deep-learning,
i.e. Faster-RCNN [13]. Because the CT scan of a wood log produces its 3D
reconstruction, 3D detection methods could in principle be used to detect its
internal defects [4]. However, we decided not to use 3D object detectors for two
reasons. The operator would need to wait the end of the CT scan to examine
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the log 3D reconstruction, thus affecting the real-time requirements of the pro-
duction lines. The defect may have an irregular shape, therefore, because the
output of a 3D detector typically is an axis-aligned 3D bounding box, this may
include a significant percentage of good material. Differently, we propose to deal
with the problem of defect detection by coupling a 2D object detector operating
on each scan slice with a multi-object tracking approach along the scan direc-
tion. The 2D object detector is modelled as a end-to-end deep neural network
that takes the CT slices as input and generates the bounding boxes coordinates
and categories of likely defects as output. The multi-object tracking acts as a
refinement post-processing to linearly interpolate bounding boxes in the case of
miss-detections and to prune outlier detections. We perform tracking using a
tracking-by-detection algorithm formulated as bipartite graph matching.

2 Our Approach

Our defect localisation pipeline is composed of a module that detects defects as
2D bounding boxes for each scan slice, and of a module that tracks these bounding
boxes along the scan direction using current and past information only.

2.1 2D Defect Detection

We base our detection module on the Single Shot MultiBox Detector (SSD) that
was proposed for object detection in RGB images [8]. Figure 2 depicts a block
diagram of the proposed architecture. We denote our model with ΦΘ, where
Θ is the collection of its learnable parameters. ΦΘ is composed of three main
modules: the feature extraction core, the classification head and the regression
head. The main difference between ΦΘ and the original SSD model [8] is in the
classification and regression heads: we use less skip connections (two instead of
six) and we place them at shallower levels (54×54 feature map locations instead
of 38× 38, and 27× 27 instead of 19× 19, respectively). These modifications are
motivated by the fact that the defects we are aiming to detect are, on average,
much smaller than the typical object size the original SSD model was developed
for. Anticipating the skip connections allow us to extract feature maps at a
higher resolution grid.

ΨΩ is the feature extraction module with Ω its learnable parameters. ΨΩ takes
a mini-batch of b CT images of size 440 × 440 in input and outputs features at
two depth levels, h1 = Ψ1

Ω1(x) of size (b, 512, 54, 54) and h2 = Ψ2
Ω2(h1) of size

(b, 1024, 27, 27), where ΨΩ = Ψ2
Ω2 ◦Ψ1

Ω1 . The precision of the input CT images is
set to 16-bit in order not to lose possibly relevant information. The early layers of
ΨΩ implements a VGG-16 backbone [12] truncated before the classification layer
and endowed with Batch Normalization [5], and are followed by three custom
layers: MaxPool2d, Conv2d(512, 1024) + ReLU, and Conv2d(1024, 1024) +
ReLU.

We associate a default bounding boxes of different aspect ratios, called
anchors, to each feature map cell of h1,h2. For each anchor the classification
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Fig. 2. Block diagram of our SSD model applied to CT scans. Colour key. Grey:
input/output tensors. Blue: parametric layer. White: non-parametric layer. (Color
figure online)

head predicts c scores that indicates the presence of a class instance inside it.
The regression head predicts the offsets to apply to the 4 anchor coordinates to
fit the ground-truth bounding box.

A classification loss Lcla measures the consensus between the output of the
classification head fcla and the ground-truth class y. Similarly, a regression loss
Lreg measures the error between the output of the regression head freg and the
offsets between the anchors and the ground-truth bounding boxes g. Without loss
of generality, we configure our detector for binary classification: a bounding-box
can contain either a defect or not. We use the cross entropy loss as classification
loss,

Lcla(fcla, k) = − log
exp fcla(k)

∑
k exp fcla(k)

,

and the smooth L1 loss, also known as Huber loss [2], as regression loss,

Lreg(freg,g) = SmoothL1(freg,g).

The Huber loss is defined as a squared L2 norm if the absolute error falls below 1
and as an L1 norm otherwise. During training we optimise a linear combination
of the two losses, i.e. L = Lcla + λLreg. In our experiments we set λ = 0.1 by
cross-validation.
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Edges Cost Capacity

e(S, Ti) 0 1
e(S, Tx) 0 ND
e(Ti,D+

j ) φ(Ti,Dj) 1
e(Ti,D−

j ) 1.1 · φ(Ti,Dj) 1
e(Ti,Dx) νs 1
e(Tx,Dj) νn 1
e(Tx,Dx) 0 ND
e(Dj , T ) 0 1
e(Dx, T ) 0 NT

Fig. 3. Graph matching formulation to solve our data association (tracking) problem.
Nodes in this graph include source (S), sink (T ), detections (Dj), track states (Ti), and
two proxy nodes, i.e. Tx and Dx, to allow track initialisation and track termination,
respectively. D+

j is a strong detection, D−
j is a weak detections and Dj is a generic

detection. φ(Ti,Dj) is the association cost function between Ti and Dj .

2.2 Multi-defect Tracking

We filter out and associate detections across slices using online tracking. Given
a set of ND detections computed on the current slice we aim to associate them
to the set of NT tracks that are computed on the previous slice. Let Ti be the
ith track and Dj be the jth detection. We formulate the tracking problem as a
bipartite graph matching and solve it using Minimum Cost Flow [9]. We define
our graph as G = (N,E), where N represents the set of nodes and E the set of
edges. Tracking states and detections are the nodes of G. Nodes in this graph
include source (S), sink (T ), detections (Dj), track states (Ti), and two proxy
nodes, i.e. Tx and Dx, to allow track initialisation and track termination, respec-
tively. Specifically, our tracking algorithm initialises, associates and terminates
tracks based on costs. Initialisation and termination costs are hyper-parameters
set by us. The association cost is a function that depends on the position and
on the bounding-box size between a detection and its predicted track state. Let
φ(Ti,Dj) be the association cost function between Ti and Dj . φ(·) is a linear com-
bination of distance between the centres, widths and heights of last bounding
box of Ti and the bounding box of Dj . We denote e(n1, n2) as the edge between
node n1 and node n2. Each edge is characterised by the cost and a capacity.
Figure 3 shows the graph formulation of our tracking algorithm.

The solution of this graph is a one-to-one association between track states and
detections. In our graph formulation we embed the weak and strong detection
tracking model proposed in [10]. Strong detections are detections with confidence
above the threshold δ+, weak detections are detections with confidence between
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Fig. 4. Track state management. Incoming, lost, active, outgoing and end are the pos-
sible states of each track. A new track always starts in the incoming state. Key. input:
D (¬D) detection is (not) associated to the track. Edge label: input [and condition]
(action). c: counter.

the threshold δ− and δ+. These thresholds should be set such that δ+ > δ−.
Strong detections are used for track initialisation and for tracking, whereas weak
detections are used for tracking only. Let D+

j be a strong detection, D−
j be a

weak detection and Dj be a generic detection. For each slice processed by the
detector we solve the graph matching problem. For each track we build a state
machine to manage its evolution. Figure 4 shows our state machine. An unasso-
ciated strong detection triggers the initialisation of a new track, which begins
from the incoming state. If this track is successfully associated to a number of
tin consecutive strong detections, it goes in the active state. Subsequent associ-
ations in the active state use both strong and weak detections. In the case of
a miss-detection, i.e. an unsuccessful association, the track goes in the outgo-
ing state. If the association fails for more than tout consecutive slices the track
ends. Otherwise if the track is associated to a new detection in subsequent slices
before reaching tout, the track state goes back to the active state and the slices
where miss-detections occurred are filled with linearly interpolated bounding
boxes. The linear interpolation uses the information from the associated bound-
ing boxes.

3 Experimental Results

3.1 Data Acquisition and Normalization

CT scans of the wood logs were captured at the Meccanica del Sarca S.p.A.’s
premises using a MiTO tomograph developed by Microtec s.r.l., the world lead-
ing wood scanning solutions provider. During the CT acquisition a wood log is
transported by a conveyor belt moving at a constant velocity. An X-ray scanner
moves with a spiral pattern opposite to the conveyor belt direction to scan the
log (Fig. 5, left). A spin of the X-ray scanner produces a 2D slice of the 3D wood
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Fig. 5. Computed Tomography (CT) acquisition process and a wood log 3D recon-
struction from its CT scans.

log. Multiple 2D image slices are captured while the logs moves on the conveyor
belt. The collection of all slices form the 3D structure of the wood log (Fig. 5,
right). The tomograph acquisition accuracy is set to 0.5 mm for both the 2D
and 3D scan directions. This means that a voxel of the 3D reconstruction of the
wood log corresponds to a cube of material of size 0.5 mm.

Slices are stored as signed 16-bit single-channel 2D images. Each pixel of
the image contains an intensity value that is expected to be correlated with the
material density. However, Fig. 6 shows that in practice the histogram of the
intensities of the pixels of a CT scan is bimodal. The first mode corresponds to
air (intensity approx. 0) plus noise related to acquisition artifacts. The second
mode corresponds to the actual wood material. To focus our analysis on the
wood material we normalise each image between 200 and 1200.

3.2 Datasets

We collected a dataset of 175 CT scans of wood logs of various sizes. Each scan
contains between 412 to 1144 slices, for a total of 149,237 CT images. Each CT
scan is composed of about 1000 slices, where each slice may contain up to tens
of defects. We split the data in training and testing sets with proportions of 85%
and 15%, respectively. The training set contains 150 CT scans, i.e. 127,954 CT
images. The test set contains 25 CT scans, i.e. 21,283 CT images.

Experts from Meccanica del Sarca S.p.A. carefully annotated the wood
defects by drawing axis-aligned bounding boxes for each slice. The annotation
process was particularly difficult, time consuming and prone to errors. The diffi-
culty was due to the fact that experts were used to identify defects by inspecting
the surface of the wood log. They had to acquire some experience to understand
how to identify defects from the CT slices. To speed-up this annotation process,
instead of asking the experts to annotate every slice we proposed to annotate
every 5–10 slices and then to linearly interpolate the missing bounding boxes.
We discovered that there is wide scope for subjective interpretation of what a
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Fig. 6. Histograms of three CT scans that show the distribution of intensity values.
The left-hand side mode represents empty regions (i.e. air), while the right-hand side
mode represent the region with material.

defect is, which often led to annotation mistakes. To reduce these mistakes we
had several iterations with the experts from Meccanica del Sarca S.p.A. to review
and correct the annotated bounding boxes. We experimentally confirmed that
accurate annotations lead to a considerable improvement in the performance of
our deep-learning based defect detection algorithm.

3.3 Experimental Setup

Training. We train our detector for 200 epochs using the Stochastic Gradient
Descent (SGD) as optimiser. We set SGD to an initial learning rate of 1e − 2.
We decrease the learning rate by a factor of 0.75 every 20 epochs. We use a
weight decay with a factor of 1e − 03 for regularisation. We train on an NVidia
GeForce GTX 1080 with 8 GB RAM.

Inference. At inference time we apply Non-Maximum Suppression (NMS) [8].
NMS filters out bounding-box predictions that have a confidence lower than tconf
and that have an overlap bigger than tNMS. We choose tconf = 0.5 (or 0.05) and
tNMS = 0.5 in our experiments.
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Pretraining. We use a pretrained version of VGG-16 layers on the ImageNet
dataset for the feature extraction module. The other layers are trained from
scratch. Although ImageNet is a RGB-image dataset, which is quite different
from our CT scan dataset, we found that this pretraining enables us to achieve
better performances in fewer epochs.

Data Augmentation. We use data augmentation to avoid overfitting on the
training set. Specifically, we used (i) horizontal and vertical flipping of the image,
each with a probability of 0.5 to be applied to the input image, (ii) random
cropping also with probability set to 0.5, followed by a resizing of the crop
region to the resolution of the input image, (iii) data normalisation using the
mean μ and standard deviation σ of training data, i.e. μ ≈ 0.074, σ ≈ 0.012.
As far as random cropping is concerned, let h,w be the height and width of
the input image, and h̄, w̄ be the height and width of the crop region, and
ȳ, x̄ be the top-left coordinates of the crop region. In our experiments, we set
h̄ ∼ U(0.3h, h), w̄ ∼ U(0.3w,w), ỹ ∼ U(100, h − h̄), and x̃ ∼ U(50, w − w̄). If
the cropped region has an aspect ratio smaller than 0.5 or bigger than 2 the
hyper-parameters described above are re-sampled until this condition is met.
The bounding boxes whose centres are outside the cropped region are discarded.

Detector Configuration. We set the number of anchors to a = 9. The anchors
cover different aspect ratios, obtained by multiplying the width and height of
the feature map cell by the following factors: (1, 1), (2, 2), (3, 3), (2, 1), (1, 2),
(4, 2), (2, 4), (6, 3), and (3, 6).

Tracking Configuration. The tracking hyper-parameters are set through
cross-validation using the validation set: tin = 0, tout = 3, δ+ = 0.5, δ− = 0.05.

3.4 Analysis of the Results

We quantify the localisation performance using Precision, Recall and F1
Score [6]. We assess the quality of our pipeline with and without the tracking
module activated, and by performing an ablation study on the key parameters.

Table 1 shows the results obtained using teval = 0.25, i.e. a bounding box
is considered correctly estimated if its overlap with the ground-truth bounding
box is greater than 1/4 of its area. The first row of Table 1 shows the detection
performance using bounding boxes predicted with a confidence greater than 0.5.
Although the results show that we can achieve a high precision with this con-
figuration (Prec. ≈ 90%), the number of missed defects is high (Rec ≈ 55%).
This results in a F1-score of 68.4. The second row of Table 1 shows the detec-
tion results when the confidence threshold is lowered to 0.05. As expected, this
affects the precision (Prec ≈ 40%), whereas the recall score increases to ≈ 80%.
Figure 7 shows some examples of detection results. The latter is a suitable case
to postprocess with tracking given its ability in filtering out false positives and to
interpolate miss-detections. The third row of Table 1 shows how tracking effec-
tively improves Precision, despite worsening Recall. We empirically observed
that there are several situations where detections with a confidence above δ+
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Table 1. Quantitative comparison results in terms of True Positives (TP), False Neg-
atives (FN), False Positives (FP), Precision (Prec.), Recall (Rec.) and F1-score (F1).

Method TP FN FP Prec Rec F1

SSD (tconf = 0.5) 2475 1971 312 88.8 55.7 68.4

SSD (tconf = 0.05) 3724 722 5832 39.0 83.8 53.2

Our (tconf = 0.05) 3203 1243 1449 68.9 72.0 70.4

Table 2. Ablation on the data augmentation. Hyper-parameters used: λ = 1e − 01,
learning rate = 1e − 03, weight decay = 1e − 04, tconf = 0.5, teval = 0.5. Results
reported are best values achieved on the test set.

Data augm. TP FN FP Prec Rec F1

data norm. 2075 2371 986 67.8 46.7 55.3

data norm. + crop 2018 2428 514 79.7 45.4 57.8

data norm. + crop + flip 2291 2155 999 69.6 51.5 59.2

are not enough consistent over consecutive slices to become tracks, thus deemed
false positives and filtered out by tracking. Figure 8 shows examples of track-
ing results where false-positive detections are prunned and miss-detections are
corrected.

Table 2 reports the ablation study on different data transformation config-
urations that we used for the training of our detector. We obtained the best
performance in terms of F1-score by combining data normalisation with random
cropping and image flipping. We found that data augmentation is key to avoid
overfitting. Table 3 reports the ablation study using different tracking parame-
ters. We can observe that a high value of the threshold to decide between strong

Table 3. Ablation on the tracking hyper-parameters. First row show the upper bound
we can reach in recall.

tin tout δ+ δ− TP FN FP Prec Rec F1

0 3 0.05 0.05 3792 654 7142 34.7 85.3 49.3

0 3 0.1 0.05 3700 746 4608 44.5 83.2 58.0

0 5 0.1 0.05 3721 725 5029 42.5 83.7 56.4

1 5 0.1 0.05 3692 754 4303 46.2 82.0 59.1

0 3 0.4 0.05 3328 1118 1820 64.7 74.9 69.4

0 3 0.5 0.05 3203 1243 1449 68.9 72.0 70.4

1 5 0.5 0.05 3202 1244 1453 68.8 72.0 70.4

0 3 0.6 0.05 3020 1426 1260 70.6 67.9 69.2

0 3 0.7 0.05 2932 1514 1061 73.4 66.0 69.5



702 D. Boscaini et al.

Fig. 7. Examples of detection results. Our detector can handle defects at different
scales. Some detected regions are difficult to judge whether they are a defected, e.g.
second row - second and third figure. There are then extreme cases where regions at
the border of the log are detected as defects. Bounding-box key. Green: ground-truth.
Red: estimated detection.

Fig. 8. Examples of tracking results. The first and second rows show how tracking
can effectively filter out spurious detections. The last row shows the ability of tracking
in interpolating miss-detections (top-left bounding boxes). Bounding-box key. Green:
ground-truth. Red: estimated detection. Blue: estimated tracking state. (Color figure
online)
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and weak detections have a positive effect on the Precision, but that it affects the
Recall. Based on the application at hand, a user can tune these parameters to
increase or decrease the sensitivity of the approach in order achieve the desired
output quality.

4 Conclusions

We presented a deep-learning based algorithm to localise defects in volumet-
ric Computed Tomography scanned wood logs. We showed how to perform 3D
defect localisation via 2D object detection and multi-object tracking in order to
meet the real-time requirements of the production line. We trained our models
on annotations made by experts that deal with the wood production industry.
Although the annotation process seems straightforward for deep-learning engi-
neers, we experienced several challenges in instructing the experts. Annotation
accuracy is critical to deploy reliable data-driven algorithms on a real production
lines. We experimentally showed that we achieved promising localisation perfor-
mance, which especially contributed to reduce the company’s economic loss by
7% compared to the previous years. This experience helped us understand that
greater effort must be put into the creation of intuitive mechanisms for data
annotation and into comprehensive protocols to localise well-defined defects.

Acknowledgments. This work has been developed within a collaboration between
FBK and Meccanica del Sarca S.p.A. and funded by the “Programma operativo FESR
2014–2020 della Provincia di Trento”.
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