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Abstract. Charts are a compact method of displaying and compar-
ing data. Automatically extracting data from charts is a key step in
understanding the intent behind a chart which could lead to a bet-
ter understanding of the document itself. To promote the development
of automatically decompose and understand these visualizations. The
CHART-Infographics organizers holds the Competition on Harvesting
Raw Tables from Infographics. In this paper, based on machine learn-
ing, image recognition, object detection, keypoint estimation, OCR, and
others, we explored and proposed our methods for almost all tasks and
achieved relatively good performance.
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1 Introduction

It is an efficient direction to get a structured description by inputting images,
an excellent medium for data representation and interpretation. An effective
chart summarization could help data analysts, business analysts, or journalists
better prepare reports from data. However, understanding and getting insights
from charts can be difficult and time-consuming. To get a better chart analysis
algorithm, the CHART-Infographics Organizers holds the Competition on Har-
vesting Raw Tables from Infographics. The complex process of automatic chart
recognition is divided into multiple tasks for this competition, including Chart
Image Classification (Task 1), Text Detection and Recognition (Task 2), Text
Role Classification (Task 3), Axis Analysis (Task 4), Legend Analysis (Task 5),
Plot Element Detection and Classification (Task 6.a), Data Extraction (Task
6.b), and End-to-End Data Extraction (Task 7).

In this paper, we proposed our methods for the task1-6. Due to the difference
between different tasks, we explored and proposed different methods. For task
1 and task 3, one is chart image classification another is text role classification
task. So we based on Deep Convolutional Neural Network to complete task1
and Machine learning-based method for task3. For task2, which need to detect
text blocks and Recognition the text, different from task 4, which need to detect
tick point and associate with the corresponding value (a string). We based on
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object detection algorithm and OCR to complete task 2, see task4 as a standard
keypoint estimation problem. Task 5, which need to detect and match legend
with the data series name, we use an object detection based algorithm to solve it.
For task 6, a relatively complex task needs to detect and classify each element
in the plot area and output the raw data used to generate the chart image.
We can only detect different elements separately, then classify them based on
image features. Furthermore, deal with each class independently to transform
the image coordinate system’s element position to the raw data. Finally, based
on our method, we achieved relatively good performance on almost all tasks.

2 Method

2.1 Task 1

The first sub-task target is to classify chart images by type both in Synthetic
Dataset and UB PMC Dataset. These two independent sets of chart images have
a different number of classes. For each type of Adobe Synthetic Dataset, we use
1000 for training and 200 for validation. Our baseline model is resnet-50 [1], and
an ensemble of models from 5-fold cross-validation is used.

For UB PMC Dataset, a satisfactory performance can not be reached by the
former method. We use grad-cam [2] to visualize the attention of the network to
inspire the direction of improvement. Some different losses are tried, such as Arc-
Face [3], focal loss [22]. We choose Cross Entropy loss with Label-smoothing [6]
finally.

We follow the BNNeck [7], adding a BN layer without the bias before the last
linear layer of the network. Some methods to deal with long-tailed recognition
are also tried for the unbalanced distribution. Apart from the conventional re-
sample and re-weight methods, we try to decouple the representation from the
classification by training the classifier using class-balanced data after freezing the
backbone got from the instance-balanced data [8]. However, they fail to bring a
positive impact because of the limited classes, perhaps.

2.2 Task 2

This sub-task concentrates on detecting and recognizing the text within the chart
image. Based on the two-stages Object Detection model (Cascade R-CNN [9]),
detect text boxes. In our results, the text box is easy to detect. The task’s
difficulty is recognizing the text from the rotated text. This task is to identify the
text box with distinctive features, besides the foreground-background is clear, so
the mask can easily extract the text block. We can get the mask and horizontal
angle through the mask’s minimum outer matrix and then make the text box
horizontal box by an affine transformation.

As for the recognition algorithm, we adopt CRNN [10] and CTC Loss [11] as
our pipeline. So that a better result can be achieved. In this task, we still focus
on detecting the text box, and after trying some detection models, we adopted
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the current method for Object Detection. Because the detection target is simple,
the model’s proposal score is relatively high, and there are obvious errors in the
proposal with a low score. We change the IOU threshold from 0.5, 0.6, 0.7 to
0.6, 0.7, and 0.8 to avoid learning samples with low quality. We also adjusted
the anchor’s scale and stride to fit the characteristics of this task. According to
the above settings, localization performance improved through cascading refine
boxes and suitable anchor parameters.

What’s more, we explore the performance of different backbones such as
ResNext [12], HRNet [13], GCNet [14].

2.3 Task 3

This sub-task focuses on identifying the role of each text block in a chart image,
and text bounding boxes and transcripts are provided as input. Our technique
includes two steps: feature extracting and classification using classifiers. The
properties of the texts are used to define feature vectors [15]. The classifiers we
use are Random Forest [16] and LightGBM [17].

The features are composed of the properties of the bounding boxes and the
text content. These features are grouped into three categories. The first category
contains the aspect ratio of the box, whether the text is numeric, whether the
text is multi-line, angle of text, length of text, and the chart type. The second
category includes three kinds of relative position information, which are the
positions relative to the global bounding box for all elements, origin (The bottom
left corner of the graph) and legend. The third category contains the number
of horizontally/vertically aligned text boxes and horizontal/vertical range of the
aligned text boxes. When judging whether the boxes are aligned, the centre
points of the boxes, the upper left corners and the lower right corners are used,
respectively.

The positions of the graph and legend mentioned above are obtained by a
detection model. We train a CenterNet [18] with the backbone DLA-34 [19]. The
two categories are graph and legend, and the input size is 512*512.

Random Forest and LightGBM are used to classify the roles of texts. One of
the advantages of random forest is that it still has good performance when there
are missing features. LightGBM has the advantages of high training efficiency
and high accuracy. When training the models, each class is assigned a weight
inversely proportional to its frequency in the input data.

Considering that there are cases where legends are not predicted by the
model, two classification models are trained, using and not using legend loca-
tion information respectively. In the inference stage, which model is selected for
prediction depends on whether the legend is detected.

2.4 Task 4

In this task, we need to output the location and value of each tick mark on both
the X-axis and Y-axis. Tick locations are represented as points and must be
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Fig. 1. The pipeline of our model. Dla34 as backbone and augment the skip connections
with deformable convolution from lower layers to the head module. In the head module,
has three output branches.

associated with the corresponding value (a string). To complete task 4, we split
the task into two subtasks: tick point detection and matching.

Model. In the tick point detection task, we see the task as a standard keypoint
estimation problem. We refer to CenterNet, use DLA-34 as backbone and add
more skip connections from the bottom layers and upgrade every convolutional
layer in upsampling stages to deformable convolutional layer [21], finally get
output features with size 1/4 of the input and feed the features to head module.
In the head module, there include three branches. First is tick point detection
branch. Peaks in the heatmaps predict by this branch correspond to tick points
and classify points to X-axis or Y-axis by two different heatmaps. To recover
the discretization error caused by the output stride, we additionally predict a
local offset acts on tick points locations in the offset branch. In the 3rd branch,
we additionally predict an offset from tick points to the centre of corresponding
text blocks(OTB), which only used in the training stage (see Fig. 1).

Loss Function. To train the tick point detection branch, we use focal loss
as loss function to do pixel-wise logistic regression. To train the local offset
prediction branch, we use Wing Loss [23] which is proposed in Facial Landmark
Localisation task and designed to improve the deep neural network training
capability for small and medium-range errors. To train the OTB branch, we
simply use Smooth L1 [24] as loss function.
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Matching. After getting the detection tick points to be classified into the X-
axis or Y-axis, then use linear distribution check to filter out outlier points. To
match tick points with text blocks, firstly, we use CenterNet trained by plot box
to get the position of the plot box, then based on the plot box position and
linear distribution check to further improve the classification accuracy of tick
label text blocks. Finally, based on the L1 distance of X-axis or Y-axis between
tick point and tick label text blocks, we match the tick points and text blocks.

2.5 Task 5

Task 5 is to associate each legend label text with the corresponding graphical
style element within the legend area. We adopt a method of first detecting the
legend elements and then matching the legend elements and the legend labels. In
order to further improve the accuracy of matching, the legend pairs and legend
elements are detected at the same time. The results of legend pairs are used to
assist in matching.

Our method for Task5 is divided into three steps:
Firstly, the same method as Task 3 is used to classify the text boxes. And

then the text boxes of the legend label category are filtered out.
Secondly, CenterNet is used to detect two categories of legend element and

legend pair. The legend pair is obtained by merging the borders of legend ele-
ments and the corresponding texts.

Finally, legend elements and legend labels are matched. For each legend
label, if there is a legend element in the same pair box, the element is matched.
Then the Hungarian Algorithm is used to match the remaining legend elements
detected and the legend labels. In order to reduce the impact of the classification
error of task 3 on the results of task 5, post-processing is done. For the images
without legend labels in the results of task 3, if the legend elements and legend
pairs are detected at the same time, the legend elements are matched with all
text boxes.

2.6 Task 6

For task 6, the goal is to detect and classify each element in the plot area and
output the raw data that was used to generate the chart image. The represen-
tation of the element varies, but mainly contains two types of labels: box and
point.

Task 6a. In this task, we detect elements by box-based detection algorithm
and point-based detection algorithm separately. To detect box representation
element like Grouped horizontal bar, Stacked horizontal bar, Grouped vertical
bar, Stacked vertical bar, we use CenterNet, which is an anchor free object
detection algorithm. To detect point representation element, we use the same
point detection algorithm as Task4 and remove OTB branch. Moreover, based
on the difference between the different type of chart, we predict different number
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of channels of heatmaps in tick point detection branch. Like Horizontal box and
Vertical box, which have five points in each box, that can predict heatmaps with
five channels to complete detection and classification. However, for Line, Scatter,
it can only see all element as one class.

In this task some types of chart are need to group elements. For Horizontal
box and Vertical box, we can group the five categories of points by L1 distance of
X-axis or Y-axis. But for Line and Scatter, it is more complicated. For pictures
with legends, the elements of lines and scatters are grouped according to legend
elements. We extract the colour histogram features and Hog features [25] of the
legend elements and points, respectively. Then each element is divided into a
group corresponding to the legend based on the distance between the features.
For pictures without legends, after extract the colour histogram features and
Hog features of each point respectively, then use K-means to group them.

Task 6b. For task 6b, in the task 6a, we have got position representation in
the image coordinate system of each element, the problem is to get position
representation in the axis coordinate system. After analysis, we divided UB
PMC dataset into five categories and Adobe Synth dataset into eight categories,
then deal with each class independently. For data sequence, if the x values are
numerical values, we computed x-axis values by interpolation. If the x values are
string values, we use L1 distance to find the nearest character content. Moreover,
do targeted treatment for different particular situations. For images containing
bar and boxplot elements that need to group, the same method based on colour
histogram features and Hog features are used like task 6a.

3 Experiments

3.1 Task 1

For Adobe Synthetic Dataset, average the output vector of the fully connected
layer of each model in the 5-fold cross-validation. The maximum value of the
averaged vector corresponds to the category of the prediction. The accuracy of
our randomly divided validation set can reach 100%.

For UB PMC Dataset, some augmentation methods like cutmix [4] and
mixup [5] are used in the training phrase, and TenCrop is adopted in the
test phrase. The ablation experiment results on the validation set are shown
in Table 1. Our results on the two test sets are shown in Table 2.

3.2 Task 2

Data-Augmentation. Because some of the text is slanted, we rotate the text
lines to the horizontal position by projection, and our work involved applying
an effective data augmentation strategy that included transformations informed
specifically by the domain of the data(PMC dataset and Adobe Synth dataset)
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Table 1. Ablation experiments for PMC.

Model Accuracy F1 score

resnet50(baseline) 0.947873 0.922636

resnet50 + cutmix 0.947251 0.924866

resnet50 + mixup 0.948833 0.0.923047

resnet50 + focal loss 0.949153 0.928227

resnet50 + ArcFace 0.948833 0.926474

resnet50 + Label Smoothing 0.952350 0.931243

Table 2. Task1 results on different datasets.

Dataset Average Per-Class F-Measure

UB PMC Dataset 90.43%

Adobe Synth Dataset 100%

Training. We followed the training methodology they used and trained with
the SGD optimizer using all of the default parameter values, including the base
learning rate of 0.01. Also, as in both and, we exponentially decayed the base
learning rate. For our experiments, which trained for 20 epochs, we applied an
exponential decay rate of 0.99 per epoch, clamped to a minimum of 1e−6.

Results. Our results are shown in Table 3, we got 99.98 AP50 on the local
validation dataset, there is a big gap between online and offline results probably
due to the lack of extra training data.

Table 3. Results on different datasets.

Dataset IOU score OCR score

UB PMC Dataset 0.44 0.70

Adobe Synth Dataset 0.74 0.58

3.3 Task 3

The two data sets are trained and inferred separately. For Random Forest and
LightGBM, the number of trees is 1000. In order to improve accuracy, we use five-
fold cross-validation and ensemble learning. The method of ensemble learning we
use is weighted average strategy. Specifically, in the inference stage, for Random
Forest and LightGBM, we predict the test images with 5 models trained with
datasets generated by five-fold cross-validation. We average the output proba-
bility of 10(2*5) prediction results to get the final results. The final results on
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PMC and Adobe Synthetic datasets are shown in Table 4. The confusion matrix
on PMC dataset is shown as Fig. 2.

Fig. 2. The confusion matrix on PMC dataset.

Table 4. Results for tasks 3.

Dataset Synthetic PMC

Average Per-Class F-measure 99.92% 77.19%

3.4 Task 4

In our experiment, we firstly split the training dataset to Train: Val: Test by 7:2:1.
Fix the input resolution to 1024 1024 while training. Keep the original image
size while verifying and testing. For data augmentation, we use random scale,
blur, channel shuffle, hue saturation, invert, grayscale and so on. And, training
the model use or not pre-trained model weight. In particular, during training,
we exchange X-axis and Y-axis label of some types of charts like Horizontal bar,
Grouped horizontal bar, Stacked horizontal bar, Horizontal box.
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Table 5. Performance on the custom test dataset of Adobe Synth.

Average recall Average precision Average F-measure

With pretrained 0.98913 0.99027 0.98970

Without pretrained 0.99594 0.99643 0.99619

+ OTB 0.99611 0.99651 0.99631

Ensemble 0.99826 0.99853 0.99839

Test challenge – – 0.9990

Table 6. Performance on the custom test dataset of UB PMC.

Average recall Average precision Average F-measure

With pretrained 0.92032 0.93234 0.92629

Without pretrained 0.93460 0.94606 0.94029

+ OTB 0.94220 0.94434 0.94327

Ensemble 0.95642 0.95861 0.95751

Test challenge 0.81560 0.81000 0.81280

Furthermore, to get better performance, we split datasets into 5-folds for
k-fold cross-validation, and ensemble results by Adaptive threshold point NMS
algorithm. Finally, on the test challenge stage, we re-split the dataset by 10:2 as
Train and Val set, and ensemble results of each type of chart by the performance
on the Val set. As summarized in Tables 5 and 6.

3.5 Task 5

CenterNet with the backbone DLA-34 is used to detect legend element and
legend pair. We use random flip, cropping, color jittering, and randomly shuffling
RGB channels as data augmentation. The input resolution of the network is
1024*1024. The network is trained with Adam [20] for 200 epochs with the initial
learning rate being 3.75e-4 and a batchsize of 32 (on 4 GPUs). The learning rate
is reduced by a factor of 10 at 150 and 170 epochs, respectively. The final results
on PMC and Adobe Synthetic datasets are shown in Table 7.

Table 7. Results for tasks 5.

Dataset Synthetic PMC

Average BBox Recall 92.82% 86.43%

Average BBox IOU 91.88% 81.78%
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3.6 Task 6

Our experiment split the training dataset to Train: Val 10:2 and used the same
method in task 4 to train the model. For the box representation element, point
representation element with five channels output or one channel output, we train
three models independently, finally, with the methods mentioned in task 6. We
get our result on the Test set without k-fold cross-validation and ensemble, As
summarized in Table 8.

Table 8. Performance on the test dataset of Task 6.

Adobe synthetic UB PMC

Average Visual Element Detection Score 90.67% 87.00%

Average Name Score 94.84% 78.54%

Average Data Score 70.30% 55.40%

Average Metric Score 76.43% 61.18%

4 Conclusion

Chart-info is a task to test the comprehensive ability, including machine learning,
image recognition, object detection, keypoint detection, OCR, and other tasks.
In every task, we explored and proposed our methods and achieved relatively
good performance. However, it is still hard work to understand and get insights
from charts, and we need to do more work.
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