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Abstract. In this paper, we propose 3DBodyTex.Pose, a dataset that
addresses the task of 3D human pose estimation in-the-wild. Generaliza-
tion to in-the-wild images remains limited due to the lack of adequate
datasets. Existent ones are usually collected in indoor controlled environ-
ments where motion capture systems are used to obtain the 3D ground-
truth annotations of humans. 3DBodyTex.Pose offers high quality and
rich data containing 405 different real subjects in various clothing and
poses, and 81k image samples with ground-truth 2D and 3D pose anno-
tations. These images are generated from 200 viewpoints among which
70 challenging extreme viewpoints. This data was created starting from
high resolution textured 3D body scans and by incorporating various
realistic backgrounds. Retraining a state-of-the-art 3D pose estimation
approach using data augmented with 3DBodyTex.Pose showed promis-
ing improvement in the overall performance, and a sensible decrease in
the per joint position error when testing on challenging viewpoints. The
3DBodyTex.Pose is expected to offer the research community with new
possibilities for generalizing 3D pose estimation from monocular in-the-
wild images.
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1 Introduction

In the past couple of years, human pose estimation has received a lot of attention
from the computer vision community. The goal is to estimate the 2D or 3D posi-
tion of the human body joints given an image containing a human subject. This
has a significant number of applications such as sports, healthcare solutions [3],
action recognition [3,6], and animations.

Due to the recent advances in Deep Neural Networks (DNN), the task of 2D
human pose estimation a great improvement in results [4,5,14]. This has been
mostly achieved thanks to the availability of large-scale datasets containing 2D
annotations of humans in many different conditions, e.g., in the wild [2]. In con-
trast, advances in the task of human pose estimation in 3D remains limited. The
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Fig. 1. Examples of the 3D body scans used to generate in-the-wild images with 2D
and 3D annotations of humans.

main reasons are the ambiguity of recovering the 3D information from a single
image, in addition to the lack of large-scale datasets with 3D annotations of
humans, specifically considering in-the-wild conditions. Existent datasets with
3D annotations are usually collected in a controlled environment using Motion
Capture (MoCap) systems [9], or with depth maps [7,17]. Consequently, the
variations in background and camera viewpoints remain limited. In addition,
DNNs [28] trained on such datasets have difficulties generalizing well to environ-
ments where a lot of variation is present, e.g., scenarios in the wild.

Recently, many works focused on the challenging problem of 3D human pose
estimation in the wild [16,18,26,27]. These works differ significantly from each
other but share an important aspect. They are usually evaluated on the same
dataset that has been used for training. Thus, it is possible that these approaches
have been over-optimized for specific datasets, leading to a lack of generalization.
It becomes difficult to judge on the generalization, and more precisely for in-
the-wild scenarios where variations coming from the background and camera
viewpoints are always present.

In order to address the aforementioned challenge, this paper presents a new
dataset referred to as 3DBodyTex.Pose. It is an original dataset generated from
high-resolution textured 3D body scans, similar in quality to the ones con-
tained in the 3DBodyTex dataset introduced in [19] and later on presented in
the SHARP2020 challenge [20,21]. 3DBodyTex.Pose is dedicated to the task of
human pose estimation. Synthetic scenes are generated with ground-truth infor-
mation from real 3D body scans, with a large variation in subjects, clothing,
and poses (see Fig. 1). Realistic background is incorporated to the 3D envi-
ronment. Finally, 2D images are generated from different camera viewpoints,
including challenging ones, by virtually changing the camera location and ori-
entation. We distinguish extreme viewpoints as the cases where the camera is,
for example, placed on top of the subject. With the information contained in
3DBodyTex.Pose, it becomes possible to better generalize the problem of the
3D human pose estimation to in-the-wild images independently of the camera
viewpoint as shown experimentally on a state-of-the-art 3D pose estimation app-
roach [27]. In summary, the contributions of this work are:
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(1) 3DBodyTex.Pose, a synthetic dataset with 2D and 3D annotations of human
poses considering in-the-wild images, with realistic background and standard
to extreme camera viewpoints. This dataset will be publicly available for the
research community.
(2) Increasing the robustness of 3D human pose estimation algorithms, specif-
ically [27], with respect to challenging camera viewpoints thanks to data aug-
mentation with 3DBodyTex.Pose.

The rest of the paper is organized as follows: Sect. 2 describes the related
datasets for the 3D human pose estimation task. Section 3 provides details about
the proposed 3DBodyTex.Pose dataset and how it addresses the challenges of
in-the-wild images and extreme camera viewpoints. Then, Sect. 4 shows the con-
ducted experiments, and finally Sect. 5 concludes this work.

2 Related Datasets

Monocular 3D human pose estimation aims to estimate the 3D joint locations
from the human present in the image independently of the environment of the
scene. However, usually not all camera viewpoints are taken into consideration.
Consequently, the 3D human body joints are not well estimated for the cases
where the person is not fully visible or self-occluded. In order to use such images
for training, labels for the position of the 2D human joints are needed as ground-
truth information [2,10]. Labeling such images from extreme camera viewpoints
is an expensive and difficult task as it often requires manual annotation. To
overcome this issue, MoCap systems can be used for precisely labeling the data.
However, they are used in a controlled environment such as indoor scenarios.
The Human3.6M dataset [9] is widely used for the task of 3D human pose esti-
mation and it falls under this scenario. It contains 3.6M frames with 2D and
3D annotations of humans from 4 different camera viewpoints. The HumanEva-
I [23] and TotalCapture [24] datasets are also captured in indoor environments.
HumanEva-I contains 40k frames with 2D and 3D annotations from 7 different
camera viewpoints. TotalCapture contains approximately 1.9M frames consid-
ering 8 camera locations where the 3D annotations of humans were obtained by
fusing the MoCap with inertial measurement units. Also captured within a con-
trolled environment, the authors of [13] proposed the MPII-INF-3DHP dataset
for 3D human pose estimation which was recorded in a studio using a green
screen background to allow automatic segmentation and augmentation. Conse-
quently, the authors augment the data in terms of foreground and background,
where the clothing color is changed on a pixel basis, and for the background,
images sampled from the internet are used. Recently, von Marcard et al. [11]
proposed a dataset with 3D pose in outdoor scenarios recorded with a moving
camera. It contains more than 51k frames and 7 actors with a limited number
of clothing style.

An alternative proposed with SURREAL [25] and exploited in [15], is to gen-
erate realistic ground-truth data synthetically. SURREAL places a parametric
body model with varied pose and shape over a background image of a scene to
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Table 1. Comparison of datasets for the task of 3D human pose estimation. (�) indi-
cates that clothing was synthetically added to the dataset.

3DBodyTex. Pose (Ours) HumanEva-I Human3.6M MPII-INF–3DHP TotalCapture 3DPW SURREAL

# of subjects 405 4 11 8 5 7 n/a

# of samples 81k 40k ∼3.6M >1.3M ∼1.9M >51k ∼6.5M

Ground-truth pose 2D+3D 2D+3D 2D+3D 3D 3D 3D 2D+3D

Real people Yes Yes Yes Yes Yes Yes No

Background Indoor & outdoor Indoor Indoor Green screen Indoor Outdoor Indoor

Clothing Realistic Realistic Realistic Realistic(�) No Limited No

# of total camera viewpoints 200 7 4 14 8 n/a n/a

# of challenging viewpoints 70 0 0 3 0 n/a n/a

simulate a monocular acquisition. Ground-truth 2D and 3D poses are known
from the body model. To add realism, the body model is mapped with clothing
texture. A drawback of this approach is that the body shape lacks details.

The 3DBodyTex dataset [19] contains static 3D body scans from people
in close-fitting clothing, in varied poses and with ground-truth 3D pose. This
dataset is not meant for the task of 3D human pose estimation. However, it is
appealing for its realism: detailed shape and high-resolution texture information.
It has been exploited for 3D human body fitting [22] and it could also be used
to synthesize realistic monocular images from arbitrary viewpoints with ground-
truth 2D and 3D poses. The main drawback of this dataset is the fact that it
contains the same tight clothing with no variations.

3 Proposed 3DBodyTex.Pose Dataset

In contrast with 3DBodyTex, the new 3DBodyTex.Pose dataset contains 3D
body scans that are captured from 405 subjects in their own regular clothes.
From these 405 subjects, 204 are females and 201 are males. Having different
clothing style from different people adds more variation to the dataset when
considering in-the-wild scenarios. Figure 1 shows a couple of examples of 3D
body scans with different clothing. In this work, the goal is to use the 3D body
scans to synthesize realistic monocular images from arbitrary camera viewpoints
with its corresponding 2D and 3D ground-truth information for the task of 3D
human pose estimation. The principal characteristics of 3DBodyTex.Pose are
compared to state-of-the-art datasets in Table 1.

The 3DBodyTex.Pose dataset aims to address the challenges of in-the-wild
images and the extreme camera viewpoints. Given that the only input is the set
of 3D scans, we need to estimate the ground-truth 3D skeletons, to synthesize the
monocular images from challenging viewpoints and to simulate an in-the-wild
environment. These three stages are detailed below.

Ground-Truth 3D Joints. To estimate the ground-truth 3D skeleton, we fol-
low the automatic approach of 3DBodyTex [19] where body landmarks are first
detected in 2D views before being robustly aggregated into 3D positions. Hence,
for every 3D scan we have the corresponding 3D positions of the human body
joints that is henceforth used as the ground-truth 3D skeleton.
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Fig. 2. Extreme camera viewpoints images (top row) from a single 3D body scan. The
blue dots represent the camera locations for each camera viewpoint. Better visualized
in color. (Color figure online)

Challenging Viewpoints. We propose to change the location and orientation
of the camera in order to create monocular images where also extreme viewpoints
are considered, see Fig. 2. Considering a 3D body scan P ∈ R

3×K , where K is
the number of vertices of the mesh, the 3D skeleton with J joints S ∈ R

3×J , and
also the homogeneous projection matrix Mn for the camera position n, we can
back-project the 3D skeleton into the image In by

S̄n = Mn · S, (1)

where S̄n ∈ R
3×J represents the homogeneous coordinates of the projected 3D

skeleton into the image plane In, corresponding to a 2D skeleton. In this way,
we are able to generate all possible camera viewpoints around the subject and
easily obtain the corresponding 2D skeleton. In summary, each element of the
3DBodyTex.Pose is composed of image In, 2D skeleton S̄n, and 3D skeleton S in
the camera coordinate system.

In-the-Wild Environment. In order to address the challenge of the in-the-wild
images with ground-truth information for the task of 3D human pose estima-
tion, we further propose to embed the 3D scan in an environment with cube
mapping [8] which in turns adds a realistic background variation to the dataset.
An example texture cube is shown in Fig. 3(a). The six faces are mapped to a
cube surrounding the scene with the 3D body scan at the center, see Fig. 3(b).
Realistic textures cubes are obtained from [1].
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(a) (b)

Fig. 3. (a) Example of an unfolded cube projection of a 3D environment (extracted
from [1]). (b) Example of a 3D body scan added to the 3D environment of a realistic
scene.

To have variation in the data, for each image, we randomly draw a texture
cube, a camera viewpoint and a 3D scan. The proposed 3DBodyTex.Pose dataset
provides reliable ground-truth 2D and 3D annotations with realistic and varied
in-the-wild images while considering arbitrary camera viewpoints. Moreover, it
offers a relatively high number of subjects in comparison with state-of-the-art
3D pose datasets, refer to Table 1. It also offers richer body details in terms of
clothing, shape, and the realistic texture. Figure 4 shows the data generation
overview.

4 Experimental Evaluation

In what follows, we use the approach proposed by Zhou et al. [27] to showcase
the impact of the 3DBodyTex.Pose dataset in improving the performance of 3D
pose estimation in the wild. We note that, in a similar fashion, 3DBodyTex.Pose
can be used to enhance any other existent approach. Our goal is to share this
new dataset with the research community and encourage (re-)evaluating and (re-
)training existent and new 3D pose estimation approaches especially considering
in-the-wild scenarios with a special focus on extreme viewpoints.

4.1 Baseline 3D Pose Estimation Approach

The work in [27] aims to estimate 3D human poses in the wild. For that, the
authors proposed to couple together in-the-wild images with 2D annotations with
indoor images with 3D annotations in an end-to-end framework. The authors
provided the code for both training and testing the network.

The network proposed in [27] consists of two different modules: (1) 2D pose
estimation module; and (2) depth regression module. In the first module, the
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Fig. 4. Data generation overview. The 3D body scan is placed in the center of the cube
mapping environment. Different camera viewpoints (in red) are considered in order to
capture the scene from multiple angles. Better visualized in color. (Color figure online)

goal is to predict a set of J heat maps by minimizing the L2 distance between
the predicted and the ground-truth heat maps where only images with 2D anno-
tations were used (MPII dataset [2]). Secondly, the depth regression module
learns to predict the depth between the camera and the image plane by using
the images where 3D annotations are provided (Human3.6M dataset [9]). Also
within the second module, the authors proposed a geometric constraint which
serves as a regularization for depth prediction when the 3D annotations are not
available. At the end, the network is built in a way that both modules are trained
together.

4.2 Data Augmentation with 3DBodyTex.Pose

We propose to retrain the network presented in [27] by adding the 3DBody-
Tex.Pose data to the training set originally used in [27]. Specifically, 60k addi-
tional RGB images from 3DBodyTex.Pose and their corresponding 2D skeletons
were used to increase the variation coming from realistic background and camera
viewpoints.
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Table 2. Quantitative results of the MPJPE in millimeters on the Human3.6M dataset
following the same protocol as in [27]. The average column represents the average error
value of all actions in the validation set.

Methods Average (mm)

Zhou et al. [27] 64.9

Zhou et al. [27] ++ (Ours) 61.3

Martinez et al. [12] 62.9

Rogez et al. [18] 61.2

Yang et al. [26] 58.6

Table 3. Results of the MPJPE while testing on challenging camera viewpoints only.

Methods Average (mm)

Zhou et al. [27] 292

Zhou et al. [27] ++ (Ours) 267

We first follow the same evaluation protocol as in [27] by testing on the
Human3.6M dataset [9], and using the Mean Per Joint Position Error (MPJPE)
in millimeters (mm) as an evaluation metric between 3D skeletons. Table 2
shows the results of retraining [27] by augmenting with 3DBodyTex.Pose (Zhou
et al. [27] ++) along with other reported state-of-the-art results as a reference.
Without using 3DBodyTex.Pose, the average error between the estimated 3D
skeleton and the ground-truth annotation is 64.9 mm, and when retrained with
the addition of our proposed dataset, the error decreases to 61.3 mm. This result
is a very promising step towards the generalization of 3D human pose estimation
for in-the-wild images. Despite the fact that testing in Table 2 is on Human3.6M
(indoor scenes only), retraining with 3DBodyTex.Pose helps bring the perfor-
mance of [27] closer to the top performing approaches [18,26] and even beating
others, i.e., [12].

As one of the aims of this paper is to mitigate the effect of challenging cam-
era viewpoints, we tested the performance of [27] on a new testing set contain-
ing challenging viewpoints only. These were selected from the 3DBodyTex.Pose
dataset and reserved for testing only1. Table 3 shows that adding the 3DBody-
Tex.Pose to the training set in the network of [27] performs better when testing
with challenging viewpoints only. Note that the relative high values of the errors,
as compared to Table 2, are due to the fact that the depth regression module is
learned with the 3D ground-truth poses of the Human3.6M dataset only.

5 Conclusion

This paper introduced the 3DBodyTex.Pose dataset as a new original dataset to
support the research community in designing robust approaches for 3D human
1 Never seen during training.
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pose estimation in the wild, independently of the camera viewpoint. It contains
synthetic but realistic monocular images with 2D and 3D human pose anno-
tations, generated from diverse and high-quality textured 3D body scans. The
potential of this dataset was demonstrated by retraining a state-of-the-art 3D
human pose estimation approach. There is a significant improvement in per-
formance when augmented with 3DBodyTex.Pose. This opens the door to the
generalization of 3D human pose estimation to in-the-wild images. As future
work, we intend to increase the size of the dataset covering more camera view-
points and realistic backgrounds, and by adding different scaling factors with
respect to the camera location in order to increase the generalization over the
depth variation.
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