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Abstract Medical image compression finds extensive applications in the fields of 
healthcare, teleradiology, teleconsultation, telemedicine, and telematics. The devel-
opment of picture archiving and communication systems (PACS) is implemented by 
efficient compression algorithms. The medical imagery also needs to be compressed 
to obtain optimum compression with high diagnostic quality. In order to achieve 
reduction of transmission time and storage costs, efficient image compression meth-
ods without degradation of images are needed. In medical image compression tech-
niques, the lossy and lossless methods do not produce an optimum compression 
with no loss of information. The high compression and without loss of diagnosis 
ability for the medical image should only be aimed at developing an optimum image 
compression techniques. Medical image compression algorithms developed so far 
focused toward only on space reduction and did not concentrate much on the char-
acterization of the images and the effects of compression on the image quality.
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1  Introduction

The enormous quantity of data as medical images demands extensive data storage 
capacity, data processing, and data analyzing as they are difficult to transfer. Even 
though latest developments in the storage systems are available, the digital com-
munication system needs larger data storage capacity and data transmission band-
width which exceeds the capabilities of available technologies. It is advantageous to 
represent with smaller storage bits; whenever there is a need for the original image 
to be reconstructed, it is transferred as compressed image information. Image com-
pression is a minimized graphics file without significant degradation in the quality 
of the image. In the image decompression, the images are converted back to the 
original one, or the best approximation of the original images. Digital image is a 
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two-dimensional array of picture elements called pixels which represents the inten-
sity at specific points in an image. Nowadays medical imaging generates images in 
the digital format for easy access, storage for future retrieval, and transmission from 
one location to another. As these imaging techniques produce a high volume of data, 
compression becomes mandatory for the storage and reducing transmission time. 
Digital images can be classified into different types, e.g., binary, grayscale, color, 
false color, multispectral, and thematic [1, 2].

1.1  Image Compression

The process of representing the image with less number of bits by removing the 
redundancies from the image is called compression (Gonzalez and Woods 2002) 
which is described in terms of compression ratio (CR) or the number of bits per 
pixel (bpp) termed bit rate. CR and bit rate are determined using the following for-
mula [3]:

 
CR

Original image size in bits

Compressed image size in bit
=

ss  

 
Bit rate

No of bits transmitted

seconds
=

 

In general, three types of redundancy can be identified [4].
There are three types of redundancies:

• Coding redundancy
• Inter-pixel redundancy
• Psycho-visual redundancy

1.2  Coding Redundancy

In images, some gray values appear more frequently than others. By assigning less 
number of symbols (bits) to more probable ones and a number of symbols (bits) to 
less probable ones, coding redundancies can be effectively reduced. A variable 
length coding is a commonly used technique which explores coding redundancy to 
reduce the redundant data from the image [5]. The most accurate and popular cod-
ing techniques of variable length are Huffman and arithmetic coding.
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1.3  Inter-pixel Redundancy

This method is used to remove the inter-pixel correlation of images [6].

1.4  Psycho-visual Redundancy

The natural eye doesn’t have equivalent affectability to all or any visual detecting 
data. Certain data might be a littler sum huge than other data in typical visual han-
dling. This data is named as psycho outwardly excess data. It’s frequently wiped out 
without changing the visual nature of the image as such an information isn’t urgent 
for ordinary visual preparing. The end of psycho-visual excess information is 
alluded as quantization, since it brings about loss of quantitative information [7].

1.5  Image Compression Model

The image pressure framework is presented in Fig. 1. The source encoder that is 
presented in Fig. 1a lessens redundancies of the information image. The mapper 
changes the information image into a variety of coefficients to diminish between 
pixel redundancies which is a reversible cycle. The image encoder makes a fixed or 
variable length code to speak to the quantizer yield.

The source decoder is presented in Fig.  1b. It contains two squares, namely, 
image decoder and reverse mapper. These squares play out the converse activity of 
image encoder and mapper individually. The recreated image could conceivably be 
an accurate copy of the information image [8, 9].

Source Decoder Inverse Mapper

a.

b.

Symbol EncoderQuantizerMapper

Fig. 1 Block diagram of image compression. (a) Source encoder. (b) Source decoder
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1.6  Classification of Image Compression

Comprehensively the image pressure is separated into two sorts: lossless image 
pressure and lossy image pressure. In lossless image pressure, the remade image is 
practically like the first image. The degree of image pressure accomplished can be 
spoken to by CR. The CR showed for lossless strategies is regularly around 2:1 to 
3:1. The pressure proportion of lossy image pressure is consistently higher than that 
of lossless pressure methods. However, the reproduced image contains corruptions, 
comparative with the first image. A lossy compression method is called visually 
lossless. The loss of information caused by compression method is invisible for an 
observer.

1.7  Quality Measures for Image Compression

Quality measures are evaluated on the grounds that the quantitative proportions of 
attributes or properties of the outcome. Quality measures are the estimation devices 
which might not decide the norm of the outcome. Quality measures additionally 
choose how legitimate the calculations are in conceiving the predefined results. The 
quality estimates utilized for assessing the pressure are top sign to commotion pro-
portion (PSNR), compression ratio (CR), mean square error (MSE), and bits per 
pixel (bpp). During this PSNR and compression proportion are valuable for pres-
sure and information transmission. Mean square mistake is useful for imagining the 
blunder. PSNR gauges the norm of a remade image contrasted and a smart image. 
The basic thought is to register one number that mirrors the norm of the packed 
image. Customary PSNR measures probably won’t acknowledge as obvious with 
human abstract recognition. A few examination bunches are performing on percep-
tual measures, yet PSNR is utilized in light of the fact that they’re simpler to figure. 
Likewise note that various measures don’t generally mean better quality.

The mean square error (MSE) of the reconstructed image is computed as follows:
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where Eq. (1) is the sum over i and j denotes the sum of all pixels in the images. 
The PSNR relates the MSE to the maximum amplitude of the original image. PSNR 
is measured in decibels and is defined as
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where in Equation (2) 255 is the maximum possible intensity for 8-bit grayscale 
image. In image compression, acceptable values of PSNR are in between 30 dB and 
50 dB; the higher is better [11].

1.8  Lossless Compression

In lossless weight methodologies, the reproduced picture after weight is a lot of 
equivalent to the principal picture. Generally, lossless weight is gotten by coding 
strategies. Entropy coding encodes the genuine game plan of pictures with the less 
number of pieces expected to address them using the probability of the pictures. 
Weight is procured by giving variable size codes to pictures. The shorter codeword 
is given to more potential pictures. Huffman coding and arithmetic coding are the 
chief recognized entropy coding methods. Lossless weight systems are regularly 
realized using Huffman coding and arithmetic coding. Huffman coding may be a 
most picked prefix code. It consigns a social event of prefix codes to pictures set up 
on their probabilities. Pictures that happen more consistently will have shorter code-
words than pictures which happen less generally. Also two pictures having code-
words with same most extraordinary length happens once in a while. Huffman 
coding is insufficient when the letter set size is almost nothing and a probability of 
happening of pictures is very skewed. Calculating coding is more capable when the 
letter size all together is near nothing or the picture probabilities are outstandingly 
skewed. Making codewords for plans of pictures is viable than conveying an extraor-
dinary codeword for each picture during a string. A specific number related code 
could be created for a specific progression without making codewords for all game 
plans of that length. This is routinely unprecedented for Huffman codes. One 
marked regard is allotted to a square of pictures, which is especially decodable. 
Calculating coding gives higher weight extents than Huffman coding. Run-length 
encoding strategy is the most un-irksome weight methodology. It’s profitable when 
the information to be compacted contains long runs of repeated characters or pic-
tures [12].

1.9  Lossy Compression

Lossy compression can be implemented by transform and encoding methods. The 
transform will decompose the image and encoder will remove the repeated data. 
This method will give high amount of compression.
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1.10  Medical Image Compression

Several analysts inside their investigations have shown the novel advance in the 
field of clinical pressure in both lossless and lossy classifications [13]. Lossless 
compressions can do a high pressure proportion of 3:1, restoring the image without 
loss of information. As advanced images include a sweeping proportion of room for 
putting away, the more prominent aspect of the investigation is focused on lossy 
pressure that clears irrelevant information sparing all the appropriate and crucial 
image information. All the methods include different degrees of wavelet deteriora-
tion prompting the high computational intricacy at the upper degree of disintegra-
tion more subtleties which will be an edge to ask bigger pressure proportions yet 
brings about energy misfortune. Energy held will be more if the image is decayed to 
less levels; however pressure accomplished is a littler amount [14, 15].

Table 1, the development of medical image compression algorithms concern 
only on space reduction and does not concentrate much on the characterization of 
the images after compression [16]

2  Wavelet Transform

The wavelet transform is very important for image compression. This will decom-
pose the images. There are many transforms available. Based on their characteris-
tics, we can select suitable transform for particular applications. There are 
Daubechies, Haar, Symlet, Coiflet, and biorthogonal transforms available. Wavelet 
transform is used in this work to decompose the images. The basic wavelet is 
Daubechies wavelet. The Haar wavelet is given below [17–19]:

Table 1 Image compression algorithms

Algorithms Methodologies

Lossless 
compression

The lossless compression is used, where there is no compromise on high 
quality of output image

Lossy 
compression

Transform methods provide higher image compression
DCT- wavelet method lacks from blocking facts at low bitrates
Wavelet-based compression methods have various levels of wavelet 
decomposition leading to difficulty

Medical image 
compression

All the methods delineated above include various degrees of wavelet decay 
bringing about the high computational complex at the more elevated level of 
disintegration which brings about more subtleties that can be of limit to get 
bigger pressure proportions but leads to energy loss

Hybrid 
algorithms

All the hybrid algorithms are based on transform method
The transform-based algorithm falls under the category of lossy compression

R. Pandian et al.



41

 

� t

t

t� � �
� �

� � �
�

�
�

�
�

1 0 1 2

1 1 2 1

0

/ ,

/ ,

otherwise.
 

(3)

Its scaling function ϕ(t) can be described as
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2.1  Wavelet Transform-Based Compression

In lossy pressure, the reproduced image after pressure is a guess of the primary 
image. A lossy pressure technique is entitled outwardly lossless when the loss of 
information brought about by pressure strategy is undetectable to a spectator. Lossy 
pressure is frequently characterized into two classes, namely, spatial space methods 
and change area procedures. In spatial area methods, the pixels inside the image are 
utilized, whereas in change space procedures, the image pixels are changed over 
into a substitution set of qualities, as change coefficients, for additional preparing. 
Prescient coding might be a recognizable spatial space strategy that works explicitly 
on the image pixels. Transform technique is a widely utilized technique in lossy 
pressure. An image is compacted by changing the corresponding pixels to a totally 
novel portrayal (change space) where they’re de-related. The change coefficients 
are free of one another, and the vast majority of the energy is stuffed during a couple 
of coefficients. The change coefficients are quantized to downsize the measure of 
pieces inside the image, and accordingly the piece of quantized nonzero coefficients 
must be encoded. This is frequently a many-to-one planning. Quantized coefficients 
are additionally compacted utilizing entropy coding procedures to an obviously 
flexible and better by and large pressure. The change used in the change area might 
be a direct change. It gives more effective and direct method of pressure. Lossy 
pressure comprises of three sections. The essential part might be a change to down-
size the between pixel excess of image. At that point a quantizer is regularly applied 
to dispose of psycho-visual repetition to speak to the information with less number 
of pieces. The quantized pieces are then productively encoded to ask more pressure 
from the coding excess. In lossy pressure the information misfortune is because of 
quantization of the image co-production. Quantization is frequently measured in 
light of the fact that the way toward arranging the image into various pieces and 
speaking to each piece with a value. A quantizer fundamentally decreases the mea-
sure of pieces important to store the changed coefficients by lessening the precision 
of these qualities. Scalar quantization (SQ) is frequently performed on every indi-
vidual coefficient and vector quantization (VQ) on a gaggle of the coefficient. 
Numerous scientists are attempting to improve pressure plans utilizing modern vec-
tor quantization yet setting apportioning in various leveled tree accomplished better 
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outcomes utilizing uniform scalar quantization. During this pressure uniform scalar 
quantization is frequently utilized for improving pressure efficiency [20, 21].

2.2  Significance of Wavelet Analysis

In compression it is ought to be underlined that Fourier change includes averaging 
of the sign with a period direction which brings about a misfortune inside the nitty 
gritty transient data of the sign. Fourier change likewise includes a fixed goal for all 
frequencies. Conversely, wavelet examination changes an image inside the time 
area into a recurrence space with various goals at various sign frequencies. As such, 
it gives a multi-goal way to deal with image investigation. Inside the wavelet-based 
methodology, the higher the sign recurrence, the better the goal and the reverse way 
around. The wavelet approach gets a period scale deterioration of the sign into 
account utilizing an interpretation (time) boundary and a scale boundary. There are 
two methodologies: persistent wavelet changes (CWT) and discrete wavelet changes 
(DWT). In both CWT and DWT approaches, the understanding boundary is dis-
crete; though the size boundary is permitted to fluctuate consistently in CWT [22], 
it is yet discrete in DWT. So as to beat impediments in pressure, a few methodolo-
gies are proposed which upheld time-recurrence confinement, similar to envelope 
examination: Gabor windowed Fourier transform (GWFT) and wavelet investiga-
tion techniques. Generally, the Fourier change (FT) is broadly used in image han-
dling. Since it doesn’t give time confinement, it’s seldom suitable for non-fixed 
cycles. Along these lines it’s less valuable in breaking down non-fixed information, 
where there’s no reiteration inside the district sampled [23]. Furthermore, one 
among the limitations of Fast Fourier transform (FFT) in image investigation is the 
nonappearance of worldly data. The short-time Fourier transform (STFT) confines 
time by moving time window. The width is fixed of as far as possible the high- 
recurrence run. Wavelet changes permit the segments of a non-fixed sign to be 
investigated, permit channels to be built for both fixed and non-fixed signals, and 
have a window whose transmission capacity shifts in relation to the recurrence of 
the wavelet. The wavelet modifies down the image into different scales inside the 
time area, while the Fourier change presents an image in light of the fact that the 
total of sinusoidal elements of single recurrence. The wavelet change removes 
image highlights and non-fixed aggravation highlights in an image over the whole 
range without a prevailing waveband. The arrangement of wavelets would charac-
terize a base from which a symmetrical deterioration of the main image is regularly 
made with similarity to the Fourier examination. Symmetrical wavelet changes 
catch free data. That measures a full decay of the image was done the measure of 
wavelet coefficients was an equal on the grounds that the first image and will be 
recombined to recreate the main image. It’s accepted that wavelet investigation can 
assume a major part in pressure research and for diagnostics device. Wavelet trans-
form is a broadly received strategy for pressure. Essential pressure plot during this 
strategy is actualized inside the accompanying the request the relationship, quanti-
zation, and encoding. The DCT and DWT are well-known changes wont to de relate 

R. Pandian et al.



43

the pixels. The wavelet change deteriorates the image into various recurrence sub-
groups, to be specific lower-recurrence subgroups and better-recurrence subgroups, 
by which smooth varieties and subtleties of the image are frequently isolated. The 
majority of the energy is compacted into lower-recurrence subgroups. The greater 
part of the coefficients in higher-recurrence subgroups are little or zero and have a 
twisted to be assembled and furthermore are situated inside a similar relative spatial 
area inside the subgroups. Hence pressure strategies utilize wavelet changes that are 
effective in giving high paces of pressure while keeping up great image quality and 
are better than DCT-based techniques. In DCT a large portion of the energy is com-
pacted into lower-recurrence coefficients to quantization [23]; the vast majority of 
the upper-recurrence coefficient become little or zero and have a twisted to be 
assembled. DCT is performed on 8x8 non-covering blocks, and along these lines the 
DCT coefficients of each square inside the image are quantized. Yet, at higher pres-
sure proportions, hindering antiques are obvious utilizing JPEG strategy. Each 
degree of deterioration makes low-recurrence parts (estimation sub-band LL) and 
high-recurrence segments (three detail subgroups LH, HL, and HH) utilizing low- 
pass and high-pass channels (hL(k) and hH(k), individually. LL sub-band is fre-
quently additionally disintegrated for ensuing degree of decay. On the off chance 
that the degree of disintegration expands, the better subtleties are caught all the 
more effectively. The image subtleties are pressed into a little number of coeffi-
cients, which are decreased to less number by following a quantization. The blunder 

Fig. 2 Original image (512 × 512)
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or misfortune in data is on account of the quantization step. This results in a mark-
down in the pieces with various probabilities and entropy. Figures 2 and 3 show the 
primary image and hence the 1-level wavelet decay of dark-scale CT lung image 
which is of size 512 × 512 [24, 25].

2.3  Selection of Decomposition Level Based on Quality 
of Image Compression

It is important to choose an appropriate number of decay levels dependent on the 
idea of the image or on a reasonable model. In this examination, the most extreme 
incentive for the nature of pressure has been considered as a standard for choice of 
disintegration level. The utilization of wavelet change to investigate or break down 
the image is called decay. Wavelets are two sorts of channels. The technique to reg-
ister the wavelet change by recursively averaging and separating coefficients is 
known as the channel bank, which initially is a low-pass channel (lpf) and subse-
quently a high-pass channel (hpf). Every one of the channels is down inspected by 
two. Every filter of those two yield images can be further [26, 27].

Practically speaking, it’s important to pick a suitable number of deterioration 
levels that will uphold the personality of the image, or on a proper measure. During 
this investigation, the most extreme incentive for the norm of pressure has been 
considered as a model for choice of decay level. The utilization of wavelet change 

Fig. 3 DWT-based decomposed image (level 1)
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to explore or disintegrate the image is named deterioration. Wavelets are two kinds 
of channels. The strategy to process the wavelet change by recursively averaging 
and separating coefficients is named the channel bank, which initially might be a 
low-pass channel (lpf) and subsequently might be a high-pass channel (hpf). Every 
one of the channels is down inspected by two. Every one of these two yield images 
is regularly additionally changed. Correspondingly, this cycle is regularly rehashed 
recursively a few times, prompting a tree structure called the decay tree. Wavelet 
decay creates a group of progressively composed disintegrations. It breaks down an 
image into a progressive arrangement of approximations and subtleties. The sum 
inside the progressive system regularly compares to a dyadic scale. The decision of 
a fitting degree of the progressive system will rely on the image. At each level j, an 
estimate at level j or Aj and a deviation image or Dj are manufactured. Figure 4 
presents a graphical portrayal of this progressive three-level decomposition [29, 30].

In wavelet-based image coding, differing types of orthogonal and bio-orthogonal 
filters are designed by researchers for compression. The choice of wavelet filters 
plays a crucial role in achieving an efficient compression performance, since there’s 
no filter that performs the simplest for all sort of images. The Haar wavelet isn’t 
suitable for compression, thanks to its property of discontinuity, and it yielded the 
worst performance in compression. The Daubechies wavelet may be a continuous 
orthogonal compactly supported wavelet, but it’s not symmetric. The prevailing 
compression method uses the biorthogonal wavelet rather than orthogonal. The 
Daubechies, Symlet, and Coiflet filters have a singular property of more energy 
conservation, more vanishing moments, and regularity and asymmetry than bio- 
orthogonal filters. The second-order wavelet was chosen because the mother 

3rd Level decomposition
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1st Level decomposition
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HPF
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HPF
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Fig. 4 Graphical representation of three-level decomposition
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wavelet has advantages for solving local performance of two-dimensional images. 
Biorthogonal wavelet of order 1.1, Symlet wavelet of order 2, and Coiflet wavelet of 
order 2 because of the mother wavelet are chosen for compression. The wavelet 
transform is employed in compression, for the decomposing of the pictures into 
low-frequency and high-frequency coefficient. The varied mother wavelets like 
Symlet, Coiflet, and biorthogonal wavelet transform are utilized in this work, their 
effectiveness of compression is evaluated, and optimum mother wavelet is addition-
ally chosen from the results.

3  Encoding

3.1  Encoding the Images

This is the method to apply the images after decomposition by transform. Here the 
following methods are applied and performance is measured.

3.2  Types of Encoding

3.2.1  Embedded Wavelet

The EZW is simple, yet amazingly powerful, image pressure calculation, having the 
property that the pieces in the spot stream are created arranged by centrality, yield-
ing a totally implanted code. The installed code speaks to a succession of paired 
choices that separate an image from the “invalid” image. This calculation applies a 
spatial direction tree structure, from which noteworthy co efficient can be removed 
in the wavelet domain. EZW encoder doesn’t really pack any image. It organizes 
just the wavelet coefficients so that they can be compacted in the most ideal way.

3.2.2  SPIHT

This algorithm adopts a spatial orientation tree structure, from which significant 
coefficients can be extracted in the wavelet domain.

The SPIHT algorithm is unique in that it does not directly transmit the contents 
of the sets, the pixel values, or the pixel coordinates.

The SPIHT coder incorporates a grouping of arranging and refinement passes 
applied with diminishing greatness limits. In the arranging pass, the coefficients that 
surpass and equivalent to the current size limit are named as noteworthy and incon-
sequential assuming in any case. At the point when a coefficient is right off the bat 
named as noteworthy, the indication of the coefficient is quickly yielded. In the 
event that the indication of the critical coefficient is positive, SPIHT coder yields 
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“1.” Then again, it communicates “0” to the touch stream. At the point when the 
unimportant hubs are coded, SPIHT coder examines the coefficient in the fixed 
request, which spares a ton of pieces by parceling the hubs in the subsets that con-
tain numerous immaterial coefficients for the current size limit. After all the coef-
ficients are examined in the arranging pass, SPITH coder at that point begins to deal 
with the refinement pass and halves the quantization threshold for the next pass until 
the magnitude threshold equals to 0.

3.2.3  Spatial Orientation Tree Wavelet

The STW is similar to SPIHT. STW applies the variation in encoding the zero tree 
information. The locations of transformed values undergo state transitions, from 
one threshold to the next.

3.2.4  Wavelet Difference Reduction

The WDR gives a lesser PSNR. SPIHT encoding method codes the individual bits 
of wavelet transform coefficients after decomposing the image in a bit-plane 
sequence. Thus, it is capable of achieving high compression at higher decomposi-
tion level when compared with other encoding methods.

4  Lossless Compression

In lossless compression techniques, there is no loss of information in the recon-
structed image after compression. In general, high quality is achieved by this 
method. This method can be performed by encoding method. The amount of com-
pression of this method is less when compared with lossy method.

Lossless image compression techniques can be implemented using Huffman 
coding and arithmetic coding.

4.1  Huffman Coding

Huffman coding is the most chosen prefix coding technique. It allocates a gathering 
of prefix codes to images established on their probabilities. Images that happen 
more regularly will have shorter codewords than images which happen less often. 
Likewise two images having codewords with same greatest length is less likely to 
happen. Huffman coding is ineffectual when the letter set size is close to nothing, 
and along these lines the likelihood of event of images is slanted.
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4.2  Arithmetic Coding

Number juggling coding is more productive when the letters in order size are close 
to nothing or the image probabilities are exceptionally slanted. Creating codewords 
for successions of images is productive than producing a different codeword for 
each image during a grouping. A solitary number juggling code are frequently 
acquired for a particular succession without creating codewords for all groupings of 
that length. This is regularly inconceivable for Huffman codes. One label esteem is 
allocated to a square of images, which is solely decodable. Number juggling coding 

Fig. 5 (a) Compressed image of CT cancer lung sagittal view using bio-orthogonal with EZW, (b) 
compressed image of CT cancer lung sagittal view using bio-orthogonal with EZW, (c) com-
pressed image of CT cancer lung sagittal view using bio-orthogonal with EZW (d) compressed 
image of CT cancer lung sagittal view using bio-orthogonal with EZW
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might be such a variable-length entropy encoding. A string is changed over to 
number- crunching encoding; as a rule characters are put away with less number of 
pieces. Number-crunching coding does an identical entire message into one num-
ber, a part n where (0.0 ≤ n < 1.0).

Figures 5a–d and 6a–d show the compressed image of cancer-affected CT lung 
sagittal view using biorthogonal wavelet. The numerical results seen from Table 3.15 
indicate that the SPIHT yields better results compared to other compression 
methods.

From the table, it is often inferred that the PSNR is suffering from an outsize 
marginally with the rise in CR. The choice of wavelet plays an important part in 
achieving an efficient compression performance because there’s no filter that can 

Fig. 6 (a) Compressed image of CT cancer lung sagittal view using bio-orthogonal with SPIHT 
(CR  =  85.24%, PSNR  =  41.84), (b) compressed image using bio-orthogonal with SPIHT 
(CR  =  19.26%, PSNR  =  44.24), (c) compressed image using bio-orthogonal with SPIHT 
(CR = 5.9%, PSNR =36.95), (d) compressed image using bio-orthogonal with SPIHT (CR = 1.71%, 
PSNR = 29.10)
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perform the simplest for all images. The main objective of this work is to realize a 
high compression ratio, which is achieved with a better level of decomposition. The 
number of filter banks used is high at higher decomposition level. Some information 
will be lost.

5  Conclusion

In the lossy compression, the decomposition levels and vanishing moments are var-
ied in the different compression algorithms. It is observed that all the mother wave-
lets performed well at first level of decomposition, irrespective of their types and 
image formats. The increment in the decomposition level produced a less PSNR 
value and more compression ratio increase irrespective of the wavelet type used for 
compression. The bits per pixels are same as PSNR value, since both are related. 
The minimum errors are obtained by decomposition level one.

References

 1. Adler D C et al. (2004), "Speckle reduction in optical coherence tomography images by use of 
a spatially adaptive wavelet filter”, Optics Letters, Vol. 29.

 2. Ahmed (1974),“Discrete cosine transform”, IEEE Transaction on Computer, Vol. C-23, No. 1, 
pp. 90–93.

 3. Ahmed Al-Gindy (2017), “Digital image watermarking technique for big size watermarks and 
high-resolution images using discrete cosine transform”, International Journal of Signal and 
Imaging Systems Engineering, Vol 10(6).

 4. Akshay Kekre and Dr Sanjay Pokle (2013), “Improved Image Compression Using Wavelet 
Transform and Differential Pulse Code Modulation Technique” International Journal of 
Engineering Research & Technology (IJERT) Vol. 2(7).

 5. Antonini M et  al. (1992),“Image Coding Using Wavelet Transform”, IEEE Transaction on 
Image Process, Vol. 1, No. 2, pp. 205–220.

 6. Archana and Deshlahra et al. (2010) “A Comparative Study Of DCT, DWT & Hybride (DCT- 
DWT) Transform”. IEEE Transaction on Image processing.

 7. Aree Ali Mohammed and Jamal Ali Hussian (2011), “Hybrid Transform Coding Scheme for 
Medical Image Application” 2011 IEEE Transaction on image processing.

 8. Ashraf et  al. (2006), "Compression strength of stainless steel cross- sections", Journal of 
Constructional Steel Research Vol. 62(1), pp. 105–115.

 9. Banafa A Y (1993), “A comparative study of image compression techniques within a noisy 
channel environment”, Ph.D. Thesis, Lehigh University, Bethlehem.

 10. Bhatia S K (2006), “Visual Data Processing”, Lecture note.
 11. Bhavani S and Thanushkodi K (2010), “A survey on coding algorithms in medical image 

compression”, International Journal on Computer Science and Engineering Vol. 2(5) 
pp. 1429–1434.

 12. Boleik (2000), “JPEG2000 next generation image compression system features and syntax”, 
in Proc. International Conference on Image Processing, Vol. 2, pp. 45–48.

 13. Bryan E.  Usevitch (2001), “A Tutorial on Modern Lossy Wavelet Image Compression: 
Foundations of JPEG 2000”, IEEE Signal Processing Magazine.

R. Pandian et al.



51

 14. Cadder Bank A R (1997), “Loss less image compression using integer to integer wavelet trans-
forms”, International Conference on image processing, Vol. 1, pp 596–599.

 15. Carlos et al. (2007), “Classification of Real Flaws Using Ultrasonic Signals”, ndt. Net.
 16. Chen and Yen-Yu. (2007) “Medical image compression using DCT-based subband decompo-

sition and modified SPIHT data organization”, International Journal of Medical Informatics 
Vol.76 (10), pp. 717–725.

 17. Chenwei Deng and Weisi Lin (2012), “Content-Based Image Compression for Arbitrary- 
Resolution Display Devices”, IEEE Transactions on Multimedia Vol. 4, pp. 1127–1139.

 18. Choong et al. (2007) “Cost-effective handling of digital medical images in the telemedicine 
environment”, International Journal of Medical Informatics, Vol. 76(9), pp. 646–654.

 19. Christos Stergiou and Dimitrios Siganos D (2007), “Neural Networks”, (http://www.docstoc.
com/docs/15050/neuralnetworksby- Christos- Stergiou- and- Dimitrios- Siganos) online.

 20. Cobas and Carlos J (2008), “Compression of high resolution 1D and 2D NMR data sets using 
JPEG2000.” Chemometrics and Intelligent Laboratory Systems Vol. 91(2), pp. 141–150.

 21. Cosman P C et al. (1994), “Evaluating quality of compressed medical images: SNR, subjective 
rating, and diagnostic accuracy”, in of the Proceedings IEEE, Vol. 82(6), pp. 919–932.

 22. Davis L and Johns S J (1979), “Texture analysis using generalized co-occurrence matrices”, 
IEEE Transactions on Pattern Analysis and Machine Intelligence, PAMI-1, pp. 251–259.

 23. David Bethel (1997), “Optimisation of still image compression techniques”, Ph.D.  Thesis, 
Bath University, U.K

 24. Dhawan and Sachin (2011), “A review of image compression and comparison of its algo-
rithms”, International Journal of Electronics & Communication Technology 2(1), pp. 22–26.

 25. Dragan and Dragan Ivetic (2009), “An approach to DICOM extension for medical image 
streaming”, DAAAM international scientific book, pp. 25–35.

 26. El-Maleh et  al. (2000), “Speech music discrimination for multimedia application”, IEEE 
International Conference on Acoustics, Speech, and Signal Processing, Turkey, pp. 2445–2448.

 27. Erickson and Manduca B J (1998), “Wavelet compression of medical images”, Radiology, Vol. 
206, pp. 599–607.

 28. Geeta Kaushik and Lillie Dewan (2016), “Analysis of DWT signal denoising on various bio-
medical signals by neural network”, International Journal of Signal and Imaging Systems 
Engineering, Vol. 9(6), pp. 342–356.

 29. Ramandeep Kaur and Navneet Randhawa (2012), “Image Compression Using Discrete Cosine 
Transform & Discrete Wavelet Transform”, International Journal of Computing & Business 
Research, pp. 2229–6166.

 30. Gemma piella (2005), “Adaptive lifting schemes combining semi norms for lossless image 
compression”, IEEE International conference on image processing. Vol. 1, pp. 753–756, 2005.

Development of Compression Algorithms for Computed Tomography and Magnetic…

http://www.docstoc.com/docs/15050/neuralnetworksby-Christos-Stergiou-and-Dimitrios-Siganos
http://www.docstoc.com/docs/15050/neuralnetworksby-Christos-Stergiou-and-Dimitrios-Siganos

	Development of Compression Algorithms for Computed Tomography and Magnetic Resonance Imaging
	1 Introduction
	1.1 Image Compression
	1.2 Coding Redundancy
	1.3 Inter-pixel Redundancy
	1.4 Psycho-visual Redundancy
	1.5 Image Compression Model
	1.6 Classification of Image Compression
	1.7 Quality Measures for Image Compression
	1.8 Lossless Compression
	1.9 Lossy Compression
	1.10 Medical Image Compression

	2 Wavelet Transform
	2.1 Wavelet Transform-Based Compression
	2.2 Significance of Wavelet Analysis
	2.3 Selection of Decomposition Level Based on Quality of Image Compression

	3 Encoding
	3.1 Encoding the Images
	3.2 Types of Encoding
	3.2.1 Embedded Wavelet
	3.2.2 SPIHT
	3.2.3 Spatial Orientation Tree Wavelet
	3.2.4 Wavelet Difference Reduction


	4 Lossless Compression
	4.1 Huffman Coding
	4.2 Arithmetic Coding

	5 Conclusion
	References




