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Dedication of Veronika Borutinskaitė—
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Preface

The decision to prepare the monograph “Epigenetics and Proteomics in Leukemia”
was influenced by several factors. First of all, nowadays high technologies develop
very fast and are used on a massive scale, but one of the world’s largest health
problems—cancer—still exists. Second, we set ourselves the goal of describing
our achievements after more than 20 years of active and productive research in the
field of cancer treatment. Our innovative research in the field of cancer focuses on
leukemia, a blood cancer.

Aging of the hematopoietic system is associated with various changes at the
molecular, cellular, and physiological levels. Changes in the function and expression
of molecular factors and age are the main prognostic factors for the development
of leukemia. Genetic and/or epigenetic changes may be very different in patients
with the same diagnosis of leukemia. Therefore, treatment of leukemia should be
personalized based on the patient’s cytogenetic and epigenetic changes, biological
age, drug tolerance, disease stage, etc. Thus, it is necessary to select a treatment
strategy with maximum efficacy and minimal toxicity to the patient.

Epigenetic regulation plays a special role in the normal development of cells.
As a result, the number of clinical trials using epigenetic regulators as drugs in
the treatment of leukemia has increased significantly in recent years. Epigenetic-
based therapies open up new possibilities for the successful treatment of leukemia.
Nevertheless, it is necessary to select a treatment strategy with maximum efficacy
and minimal toxicity to the patient. In our study, special attention has been paid to
epigenetic differentiation treatment for leukemia. New drugs and their combinations
are being examined and proposed for optimal treatment of leukemia with minimal
side effects. In addition, epigenetic therapy also contributes to the prevention of
leukemia recurrence. Therefore, epigenetic reprogramming of leukemic and cancer
cells, in general, is a new strategy for cancer therapy.

The main motive of targeted epigenetic therapy is to detect epigenetically
silenced genes and epigenetic effector proteins, activate them, and induce ther-
apeutic effects such as differentiation, growth inhibition, and apoptosis. In this
monograph, we present our achievements that contribute to the elucidation of
molecular factors of myeloid leukemia involved in cell regeneration, differentia-
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tion, and aging processes, which would make a significant input to the effective
treatment of leukemia. For visualization, characterization, and evaluation of protein-
marker changes, we generate and present the computational methods necessary for
proteome analysis and estimation of protein localization in the cell.

A number of our colleagues participated in the research that was presented
and summarized in this monograph. We are especially grateful to current and
former colleagues at the Department of Molecular Cell Biology at the Institute of
Biochemistry, Life Sciences Center, Vilnius University. We want to give our special
thanks to colleagues at the Electronic Systems Department, Faculty of Electronics,
Vilnius Gediminas Technical University.

We are grateful for the fruitful collaboration within Visby Program project
with Division of Medical Microbiology and Division of Automatic Control at
the Linköping University. We are particularly grateful for the collaboration with
hematologists of Vilnius University Hospital Santaros Klinikos. Our former student
Monika Jasnauskaitė who studied epigenetics also kindly contributed to the excel-
lent painted illustrations of the monograph; for this, we are very appreciative.

Also, our studies cannot be done without financial support from the international
Visby Program and Lithuanian Research Council; for financial support through
personal scholarships and funding of our research and experimental development
projects, we are thankful to the Lithuanian Academy of Sciences, Agency for Scien-
tific Innovation and Technology, Lithuanian State Science and Studies Foundation,
and Forum Scientium program.

Our extensive research includes not only elucidating the contribution of epige-
netic reprogramming in the treatment of leukemia but also the influence of various
molecular factors on the development of leukemia and the management of this form
of cancer. We made an effort to explain the elucidation problem in each chapter of
the monograph and to present smoothly the obtained results that might have wide
applicability in clinical practice.

Preparing the monograph “Epigenetics and Proteomics in Leukemia,” we aim to
make it useful for advanced biomedical scientists and students, medical doctors and
students, bioinformatics specialists, health informatics, computational biologists,
structural biologists, systems biologists, bioengineers, various societies (biochem-
istry, cell biology, hematology, bioengineers, etc.), and personnel in industry.
This monograph would deepen the knowledge and understanding and expand the
possibilities of using the results of these studies in clinics and pharmacy.

Vilnius, Lithuania Rūta Navakauskienė
February 27, 2021



Introduction

Hematopoiesis is a tightly regulated system and is closely related to human
immunity. Blood is one of the best recovering and most plastic tissues in the
body. Mature blood cells are formed in bone marrow from hematopoietic stem
cells during hematopoiesis. The precursors of this system are hematopoietic stem
cells, which are characterized by regeneration and the possibility of differentiation
into different blood cell lines. There are more than ten different types of cells
in the blood that perform different functions in the body. There is a constant
regeneration of the hematopoietic system because the differentiated blood cells
function only for a defined period of time. However, hematopoietic stem cells
are not bypassed by aging processes, their functions disappear with age, and the
volume of bone marrow decreases. The aging hematological system causes anemia,
decreased immunity, and increased incidence of blood malignancies. Aging of the
hematopoietic system is associated with a variety of changes at the molecular,
cellular, and physiological levels that lead to carcinogenesis and cancer progression.
Changes in the function and expression of molecular factors and age are the main
prognostic factors for the development of myeloid leukemia. The treatment of
myeloid leukemia would be more effective if the molecular factors (epigenetic
markers, transcription factors, etc.) involved in aging and the onset and progression
of blood cancer were known. Genetic and epigenetic changes in cells involved in
hematopoiesis can lead to leukemia, a blood cancer. Mutations can occur in both
the early and late stages of hematopoiesis. As a result of the changes, the cells start
to multiply uncontrollably, so leukemia is characterized by an increased number of
malignant blood cells in the blood and/or bone marrow. Not only malignant blood
cells do not perform their function, but their large numbers begin to interfere with
the functioning of healthy cells. Genetic and/or epigenetic changes may be very
different in patients with the same diagnosis of leukemia. Therefore, treatment of
leukemia should be personalized based on the patient’s cytogenetic and epigenetic
changes, biological age, drug tolerance, disease stage, and so on. Thus, it is
necessary to select a treatment strategy with maximum efficacy and minimal toxicity
to the patient. In recent years, special attention has been paid to targeted epigenetic
differentiation therapy for leukemia. Cancer cells are characterized by different
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genetic alterations (mutations, deletions, and translocations of genes required for
normal development) that do not substantially disappear during treatment. However,
epigenetic changes that occur during leukemic cell-induced differentiation prevent
the onset of genetic disorders and arrest the development of cancer. Therefore,
epigenetic reprogramming of leukemic and cancer cells, in general, is a new cancer
therapy strategy for the targeted treatment of leukemias.

We are probably not mistaken in claiming that epigenetic cancer therapy is
receiving increasing interest and is slowly gaining ground in conventional cancer
treatment practices. Several epigenetic inhibitors are already officially approved and
routinely used in the treatment of cancer. It should be mentioned that epigenetic
cancer therapy serves several levels. By using epigenetic modifiers’ inhibitors and
their combinations with other drugs, the epigenetic state of cancer cells alters. The
relationship between epigenetics and the immune system is also shown. A promising
way to treat cancer is to stimulate the body’s own immune system to fight cancer.
Epigenetic mechanisms are known to be critical for the development and control of
the immune system. For example, EZH2 (a PRC2 subunit of a polycomb repressive
protein complex) has been shown to regulate T cell differentiation and activity. In
addition, inhibition of EZH2 and DNA methyltransferases (DNMT) is known to
be able to attract T cells to tumors and promote T cell infiltration. It should also
be noted that HDAC (histone deacetylase) inhibitors may also serve to enhance
the efficacy of chemotherapy and ionization therapy. The epigenetic therapy is more
widely used in the treatment of hematologic diseases. For some reason, solid tumors
are more resistant to this therapy.

This monograph presents research on the elucidation of molecular targets of
leukemia and their applicability to targeted therapy. In Chap. 1, we describe the
normal process of human hematopoiesis, genetic and epigenetic (histone and
DNA modifications) alterations characteristic for human leukemia cells, types and
pathogenesis of acute myeloid leukemia (AML). Also, main strategies of AML
treatment are presented. The main motive of targeted epigenetic therapy is to detect
epigenetically silenced genes and epigenetic effector proteins, activate them, and
induce therapeutic effects such as differentiation, growth inhibition, and apoptosis.

Chapter 2 introduces main epigenetic modifiers and their inhibitors used in
leukemia treatment and leukemia cell viability differentiation and apoptosis eval-
uation after the treatments. Epigenetic studies of leukemic cell mechanisms were
performed in a model in vitro system (different cell lines of human myeloid
leukemia) using the differentiation inducer ATRA and its combinations with epige-
netic modifiers—HDAC, DNMT, and HMT inhibitors and other agents such as cell
signaling molecules—protein kinases and their inhibitors, nucleoside analogues,
and low-dose ionizing radiation. Molecular and epigenetic mechanisms that regulate
the development of cancer cells have been purposefully investigated.

Chapter 3 delivers evaluation of genes expression and methylation in response
to chromatin remodeling during leukemia cell proliferation and differentiation.
Conditions and molecular mechanisms and therapeutic options have been studied
in various leukemic cell lines exposed to different structures of HDAC (BML-210,
FK228, sodium phenylbutyrate, vitamin B3, belinostat) and HMT inhibitors (BIX-
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01294), DNMT inhibitors with different effects (zebularine, RG108) and their
effective combinations with ATRA. The methylation status of cell cycle regulators
and genes involved in cell differentiation processes can serve as a diagnostic and
prognostic marker of cancer. The effect of DNMT, HDAC, and HMT inhibitors
on the activation of epigenetically silenced genes (p15, p16, p21, E-cadherin) and
the expression of epigenetic protein markers in proliferating leukemic and induced
differentiation into granulocytes were evaluated. The role of many transcription
factors (Sp1, p53, NFκB, PU.1s, C/EBPβ) in the genes responsible for cancer cell
proliferation (p15, p21, p53) and apoptosis (FasL, NFκB) in cellular regulation and
functioning is described.

Chapter 4 represents our research that focuses on the analysis of changes in
protein expression, and in particular protein expression, in relation to disease status,
drug action, or changes in extracellular conditions. Often, the level of gene expres-
sion does not match the level of expression of their products, proteins, in a cell,
tissue, or organism, and the level of protein expression does not necessarily reflect
protein activity. Using high-throughput proteomic methods (two-dimensional elec-
trophoresis and mass spectrometry), proteomic changes in leukemic and induced
differentiation cells were investigated, as well as analysis, characterization, and
identification of regulatory and important proteins.

Chapter 5 describes newly tyrosine phosphorylated proteins that are modified
after induction of differentiation of leukemia cell and followed apoptosis. This
includes transcription factors, structural and signaling proteins, as well as the
dystrobrevin as newly tyrosine phosphorylated protein immediately after induction
of granulocytic differentiation with ATRA was identified and described.

Chapter 6 presents the assessments of the proteome in leukemia cells, primary
and mature blood cells, and the leukemia cells induced by epigenetically acting
agents. The proteome changes are characterized in different cell subfractions using
bioinformatics methods developed by the authors. Bioinformatics and computa-
tional methods are essential for the analysis and comparative analysis of large-scale
data obtained by protein fractionation in two-dimensional electrophoresis, visual-
ization, and analysis. Depending on the specifics of the research object and the large
scale of the proteomic research of leukemia, the authors have developed the tools for
the proper analysis of these samples. Here, we ground the efficiency and reliability
of evaluation criteria and present automatic 2DEG image analysis strategy, which
consists of two essential steps: image matching and protein expression analysis.
Study of several new 2DEG image matching algorithms results in original technique
that works with natural and semi-artificial gel images more efficiently than the
analogous MIR and RAIN methods. Three new 2DEG image segmentation into
meaningful areas algorithms and their research results are presented. We also
present protein spot modeling studies involving protein spot reconstruction and
parameterization. Eleven protein spot models are formulated, implemented, and
experimentally compared. Their use for protein spot parameterization is also
investigated.

Chapter 7 represents the method for establishment of protein translocation from
the cytoplasm into the nucleus during granulocytic differentiation of leukemic cells.
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Also, here we describe the identified proteins that translocate into the nucleus after
induction of leukemic cell differentiation with ATRA.

Chapter 8 presents the protein visualization in human leukemic cells, in cells
during induced granulocytic differentiation, and apoptotic cells. The compara-
tive analysis of histones and their variants and modifications distribution during
hematopoietic cell granulocytic differentiation is presented. Also, the visualization
of dystrobrevin-α and co-localization with other proteins in leukemic cells induced
to granulocytic differentiation or apoptosis is defined.

Chapter 9 describes the computational methods used in our research to evaluate
fluorescent images of leukemic cells and to define the quantified localization and
of specific proteins in different cellular organs during leukemia cell differentiation,
apoptosis, or in normal blood cell development (primary and mature blood cells).
We describe development of the system for automated fluorescence image analysis,
which would require minimal amount of manual operations at stages of initial
parameter tuning and inspection of segmentation results. Before presenting the
algorithms that make up the system, the chapter gives an overview of typical
workflow of automated fluorescence image analysis and highlights its challenges.

The obtained data show that the differentiation efficiency due to chromatin
remodeling modifiers depended on the sequence of their use and on the duration
of exposure. The sequence of use of DNMT/HDAC/HMT inhibitors and ATRA
significantly accelerated and improved the efficiency of leukemic cell differentiation
into normal granulocytes, resulting in their death. The principle of action of other
inhibitors is used not only in laboratory but also in clinical practice. However, the
drugs currently used in the clinic do not yet fully meet the expectations of both
patients and physicians regarding cytotoxicity, side effects, or acquired resistance.
The studies identified new molecular targets important for the management of
molecular mechanisms in leukemic cells, and selected schemes for the most effec-
tive combinations of new therapeutic agents are applicable for targeted leukemia
therapy.

The Authors’ Publications Are Presented in the Monograph

Borutinskaitė V, Virkšaitė A, Gudelytė G, Navakauskienė R (2018) Green tea
polyphenol EGCG causes anti-cancerous epigenetic modulations in acute
promyelocytic leukemia cells. Leuk Lymphoma 59(2):469–478. https://doi.
org/10.1080/10428194.2017.1339881

Borutinskaite V, Navakauskiene R (2015) The histone deacetylase inhibitor BML-
210 influences gene and protein expression in human promyelocytic leukemia
NB4 cells via epigenetic reprogramming. Int J Mol Sci 16(8):18252–18269.
https://doi.org/10.3390/ijms160818252

Borutinskaite V, Magnusson KE, Navakauskiene R (2005) Effects of retinoic acid
and histone deacetilase inhibitor Bml-210 on protein expression in NB4 cells.
Biologija 4:88–93
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modifications patterns in tissues and tumours from acute promyelocytic leukemia
xenograft model in response to combined epigenetic therapy. Biomed Pharma-
cother 79:62–70. https://doi.org/10.1016/j.biopha.2016.01.044

Valiuliene G, Stirblyte I, Cicenaite D, Kaupinis A, Valius M, Navakauskiene R
(2015) Belinostat, a potent HDACi, exerts antileukaemic effect in human acute
promyelocytic leukaemia cells via chromatin remodelling. J Cell Mol Med
19(7):1742–1755. https://doi.org/10.1111/jcmm.12550

Valiuliene G, Stirblyte I, Jasnauskaite M, Borutinskaite V, Navakauskiene R (2017)
Anti-leukemic effects of HDACi belinostat and HMTi 3-Deazaneplanocin A
on human acute promyelocytic leukemia cells. Eur J Pharmacol 799:143–153.
https://doi.org/10.1016/j.ejphar.2017.02.014

Vitkeviciene A, Baksiene S, Borutinskaite V, Navakauskiene R (2018)
Epigallocatechin-3-gallate and BIX-01294 have different impact on epigenetics
and senescence modulation in acute and chronic myeloid leukemia cells. Eur J
Pharmacol 838:32–40. https://doi.org/10.1016/j.ejphar.2018.09.005

Vitkeviciene A, Skiauteryte G, Zucenka A, Stoskus M, Gineikiene E, Borutinskaite
V, Griskevicius L, Navakauskiene R (2019) HDAC and HMT inhibitors in com-
bination with conventional therapy: a novel treatment option for acute promye-
locytic leukemia. J Oncol 2019:11. https://doi.org/10.1155/2019/6179573
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Notations

Text Parts

The following markup is used in order to outline the context of word or their
groups:

• important text;
• cell (process);
• proteins and protein Uniprot names;
• gene;
• chromosome alterations;
• histone;
• drug or chemical;
• software or program code.

Models are numbered chapterwise and have their titles (cf. Model 0.0).

Model 0.0 (Title)

Model description.

Algorithms are numbered chapterwise, have their titles, and are outlined by
horizontal rules (cf. Algorithm 0.0).

Algorithm 0.0

Title
Algorithm description.
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General Setup

a —Scalar (number)
a —Vector (column of numbers)
A —Matrix (multidimensional number array)
A —Dataset (set of numbers)
a —Class (criteria)
�feat. —Additional feature indicator
�(i) —Main index
�feat. —Principal feature indicator
�i —Additional index

Generalized Notations

�‖, � � —(Vector) length and direction
���, ��� —Input and output
�•(r), �◦(r) —rth Region and contour
�feat.+, �feat.− —With and without the feature
�♦ —Aimed (true) value
�� —The best (calculated) value
�� —Important image region and point
��, �⊥ —Maximum and minimum value

Symbols

CW
Gr , CWG —2DEG image watershed transformation rth contour and contour

set
dtr —Image warp diameter
dR —Correlation matrix threshold
D —Image structural element
eh(n) —Instantaneous hth output error or uncertainty
E —Mean square error
E(n) —Instantaneous mean square error
Et —Objective function (validity index), here, t : S—Silhouette, CH—

Calinski and Harabasz, D—Dunn, A—separation, C—Hubert and
Levin (C index), STV—weighted inter–intra

E —Cumulative mean square error
�

(l)
t (�) —Artificial neuron in lth layer activation function, here t : TS—

hyperbolic tangent, LS—logistic sigmoid, T—linear, S—binary
step, G—Gaussian function, 2G—2-D Gaussian function, L—
logarithmic distribution, K—quadratic, IK—inverse quadratic

φ(�) —Artificial neuron neighborhood function
H(�), H(�, �) —Marginal and joint entropy
H —Hessian matrix
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i, j , h —Indexes of inputs, weights (coefficients) and outputs
I (x, y) —Image pixel intensity
IR —Intensity value in specified image area R

Ip(x, y) —Protein spot intensity
I⊥ —Image minimal intensity value
I

(r)
OT —Protein spot optical density

I , I —Natural (digital) image and image set
IB, IG —Binary and 2DEG image
IF+, IF− —Only image background and image without background intensity
I rot —Image rotational symmetry intensity map

IF —Image complex spectrum
I —Matrix of ones
J —Jacobian matrix
K —Image filter mask
L —Number of ANN layers
L (θ |x) —Probability function
λ —Eigenvalue
M —Order (model, filter, etc.)
MM —Polypeptide (protein) molecular mass
μ —ANN training step
n —Time (sample) index
N —Total number (samples, neurons, etc.)
N� —Successful experiment’s number
NA

y , NA
x —Gel active part height and width

∇‖I , ∇�
I —Image intensity gradient and direction

ν —ANN training inertion constant
ν(r) —Protein spot relative migration distance
p(i), p(i, j) —Probability and mutual probability
p�, p⊥ —Probability upper and lower limits
	t (x, y; θ t ) —Protein spot models, here t : M1G—circularly symmetric 2-D

Gaussian, M2G—two-way adapting 2-D Gaussian, M3G—three
Gaussian function, M4G—four Gaussian functions, M4GFT—four
Gaussian functions with flat top, MD—diffusion, MP—simple

-shaped, MPFT—
-shaped with flat top, MBS—symmetric
bell shape, MBAS—asymmetric bell shape, MSS—two-way
symmetric sigmoid-based, MSAS—asymmetric sigmoid-based,
MD—diffusion

r —Area or iteration index
R —Correlation matrix
S�

tr —Maximal image warping area
Sxy —(Rectangular) area with center coordinates x and y

S�
Gij , S�

Gi —Important in 2DEG ith image j th area and area set

SWGr , SWG —2DEG image watershed transformation rth area and area set
σ —Standard deviation



xxvi Notations

σ —Mean absolute deviation
θr —Protein radial diffusion area radius
θR —Diffusion coefficient
θC0 —Initial protein concentration
θDx, θDy —Diffusion constants in specified directions
θa

x , θb
x , θc

x , θd
x —Protein spot model shape parameters

V (r) —Protein spot total optical density (volume)
w —System parameters
(x, y) —Image pixel coordinates
(xm, ym) —Binary image area mass center coordinates
(xc, yc) —Protein spot center coordinates(
x

(r)
c , y

(r)
c

)
—(rth) Protein spot center coordinates

x, z, y —Multidimensional system input, state, and output
xm —Areas mass center vector calculated from a set of binary images
ξr —Random numbers in interval [0, 1]
Z, Z —Simulated (synthetic) image and image set

Operators

∗ —Convolution
· —Scalar multiplication
� —Elementwise multiplication (array multiplication)
⊕ —Morphological dilation
� —Morphological erosion
◦ —Morphological opening
• —Morphological closing
≡ —Equivalence
⇒ —Implication
→ —Substitution
−→ —Mapping
� —Definition
〈�, �〉 —Correspondence
|�| —Absolute value (modulus)
‖�‖ —Norm (length)
�̂ —Estimate
� —Mean value (constant constituent)
�T —Transposition
���, ��� —Rounding toward −∞ and +∞
�′, �′′ —Derivative: first and second order
∂ � —Partial derivative
Dr � = ∂ � /∂�r —Partial derivative with respect to rotation angle �r

E(�) —Mathematical expectation
∇x(n) —Instantaneous gradient with respect to x

z, z−1 —Unit delay and advancement
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dist(�) —Distance function
(x div y) —Remainder of x division by y

ε(�) —Step function
entropy(�) —Entropy function
max

T
f (n) —Maximum of function f (n) in period T

median(�) —Median function
(x mod y) —Modulus of x division by y

mode(�) —Mode (most frequent value) function
std(�) —Standard deviation function
rank(�) —Ranking function
F(�), F-1(�) —Direct and inverse Fourier transform
Re(�), Im(�) —Real and imaginary parts of complex number

Abbreviations

2DE – two-dimensional electrophoresis;
2DEG – two-dimensional electrophoresis gel;
ALL – acute lymphoid leukemia;
AML – acute myeloid leukemia;
AMP – adenosine monophosphate;
ANN – artificial neural network;
APL – acute promyelocytic leukemia;
AraC – cytarabine;
ATO – arsenic trioxide;
AU – acid-urea;
BET – bromodomain and extra-terminal motif (proteins);
CD – cluster of differentiation (membrane antigens);
ChIP – chromatin immunoprecipitation;
CLL – chronic lymphoid leukemia;
CML – chronic myeloid leukemia;
CMML – chronic myelomonocytic leukemia;
CpG – regions of DNA where a cytosine nucleotide is followed by a

guanine nucleotide in the linear sequence of bases along its 5’ →
3’ direction;

CS – central symetry;
DAG – diacylglycerol;
DNA – deoxyribonucleic acid;
DNMT – DNA methyltransferase;
DNMTi – DNA methyltransferase inhibitor;
EMSA – electrophoretic mobility shift assay (method);
ERK – extracellular signal-regulated kinases;
FAB – French-American-British (organization);
FDA – (United States) Food and Drug Administration;
FITC – fluorescein isothiocyanate;
HDAC – histone deacetylase;
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HDACi – histone deacetylase inhibitor;
HMT – histone methyltransferase;
HMTi – histone methyltransferase inhibitor;
HNE – human neutrophil elastase;
HSC – hematopoietic pluripotent stem cell;
IPG – imobilized pH gradient (bar);
LoG – Laplassian and Gaussian (filter or kernel);
LS – logistic sigmoid (neuron activation function);
LSC – leukemic stem cell;
M1G – circularly-symmetric 2-D Gaussian model;
M2G – 2-way adapting 2-D Gaussian model;
M3G – three Gaussian function model;
M4G – four Gaussian functions model;
M4GFT – definition;
MALDI-MS – matrix-assisted laser desorption/ionization mass spectrometry;
MBAS – asymmetric bell shape model;
MBS – two-way symmetric bell shape model;
MD – diffusion model;
MIR – multiresolution image registration;
MLP – multilayer perceptron;
MM – molecular mass;
MP – simple 
-shaped model;
MPft – 
-shape model with flat top;
MRP – multidrug resistance proteins;
MS – mass spectrometry;
MSAS – asymmetric sigmoid-based model;
MSS – symmetric sigmoid-based model;
MW – molecular weight;
PB – phenylbutyrate;
PDGFR – platelet derived growth factor receptor;
PFT – pifithrin;
pI – isoelectric point;
PI2 – propidium iodide;
PKA – protein kinase A;
PKC – protein kinase C;
PLD – phospholipase D;
PMA – phorbol myristate acetate;
PML – promyelocytic leukemia;
PTK – protein tyrosine kinase;
RAIN – robust automated image normalization;
RANSAC – random sample consensus (algorithm);
RAR – retinoic acid receptor;
RARE – all-trans retinoic response elements;
RNA – ribonucleic acid;
SAHA – suberoylanilide hydroxamic acid;
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SEM – standard error of the mean;
SOM – self-organizing map;
TS – hyperbolic tangent (neuron activation function);
WHO – World Health Organization;
ZEB – zebularine.
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Chapter 1
Epigenetic and Genetic Alterations
in Leukemia

Cancer develops due to genetic and epigenetic changes. Genetic alterations are
caused by aging, ultraviolet light, radiation, chemicals, and other factors. Mean-
while, epigenetic changes are mainly caused by aging and chronic inflammation.
The accumulation of cancer cells and the emergence of genetic and epigenetic
changes reflect our previous level of exposure and life history. Most of the
accumulated lesions are considered passengers, but their accumulation is associated
with the development of cancer. Genetic alterations (mutations, deletions, and
translocations of genes required for normal development) in cancer cells do not
substantially disappear during cancer therapies. In cancers, including leukemia,
genetic changes are very often accompanied by epigenetic changes. However, unlike
genetic mutations, epigenetic changes can be regulated by the use of inhibitors
of epigenetic modifiers. Managing epigenetic changes that occur during cancer
“bypasses” genetic disorders and is a promising way to control cancer. In addition,
epigenetic therapy may also help prevent the recurrence of leukemia. Therefore,
reprogramming leukemia and cancer cells in general using inhibitors of epigenetic
modifiers is a new strategy for cancer therapy.

Leukemia is a disease of hematopoietic cells in which the balance between
cell proliferation, differentiation, and apoptosis is disturbed. Usually, the term
leukemia (formed from the two Greek words leukos (λευκός), meaning—white, and
haima (αἷμα), meaning—blood) refers to cases of cancer in which the production
and/or function of white blood cells (leukocytes) is impaired. Depending on
whether the malignancies occurred in the myeloid or lymphoid lineage, leukemia
is distinguished into myeloid or lymphoid, respectively, depending on how rapidly
it develops—into chronic or acute. The latter is more dangerous due to the faster
proliferation of malignant cells. In acute leukemia, the altered blood cells are
immature and unable to perform the functions typical of healthy blood cells.
Meanwhile, in chronic leukemia, most cells are partially functional.
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4 1 Epigenetic and Genetic Alterations in Leukemia

1.1 Hematopoiesis

The process of formation of blood cellular components is called hematopoiesis.
During hematopoiesis mature blood cells develop from immature precursor cells.
Blood cell development includes erythropoiesis, granulopoiesis, lymphopoiesis, and
monocytopoiesis. Each day in adult individuals, 2.5 billion erythrocytes, 2.5 billion
platelets, and 50–100 billion granulocytes develop. The hematopoiesis process
in adult individuals occurs predominantly in the bone marrow (the extravascular
compartment), which consists of parenchyma of developing plasma cell, blood cells,
fat cells, and macrophages, and stroma of reticular connective tissue. In bodies of
adults, it occurs mainly in the pelvis, vertebrae, sternum, and cranium (Fig. 1.1a).
Hematopoiesis in children occurs in the marrow of the long bones (e.g., femur
and tibia). In the bone marrow, a tightly controlled local microenvironment/niche
exists, which emanates regulatory signals (bound or secreted molecules). These
signals regulate the quiescence, differentiation, and proliferation of hematopoietic
pluripotent stem cells (HSCs) (Morrison and Scadden 2014).

HSCs can differentiate into cells of lower potency and, in turn, into blood
components (Fig. 1.1b). All lymphoid, myeloid, megakaryocytic, and erythrocyte
blood cells originate from the HSC. The remainder of the HSC progeny becomes
myeloid and lymphoid progenitor cells; these cells begin their alternative pathways
of differentiation into certain blood cells. Figure 1.1b shows the formation of the
major hematopoietic elements. As mentioned earlier, the division of HSC cells
results in the formation of so-called lymphoid and myeloid primary cells. In
particular, HSC cells produce multipotent precursors, which further differentiate
into primary lymphoid multipotent precursors and total myeloid precursors (some
sources also indicate that multipotent precursors develop into lymphoid-primed
multipotent progenitor) and only then into primary lymphoid multipotent precursors
and granulocytic-monocytes precursors. Granulocytic-monocytes precursors are
formed from primary lymphoid multipotent precursors or total myeloid precursors,
but only total myeloid precursors can give rise to megakaryocytic-erythrocyte
precursors. These stem cells can further divide and form differentiated cells.
Primary lymphoid multipotent precursor cells through few intermediate stages
differentiate into natural killer cells, T and B lymphocytes, and dendritic cells. Cells
in the myeloid lineage include erythrocytes, platelets, monocytes/macrophages, and
granulocytes (basophils, neutrophils, and eosinophils). Megakaryocytic-erythrocyte
precursors further develop into megakaryocytes (further into platelets (Plt) and
erythrocytes (E)); myeloid precursors develop into dendritic cells (DC), eosinophils,
basophils, and granulocytic-monocytes precursors (further into neutrophils and
monocytes). So far, there is no detailed evidence, but two lines of dendritic cell
development are distinguished: myeloid lines are shared with phagocyte and lym-
phoid lines shared with T cells. The life span of already differentiated cells is very
variable, ranging from several years for T and B cells and 3 months for erythrocytes
to several days for granulocytes (Fiedler and Brunner 2012; Borutinskaite et al.
2008; Wilson et al. 2007).
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Fig. 1.1 The hematopoiesis process

1.2 Types of Leukemia

Leukemia is defined as the non-controllable proliferation of hematopoietic cells
that are unable to develop normally into mature blood cells (Sawyers et al. 1991).
There were 18 million cancer cases estimated around the world in 2018 according
to World Cancer Research Fund information. And leukemia cases account for 2.6%
of all types of cancers (except non-melanoma skin cancer). The disease can be acute
when it progresses rapidly and, if untreated, is fatal within months or chronic, when
the number of malignant cells increases slowly and the patient usually does not
experience any symptoms for several years.
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Leukemia is classified into types based on the affected blood cell type during the
hematopoiesis process and on how quickly the disease progresses. According to this
division, leukemia can be myeloid—when myeloid cell differentiation is impaired,
or lymphoid—when lymphoid cell differentiation into functional cells is impaired.
The American Cancer Society (American Cancer Society, www.cancer.org, 2019)
identifies 5 principal types of leukemia:

• acute lymphoid leukemia (ALL),
• acute myeloid leukemia (AML),
• chronic lymphoid leukemia (CLL),
• chronic myeloid leukemia (CML), and
• chronic myelomonocytic leukemia (CMML).

Acute lymphoid leukemia (ALL) is characterized by the development of large
numbers of immature lymphocytes, enlarged lymph nodes, and the cause of it
in most cases is unknown. Chronic lymphocytic leukemia (CLL) is the most
commonly encountered form of leukemia which is usually diagnosed in adults.
Patients are found to have lymphocytosis, lymphocyte-specific cluster of differ-
entiation (CD) membrane antigens—CD5 and CD23, and therefore cells usually
have a characteristic immunophenotype (Grigoropoulos et al. 2013a,b). Chronic
myeloid leukemia is a rare disease which arises from t(9;22) translocation, a fusion
of BCR and ABL proteins that create an uncontrolled myeloid cell prolifera-
tion. Chronic myelomonocytic leukemia (CMML) is a type of leukemia with an
increased number of monocytes and abnormal looking cells (dysplasia), with no
Philadelphia chromosome or Platelet Derived Growth Factor Receptor (PDGFR)
gene mutations—PDGFRA or PDGFRB.

Acute myeloid leukemia (AML) develops from premature white blood cells
and starts in the bone marrow. Immature blasts quickly move into the blood and
interfere with normal blood cell production. AML is divided into subtypes the
classification proposed by French, American, and British leukemia experts (M0–
M7 subtypes) (Bennett et al. 1976; Bloomfield and Brunning 1985; Lee et al. 1987).
The classification proposed by The World Health Organization (WHO) system
includes genes or chromosome changes that occur during AML formation (Vardi-
man et al. 2002; Falini et al. 2010).

1.2.1 Chronic Leukemia

A slow development is characteristic to this group of leukemia; it is a less aggressive
form. Chronic leukemia is identified by the rapid increase of relatively mature, but
still abnormal, white blood cells. It may take months or years to progress. Usually,
in the case of such leukemia, new white blood cells form very rapidly and therefore
in the blood appear abnormally many altered cells. Chronic leukemia is commonly
found in the elderly population.

www.cancer.org
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Chronic lymphoid leukemia (CLL) is the most common adult leukemia, it
affects lymphocytes, and the primary cancer cells accumulate in bone marrow and
lymphoid tissue. Around 95% of CLL cases are the B-cell type cases. And, about
1% of B-cell leukemia cases have a type called B-cell prolymphocytic leukemia.
The T-cell type of CLL is now called T-cell prolymphocytic leukemia. In contrast to
other mature B-cell neoplasms, CLL is not characterized by the presence of specific
chromosomal translocations. Complex karyotypes are found in 10%; unrelated
clones demonstrating the existence of cell subpopulations are frequent findings in
this disease:

• trisomy12, found in 15–20% of CLL cases,
• del(13)(q14.3), found in 10–60% CLL cases,
• deletion 11q22-q23, involving ATM gene, is detected in 11–18% of CLL cases,
• deletion 17p13 (p53) occurs in 7–8% of CLL cases that are resistant to

chemotherapy and have a short survival,
• 14q32:t(11;14)(q13;q32) with BCL1/IgH rearrangement and t(14;19)

(q32;q13), and 14q32 rearrangements are found in about 4% of CLL cases,
and

• del(6q) [0–6% of CLL], +8q24 [5% of CLL], +3, and +18.

Recent data suggest that the identification of CLL-specific DNA methylation,
chromatin dynamics, and histone modifications as well as non-coding RNA could
accurately explain the prognostic, prognostic, and therapeutic potential of CLL.
Overall, the ability of CLL epigenomics to predict treatment response and resistance
is increasing (Raval et al. 2006; Mansouri et al. 2018). Chemotherapy and targeted
therapy or combination therapy are currently used to treat CLL. Drugs approved
and/or in clinical trials for CLL are presented in Appendix A. Combination
chemotherapy is more effective in both newly diagnosed and relapsed CLL.

Chronic myeloid leukemia (CML) is a rare type of blood cancer characterized
by chromosomal changes—Philadelphia chromosomes, caused by a reciprocal
translocation between parts of chromosomes 9 and 22, t(9;22)(q34;q11). This leads
to the BCR-ABL1 fusion protein. CML is usually the case in the elderly and rarely
in children. Other chromosomal alterations may also be detected by cytogenetic
studies. But even when the Ph chromosome fails to identify, the BCR-ABL gene is
found.

The successful treatment of most patients requires new therapeutic strate-
gies focused on epigenetic processes—the development of this promising tool
would improve the rate of successful therapy. Epigenetic changes occur in CML
cases (Bugler et al. 2019). Therefore the epigenetic therapy in combination with
currently approved therapy would significantly improve the chances of CML recov-
ery. The following drugs are used to treat CML: targeted therapy (tyrosine kinase
inhibitors: imatinib, dasatinib, nilotinib, bosutinib, and ponatinib), chemotherapy
(e.g., hydroxyurea), and immunotherapy (e.g., interferon). In Appendix A the drugs
and clinical trials for CML treatments are presented.
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Chronic myelomonocytic leukemia (CMML) is a relatively rare type of blood
cancer. In this form of leukemia, too many monocytes are detected in the blood.
The WHO has included CMML in a group of blood cancers called myelopro-
liferative and myelodysplastic disorders. CMML is diagnosed by long-term (over
3 months) peripheral blood monocytosis (more than 10% of monocytes) and bone
marrow dysplasia. CMML gene mutations are associated with the TET2 (∼60%),
SRSF2 (∼50%), ASXL1 (∼40%), and oncogenic RAS pathways (∼30%) (Patnaik
and Tefferi 2020). The ASXL1 protein is a member of the Polycomb group of
proteins and is involved in a chromatin remodeling process (Asada et al. 2019). The
TET family of proteins plays a role in DNA modification and therefore is involved in
regulating the process of transcription. Therefore, epigenetic CMML therapy would
be a promising step in the treatment of leukemia.

1.2.2 Acute Leukemia

Very fast development is characteristic to this form of leukemia. It is really
aggressive form. Most often, there are many poorly differentiated cells in the blood,
and cancer cells spread to the other organs. In acute leukemia, a rapid growth
of abnormal cells, which accumulate in the bone marrow and blood, is inherent.
Rapidly growing immature cells interfere with the production of normal mature
blood cells. Acute lymphocytic leukemia (ALL) is the most common cancer in
children, and it is the least common type of leukemia in adults.

Acute lymphoblastic leukemia (ALL) is a malignant transformation and prolifer-
ation of lymphoid stem cells in the bone marrow, blood, and extra medullary sites.
ALL is divided into several types according to which lymphocytes are affected:

1. B-cell ALL—B lymphocytes are affected. These cells, which produce and
mature in the bone marrow, play an important immune role in the production
of antibodies; and

2. T-cell ALL— T lymphocytes are affected. T lymphocytes are known to be
produced in the bone marrow, but these cells mature in the thymus gland. B-
cell ALL accounts for about 85% of all cases and T-cell ALL for about 15%.
ALL is the most common form of AML among childhood cancers.

The WHO subtypes related to ALL are:

• B-lymphoblastic leukemia/lymphoma:

– not otherwise specified (NOS),
– recurrent genetic abnormalities,
– t(9;22)(q34.1;q11.2): BCR-ABL1,
– t(v;11q23.3): KMT2A rearranged,
– t(12;21)(p13.2;q22.1): ETV6-RUNX1,
– t(5;14)(q31.1;q32.3): IL3-IGH,
– t(1;19)(q23;p13.3): TCF3-PBX1,
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– hyperdiploidy,
– hypodiploidy.

• T-lymphoblastic leukemia/lymphoma:

– acute undifferentiated leukemia,
– mixed phenotype acute leukemia (MPAL) with t(9;22)(q34.1;q11.2): BCR-

ABL1,
– MPAL with t(v;11q23.3): KMT2A rearranged,
– MPAL, B/myeloid, NOS,
– MPAL, T/myeloid, NOS.

The main treatment for ALL is usually chemotherapy. Stem cell therapy is also
used in patients who have achieved remission. There are also other treatment options
for ALL: radiation therapy, which can be used in combination with chemotherapy,
and immunotherapy (see Appendix A). The studies on epigenetics in ALL cells have
shown that DNA methylation and other factors of epigenetic regulation demonstrate
the importance of epigenetic control in leukemogenesis, but the extended studies
are required for epigenetic studies and their translation to epigenetic therapy of
ALL (Nordlund and Syvaenen 2018).

Cases of acute myeloid leukemia (AML) are more common among the elderly,
and the median age in the diagnosis is about 70 years. The prognosis for older
patients with AML is generally considered poor due to other chronic diseases.

Acute myeloid leukemia (AML) is a very aggressive form of acute leukemia. In
this disease, many immature, undifferentiated blasts are formed in the bone marrow.
Many types of AML are distinguished from other types of blood cancers by their
high blood blast content, reaching more than 20% (Seiter 2003). AML is a highly
heterogeneous disease. Marked structural cellular changes under microscope and a
large variety of chromosomal abnormalities are characteristic to it. AML is char-
acterized by arrest of leukocyte precursor development at some early stages. The
inhibition of cellular development takes place in two stages: (1) the production of
normal blood cells is significantly reduced, resulting in anemia, thrombocytopenia,
and neutropenia and (2) very rapid and uncontrolled proliferation of immature cells
and associated reduced ability to kill by apoptosis (De Kouchkovsky and Abdul-
Hay 2016). Such immature and intensely dividing cells pile up in blood and bone
marrow and very often in the liver and spleen (Seiter 2013). In the case of AML,
platelets and abnormal red blood cells may also form in the bone marrow.

Most cases of AML are classified by World Health Organization (WHO) and
French–American–British (FAB). According to the FAB system, AML is subdi-
vided into 8 subtypes according to the type of cells from which leukemia develops
and the degree of cell maturation. Subtypes are specified based on the appearance
of cells under the light microscope and on cytogenetic abnormalities.

Most updated genomic classifications were presented by the Cancer Genome
Atlas Research Network and the other researchers (Network 2013; Papaemmanuil
et al. 2016). In 2013, the 200 clinically annotated adult de novo AML genomes
were analyzed using whole genome (50 cases) and whole exome (150 cases), and
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microRNA sequencing and DNA methylation analysis were performed. Twenty-
three genes that were significantly mutated and 237 genes that were mutated in two
or more samples were identified. In 2016, 5234 mutations were identified across
76 genes or genomic regions in 1540 AML patients. Studies of the AML genome
reveal individual molecular subgroups, and many of the mutations inherent in the
pathogenesis of AML are uncertain. The relationship between gene mutations and
epigenetic changes is still unclear; therefore, further studies need to be continued,
and personalized treatments should be used for AML patients.

It is very important to discuss the origin of acute myeloid leukemia cells—
why and how they occur. During normal hematopoiesis, HSCs are known to
differentiate into mature blood cells through intermediate cell populations. Each
step of differentiation is strictly controlled by the involvement of both internal and
external factors. The molecular pathogenesis of AML has not been fully proven.
Prognostic and diagnostic markers have been identified, and this allows to suggest
that specific genetic disorders play a key role in leukemogenesis (Betz and Hess
2010). These are structural changes in chromosomes such as t(15;17), t(8;21),
inv(16), t(9;21), t(9;11), del5, del7, etc. Nevertheless, there is a normal karyotype
and no detectable chromosomal abnormalities in nearly 50% of AML cases, even
after complex assay analysis (high density comparative genomic hybridization or
single nucleotide polymorphism) (Kohlmann et al. 2010; Suela et al. 2007; Walter
et al. 2009). Several mutations carrying diagnostic and prognostic information have
been identified during target sequencing analysis, including mutations in NPM1,
FLT3, CEBPA, KIT, and TET2 (Bacher et al. 2010; Stirewalt et al. 2003; Stirewalt
and Radich 2003; Stirewalt and Meshinchi 2010; Antar et al. 2020; Kiyoi et al.
2020). In further studies the recurrent mutations in the DNMT3A (Ley et al.
2010; Yasuda et al. 2014) and IDH1 genes (Mardis et al. 2009) were located.
However, more than 25% of AML patients do not have known genes associated with
leukemia (Dombret 2011; Shen et al. 2011). Moreover, it is difficult to define the
molecular effects of recurrent mutations (e.g., whether the mutation is an initiating
or a cooperating event).

Mutations in HSC stem cells may cumulate in long-living HSC (LL-HSC) cell
populations which are able to recreate incessantly. Pre-LSCs (pre-leukemic stem
cells) develop because of this continual cell division and regeneration. In other
cases, mutations may take place in more mature cell populations that may not to
regenerate incessantly as LL-HSC, but mutations provide this ability to regenerate—
the so-called self-regenerating pre-LSC occurs. Last of all, pre-LSCs evolve into
LSCs (leukemic stem cells) from which the blasts specific for leukemia emerge.
LSCs are continually shared during the process of abnormal blast formation (Horton
and Huntly 2012; Mesuraca et al. 2018). Nonetheless substantial progress was
noticed in investigations of LSCs, due to it the development of numerous LSCs-
targeted therapies accelerated (Wang et al. 2017; Pelosi et al. 2015).

It is hypothesized that AML is caused by at least two hematopoietic precursor
mutations that confer survival and proliferative benefits and interrupt hematopoietic
differentiation. These major oncogenic events are often classified by the two-hit
model proposed by Gilliland (Dash and Gilliland 2001). Based on this model, there
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Fig. 1.2 Hematopoietic stem cell niche and mutations determinant in AML. The development
of AML could be initiated by chromosomal translocations, genetic and epigenetic mutations as
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and interrupt hematopoietic differentiation. Based on the observation, oncogenic lesions are often
classified into the class I and class II as well as into the group with epigenetic alterations and no
evident gene mutations and chromosomal translocations

are class I mutations conferring survival and proliferation benefits and class II
mutations affecting cell differentiation and apoptosis (Fig. 1.2). Using modern
technology, it has been found that there is a group of mutations that mainly promote
epigenetic modifications.

1.3 Genetic Landscape of Leukemia

Chromosomal changes as translocations, deletions, insertions, inversions, mono-
somies, trisomies, polyploidy, and other aberrations usually are characteristic to
nearly 55% of AML patients. In AML patients, the following predictions can
be made based on the aberrations found - favorable, intermediate, and unfa-
vorable. Based on that, patients with t(15;17)(q24;q21), inv(16)(p13;q22), and
t(8;21)(q22;q22) have a favorable prognosis with good response to standard treat-
ment and complete remissions. On the other hand, patients with t(9;11)(p22;q23)
have intermediate prognosis, and patients with t(6;9)(p23;q34), inv(3)(q21;q26),
and t(1;22)(p13;q13) have an unfavorable prognosis with poor response to treat-
ment (Lagunas-Rangel et al. 2017). The distribution of gene mutations using
NGS (next-generation sequencing) analysis was investigated in different subcate-
gories of AML. The results are presented in Table 1.1. Approximately 13% of all
AML patients have t(15;17) chromosomal alteration with additional gene mutations
like FLT3-ITD (30% of all t(15;17)+ cases), FLT3-TKD (20%), and WT1 (10%).
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Table 1.1 The distribution of gene mutations in different subcategories of AML

FAB Chromosome Genes mutation

type Disease, cases, % alterations Genes by NGSa

M0 Undifferentiated
acute
myeloblastic
leukemia (3%)

t(9;22)(q34;q11),
del(5q), del(7q),
+8, +13,
t(12;13)(p13;q14)

ABL, BCR, EGR1, IRF1,
CSF1, CDK6, ETV6, TTL

M1 Acute
myeloblastic
leukemia with
minimal
maturation (15–
20%)

+6(trisomia 6), +4 ASXL1,
DNMT3a,
ETV6, EZH2,
FLT3, IDH1,
IDH2, NPM1,
TET2, NRAS,
NUNX, SRF2

M2 Acute
myeloblastic
leukemia with
maturation (25–
30%)

+4,
t(8;21)(q22;p22),
t(6;9)(p23;q34),
t(7;11)(p15;p15)

AML1, ETO, DEK,
CAN(NUP214), HOXA9,
NUP98

ASXL1,
DNMT3a, CBL,
ETV6, TET2,
IDH1, IDH2,
KIT, PHF6,
RUNX

M3 Acute
promyelocytic
leukemia (5–10%)

t(15;17)(q22;q12),
t(11;17)(q23;q12),
t(11;17)(q13;q12),
t(5;17)(q23;p12)

PML, RARA, PLZF,
RARA, NuMa, RARA,
NPM1, RARA

ASXL1

M4 Acute
myelomonocytic
leukemia
(25–30%), M4
eos–acute
myelomonocytic
leukemia with
eosinophilia

+22, +4,
t(6;9)(p23;q34),
inv(16)(p13;q22),
t(10;11)(p11.2;q23),
t(10;11)(p12;q23),
t(3;7)(q26;q21)

DEK, CAN, MYTH11,
CBFb, ABI1, MLL, AF10,
MLL, EVI1, CDK6

ASXL1, CPS1,
DNMT3a, FLT3,
IDH1, IDH2,
KIT, LRP1B,
NPM1, NRAS,
PHF6, RUNX

M5 Acute monocytic
leukemia (2–9%)

t(9;11)(p22;q23),
t(10;11)(p11.2;q23),
t(10;11)(p12;q23)

AF9, MLL, ABI1, MLL,
AF10, MLL

RUNX, ASXL1,
DNMT3a, ETV6,
FLT3, SRSF2,
TET2, IDH1,
NPM1, NRAS

M6 Acute erythroid
leukemia (3–5%)

del(5q), del(7q) EGR1, IRF1, CSF1R,
ASNS, EPO, ACHE, MET

ASXL1, EZH2,
IDH2, RUNX,
SRSF2, TP53

M7 Acute
megakaryoblastic
leukemia (3–12%)

del(5q), del(7q),
t(1;22)(p13;q13),
t(11;12)(p15;p13)

EGR1, IRF1, CSF1R,
ASNS, EPO, ACHE,
MET, OTT, MAL,
NUP98, JARID1A

ASXL1

aNext-generation sequencing (https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5892606/)

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5892606/
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Fig. 1.3 The distribution of chromosomal alterations in APL. Various chromosomal translocations
are detected in APL. Proteins (RARα-X) determined by chromosomal translocations can promote
the development of leukemia by down-regulating target genes and block differentiation process

Another often alteration is NPM1 gene mutation (33% of all AML cases) with few
gene alterations like DNMT3a (50% of all NPM1 gene mutation cases), IDH1 (6–
8%), FLT3-ITD (40%), IDH2-R10 (15%), Cohesin (20%), and PTPN11 (15%).
Nearly 13% of all AML cases belong to a group of patients with normal karyotype
but with secondary gene alterations, like RUNX1 (40%), ASXL1 (30%), MLL-
PTD (30%), EZH2 (5%), SRSF2 (20%), etc. (Table 1.1).

The most curable AML type is acute promyelocytic leukemia APL (M3). Human
APL is related to five reciprocal translocations, in all cases associated with the
retinoic acid receptor (RARα) gene, fused to promyelocytic leukemia (PML), nucle-
ophosmin (NPM), promyelocytic leukemia zinc finger (or finger) protein (PLZ),
NuMA, or STAT5b genes. The functioning of these fusion proteins appears to
occur due to dysregulation of their respective partners. RARs are all-trans retinoic
acid (ATRA)-dependent transcription factors connected to the management of
hematopoietic cell differentiation. It should be noted that PLZF, PML, and STAT5b
are related to the control of cellular mitotic and survival signaling (Rego and
Pandolfi 2002; Hussain et al. 2019; Scaglioni and Pandolfi 2007). In more than 95%
cases of APL, specific t(15;17) translocation forms PML-RARα and fusion proteins.
PML-RARα results in oncogenic transcriptional suppression of ATRA gene tar-
gets (Fig. 1.3). APL patients are treated with all-trans retinoic acid (ATRA), which
stimulates differentiation of PML-RARα-positive leukemic cells. Despite of crucial
role of PML-RARα and RARα-PML fusion proteins in the leukemogenesis of APL,
they do not confer a complete malignant phenotype to mouse promyelocytes (He
et al. 1998).

Proliferation and maturation of hematopoietic stem cells are regulated in the
bone marrow by external signals, involving cytokines fusion; proteins (RARα-
X) determined by chromosomal translocations, insertions, and other alterations
can promote the development of leukemia in these stem cells by down-regulating
target genes, specifically disrupting the signaling pathways that lead to differentia-
tion (Fig. 1.3). Due to interactions with other genetic dysregulations, the complete
leukemic transformation may occur.
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1.4 Epigenetic Landscape of Leukemia

It has been known for some time that the development and course of cancer is
not determined only by genetic mutations. Epigenetic alterations, which regulate
gene expression but do not alter the DNA strand sequence, also play a key
role (Dawson and Kouzarides 2012; Dawson et al. 2012). As against to genetic
mutations that are virtually irreversible or difficult to repair, epigenetic changes
are reversible and therefore epigenetic therapy in AML is promising (Goldman
et al. 2019; Bewersdorf et al. 2019) and make the epigenetics attractive targets
for pharmacological intervention (Monaghan et al. 2019; Dhall et al. 2019). It has
recently been argued that cancer can also be treated as a metabolic disease (Kreitz
et al. 2019; Maher et al. 2018). Proponents of this theory argue that the genomic
instability found in cells affected by cancer may be the result of cancer cell
metabolism, not the other way around. However, the significance of epigenetic
disorders and somatic mutations in the development of cancer has not yet been
denied.

Epigenetic modifications (histone modification, DNA methylation, and
chromatin remodeling) of healthy hematopoietic stem cells are significant in
hematopoiesis and cell differentiation (Allis and Jenuwein 2016; Kramer and
Challen 2017). The activity of epigenetic modifications is important in the
pathophysiology of AML, and active research on application of epigenetic-directed
therapies in AML is ongoing. Some treatment approaches addressing epigenetic
mechanisms and AML heterogeneity are currently under investigation (Goldman
et al. 2019).

1.4.1 Changes in Methylation in Carcinogenesis

Cancer initiation and progression are closely related to epimutations. The earliest
observed change was DNA methylation. Global genome hypermethylation and
hypomethylation of certain domains are specific to cancer. Epigenetic changes are
thought to occur very early and may even contribute to cancer initiation (Feinberg
et al. 2006; Yang et al. 2019).

Hypomethylation occurs in different parts of the genome, including areas
important for genome stability (retrotransposons, introns, etc.). This can lead
to chromosomal rearrangements and random gene activation. Oncogenes, which
further accelerate the progression of cancer, may also be “on.”

Hypermethylation is specific to certain sequences, usually promoter, which
contain CpG islands. This epigenetic change contributes to the development of
cancer by suppressing gene expression, thereby disrupting normal processes in cells.
Some of these silenced genes may be cancer suppressors responsible for DNA
repair, cell interactions, cell cycle, apoptosis, etc. The result is the initiation or
progression of cancer (Bhattacharya and Patel 2018). DNA methylation alterations
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may not be directly included into this process. Other genes and proteins involved in
reparation or transcription factors, are lost as the epigenome changes.

Although the importance of hypermethylation for gene expression is clear, it is
not known exactly how targets are targeted for a seemingly random, methylation
process. One possibility is that rapidly dividing cells gain growth advantage.
Another is the interaction of DNA methyltransferases with transcription factors
that target them (for example, the fusion PML-RARα protein in promyelocytic
leukemia, which has more “targets” for interactions than normal PML and RARα

proteins). Also, promoter hypermethylation is more likely to occur in areas of
the genome where other epigenetic alterations occur intensively. Regions of DNA
hypermethylation have been reported to be found where H3 histone is repressively
methylated (Furuya et al. 2019).

1.4.2 Histone Modifications

The N-terminus of the histones that make up the nucleosome core of the protein
undergoes various covalent modifications: methylation, phosphorylation, sumoy-
lation, acetylation, ubiquitylation, and others (Fig. 1.4). After protein translation,
certain amino acid residues are modified. These changes regulate the major cellular
processes such as transcription, replication, and reparation. The totality of post-
translational modifications of histones forms an “epigenetic memory” called histone
code. This code designates the activity and structure of chromatin in different
regions of the genome. Modifications occur due to chromatin structure alterations,
either made by itself or through other proteins called “readers and editors” of the
histone code.

Typical modifications include lysine acetylation, lysine (mono-, bi-, or tri-) and
arginine (symmetric or asymmetric) methylation, and phosphorylation of serine,
threonine, or tyrosine residues. Less common are modification of arginine by con-
verting arginine to citrulline (believed to be a way to remove the methylation tag),
binding of ADP (adenosine diphosphate) to glutamate or arginine, ubiquitylation
and saponification of lysine, and others (Bannister and Kouzarides 2011).

The effect that histone modifications have on gene expression depends on their
type and which amino acid residues are altered. Figure 1.4 represents DNA and main
histone modifications conditioned the chromatin remodeling. Acetylation of lysine
correlates with transcriptional activation, and methylation can show both expression
activation and inhibition, depending on which amino acid is altered in the protein’s
histone sequence and to what degree (mono-, bi-, or trimethylated). For example,
trimethylation of the lysine on position 4 of the histone H3 (H3K4me3) is common
where the transcriptionally active gene promoter is located. The opposite result is
obtained by trimethylation of histone H3 on K9 and K27 and histone H4 on K20
residues (Kouzarides 2007). Histone H3 modifications on K9 and K27 residues
represent two major inhibitory mechanisms in mammalian cells: H3K9me3 acts in
concert with DNA methylation and H3K27me3 acts alone (Bernstein et al. 2007).
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Fig. 1.4 Chromatin remodeling, DNA, and histone modifications. The modifications mostly
on N-terminal histone tails act in diverse biological processes such as transcriptional activa-
tion/inactivation, chromosome packaging, and DNA damage/repair. DNA methylation can change
the activity of gene expression—typically acts to repress gene transcription. The ten-eleven
translocation (TET) family of 5mC hydroxylases may promote DNA demethylation by binding
to CpG-rich regions to prevent unwanted DNMT activity and by converting 5mC to 5hmC
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A “bivalent domain” was detected in stem cells of embryos. It is a combination
of opposite modifications of H3K4me3 and H3K27me3, which represents a pause
in gene expression. Their transcription depends on the direction in which the cells
must evolve (Rodriguez-Paredes and Esteller 2011).

1.4.3 Interaction of DNA and Histone Modifications

As mentioned in previous chapters, DNA and histone modifications work together.
Some HMTs (histone methyltransferases), such as G9a, SUV39H1, and PRMT5,
can straightforwardly direct DNA methylation to specific regions of the genome,
thereby suppressing gene expression. Moreover, HMTs and demethylases may not
act directly on DNA methylation, but they regulate the stability of DNMT (DNA
methyltransferases) proteins. An example is the SET7 histone methyltransferase,
which methylates DNMT1 and degrades the latter into the proteasome (Pradhan
et al. 2009). DNA methyltransferases can also cause gene silencing and chromatin
condensation by activating histone deacetylases and methyl group binding proteins.
DNA methylation via effector proteins induces repressive H3K9 methylation. Not
all mechanisms of interactions are clear and examined. Even in the case of specific
changes, it is not always known what happens earlier—DNA methylation or histone
modification. Dependence on the epigenetic context is observed.

1.5 Treatment of Leukemia

1.5.1 Standard Treatment of AML

About two-third of AML patients achieve remission after standard chemotherapy,
but patients experience multiple side effects such as fatigue, reduced resistance to
infection, anemia, bleeding, nausea, hair loss, and changes in hormone levels in
the body (www.cancerresearchuk.org). Between 25 and 50% of those who recover
relapse within 5 years of stopping treatment. One-third of patients fail chemother-
apy. New treatments are constantly being sought to improve the effectiveness of
treatment and reduce side effects. Recent treatment methods rely on genetic testing
and targeted therapy. Strategies of AML treatment are presented in Fig. 1.5.

Usually, after diagnosis the treatment for AML should begin at the earliest
moment due to possible very fast progress of the disease. The acute promyelocytic
leukemia (APL) subtype of AML is treated in a different way than other AML
cases (Fig. 1.6). Two chemotherapy phases are more often characteristic to the
treatment of patients with AML: induction or remission induction and consol-
idation (post-remission therapy), and for APL, the treatment has an additional
maintenance phase.

www.cancerresearchuk.org
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Fig. 1.5 Main strategies of AML treatment. Part of the treatment protocols indicated in the scheme
has been already approved, but much remains to be investigated, including epigenetic drugs

During the remission induction phase, patients receive high doses of chemother-
apy over a 5–7 day period. Currently, standard remission induction therapy includes
3 days of anthracycline and 7 days of cytarabine (“7 + 3 regimen”). In certain
circumstances, it is possible to add the third drug in order to improve the chances
of remission, e.g., midostaurin, gemtuzumab ozogamicin, cladribine, etoposide,
fludarabine, etc. The drugs of chemotherapy kill leukemia cells as well as normal
cells within bone marrow. Usually blood cells from bone marrow recover in
approximately 2–3 weeks after induction. In this interval of time, in order to reduce
the risk of infection, antibiotics and blood cell growth factors, which induce the
bone marrow to produce normal white blood cell substances, are often prescribed to
patients. Patients in remission continue to receive consolidation therapy. If patients
do not respond, another induction treatment will be initiated immediately.

The essential drugs for APL treatment are non-chemo drugs, i.e., differenti-
ating agents, for example, all-trans-retinoic acid (ATRA). Other treatments are
chemotherapy (anthracycline drug like daunorubicin or idarubicin) or non-chemo
agents (arsenic trioxide (ATO), gemtuzumab ozogamicin (Mylotarg)) alone or in
combination with chemo, and transfusions of platelets or other blood products.

To prevent the relapse of leukemia, immediately after recovery, the consolidation
therapy is initiated together with induction therapy, because more than 90% of
patients without recurrent therapy are known to recur within weeks or months.
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For patients who after induction treatment experience complete remission, con-
solidation therapy is recommended: chemotherapy with high doses in combination
with autologous/allogeneic stem cell transplantation or chemotherapy with standard
doses which does not include transplantation of stem cells. Patients with APL
typically are treated as well as in remission, giving them some of the drugs they
got during it, although the timing of treatment and the doses might differ. The
best option for each person is chosen according to the prognosis of the risk of the
leukemia coming back after treatment. The option depends as well on the other
factors. Options for older people with AML or for those whose health is poor might
include low-dose chemotherapy or targeted drug (like gemtuzumab ozogamicin,
ivosidenib, enasidenib, etc.) alone (Fig. 1.6).

AML APL Remission induction ATRA AND arsenic trioxide (ATO)
OR gemtuzumab ozogamicin (Mylotarg)

anthracycline (daunorubicin or idarubicin)
AND/OR cytarabine (AraC)

anthracycline AND ATO

Consolidation
(post-remission terapy)

ATRA AND ATO

ATRA AND idarubicin or daunorubicin

ATO AND idarubicin or daunorubicin

anthracycline AND cytarabine

emitfodoirepregnolarevosgurdfosesodrewolecnanetniaM

ATRA alone OR ATRA AND chemotherapy
(6-mercaptopurine (6-MP) and/or methotrexate)

The rest Remission induction cytarabine AND (daunorubicin
or idarubicin) AND

midostaurin (Rydapt)
in case of FLT3 gene mutation

gemtuzumab ozogamicin (Mylotarg)
in case of CD33 protein

cladribine

Consolidation
(post-remission therapy)

younger patients
(under 60)

cytarabine AND
anthracycline AND

cytarabine

stem cell transplant

older patients higher-dose cytarabine

standard-dose cytarabine AND
idarubicin/daunorubicin/mitoxantrone

non-myeloblast stem cell transplant

poor health older patients low-dose cytarabine OR
azacitidine OR decitabine

targeted drugs: gemtuzumab ozogamicin OR
ivosidenib OR enasidenib

Fig. 1.6 AML treatment scheme representing the approved protocols
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1.5.2 Strategies to Improve Remission Induction

Despite significant advances in AML therapy over the past 3 decades, two-thirds of
young adults and 90% of older adults still die due to leukemia. Leukemia relapse
can occur several months or years after primary remission; however, most relapses
occur within 2 years of initial treatment. Patients who failed initial treatment can
be divided into two categories: those who do not clear their primary cancer after
several courses of induction chemotherapy and who return to cancer after remission
has been achieved. There are currently several areas of active research aimed to
improve the treatment of leukemia: invention of new drugs and trials of these
drugs, the development of new treatment schemes with drugs which were already
used to treat the other diseases, and the development of prognostic tests for better
prognosis/diagnosis of the disease. Ongoing clinical trials with new drugs for
AML are presented in Appendix A. The most promising therapies in this area are
combined treatments and individualized therapies, taking into account the molecular
changes of each case and the response to the treatments during the follow-up
process. Despite all things that are still unclear, epigenetic therapy is steadily
developing, and new targets and materials and methods for its development are
being sought.
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Chapter 2
Epigenetic Modifiers and Their
Inhibitors in Leukemia Treatment

In this chapter the authors will attempt to describe how the inductor of differ-
entiation, all-trans retinoic acid, together with agents used in standard therapy
and inhibitors of epigenetic modifiers influences the cellular processes in acute
promyelocytic leukemia cells. AML progresses rapidly, and therefore most patients
have to get treatment soon after the disease was diagnosed. The initial goal of
the treatment in most cases is to achieve remission of the patient. The long-term
goal is to cure the disease. The mostly common therapy for AML patients is the
chemotherapy, when one drug or a combination of different drugs is used to damage
or kill the cancer cells. Sometimes different anticancer drugs (ATRA) are used to
treat acute promyelocytic leukemia (subtype M3) and lead to cell differentiation
and after it to apoptosis. So it is important to understand how chemicals (drugs)
effectively contribute to leukemic cell differentiation, growth arrest, and apoptosis
induction—processes important not only at the cellular level but also for identifying
novel possible treatments for people with leukemia.

Today, there are few types of epigenetic modifiers like of DNA methyltransferase
inhibitors, histone deacetylase inhibitors, lysine-specific demethylase 1 inhibitors,
zeste homolog 2 inhibitors, and bromodomain and extra-terminal motif proteins
inhibitors.

Very often epigenetic modifiers appear to have limited efficacy as single agents
and often used in combination with other drugs such as targeted and/or as other
epigenetic agents or standard therapy. However, such epigenetic modifiers provide
a novel approach to epigenetic anticancer therapy.

Bromodomain and extra-terminal motif (BET) proteins can bind to acetylated
lysine residues on histone tails and can regulate transcriptional (component of the
Mediator complex (Denis et al. 2006)) and cell cycle (activates the promoters of few
cell cycle regulatory genes, including Cyclin D11 and Cyclin E (Denis et al. 2000)).
Few BET inhibitors in combination with other drugs were tested for potential
therapeutic use. Currently in phase I of clinical trials are tested ABBV-075 (AML,
multiple myeloma, and breast cancer), BI 894999 (hematologic malignancies), CPI-
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0610 (lymphoma, AML, ALL, and CML in blast crisis), and FT-1101 (AML and
MDS), and in phase I/II of clinical trials are tested GSK525762/I-BET762 (hema-
tologic malignancies), INCB054329 (hematologic malignancies, solid tumors), and
OTX015/MK-8628 (glioblastoma multiforme).

Modifications of histone are essential for chromatin condensation/decondensation
and further repression or activation of genes. It was showed that lysine-
specific demethylase 1 (LSD1) overexpressed in breast cancer, prostate cancer,
neuroblastoma, and acute myeloid leukemia cases. LSD1 demethylates methylation
marks, leading to its activity as a transcription repressor (Maiques-Diaz et al. 2018).
LSD1 inhibitors are investigated for cancer inhibition and also for the treatment of
diseases other than cancer like viral infections and inflammation.

LSD1 inhibitors like GHK2879552, IMG-7289, SP-2577, INCB059872, and
CC-90011 are currently in phase I of clinical trials. However, LSD1 inhibitors
GHK2879552, IMG-7289 and SP-2577, and CC-90011 and INCB059872 on their
website. However, all LSD1 inhibitors are under investigation, and no FDA-
approved LSD1 inhibitor as a drug has been reported yet. Enhancer of zeste
homolog 2 (EZH2) is a component of polycomb repressive complex 2 (PRC2) and
can be involved in the regulation of cells proliferation, apoptosis, and senescence.
Also a lot of studies showed EZH2 role in cancer initiation, progression, metastasis,
metabolism, drug resistance, and immunity regulation (Duan et al. 2020).

Various types of EZH2 inhibitors have been developed. Both research and
clinical trials are going on using drugs that are EZH2 inhibitors for differ-
ent types of cancer. The first EZH2 inhibitor developed was 3-deazaneplanocin
A (DZNep). However, DZNep is not specific to EZH2. DZNep globally inhibits
histone methylation. Further scientists developed other specific EZH2 inhibitors
like GSK126 (GSK2816126), EPZ005687, GSK343, GSK926, and tazemeto-
stat (E7438/EPZ6438). The most promising tazemetostat is under evaluation in
a series of clinical trials. Currently in phase I/III of clinical trials are EZH2
inhibitors such as tazemetostat and CPI-1205. However, many EXH2 inhibitors are
experimental, and only tazemetostat was approved for the treatment of epithelioid
sarcoma and preliminarily showed promising effects on follicular lymphoma.

Differentiation therapies are often described as those that stimulate malignant
reversion, i.e., the malignant phenotype becomes curable. Clinically, these therapies
have been most successful for the treatment of acute promyelocytic leukemia,
while using ATRA (Fig. 2.1). Scientists do not know the exact differentiation
mechanisms yet—it is unclear if differentiation occurs by stimulating terminal
differentiation (arrest in G0 cell cycle phase), by triggering apoptosis, or by
inducing differentiation “backward” to the non-malignant cell form. It is possible
that all of these pathways are acting (Spira and Carducci 2003). As described
previously (Minucci et al. 2001; Halsall and Turner 2016; San Jose-Eneriz et al.
2019), inhibition of histone deacetylase (HDAC) activity might represent a common
strategy to treat myeloid leukemia as activation or repression of various cellular
signaling pathways that could potentiate differentiation of cancer cell (Fig. 2.2).

Although there are probably mechanistic differences in how the various agents
lead to differentiation, during this process malignant tumor cells should revert to a
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Fig. 2.1 Therapy options of AML via epigenetic modification

Fig. 2.2 Cellular processes induced by HDAC inhibitors. Schematic representation of HDAC
inhibitors’ anticancer activities. The antitumor potential of HDACis relies on their ability to
influence many cellular processes that are deregulated in tumor cells. On the whole, inhibition
of cell cycle, activation of differentiation, and apoptosis are important HDAC inhibitors’ antitumor
activities
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more benign form, in which their replication rates are lower than in malignant forms,
and therefore a tumor burden decreases. They might also have a lower tendency for
distant metastatic spread to occur, and the process might also restore traditional
apoptotic pathways, all of which could improve the prognosis of a patient.

There are several drugs that were approved to treat AML like azacitidine
and cytarabine (DB00928 and DB00987, a pyrimidine nucleoside analogues),
daunorubicin (DB00694, an anthracycline aminoglycoside), etoposide (DB00773, a
podophyllotoxin derivative), decitabine (DB01262, a small intercalating molecule),
gemtuzumab ozogamicin (DB00056, a monoclonal anti-CD33 antibody), glas-
degib (DB11978, a sonic hedgehog receptor inhibitor), idarubicin (DB01177,
an anthracycline antineoplastic agent), midostaurin (DB06595, an antineoplastic
agent), and mitoxantrone (DB01204, an anthracenedione-derived antineoplastic
agent).

Epigenetics refers to the modification of the chromatin structure without chang-
ing the base pair sequence of the DNA itself, which is an underlying process
in which gene transcription and cell differentiation are regulated in both phys-
iological conditions and malignant cell transformation. Epigenetic modifications
can occur in the form of DNA methylation/hydroxymethylation, histone protein
modifications (methylation and acetylation), and changes to higher order chromatin
structures. Methylation of CpG islands in the DNA generally suppresses gene
transcription and is mediated by DNA methyltransferases (DNMT). Changes in
DNA methylation have been linked to AML development, and the treatment with
hypomethylating agents (e.g., decitabine, azacitidine) that inhibit DNMT has been
successfully used in AML patients. On the other hand, DNA hydroxymethyla-
tion improves gene transcription and is mediated by α-ketoglutarate-dependent
enzymes, e.g., TET2. IDH1/2 mutations allow the formation of the oncometabolite
2-hydroxyglutarate instead of α-ketoglutarate which blocks DNA hydroxymethyla-
tion. The action of mutated IDH1/2 can be blocked by enasidenib and ivosidenib
which restores function of enzymes orchestrating DNA hydroxymethylation. The
DNA double-strand is stored in cells as a complex with histone proteins. Acetylation
of histone proteins decreases the access of transcription factors to the DNA strand
and in such a way prevents gene transcription. Histone acetylation status is regulated
by balancing the activity of histone deacetylases and histone acetylases which
can be therapeutically targeted by bromodomain inhibitors and histone deacety-
lase (HDAC) inhibitors. Methylation and demethylation of histone proteins can
happen at various sites of the histone molecule, and these processes are mediated by
histone methyltransferases and histone demethylases. DOT1L is a histone H3K79
methyltransferase, while EZH1/EZH2 methylates histone H3K27, and both are
implicated in leukemogenesis and can be targeted by specific inhibitors. LSD1
inhibitors might block histone demethylation.

Some of them we used in combination with differentiation agent ATRA for in
vitro studies to investigate anti-proliferative and differential effect on leukemia cell
lines (Appendix B, Appendix C).

Transcriptional activation of genes requires local remodeling of chromatin.
Dynamic alterations in the nucleosomal packaging of DNA must happen to allow
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transcriptional proteins to contact with the DNA template. The realization that
these proteins that regulate the modification of chromatin participate in leukemia
chromosomal rearrangements gives a spur to study the chromatin structure. Previous
reports brought hope that pharmacological manipulation of chromatin remodel-
ing might develop into an effective and specific strategy that will help to treat
leukemia (Advani et al. 1999; Slack and Rusiniak 2000).

2.1 In vitro Studies of ATRA Effects on APL Cells

APL has become a curable subtype of acute myeloid leukemia because of successful
use of ATRA treatment (Zhou et al. 2007). The combination of chemotherapy
with ATRA further improved the 5-year overall survival of patients. Complete
remission can be reached after ATRA treatment, and howeverrelapse can occur
very rapidly, and to prevent this event, ATRA was used in combination with
other chemotherapeutic agents. To get over the limitations of ATRA in relapsed
or refractory patients, the scientists all over the world struggled to find the effective
alternative therapies by using epigenetic modifiers (He et al. 1998; Greenblatt and
Nimer 2014; Valiuliene et al. 2017; Valiulienė et al. 2016; Valiuliene et al. 2015;
Noguera et al. 2019), because pharmacological concentrations of ATRA not in all
APL cases are able to disrupt the polycomb repressor complex (Fig. 2.3).

In our studies we used ATRA treatment as positive control for effective differenti-
ation induction. We used different combinations of chemical agents with or without
ATRA to improve AML/APL treatment outcomes. HL-60, NB4, KG1, and other
human leukemia cell lines were used as in vitro model systems (see Appendix B for
characteristics of cell lines used in the studies).

HL-60 cell line is an attractive model to study differentiation of human myeloid
cells. HL-60 cells are extremely sensitive to the various apoptotic stimuli including
damage of DNA, because of lack of p53 protein, and high expression of Myc (Kim
et al. 2007). HL-60 proliferates continuously in suspension culture (RPMI media)
with nutrients (10% FBS) and antibiotics. The doubling time of HL-60 cells
is approximately 24–48 h, and the cell cycle distribution during proliferation is
presented in Table 2.1. We showed that nearly 2–7% of HL-60 control cells
have CD11b on their surface after 48 h of proliferation in untreated (control)
condition (Table 2.1). Spontaneous differentiation to mature granulocytes can be
stimulated by compounds such as dimethyl sulfoxide (DMSO) or all-trans retinoic
acid (Tables 2.1 and 2.2). Other compounds, e.g., Vit. D3-1,25-dihydroxyvitamin
D3, 12-O-tetradecanoylphorbol-13-acetate (TPA), and GM-CSF may stimulate HL-
60 to differentiate to macrophage-like, monocytic, and eosinophil phenotypes,
respectively (Mangelsdorf et al. 1984; Olsson et al. 1983). We showed that only
higher concentration of DMSO can induce differentiation of HL-60 cells after
96 h of treatment. The concentration below 1.1% DMSO does not influence
differentiation process in cells.
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Fig. 2.3 All-trans retinoic
acid treatment and chromatin
remodeling. Binding of
physiological dose of all-trans
retinoic acid (ATRA or RA)
to RXR-RARα or
pharmacological dose to
PML-RARα leads to the
chromatin
remodeling—repression
complex (Rep) disruption and
specific histone
modifications. Transcription
of ATRA target genes can
also be initiated by
PLZF-RARα after treatment
with combination of
pharmacological dozes of
ATRA and HDACi

In our studies we used different concentrations of ATRA (0.3–1 μM) and
measured growth of HL-60 cells, viability, differentiation, and apoptosis (Valiulienė
et al. 2016; Vitkeviciene et al. 2019). Afterexposure to the differentiation inducer
ATRA (0.5–1 μM), the viability of cells after 96 h of treatment was 70–82%, the
cells were accumulated in G1 cell cycle phase, DNA fragmentation was increased
in a time-dependent manner (Savickiene et al. 1999), and the number of differ-
entiated (CD11b positive) cell counts was observed up to 80% higher after 1 μM
ATRA treatment (Table 2.1). We identified that by using different concentrations of
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Table 2.2 Viability and differentiation of HL-60 cells after treatment of ATRA and DMSO (96 h).
Results are given as mean ± SEM (n = 3)

ATRA, nM 300 500 1000 DMSO, % 1 1.1 1.2

Viability, % 84 ± 3 81 ± 5 81 ± 6 Viability, % 92 ± 3 84 ± 5 81 ± 4

NBT+ cells, % 25 ± 2 40 ± 3 80 ± 5 NBT+ cells, % 0 0 50 ± 3

Table 2.3 NB4 control cells and cells treated with 1 μM ATRA: cell growth, viability, and
distribution via cell cycle phases, differentiation, and apoptosis analysis (results represented as
NB4 cells control/treated 1 μM ATRA). Results are given as mean ± SEM (n = 3)

NB4 cells control � treated with 1 μM ATRA

0 h 24 h 48 h 72 h 96 h

Cell count, 106/mL 0.5 � 0.5 1.0 � 0.65 1.4 � 0.9 1.45 � 0.95 1.7 � 0.66

Cell viability, % 98 � 98 ± 2 95 � 77 ± 5 90 � 72 ± 4 87 � 71 ± 8 84 � 70 ± 10

CD11b, % – 5 � 48 ± 2 12 � 65 ± 10 12 � 62 ± 24 13 � 76 ± 7

NBT+ cells, % – 5 � 20 ± 2 12 � 30 ± 3 12 � 45 ± 4 13 � 58 ± 4

ATRA, the viability of HL-60 cells slightly changed, but maximum differentiation
was achieved with 1 μM ATRA concentration.

It was showed in the literature that ATRA was metabolized and its concentration
decreased by 50% in the medium after 2 days (Parthasarathy and Mehta 1998). In
our study we compared single dose of ATRA and ATRA added every other day
from the start of induction or daily, replacing the medium with a new portion of
ATRA. HL-60 cells were cultivated for 4 days and differentiation induction was
measured. Results showed that one additional introduction of ATRA increased cell
differentiation at day 3 by 16%, but at the fourth day of treatment, results were
the same (63% and 65%) as after single dose of ATRA. After daily addition of
ATRA, the amount of differentiated cells was 20% higher compared to the single
use of ATRA (data not shown). To conclude, the optimal concentration that allowed
to induce the maximum differentiation of HL-60 cells is 1 μM ATRA (Table 2.2),
and this concentration induces slight growth inhibition and cell accumulation in the
G0/G1 cell cycle phase with further differentiation (up to 70–80%) and apoptosis.
That concentration widely will be used in further studies alone or combined with
other chemical agents to obtain anti-proliferative effects of chemical agents.

In our studies we widely used another APL cell line, NB4, as typical cell line
that carries t(15;17)(q24.1;q21.2) chromosomal translocation (see Appendix B for
characteristics of cell lines used in the studies). NB4 cell line was treated with 1 μM
ATRA and anti-proliferative effects were observed (Table 2.3). Growth conditions
were the same as for HL-60 cells. It was showed that doubling time is 25–45 h.
It was observed that 1 μM ATRA slightly inhibited cell growth and cell viability.
This concentration induced differentiation up to 75% after 96 h of treatment and
apoptosis up to 50% (96 h) compared to control cells.

Another acute myeloid leukemia cell line used in our studies is KG1 (M1 type)
cell line. KG1 immature myeloblastic cell line has t(11;17) (q23;q21) translocation
PLZF-RARα fusion protein that can recruit histone deacetylase and that lead to
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Table 2.4 KG1 cells treated with 1–10 μM ATRA: cell growth, viability, differentiation, and
apoptosis analysis. Results are given as mean ± SEM (n = 3)

Duration Treatment Cell count, 104/mL Viability, % NBT+ cells Dead cells, %

3 days Control cells 279 77 0 23

ATRA, 1 μM 164 80 28 20

ATRA, 2 μM 163 79 54 21

ATRA, 3 μM 167 73 54 27

ATRA, 4 μM 184 76 39 24

ATRA, 5 μM 201 82 60 18

ATRA, 6 μM 190 76 50 24

ATRA, 7 μM 202 71 56 29

ATRA, 10 μM 153 71 52 29

4 days Control cells 227 59 0 41

ATRA, 1 μM 149 64 42 36

ATRA, 2 μM 146 61 55 39

ATRA, 3 μM 149 54 33 46

ATRA, 4 μM 266 66 44 34

ATRA, 5 μM 145 78 55 22

ATRA, 6 μM 178 59 48 41

ATRA, 7 μM 201 50 43 50

ATRA, 10 μM 153 56 55 44

poorly response to the differentiation inducer all-trans retinoic acid (see Appendix B
for characteristics of cell lines used in the studies). We treated KG1 cell line
with different concentrations of ATRA (1–10 μM), and cell growth, viability,
differentiation potential, and apoptosis were detected. As presented in Table 2.4,
based on results (Savickiene et al. 2009) after 72–96 h of treatment, the optimal
concentration of ATRA for differentiation induction is 2–3 μM. After treatment of
KG1 cells with 2 μM ATRA, we observed cell growth inhibition up to 40%, the
viability of the cells was similar to that of control cells (79%), and the differentiation
rate was 54% compared to control cells. Higher concentrations of ATRA did not
affect differentiation rate compared with 2 μM concentration. 1 μM ATRA slightly
induced granulocytic differentiation (up to 28%) and that is 2 times less than
2 μM ATRA concentration. In conclusion, KG1 cells are more resistant for ATRA
treatment, and we chose 2–3 μM concentration of ATRA for further experiments.

The results of these studies are presented in Fig. 2.4 and showed that ATRA was
efficient in inducing time- and dose-dependent differentiation of leukemic cells (HL-
60, NB4, and KG1) and the combination of ATRA with other therapy could be very
promising in treatment of APL.
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Fig. 2.4 Resumptive scheme of the effect of ATRA treatment on AML cell lines

2.2 Effects of ATRA Combination with Nucleotide
Analogues and Ionizing Radiation

Recently differentiation therapy, when tumor cells are induced to differentiate by
various differentiation agents and reenter into pathway of normal cells, has been
applied in oncology. The purpose of our studies was to elucidate the possibilities of
differentiation therapy in the cell culture system as the model in vitro using different
inducers, nucleotide analogues and their combinations, and radiation hormesis (the
effect of small doses of gamma radiation). It was shown that monoblast lines, for
example, U937 might develop locomotor capacity only after addition of agents
such as dibutyryl cyclic AMP (dbcAMP) or cytokines that drive differentiation into
monocyte morphology.

In our studies (Savickiene and Gineitis 2003; Savickiene et al. 2010a) the human
acute promyelocytic leukemia HL-60 cells were induced to differentiate by the
following inducers: dimethylsulphoxide (DMSO), all-trans retinoic acid (ATRA),
and 2′-O-dibutyryladenosine 3′,5′-cyclic monophosphate (dbcAMP). Optimal con-
centration of these agents was determined, by which cells differentiated well
without any toxic effects. The optimal concentration of dbcAMP was 350 μM, and
this concentration induces differentiation of HL-60 cells up to 68% after 96 h of
treatment. After 120 h of treatment, both dbcAMP (35 μM) and ATRA (700 nM)
induced similar differentiation level in HL-60 cells (68% and 62%) to granulocytes.
These inducers suppressed cell growth up to 25–27% and viability (36% after ATRA
and 13% after dbcAMP treatment) compared with untreated HL-60 cells. dbcAMP,
which was added to the cell culture before induction with ATRA, increased ATRA-
induced differentiation, while the same short pretreatment with ATRA 2 times
decreased dbcAMP-mediated differentiation. Our results are generalized in Fig. 2.5.
The data obtained by us are in agreement with the literature results that combination
of ATRA with cAMP analogs can upregulate the expression of leukocyte alkaline
phosphatase (LAP, a marker for the differentiation of the granulocyte) (Gianni et al.
1995).

Also it was shown that the effects of ATRA and dbcAMP on promyelocytic cells
are closely related and cellular events are regulated at a different level within a
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Fig. 2.5 Effects of dbcAMP alone and in combination with ATRA on AML cell lines

common signal transduction pathway (PLC/IP/PKC and the cAMP/PKA) (Lopez-
Pedrera et al. 2001).

In the studies (Savickiene et al. 1999; Savickiene and Gineitis 2003; Savickiene
et al. 2002) we used nucleotide analogues like 6-methylmercaptopurine riboside (6-
MMPR), 6-thioguanine (6-TG), cytarabine (AraC), and 3-deazauridine (3-DU),
which can incorporate into both the DNA and/or the RNA. We determined that these
agents reduced HL-60 cell growth (6-MMPR—∼31%, 6-TG— ∼87%, AraC—
∼68%, and 3-DU—56%) at the fourth day of treatment but did not induce cell
differentiation (6-TG and 3-DU) or induced slightly up to 15–25% (6-MMPR,
AraC). These analogues in combination with ATRA increased granulocytic dif-
ferentiation with different efficiency. The best stimulating effect was showed by
6-MMPR and 3-DU in combination with ATRA. Some nucleoside analogues (6-TG,
3-DU) in combination with dbcAMP suppressed cell differentiation. Pretreatment
on uninduced cells with all analogues revealed the same effect of suppression of
dbcAMP-mediated cell differentiation. 3-DU was the most efficient in all treat-
ments. HL-60, NB4, and K562 cells treated with small doses of 3-DU (2.5–15 μM)
for 24 h or full time (96 h) of differentiation with ATRA stimulated differentiation
quite early (Savickiene et al. 2002). Moreover, after 4 days there were 2 times more
mature cells than in cell culture treated only with ATRA. Doses of 3-DU higher
than 10 μM had a cytotoxic effect and caused the appearance of apoptotic cells.
Pretreatment with 3-DU for 24 h and the following treatment with other nucleoside
analogues significantly increased the level of mature cells up to 50–80%. Flow
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Fig. 2.6 Summary of 3-DU effects on AML cells

cytometric analysis revealed the arrest of differentiated cells in G0/G1 phase of
cell cycle and the accumulation of cells treated with nucleoside analogues in the
S phase (Savickiene et al. 2002). Summary of these results is presented in Fig. 2.6.

In other study we also demonstrated (Savickiene et al. 2010a) that small doses
of irradiation (1–50 cGy) slightly suppressed cell proliferation. 20–30% of the cells
were differentiated after irradiation with 50 cGy. Radiation hormesis did not have
a positive effect on ATRA-induced differentiation. The results of these studies
showed that nucleoside analogues, especially 3-DU, in combination with ATRA
were efficient in inducing differentiation of leukemic cells and they could be
considered as potential agents for therapy of APL.

2.3 Role of Protein Kinases and Their Inhibitors During
Leukemic Cell Differentiation

Aiming to improve the strategy for therapy of AML, it is important to under-
stand better the mechanisms that regulate the differentiation processes. In our
studies (Savickiene et al. 1999, 2010b; Pivoriunas et al. 2007) we investigated
effects of PKC/PKA inhibitors (Calphostin C and isoquinoline (H-89) and bisin-
dolylmaleimide I (GF109203X)) on differentiation of AML cells.

It was shown in the literature that H-89 is a potent PKA inhibitor, which
also inhibits several other kinases such as S6K1, ROCKII, MSK1, PKBα, PKA,
and MAPKAP-K1b, and it also has effect on some others, including Kv1.3 K+
channels, β1AR, and β2AR (Lochner and Moolman 2006; Chijiwa et al. 1990).
Bisindolylmaleimide I (GF109203X) as an ATP-competitive PKC inhibitor might
be a tool to study the involvement of PKC in signal transduction pathways (Toullec
et al. 1991). GF 109203X produces reversal activity on P-glycoprotein and MRP-
mediated multidrug resistance. PKC inhibition by GF109203X distinctly lowers
carbachol-stimulated ERK1/ERK2 activation and the subsequent proliferation of
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SNU-407 colon cancer cells (Park and Cho 2012). Calphostin C as a powerful and
selective inhibitor of the protein kinase C (PKC) interacts with phorbol ester binding
site and the regulatory DAG binding site. It was found that inhibition of PKC
is light dependent. At higher concentrations it inhibits protein kinase G, cAMP-
dependent protein kinase, myosin light chain kinase, pp60v-src protein tyrosine
kinase, and DAG kinase. It also inhibits phospholipases D1 and D2 (Mamoon et al.
2004). It stimulates apoptotic fragmentation of DNA and cell death. Calphostin
C inhibits protein kinase C (PKC) isoenzymes by covalent modification of the
lipid-binding regulatory domain. Exposure of cells to Calphostin C causes PKC-
independent effects including growth inhibition, disruption of intracellular trans-
port, and stimulation of apoptosis suggesting actions at additional targets (Zhu
et al. 1998). Phospholipase D (PLD) enzymes are PKC activation targets. In vitro,
Calphostin C inhibits activity of PLD1 and PLD2 with the half-maximal inhibitory
concentration (IC50) of approximately 100 nM. Lipid and protein activators of
these enzymes do not overcome inhibition, and it does not involve blockade of
phosphatidylinositol 4,5-bisphosphate (PIP2)-dependent PLD binding to liposomes
in substrate. According to research in which a series of deletion and point mutants
of the enzymes were investigated, it is possible to argue that Calphostin C targets the
PLD catalytic domain. Inhibition of PLD by Calphostin C in vitro involves stable
and presumably irreversible modification of the enzyme. Activity of both PLD1 and
PLD2 can be inhibited by Calphostin C treatment of intact cells in a manner that is
separate from upstream actions of PKC.

The human promyelocytic leukemia cell line HL-60 was prompted to granulo-
cytic differentiation by using dbcAMP or ATRA. H8, genistein, and staurosporine
were used as inhibitors of PKA, PTK, and PKC, and during different stages of
differentiation of granulocytic cells, the influence of distinct protein kinases on
differentiation process was investigated (Savickiene et al. 1995). The influence of
protein kinase inhibition on granulocytic maturation is in the order of PTK > PKC
> PKA for the dbcAMP-mediated differentiation and PKC > PKA > PTK for the
ATRA-mediated differentiation at the terminal stage of differentiation. The outcome
shows that during leukemia cell differentiation the protein kinase activities are stage
specific and the used inducer influences this particularity.

In the research we investigated the effects of protein kinase C (PKC) and protein
kinase A (PKA) on leukemia cells by using their specific inhibitors (Calphostin C
and GF 109203X and H-89). For this study HL-60 cells were induced by differen-
tiating agents, ATRA and dbcAMP, and protein kinase inhibitors additionally were
used. Studies have shown that PKC inhibition activates a non-differentiated apopto-
sis program in HL-60 cells, whereas PKA inhibition reduces differentiation by not
affecting the apoptosis. We have found that leukemic cell differentiation and apop-
tosis involving PKC and PKA are differentially regulated (Savickiene et al. 1999).
When HL-60 cells were exposed to specific inhibitors of protein kinases and pro-
tein phosphatases (lavendustine, Go6976, Go6983, and sodium vanadate), histone
deacetylase inhibitor (sodium butyrate), or O- and N-glycosylation inhibitors (IPTG
and tunicamycin), alterations of the NFκB transcription factor associated with cell
differentiation process were detected. This is a significant factor in the downstream
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stage of HL-60 cell differentiation (Savickiene et al. 2002). Investigating the
combined effect of a PKC inhibitor Calphostin C with differentiation inducers
ATRA and dbcAMP, we found a causal relationship between signal transduction
involving PKC and the transcription factor NFκB and an intracellular balance of
reactive oxygen molecules that was critical for leukemic cell differentiation or
apoptosis (Savickiene et al. 2010a, 1999).

Terminal leukemic cell differentiation involves cell cycle arrest and termination
of a lineage specific genetic program. The phorbol ester PMA activates many
signaling pathways (including the phosphoinositide-3-kinase (PI3K) pathway) that
lead to the leukemic cell differentiation into monocytes. During the research using
THP-1 monocytic leukemia and NB4 cells of promyelocytic leukemia, we first
detected the abnormal PI3K signaling pathway blockage effects in these cells
and the association with cell regulatory proteins and transcription factors, which
ultimately determine PMA-induced monocytic differentiation (Pivoriunas et al.
2004; Treigyte et al. 2006; Pivoriunas et al. 2007).

2.4 Etoposide and Z-VAD(OH)-FMK Effects on AML Cells

Due to resistance to apoptosis of cells with prolonged survival, they can become a
primary oncogenic reason, since normally a balance between apoptosis and prolif-
eration is maintained in separate tissues. Apoptosis molecularly implies a cascade
of caspase proteases that are released from the mitochondria and is characterized
by chromatin margination, nucleosome ladder formation, condensation, and early
nuclear condensation. In the apoptosis pathway, caspases are the mediators of
cellular destruction which can schematically be assigned to two groups: “initiator”
caspases (including caspase-2, caspase-8, caspase-9, and caspase-10) and effectors
or executors (caspase-3, caspase-6, and caspase-7). Previous investigations have
shown that inhibitors, based on the cleavage specificity of known substrates of
caspases, are able to inhibit apoptosis in various systems. Benzyloxycarbonyl-
Val-Ala-Asp (OMe) fluoromethylketone (Z-VAD(OH)-FMK), an ICE-like protease
inhibitor, inhibits apoptosis in various cell types (Navakauskiene et al. 2004a).
Etoposide (VP16), the topoisomerase II inhibitor, as well as the other drugs, is used
to treat various tumors, e.g., lung and breast cancer or leukemia.

The objectives of the present study were to evaluate apoptosis-associated protein
patterns in HL-60 cells as induced with etoposide and affected by the broad caspase
and apoptosis inhibitor Z-VAD(OH)-FMK. HL-60 cells were treated for different
times in culture with either only 68 μM etoposide or plus 25 mM Z-VAD(OH)-
FMK or pretreated for 1 h with 25 μM Z-VAD(OH)-FMK. Also the cell was treated
with all-trans retinoic acid and etoposide. We detected the time-dependent effect
on apoptosis in HL-60 cell populations as evaluated by morphology. ATRA-treated
cells after 96 h showed 20% of apoptotic cells. Etoposide stimulated apoptotic cell
appearance after 3 h of treatment, and at 18 h this fraction of cells increased up to
100% (Navakauskiene et al. 2002, 2004a). The constant presence of Z-VAD(OH)-
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Fig. 2.7 Effects of etoposide and Z-VAD(OH)-FMK on HL-60 cells

FMK in the cell population significantly decreased the level of apoptotic cells
to a great extent. Additionally, the number of apoptotic cells pretreated with Z-
VAD(OH)-FMK started to increase after 3 h, and at 18 h it increased up to 80%.
The proportion of apoptotic cells treated with etoposide and Z-VAD(OH)-FMK was
only 40% after 8 h (Navakauskiene et al. 2004b) (Fig. 2.7). Cells treated with 68 μM
etoposide for 0.5–18 h or differentiated for 120 h with 1 μM of ATRA have the
percentages of apoptotic cells after 1, 2, 3, 8, and 18 h of etoposide treatment 7±1.2,
35± 2.3, 60± 2.5, 85± 3.2, and 96± 2.3%, respectively. After 120 h of induction,
there were 50 ± 2.7% apoptotic cells in the differentiating population. DNA
fragmentation was investigated in control proliferating HL-60 cells and cells grown
in the presence of 1 μM ATRA or 68 μM etoposide. In ATRA-treated cells DNA
fragmentation started at 72 h of differentiation, and at 120 h the smallest fragments
of DNA reached the nucleosomal level (145 bp), while in etoposide-treated cells
after 3 h of treatment DNA was degraded at the nucleosomal level (Navakauskiene
et al. 2004a). We suggest that Z-VAD(OH)-FMK can prevent leukemia cells from
apoptotic stimuli caused by etoposide. Comprehension of signal transduction in
apoptosis initiation by screening for biomarkers related with apoptosis may create
new leukemia treatment targets.

2.5 Enhanced Effect of Epigenetic Modifiers on APL Cell
Proliferation and Death

The standard therapeutic approaches for AML continue to be based on anthra-
cyclines and cytarabine and for APL cases combination of anthracyclines with
ATRA. In our study (Vitkeviciene et al. 2019), we analyzed the possibility of using
conventional therapy (idarubicin + all-trans retinoic acid) plus epigenetic agents
to treat APL. In vitro, we used NB4 and HL-60 cell lines that were exposed
to the HMT inhibitor 3-deazaneplanocin A and the HDAC inhibitor belinostat
together with idarubicin and all-trans retinoic acid. It was shown in the litera-
ture that 3-deazaneplanocin A can inhibit cell proliferation and induce apoptosis
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in different cancer cells. Likewise, belinostat inhibits cell growth and induces
apoptosis in different human cells, APL cell lines NB4, and HL-60 (Savickiene
et al. 2014). Belinostat is already used in therapy as approved drug and is well
tolerated (Campbell and Thomas 2017). In our study, we detected that combination
of belinostat, 3-deazaneplanocin A, and conventional therapy (idarubicin + all-
trans retinoic acid) inhibited APL cell proliferation and survival in greater manner
compared with idarubicin and all-trans retinoic acid (Fig. 2.8). There was no
critical growth of cytotoxicity. New combination activated cell apoptosis and cell
cycle arrest during G0/G1 phase. Treatment of HL-60 cells for 24 h with new
combination (with a higher dose of idarubicin (8 nM)) resulted in cell cycle
arrest in G2 phase. Idarubicin is known to inhibit DNA topoisomerase II, thereby
disrupting DNA synthesis and arresting cells in G2 phase (Hollingshead and Faulds
1991). Meanwhile, ATRA and belinostat caused cell cycle arrest of NB4 and
HL-60 (Savickiene et al. 2014), whereas 3-deazaneplanocin A induced gastric
cancer cell clusters in G0/G1 cell cycle phase (Pan et al. 2016). In this study, the
combination of belinostat, 3-deazaneplanocin A, and ATRA with a smaller dose
of idarubicin (2 nM) induced NB4 and HL-60 cell accumulation in G0/G1 phase
as well. We found that the newly proposed combination hasted granulocytic cell
differentiation more than conventional treatment. This is consistent with preceding
findings that 3-deazaneplanocin A and belinostat intensified all-trans retinoic acid-
induced granulocytic differentiation (Valiuliene et al. 2017).

In conclusion (Fig. 2.9), our proposed combination of 3-deazaneplanocin A,
belinostat, all-trans retinoic acid, and idarubicin had a greater effect on the inhibition
of cell proliferation and survival and induction of apoptosis than treatment with all-
trans retinoic acid and idarubicin alone.

2.6 Effects of Vitamin B3 and Phenylbutyrate on APL Cells

Niacin, or vitamin B3, helps to improve general good health. It is known that higher
amounts of niacin can decrease cholesterol levels and lower cardiovascular risks.
On the other hand, niacin (vitamin B3), a class III HDAC inhibitor, and its related
compounds induce differentiation in human leukemia cells (e.g., HL-60) (Iwata
et al. 2003).

In our study (Merzvinskyte et al. 2006) (Fig. 2.10) HL-60 cells were exposed
to vitamin B3 at different concentrations: 2.5, 5, 7.5, and 10 mM. Cell growth
and differentiation of HL-60 cells were examined was during 5 days of treatment.
Control, untreated with HDAC inhibitor HL-60 cells, showed faster growth than
those induced with various concentrations of vitamin B3. Control cell growth
increased significantly after 48–72 h. Control cell amount after 96–120 h was
decreased up to 104 cells/mL. We observed time- and dose-dependent cell growth
inhibition after treatment with different vitamin B3 concentrations. But at 120 h
point of all treatments, the growth inhibition effect was more or less the same.
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Fig. 2.8 NB4 and HL-60 cell lines’ cell cycle distribution, proliferation, survival, and apoptosis
after treatment with epigenetic agents plus conventional treatment: ATRA—all-trans retinoic acid,
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According to Vitkeviciene et al. (2019)
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The viability of HL-60 cells treated with 2.5–10 mM concentrations of vita-
min B3 was also time- and dose-dependent, and the highest (10 mM) concentration
decreased cell viability up to 72% compared with control cells. 2.5 mM dose of
vitamin B3 slightly decreased viability of cell during 72 h of treatment.

We detected only 10% of differentiated cells after 5 days of treatment with
vitamin B3 (2.5 mM), which was very similar to spontaneous differentiation of
control cells (6%). The combination of ATRA and vitamin B3 after 120 h of
treatment was 60%, and this value is less than ATRA alone 120-h treatment (80%).

We also used HDAC inhibitor phenylbutyrate to enhance the effect of ATRA
and vitamin B3. Phenylbutyrate reversibly inhibits histone deacetylases (HDACs)
of classes I and II, and this may cause an overall growth in gene expression, boosted
cell differentiation, reduced cellular proliferation, and the induction of apoptosis in
susceptible tumor cell populations. We found that pretreated cells with combination
of phenylbutyrate and vitamin B3 for 6 h and then treatment of cells with ATRA and
vitamin B3 was the most effective on early HL-60 differentiation induction (at 24 h
of treatment up to 86%) with no apoptosis (less than 10%).

In conclusion, the higher was the concentration of vitamin B3 during treatment
of HL-60 cells, the more the growth of the cells was inhibited, and only the lowest
concentration slightly induced differentiation, which was close to the spontaneous
differentiation. ATRA inhibits cell growth and viability better than combination
with vitamin B3, and also ATRA is the best inducer of HL-60 cell differentia-
tion (Fig. 2.11).
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Fig. 2.10 The effects of HDAC inhibitors vitamin B3 and phenylbutyrate (PB) on acute promye-
locytic leukemia cell line HL-60 proliferation viability and granulocytic differentiation. Results are
given as mean ± SEM (n = 3)

2.7 Sodium Butyrate and Trichostatin A Impact on
Granulocytic Differentiation of APL Cells

It was shown previously (Weston et al. 2003; Peng et al. 2010) that trichostatin
A (TSA) is a histone deacetylases inhibitor which regulates cancer cell proliferation.
We detected that NB4 cells exposed to TSA with 500 nM concentration died much
more rapidly and after only 4 days had a viability of just over 10%. TSA alone
induced differentiation only after 3 days (28%), and cell distribution via cell cycle
phases was different than control cells (at 72 h control cells G1/G0—62%, S—
21%, and G2/M—16%; TSA treated cells G1/G0—41.3%, S—35.3%, and G2/M—
23.4%). In the cells exposed to 500 nM TSA, the death process also dramatically
increased, and nearly 45% of the apoptotic cells were reached after 3 days of
treatment. After treatment with combination of ATRA and TSA, we observed
similar to TSA alone treatment results (Table 2.5).
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Fig. 2.11 Effects of vitamin B3 alone and in combination with ATRA on AML cell line HL-60

Table 2.5 NB4 cells treated with 500 nM TSA alone or in combination with 1 μM ATRA: cell
growth, viability, differentiation, and apoptosis analysis. Results are given as mean ± SEM (n = 3)

Days long
treatment

Cell count,
104/mL

Viability,
%

G1/G0 |S |G2/M
distribution, %

CD11b+
cells

Dead cells,
%

3 Control NB4 cells 140 83 62 | 21 | 17 15 35

500 nM TSA 40 20 41 | 36 | 24 35 47

500 nM TSA
+ 1 μM ATRA

40 32 46 | 41 | 12 30 37

4 Control NB4 cells 124 83 n/a n/a n/a

500 nM TSA 15 12 n/a n/a n/a

500 nM TSA
+ 1 μM ATRA

26 27 n/a n/a n/a

Very similar effect was observed after treatment of HL-60 cell with sodium
butyrate. In the literature, it was shown that sodium butyrate stimulates differ-
entiation of malignant cells in vitro. Also a clinical research was done, and the
conclusions were made that there were no important changes between groups
of patients treated with standard protocol versus standard treatment with sodium
butyrate addition (Miller et al. 1987). It can be due to a short half-life of sodium
butyrate in vivo or lower doses that can be used in clinics versus in vitro studies.

We treated HL-60 cells with sodium butyrate with 3 mM concentration and
detected its effect on proliferation and differentiation of cell. As early as the second
day after exposure, the viability of cell population began to decrease. The third day
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Fig. 2.12 Effects of HDAC inhibitors trichostatin A and sodium butyrate on HL-60 cells

showed a particularly strong decrease in viability compared to the control culture.
By the fourth day, all treated cells had already died. We detected early induction of
differentiation (up to 25%) in sodium butyrate-treated population after 48 h, but after
72 h of treatment, the amount of differentiated cell began to decrease, probably due
to cell viability and proliferation inhibition. After 48 h of treatment, we observed
strong proliferation inhibition.

In conclusion (Fig. 2.12), sodium butyrate impact upon proliferation and viability
of HL-60 cells is very significant, and it is enough only short (up to 6 h) treatment
for induction of differentiation and other processes like chromatin remodeling. The
TSA should also be used in combination with other agents for best effect.

2.8 Combination of BML-210 and ATRA Induce
Granulocytic Differentiation of APL Cells

It is known that histone deacetylase inhibitors affect chromatin remodeling, influ-
ence gene expression, and provoke cancer cells apoptosis. Histone deacetylase
inhibitors are now used to treat different diseases like myeloma, sarcoma, lymphoma
with Zolina (varinostat, SAHA), myeloma, breast cancer with Istodax (romidepsin,
FK228), AML, ovarian cancer with Beleodaq (belinostat, PXD101), prostate cancer,
myeloma with Farydak (panobinostat, LBH-589), ovary cancer, and AML with
Depacon (valproic acid) (Yoon and Eom 2016).

In these studies (Savickiene et al. 2006a; Borutinskaite and Navakauskiene
2015), we examined in vitro effects of, at that time, new histone deacetylase inhibitor
BML-210 (N-(2-Aminophenyl)-N/ phenyloctanol diamine). Since its mechanism of
activity has not been described, we treated human leukemia cell lines (NB4, HL-
60, THP-1, and K562) with different BML-210 doses alone or in combination with
ATRA/hemin (Fig. 2.13). It was estimated that BML-210 suppresses the growth of
all cell lines and incentivizes apoptosis in a dose- and time-dependent manner. Opti-
mal BML-210 concentration with low cytotoxic effect on HL-60 was 5–10 μM. The
higher concentration (20 μM) affected inhibition of viability up to 75% and induced
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Fig. 2.13 The effects of HDAC inhibitor BML-210 alone or plus ATRA and hemin on HL-60,
NB4, K562, and THP-1 cells

apoptosis up to 50% after 48 h of treatment. In accordance with comparable results
gained by trypan blue, acridine orange/ethidium bromide staining, and flow cytom-
etry, the authors argue that BML-210 provokes cytotoxicity through the pathway of
apoptosis. BML-210 used alone induces HL-60 and K562 cell differentiation (up
to 30%) to erythrocytes and granulocytes. We observed CD11b (early myeloid
differentiation marker) expression and NBT-reduction in HL-60, but not NB4 cells.
This variety can be due to more noticeable histone acetylation in HL-60 cells
or to direct/indirect variations of the transcriptional profile. Combination with
differentiation agents—all-trans retinoic acid and hemin—significantly intensifies
differentiation (up to 80–90%). BML-210 alone or plus ATRA/hemin caused cell
cycle arrest in G1 phase, which led to changes of gene transcription and influenced
gene expression.

To conclude, for the first time we demonstrated class I HDAC inhibitor BML-
210’s effects on APL cell proliferation, differentiation, and apoptosis (Fig. 2.14).
Our results argue that BML-210 could be a high-potential antileukemic agent that
could provoke apoptosis and modulate differentiation through the modulation of
gene expression and histone acetylation.
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Fig. 2.14 Effects of histone deacetylase inhibitor BML-210 alone and plus ATRA and hemin on
AML cells

2.9 Potential Histone Deacetylase Inhibitor FK228

FK228 (Depsipeptide or Romidepsin) is a prodrug and a potent histone deacetylase
1 and 2 (HDAC1 and HDAC2) inhibitor. It has a synergistic effect with ATRA
in vitro and is able to stimulate differentiation in acute promyelocytic leukemia.
Previously it was found as synthetic peptides that may reverse or inhibit diverse
epigenetic modifications of histones and the DNA. Peptides may have an influence
on the expression of non-coding RNAs, for example, lncRNAs and the maturation
of miRNAs as well (Janssens et al. 2019).

We investigated in vitro activities of FK228 in AML cell lines (Savickiene et al.
2006b, 2009, 2011). We used various concentrations of FK228 (0.25–1 ng/ml) to the
treatment of NB4 and HL-60 leukemia cells during 120 h. We detected that in both
cell lines, FK228 induced cell growth inhibition up to 20–40% compared to control
cells at the third day and induced cell death. We observed that FK228 treatment
effects were dose- and time-dependent. Also we found that growth inhibition in
HL-60 cells was more intensive in a shorter period of time. We also treated cell with
higher concentration of FK228, but exposure of cells to FK228 at a concentration of
10 ng/ml provoked irreversible death of cells after 8 h (data not shown). Combined
treatment with ATRA (1 μM) caused the cumulative anti-proliferative and apoptotic
effects, which were more pronounced in HL-60 cells. Pretreatment of FK228 for 6 h
before treatment with ATRA or ATRA with vitamin B3 has similar effect as ATRA
alone treatment (Table 2.6).

As a result, the date we have collected shows facts about myeloid cell line-
specific, differential activity of FK228 in the enhancement of ATRA-mediated
differentiation that is related with the regulation of gene expression mediated
through chromatin remodeling (Fig. 2.15).
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Table 2.6 HL-60, NB4, and KG1 cells treated for 3 days with 0.2–1 ng/mL concentrations
of FK228(FK), in combination with 1 μM ATRA, in pretreatment before treatment with
ATRA (1 μM) or vitamin B3 (5 mM, B3): cell growth, viability, differentiation, and apoptosis
analysis. Results are given as mean ± SEM (n = 3)

Cells Treatment Growth,
%

Viability,
%

NBT+
cells

Dead
cells, %

HL-60 Control 100 91 0 9

0.25 ng/mL FK 46 39 0 40–61

0.5 ng/mL FK 62 42 0 58–70

1 ng/mL FK 57 36 0 64–80

0.5 ng/mL FK + 1 μM ATRA 36 18 − 82

ATRA 65 83 56 17

FK pretreat., 1 μM ATRA 91 83 73 17

1 μM ATRA + 5 mM B3 87 79 59 21

FK pretreat., 1 μM ATRA + 5 mM B3 100 88 80 12

NB4 Control 100 93 0 7

0.25 ng/mL FK 38 44 0 56

0.5 ng/mL FK 30 30 0 70

1 ng/mL FK 25 16 0 84

0.5 ng/mL FK + 1 μM ATRA 50 61 42 39

ATRA 72 90 57 10

FK pretreat., 1 μM ATRA 72 94 56 6

1 μM ATRA + 5 mM B3 53 89 61 11

FK pretreat., 1 μM ATRA + 5 mM B3 85 97 72 3

KG1 Control 100 91 − 9

2 ng/mL FK + 3 μM ATRA 62 62 − 30

3 μM ATRA 75 83 − 17

2 ng/mL FK pretreat., 3 μM ATRA 65 86 − 14

2.10 Combined Effect of Belinostat, ATRA, and
3-deazaneplanocin A on AML Cells

Belinostat (Beleodaq and PXD101) is an approved drug to treat the patients with
Peripheral T-Cell Lymphoma (PTCL). It was showed that anthracycline-based
therapies (vincristine, doxorubicin, cyclophosphamide, and prednisone (CHOP))
are the first-line treatment for patients with PTCL. However, prognosis remains
unsatisfactory with most patients relapsing within 5 years. The study with combi-
nation of belinostat and CHOP showed promising results (Johnston et al. 2015).
Since belinostat is not approved for AML/APL treatment and its mechanism of
action in AML cells is unclear, we studied belinostat alone or in combination
with other agents (ATRA and 3-deazaneplanocin A (DZNep)) and antileukemic
effects on APL cells (Savickiene et al. 2014; Valiuliene et al. 2015; Valiulienė
et al. 2016; Valiuliene et al. 2017; Vitkeviciene et al. 2019). We used different
concentrations (0.2–2 μM) of chemical agent belinostat alone or plus differentiation
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Fig. 2.15 Summary of histone deacetylase inhibitor FK228’s effects on AML cells

Table 2.7 The effect of belinostat on HL-60 and NB4 cell proliferation, viability, and apoptosis.
Results are given as mean ± SEM (n = 3)

Duration Treatment Growth, % Viability, % NBT+ cells Dead cells, %

3 days Control HL-60 cells 100 91 − 9

0.2 μM belinostat 77 82 − 18

0.5 μM belinostat 62 67 − 33

1 μM belinostat 52 21 − 79

4 days Control NB4 cells 100 92 n/a 15

0.2 μM belinostat 53 78 n/a 22

0.5 μM belinostat 33 13 n/a 87

1 μM belinostat 31 0 n/a 100

inducer ATRA. We detected that high doses of belinostat alone inhibited cell growth
up to 100%, and more intensity was observed in NB4 cells after 72 h of treatment
with 2 μM (Table 2.7). Cells accumulated in the G1/G0 cell cycle phase and
apoptosis rate were high (up to 90–100%).

We determined that optimal concentration and good anti-proliferative response
with low cytotoxicity can be achieved with 0.2–0.5 μM concentration of belinostat.
We showed that belinostat accelerates ATRA-mediated differentiation upon sequen-
tial treatments after 2 days, but eventually the level of differentiation was analogous
to the ATRA-treated cells after longer treatment. This impact was more evident in
HL-60 cells compared to NB4 cells (Fig. 2.16).

After treatment of cells with ATRA, belinostat, and DZNep, the most significant
decrease in viability of NB4 and HL-60 cell lines was observed with combination of
1 μM ATRA, 0.2 μM belinostat, and 0.5 μM DZNep. After 72 h of combinational
treatment, the number of NB4 and HL-60 viable cells was 0.29 million/ml and
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Fig. 2.16 Effects of histone deacetylase inhibitor belinostat on HL-60 and NB4 cells

Table 2.8 The inhibitory effect of belinostat (Bel) alone or in combination with ATRA and
DZNep on NB4 and HL-60 cells. The inhibitory effect (%) was evaluated after 24, 48, and 72 h
of treatment with 1 μM of ATRA, 0.2 μM belinostat, 0.5 μM DZNep, 1 μM ATRA + 0.2 μM
belinostat, 1 μM ATRA + 0.5 μM DZNep, and 1 μM ATRA + 0.2 μM belinostat + 0.5 μM DZNep.
Results are given as mean ± SEM (n = 3)

Cells Treatment 24 h 48 h 72 h

NB4 Control 0 0 0

ATRA 37.8 49.9 44.8

Belinostat 49.9 48.7 30.4

DZNep 64.8 44.8 14.8

ATRA + Belinostat 52.1 72.4 73.6

ATRA + DZNep 37.4 56.6 55.4

ATRA + Belinostat + DZNep 67.4 87.2 87.5

HL-60 Control 0 0 0

ATRA 9.8 20.9 24.6

Belinostat 29.5 26.9 28.2

DZNep 13.7 29.0 22.4

ATRA + Belinostat 36.8 48.9 58.0

ATRA + DZNep 37.6 43.1 34.0

ATRA + Belinostat + DZNep 36.8 70.5 87.7

0.49 million/ml, respectively, and viability was 45.8% and 66.3%; control cells were
1.22 million/ml and 1.55 million/ml, respectively. Viability was more significantly
reduced by the effects of ATRA and ATRA + DZNep than individual ATRA,
belinostat, or DZNep. In addition, it can be seen that belinostat and belinostat
cotreatment with ATRA showed more growth inhibitory effect compared with
ATRA alone, only DZNep, or ATRA + DZNep. After combined exposure with
ATRA + belinostat + DZNep NB4 cells after 72 h, amount of dead cells was close to
55% and HL-60—30%. In NB4 cells, ATRA + belinostat amount of dead cells after
72 h exposure was approximately 28% and 14% in HL-60 cells. After exposure to
belinostat NB4 cells, the amount of dead cells at 72 h reached 22% and HL-60—
15%. Calculation of cell growth inhibition showed that both NB4 and HL-60 cells
were inhibited most by combination of ATRA + belinostat + DZNep (approximately
87% inhibition after 72 h in both cases) and ATRA + belinostat (growth inhibition
after 72 h was about 73% and 58%, respectively) (Table 2.8).
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Comparing the viability of HL-60 and NB4 cells after treatment with ATRA +
belinostat + DZNep, we observed that the cell viability of the HL-60 line was less
pronounced than that of NB4 cells. Student’s t-test showed a statistically significant
difference (p ≤ 0.05) in the viability of NB4 and HL-60 cells exposed to ATRA +
belinostat + DZNep at 48 and 72 h. The results show that NB4 and HL-60 leukemic
cell lines respond differently to ATRA + belinostat + DZNep—NB4 cells more
sensitive than HL-60 cells.

Evaluation of differentiation of NB4 and HL-60 leukemic cells showed similar
levels of differentiation after ATRA and combination of ATRA + belinostat +
DZNep treatments. The influence of belinostat and DZNep on differentiation was
not significant—these compounds alone did not induce differentiation. After 72 h
the most differentiated cells were found in ATRA + belinostat + DZNep-treated
culture. In NB4 cells exposed to all three compounds, differentiation after 24 h
reached 7.2%, after 48 h—22%, and after 72 h—86%, control cell differentiation
after 24 h—0.3%, after 48 h— 2.2%, and after 72 h—3.2%. In HL-60 cells exposed
to all 3 compounds, differentiation after 24 h was almost 13%, after 48 h—24%, and
after 72 h—72–83%, in control HL-60 cells after 24 h—1.8%, after 48 h—3.9%,
and after 72 h—4% of differentiated cells. Cell differentiation data showed that HL-
60 cells undergo differentiation earlier than NB4 cells. After 72 h of treatment, the
levels of differentiation are similar in both lines.

We observed that the maximum number of apoptotic (early apoptosis—annexin
V-FITC (+)/PI2 (-)) and already dead (late apoptosis and/or necrosis—annexin V-
FITC (+)/PI2 (+)) cells are reached after treatment of cells with ATRA + belinostat
+ DZNep. This confirms the apoptotic/dead cell analysis results from cells staining
with trypan blue. The majority of cells in the early apoptosis stage were detected
after exposure to ATRA + belinostat + DZNep. In conclusion, belinostat and DZNep
alone inhibited growth of leukemic cells and improved differentiation of APL when
ATRA was used for treatment.

2.11 Histone Methylation Inhibition Benefits to APL
Differentiation

Histone methylation is epigenetic modification essential when regulating the gene
expression. Histone methylation affects the compactness of chromatin, and usually
amino acid residues of lysine (Lys), arginine (Arg), or glutamine (Gln) are methy-
lated. Recently, phase I clinical trials of the DOT1 suppressor EPZ-5676 have been
conducted, and its effects on acute lymphoid and myeloid leukemia and myelodys-
plastic syndrome were evaluated (Clinical Trial Identification in ClinicalTrials.gov
Database No. NCT02141828; Study Completed 2016). The HMT inhibitor, the
EZH2 suppressor EPZ-6438, is presently being investigated in B-cell lymphoma
phase I clinical trials (Clinical Trial Identifications ClinicalTrials.gov Database No.
NCT01897571).
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Fig. 2.17 Effects of histone methylase inhibitor BIX-01294 on HL-60 and NB4 cells

In our studies we have used BIX-01294 as a HMT inhibitor (Savickiene et al.
2014; Vitkeviciene et al. 2018). It was shown that by regulating H3K9 methylation
and cell cycle, G9a inhibitor BIX-01294 inhibits the proliferation and provokes
apoptosis of acute T lymphoblastic leukemia cells (Huang et al. 2017). G9a is a
histone methyltransferase which induces histone H3 lysine 9 (H3K9) mono- and
dimethylation, and it has also been found to methylate other proteins like p53,
MyoD, CDYL1, WIZ, and ACINUS (Casciello et al. 2015).

The antileukemic activity of BIX-01294 was investigated on two human acute
promyelocytic leukemia cell lines HL-60 and NB4 (Savickiene et al. 2014).
BIX-01294 was shown to inhibit the growth of both cell lines concentration
dependently. Also it notably decreased HL-60 and NB4 cell viability, when used at
higher (4–5 μM) concentrations. The analysis of cell cycle upon 48 h of treatment
demonstrated the shift in the proportion of cells in G0/G1 phase and a concentration-
dependent reduction (about 1.6–2-fold) in G2/M phase. Also the treatment of NB4
and HL-60 cells with 1 μM ATRA, 2 μM BIX-01294, 1 μM ATRA + 2 μM BIX,
and 4 μM BIX-01294 was performed in this study, and cell growth, viability,
and death were evaluated. It was found that the most growth-reducing and anti-
proliferative effects were observed in NB4 and HL-60 cell lines after treatment with
4 μM BIX-01294 after 72 h: NB4 cells had 73.3% apoptosis and 26.7% viability and
HL-60 cells had 59% and 41%, respectively. The effect of the 4 μM BIX-01294 was
stronger and induced greater apoptotic effect than the 2 μM BIX-01294 (Fig. 2.17).
Exposure to 1 μM ATRA + 2 μM BIX-01294 also had a significant effect on cell
viability and death: in NB4 cells, 72% mortality was observed after 72 h, and in HL-
60, almost 70% mortality and 18% viability. These data also show that HL-60 cell
death is lower after exposure to 4 μM BIX-01294, ATRA + 2 μM BIX-01294, and
2 μM BIX-01294. Cell differentiation was also assessed using the effects of 2 μM
BIX-01294, 1 μM ATRA, and 1 μM ATRA + 2 μM BIX-01294. As in the case
discussed above, the differentiation inducer ATRA induced a marked change in
differentiation: in NB4 cells after 24 h nearly 13% and HL-60 about 21%. After
72 h the levels of differentiation between the two cell lines are similar (effect
1 μM ATRA: NB4 75%, HL-60 77% and effect 1 μM ATRA + 2 μM BIX-01294:
NB4 almost 61%, HL-60 75%). The effect of 2 μM BIX-01294 differentiation was
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virtually inducible. Thus, the previous HL-60 cellular response and faster induction
of differentiation of these cells are observed after all-trans retinoic acid exposure
with BIX-01294 as well as with belinostat and DZNep. This could be explained
by the fact that in HL-60 cells, RARα is immediately activated upon binding
to ATRA (no fusion protein PML-RARα) and may be involved in activation of
differentiation genes, whereas NB4 cells are predominantly degraded by PML-
RARα, and therefore the effect of ATRA is delayed.

2.12 DNMT Inhibitors Contribution Toward Leukemia Cell
Granulocytic Differentiation

2.12.1 Effects of DNA Methyltransferase Inhibitor Zebularine
on APL Cells

Inhibition of DNA methyltransferase (DNMT) activity was also found to have an
inhibitory effect on tumor formation, i.e., inhibitors of DNA methyltransferases can
demethylate tumor suppressor genes and thereby suppress the cancer cell-specific
phenotype (Brueckner and Lyko 2004). DNA methyltransferase inhibitors can be
divided into 2 groups: nucleosides and non-nucleosides. The first group includes
inhibitors such as 5-azacitidine (5-Aza-CR), 5-azadeoxycytidine (5-Aza-CdR), and
zebularine. Non-nucleoside inhibitors may include compounds such as procaine and
RG108. In this study (Savickiene et al. 2012a,b,c), each of the cell line (HL-60,
NB4 and KG1) was exposed to zebularine (ZEB), all-trans retinoic acid (ATRA),
and a combination of the two chemical agents, or the cells were pretreated with
zebularine for 48 h and then exposed to all-trans retinoic acid (ZEB → ATRA).
ZEB concentrations in all cell lines were 20 μM, and ATRA concentration for
the treatment of NB4 and HL-60 cells was 1 μM and for KG1 treatment—3 μM.
Effects’ evaluations were performed every 24 h. For ZEB → ATRA, calculations
were started after adding ATRA. We can state that in the human leukemic cell
lines tested, the DNMT inhibitor zebularine and its combined treatment with ATRA
inhibited the growth of NB4 cells the most.

Changes in the viability of each cell line were determined every 24 h by
comparing the number of live and dead cells. We determined that the best inhibition
of viability was affected by the effects of ZEB and ZEB→ATRA in all cell lines (up
to 30%). Also we showed that zebularine alone did not induce differentiation of
cells. We showed that CD11b expression is significantly increased in all three
cell lines after exposure to ATRA and ZEB → ATRA. This is most prominent in
KG1 cells (over 90%). The apoptosis analysis revealed that zebularine appears to
have the greatest influence on the number of apoptotic cells in all lines (summarized
in Fig. 2.18). This is especially significant in KG1 cells—61.7%. The effects of
ATRA and ZEB → ATRA in NB4 and KG1 cells are circumscribed and only
slightly above the control level. However, ATRA-exposed HL-60 cells show a
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HL-60, NB4, KG1 cells

Zebularine
20–100 μM Time- and dose- dependent:

Growth inhibition
Apoptosis

No Differentiation

Optimal concentration is 25–50 μM

Differentiation induction
ATRA < Zebularine + ATRA < Zebularine pretreatment,

ATRA < Zebularine pretreatment,
ATRA + Zebularine

Fig. 2.18 Effects of DNA methyltransferase inhibitor zebularine on AML cells

presence of 31.4% of apoptotic cells, i.e., almost twice as much as ZEB → ATRA.
In all three cell lines after evaluation of cell cycle, the number of cells in the cell
cycle phase G1/G0 exposed to ATRA and ZEB → ATRA is greater than 10% for
NB4 and KG1 and 20% for HL-60. The number of cells in the cell cycle phase S is
reduced after exposure to ATRA and ZEB → ATRA. Zebularine has no effect on the
distribution of NB4 and HL-60 cells between the cycle phases, but the proportion
of KG1 cells in the cell cycle phase G1/G0 is higher compared to control cells.
As the cell cycle phase subG1 assay showed that KG1 cells are particularly due to
apoptosis, it can be assumed that the phase G1/G0 is higher than the other cells due
to the apoptotic state rather than to the differentiated one.

After cell growth, viability, and differentiation analysis, we can summarize that
ZEB → ATRA affected all cell lines the most compared with zebularine or ATRA
treatment. The combination of these agents resulted in the slowest growth of cells,
the lowest level of viability on the last day (fourth), and a marked increase in
differentiation. Thus, it can be stated that ATRA-induced differentiation leaded to
inhibition of cell growth and loss of viability and is improved by exposure of cells
to the DNMT inhibitor zebularine.

2.12.2 Procaine, Decitabine, and All-Trans Retinoic Acid
Treatment Cause APL Cell Differentiation

This section presents the results obtained with the NB4 and HL-60 leukemic cells
exposed to DNA methyltransferase (DNMT) inhibitor procaine and differentiation-
inducing all-trans retinoic acid (ATRA). For comparison, NB4 and HL-60 cells were
exposed to another DNMT inhibitor decitabine. Comparative data on growth, via-
bility, and differentiation of control and treated cells were obtained (Borutinskaite
et al. 2016). The cell cycle of the NB4 line and its changes, as well as the results of
the expression of the surface marker CD11b, were also examined. Intrinsic changes
in the expression of DNMT, cell surface protein E-cadherin, and other molecules at
the protein and gene levels are presented in the other chapter of the monograph.

We used such concentrations of DNMT inhibitor procaine: 0.5, 1, 3, and 5 mM.
All-trans retinoic acid was added to HL-60 and NB4 cells at 1 μM concentration.
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The cells were additionally exposed to another popular DNA methyltransferase
inhibitor, decitabine, at concentrations of 0.5 μM and 1 μM. A few more experi-
ments were also performed: procaine (3 and 5 mM) was exposed for 48 h, then the
medium was changed, and the same combinations were again applied. Cells were
cultured with chemicals for 96 h and counted with a hemocytometer every 24 h.
We detected that the highest concentration of procaine has the greatest effect on
both cell lines. Procaine (3 mM) maintains approximately constant influence over
time (growth inhibition—NB4 25–35% and HL-60 40–50%). This concentration is
effective from the onset of action and creates stable conditions for growth inhibition.
For this reason, such a concentration of procaine is chosen for further experi-
ments. It was also observed that procaine arrests growth of human leukemia cells
and together with ATRA provokes differentiation. The majority of differentiated
CD11b positive cells were reached within 72 h. Cells were most differentiated by
ATRA and its combination with procaine. Despite fluctuations (48 h), the DNMT
inhibitor procaine contributes to differentiation and results in increased differen-
tiation. This combination arrests cell cycle in G0/G1 phase. Also it was showed
that the highest rate of apoptosis was reached after 5 mM procaine treatment,
already after 24 h (18%) and 48 h (30%). Other treatments with 3 mM procaine
or 0.5 μM decitabine induce apoptosis at similar levels (48 h—∼15% and ∼19%,
respectively). Cell accumulation in the G0/G1 phase is most noticeable in the
ATRA-exposed sample (20% more than in controls). The cell amount decreases
in S and G2/M phases, indicating cell cycle arrest in G0/G1 phase. The combined
treatment of procaine plus ATRA already after 24 h’ starts to arrest cell cycle.
The fact that a single procaine does not arrest the cell cycle (in G0/G1 phase)
but acts only in combination with ATRA indicates that ATRA is the protagonist
here. Cells treated with decitabine accumulate in S phase. In this case, cell cycle
arrest occurs by maintaining normal levels of DNA (G0/G1) and preventing it from
doubling (arrest in S phase). Procaine inhibits the cell cycle in S and G2/M phases.
The results obtained confirm the findings of previous studies (Villar-Garea et al.
2003). In conclusion, the DNMT inhibitor procaine was found to inhibit HL-60 and
NB4 cell growth and to induce differentiation in combination with ATRA. Also
combination of procaine and ATRA inhibit cell cycle in the G0/G1 cycle phase.
Earlier differentiation marker CD11b expression is induced as early as 24 h after
treatment to a combination of ATRA and ATRA with 3 mM procaine.

2.12.3 DNA Methyltransferase Inhibitor RG108 Has
Anti-proliferative Effect on APL Cells

In these studies (Savickiene et al. 2012a,b), NB4, KG1, and HL-60 cells were
exposed to RG108, ATRA, and PB (phenylbutyrate) alone and in various combina-
tions, and cell differentiation, growth arrest, and apoptosis induction processes were
evaluated. In tested NB4 and HL-60 cell lines, RG108 inhibited cell proliferation
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HL-60, NB4 cells

RG108
20–100 μM Time- and dose- dependent:

Growth inhibition
Apoptosis

No Differentiation

Optimal concentration is 50 μM

Differentiation induction
ATRA < RG108 + ATRA < RG108 pretreatment,

ATRA < RG108 pretreatment,
ATRA + phenyl butyrate

Fig. 2.19 Summary of DNA methyltransferase inhibitor RG108’s effects on HL-60 and NB4 cells

in a time-dependent but not a dose-dependent manner and did not induce myeloid
differentiation. We determined that 24 h exposure to RG108 was sufficient to reveal
growth inhibitory impact on cell lines. Treatment of the cells with 50 μM RG
replicates the growth of control cells, and only the number of cells is reduced by
about 8% during the whole culture time. After 24 h of incubation with RG108 with
the following addition of ATRA, cell proliferation was decreased in comparison to
control leukemic cells. In combination of RG108 with ATRA and phenylbutyrate,
the cells almost stop to proliferate after 24 h of treatment. Control cell differentiation
reflects spontaneous NB4 cell differentiation (up to 1%). After treatment with
50 μM RG108, differentiated cells were present only up to 1%, so we observed that
RG108 alone did not influence the induction of NB4 cell differentiation (Fig. 2.19).
We compare different combinations of RG108 with all-trans retinoic acid or
phenylbutyrate and can conclude that temporal pretreatment with RG108 before
ATRA provoked remarkable (up to 62%) acceleration of granulocytic differentia-
tion (Table 2.9).

The anti-proliferative RG108 impact on HL-60 cells was analyzed during 4 days
of treatment with various concentrations of RG108 (25–300 μM). We determined
that RG108 had only minor anti-proliferative and growth inhibitory (9–21%) impact
at day 4 at concentrations of 25–100 μM. Only huge dose of 300 μM was allowed
to reach the maximal effect (78%) after 96 h of treatment (Fig. 2.19).

2.13 Promising Benefits on Antileukemic Effect Demonstrate
EGCG

Epigallocatechin—3—gallate (EGCG) is a plant compound that acts both as HDACi
and as DNMTi. It reduces global DNA methylation level, changes gene expression,
and induces apoptosis. EGCG could be a potential agent used to treat cancer. In the
research the effect of EGCG on leukemic cells was investigated (Vitkeviciene et al.
2018; Borutinskaitė et al. 2018).

We treated NB4 cells with EGCG (10–40 μM) and differentiation inductor all-
trans retinoic acid (1 μM). We determined that all concentrations of EGCG are
shown to inhibit growth compared to control cells unaffected by EGCG. The
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most pronounced differences in exposure to the concentrations used occurred at
day 3, i.e., in 72 h from the start of the experiment, 40 μM EGCG inhibited most
growth. After 96 h growth inhibition dependence on EGCG concentration remained
unchanged: 10 μM < 20 μM < 30 μM < 40 μM. All-trans retinoic acid, like EGCG,
also inhibited cell growth compared to control cells, but the effect of one ATRA
was less than that of ATRA + EGCG. Differences in growth of ATRA and EGCG +
ATRA-affected cells occurred as early as 48 h. We also see that at day 3 and day 4,
there was almost no difference in the growth of cells exposed to EGCG 20 μM,
30 μM, and 40 μM with ATRA, whereas EGCG alone was more pronounced. A
concentration of 10 μM of EGCG had the minimal impact on viability of cells
and was therefore no longer used in subsequent experiments. Further efforts were
made to determine the effect of EGCG and ATRA combinations on pretreated cells
for 24 h with EGCG alone (cells were exposed to three different concentrations of
EGCG for 24 h), and then 1 μM ATRA was added after media was changed (EGCG
→ ATRA). With these reagent combinations, differences in growth begin to appear
at day 2 and were most pronounced after 96 h. The trend remains the same as in
previous experiments, with most growth inhibited by cells exposed to the highest
concentration of EGCG and at least 20 μM EGCG. However, the comparison of
the results of this experiment with the effects of EGCG and EGCG + ATRA without
rinsing shows that cells proliferate more in this case. A sharp decrease in the number
of live control and all-trans retinoic acid treated cells observed at day 4 may be due
to a significant increase in cell counts, decrease in nutrient medium, and acidification
of the medium.

A concentration of 40 μM of EGCG can promote up to 20% differentiation.
ATRA and EGCG + ATRA induce differentiation significantly—up to 80% in
differentiated cell populations (summarized results presented in Table 2.10). The
greatest differentiation effect was observed after 4 days with 40 μM EGCG +
ATRA. This combination works more strongly than others on day 3. No substantial
difference was noticed between the remaining combinations of EGCG + ATRA
concentrations in inducing differentiation for all the 4 days. However, differentiation
is induced by effects of 40 μM EGCG + ATRA and 40 μM EGCG → ATRA. Cell
distribution in different cell cycle phases revealed that after EGCG and EGCG +
ATRA treatment for 72 h, NB4 cells cycle was stopped in the G0/G1 cell cycle
phase.

After the analysis of apoptotic cells, we showed that EGCG exposure was
most prominent after day 1 and was almost 18% ATRA after 24 h (the number
of apoptotic cells was less than 12%). It can be claimed that the combination
effects of EGCG → ATRA and EGCG + ATRA were more influenced by all-trans
retinoic acid than EGCG because the percentage of apoptotic cells was less than
that of EGCG-exposed cells. The percentage of EGCG → ATRA apoptosis was
approximately 9% and that of EGCG + ATRA was approximately 14%. After 3
days, the trend for apoptosis remained the same, with the highest number of cells
killed by EGCG, as much as 41%, while all-trans retinoic acid was the lowest. Effect
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of ATRA after EGCG flush on apoptosis after 72 h was almost the same as ATRA
alone, so probably after some time all-trans retinoic acid had the main impact on
cell viability.

The impact of EGCG on growth, viability, and differentiation of HL-60 cells
was investigated (summarized results presented in Table 2.11). We found similar
effects on HL-60 leukemic cells like in NB4 cells. EGCG reduced HL-60 cells
viability, slightly inhibited the leukemic cell cycle in the G0/G1 phase, and did
not induce differentiation. In addition, we tested EGCG effect on non-malignant
WI38 (a diploid human cell line composed of fibroblasts derived from lung tissue
of a 3-month-gestation aborted female fetus) cell and on amniotic fluid stem cell
proliferation by MTT. Treatment with EGCG did not have any effect on tested
cell proliferation for 48 h, and only after 72 h, the highest used concentration of
EGCG (140 μM) caused slightly decreased cell proliferation (to 85% and 87%
compared to untreated cell proliferation in WI38 and amniotic fluid stem cells,
respectively).

In conclusion, NB4 cell growth is most inhibited by the DNMT/HDAC inhibitor
EGCG treatment and EGCG + ATRA combinations without rinsing. It was also
found that in all the cases studied, the number of living cells was most substantially
reduced by the highest amount used, i.e., 40 μM, EGCG concentration. From the
viability studies, we can state that the viability of NB4 cells is mainly reduced
by 40 μM EGCG and to a lesser extent by 40 μM EGCG + ATRA, while 40 μM
EGCG + ATRA is affected even less by these two effects. Growth and viability
are most strongly inhibited by 40 μM EGCG and 40 μM EGCG + ATRA, while
differentiation is most induced by 40 μM EGCG → ATRA. Therefore, these EGCG
and all-trans retinoic acid combinations have been selected for further studies of
cellular processes.

Complex effects of different structure and activity of chromatin modifiers—
HDAC inhibitors (BML-210, belinostat, FK228, sodium phenylbutyrate, vita-
min B3, and EGCG), DNA methyltransferase inhibitors (RG108, zebularine), his-
tone methyltransferase inhibitors (BIX-01294), and other agents— nucleoside ana-
logues, inhibitors of cell signaling molecules—protein kinases and phosphatases,
and low dose ionizing in combination with differentiation inducer ATRA generate
effective cellular processes leading to leukemia cells’ induction to differentiation,
proliferation inhibition and apoptosis initiation.
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Chapter 3
Chromatin Remodeling During
Leukemia Cell Proliferation and
Differentiation

During the development of cells of the hematopoietic system, errors in process reg-
ulation are possible, which influence the development of blood cancer—leukemia.
Epigenetic changes influence DNA methylation and histone modifications (acetyla-
tion, methylation, phosphorylation, etc.). Acute myeloid leukemia can be treated
using a differentiation inducer ATRA in combination with inhibitors of histone
deacetylation, methylation, and DNA methylation. This increases the ability of
leukemia cells to differentiate into granulocytes, induces cell death by apoptosis, and
inhibits uncontrolled cell division. During all these processes there is an intensive
transformation of the level of gene expression of cells, protein synthesis, and the
physiological state of cells.

In recent years, many different epigenetic modifiers were developed. Great
amount of clinical trials have shown that in order to treat some types of cancer
possibly DNMT/HDAC/HMT inhibitors will be applied effectively. Actually, to
develop efficient strategies of cancer therapy one of the greatest challenges in
the future will be the approximation of epigenetic therapy and conventional
chemotherapy.

The changes in gene and protein expression affected by induced chromatin
remodeling in leukemia were analyzed in our research.

3.1 Chromatin Functional Regulation by Histone
Modifications

Chromatin modifications are modifications that affect the regulation of gene
expression and do not alter the DNA sequence. Such modifications include post-
translational modifications (PTMs) of chromatin-containing proteins, changes in
nucleosome composition, DNA methylation, and the action of antisense micro-
RNA. Chemical modifications of DNA and histones have a profound effect on

© Springer Nature Switzerland AG 2021
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the regulatory processes of gene expression. Most histone PTMs are dynamic and
require specific enzymes for each PTM to catalyze the attachment and removal of
appropriate chemical groups. Many post-translational histone modifications affect
chromatin activity by attracting large protein factors with specific reader domains
that recognize different modifications.

Hyperacetylation of histones can be detected in active chromatin areas. In
contrast, deacetylation of histones and methylation of DNA are detected in hete-
rochromatin. Improper and malfunctioning of the histones and DNA modifications
can cause the cell malignancy and the development of different forms of cancer.
Modeling of histone acetylation has a significant role in the overall chromatin
state and, most importantly, in the overall cell phenotype. It has been found that
acetylation of histones can change both nucleosome position and gene activity.

HDACi is widely studied and used in the treatment of cancer and inflammatory
diseases. Importantly, inhibitors of histone deacetylases can remove or at least
reduce the abnormal inhibition of gene expression that occurs during cancer
development. HDACi is a very promising compound because of its ability to inhibit
growth and induce differentiation and apoptosis in cells of cancer (Dawson and
Kouzarides 2012). HDACi contributes to a decrease in the expression of anti-
apoptotic proteins, such as some members of the anti-apoptotic Bcl-2 family. In
human myeloma cell lines, it was found that HDACi is the reason of the decrease
in Bcl-xL, Mcl-1, and XIAP. Similar results were found in studies of the impact of
HDACi on human leukemia cells. HDAC inhibition was empirically detected as a
new type of cancer therapy (Ceccacci and Minucci 2016). The biology of different
HDAC isoforms and their associations with tumorigenesis is just beginning to be
explained. New knowledge is mostly obtained from the perceived clinical potential
of HDAC inhibitors (Ammerpohl et al. 2004; Paris et al. 2008; Ceccacci and
Minucci 2016). It is not yet clear if a more precise understanding of the certain roles
played by different HDAC isoforms during human tumorigenesis will contribute not
only to development of isoform-specific inhibitors, but also to more efficient or less
toxic antitumor therapeutics, in comparison to the multiclass HDAC inhibitors that
are presently being evaluated clinically. Rationally designed combinations of HDAC
inhibitors with different types of approved or investigational anticancer agents look
promising in tumor cell culture systems, but they still need to be based on clinical
trials (Budillon et al. 2007; Ceccacci and Minucci 2016). Various HDAC inhibitors
are able to alter transcription, both positively and negatively, for about 2% of the
total human genes. While this number appears to be small, common genes affected
by these inhibitors are known to play a crucial role in controlling cell cycle and
differentiation or apoptosis process (Budillon et al. 2007; Sekhavat et al. 2007;
Ceccacci and Minucci 2016).

The other important histone modification for chromatin remodeling is that
histone methylation can have both activating and inhibitory effects on transcription
depending on the location of the methylated amino acid residue in the histone.
The enzymes that catalyze the methylation of histone Lys residues are called
histone lysine methyltransferases (HMT). In contrast to histone lysine acetyl-
transferases (HAT), HMTs are highly selective enzymes that catalyze only the
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methylation of the corresponding Lys residues, for example, G9a methylate H3K9,
EZH2—H3K27. HMT usually forms large multiprotein complexes, which as a rule
include other histone-modifying proteins (HAT, HDAC, DNMT, histone demethy-
lases). HMT can act as co-activators or co-inhibitors of transcription factors and
participate in gene-target promoters by attracting complexes involved in epigenetic
regulation. Thus, it can be argued that histone methylation and related processes are
not only responsible for changes in gene expression but also have a significant role
in the development of cancers.

In our study we applied different HDAC and HMT inhibitors for treatment of
leukemia cells. We used at that time novel HDAC inhibitors BML-210, FK228, and
other frequently used chemicals like belinostat, phenylbutyrate, vitamin B3 (Boruti-
nskaite and Navakauskiene 2015; Savickiene et al. 2006b,a, 2009, 2011, 2012a,
2014a; Merzvinskyte et al. 2006; Valiulienė et al. 2016; Vitkeviciene et al.
2019). Also we demonstrated the potential use of HMT inhibitors’ BIX-01294,
3-deazaneplanocin A (DZNep) for leukemia treatment (Valiulienė et al. 2016;
Valiuliene et al. 2017; Vitkeviciene et al. 2019). We have demonstrated that
EGCG could be a promising antileukemic agent that act as HDACi, HMTi, and
DNMTi (Borutinskaitė et al. 2018; Vitkeviciene et al. 2019).

3.1.1 HDAC Inhibitor BML-210 Affects Leukemia Cells via
Chromatin Remodeling

BML-210 was found to be one of the compounds HDAC inhibitors that selectively
induced histone but not tubulin acetylation for which HDAC6 is responsible (Wong
et al. 2003; Haggarty et al. 2003). Presently the precise molecular mechanisms by
which the benzamide derivatives including BML-210 inhibit HDAC function remain
unclear. There is provided evidence of direct binding to transcription factor MEF2,
which is believed to indicate a previously unknown mechanism of action of these
molecules, which is not linked to the active HDAC center but to the protein–protein
interaction between HDAC and its functional partners (Jayathilaka et al. 2012).

In our studies, we have examined the novel HDAC inhibitor, BML-210, and
its biological impact on protein expression, transcriptional regulation of cell cycle,
and apoptosis regulating genes by transcription factors Sp1, NFκB, and p53, which
causes the inhibition of leukemia cell proliferation, induction of differentiation, and
apoptosis (Borutinskaite and Navakauskiene 2015; Savickiene et al. 2006a).

We determined that different doses of BML-210 from 5 to 30 μM inhibited
leukemia cells (NB4, HL-60, THP-1, and K562) growth in a time- and dose-
dependent manner. BML-210 plus differentiating inducer (ATRA for NB4 and
HL-60; hemin for K562 cells) enhanced ATRA and hemin induced differentia-
tion (Savickiene et al. 2006a), for more detailed prospects see Chap. 2. The data
is based on the morphological and immunochemical observations and demon-
strated stronger PU.1 binding to the HNE promoter (Savickiene et al. 2006a); the
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expression of the last onset is usually up-regulated during the initial phases of
granulocytic/monocytic differentiation. Also we observed that BML-210 used alone
can induce differentiation only in HL-60 and K562 cells, but not in NB4 cells. This
effect correlated with changes in histone H4 acetylation and direct/indirect changes
of the transcription profile.

In our study (Borutinskaite and Navakauskiene 2015), we detected that BML-210
at a concentration up to 20 μM created cytotoxic effects on NB4 cells and stimulated
apoptotic cell death (up to 60%). We identified impact of BML-210 on HDAC
expression level in NB4 cells. We revealed that BML-210 down-regulated HDAC1
mRNA level in dose-dependent manner and the best effect was observed during first
hours of treatment: BML-210 at 10 μM dose suppressed gene expression up to 36%
after 8 h of treatment; the 20 μM concentration of BML-210 suppressed HDAC1
expression up to 74% after 8 h of treatment. The alterations in expression of HDAC2
and HDAC3 were very low and not substantial. The HDAC1 protein expression
level was minimal after 48 h of treatment with 20 μM of BML-210. Also we
investigated HDAC activity changes in NB4 cells after treatment with BML-210 was
applied (Borutinskaite and Navakauskiene 2015). It was noticed that after BML-210
treatment the activity of HDAC lowers. In NB4 cell line the greatest decrease (85%)
of the HDAC activity was observed after 48 h of treatment with 20 μM BML-210.
In the study we also performed mass spectrometry analysis to identify few proteins
the expression levels of which changed after BML-210 treatment (for details see
Chap. 4). Further we examined expression level of some genes after BLM-210
treatment: endoplasmin, ENPL; 14-3-3 protein eta, 1433F; calreticulin, CALR;
proliferating cell nuclear antigen, PCNA; lactoylglutathione lyase, LGUL; and
chloride intracellular channel protein 1, CLIC1. We observed that examined gene
expression level correlated to the proteomic data. Our analysis demonstrated that
after treatment with BML-210 (both 10 and 20 μM) the expression of calreticulin,
endoplasmin, 14-3-3 protein eta, and PCNA decreased. The products of these genes
are significant for cell proliferation, differentiation, and apoptosis processes. The
CLIC1 and LGUL gene expressions lowered only after treatment with 20 μM BML-
210, but not after treatment with 10 μM BML-210. Since the chloride channel
proteins important for stabilization of cell membranes and LGUL play some role
in the cell growth, the down-regulation of their expression correlates with apoptotic
processes induced by BML-210 treatment.

We detected that BML-210 alone very effectively influenced histone H4 hyper-
acetylation in HL-60 and NB4 cells (Savickiene et al. 2006a). In control NB4 cells,
histone H4 as a rule exhibits in Ac 0–Ac 2 forms, but after treatment with
BML-210 hyperacetylation of histone H4 occurs. We compared the intensity of
hyperacetylation of histone H4 caused by BML-210 and phenylbutyrate (PB). We
demonstrated that phenylbutyrate caused histone H4 hyperacetylation during first
hours of treatment (Merzvinskyte et al. 2006). We found that BML-210 in dose of
10 μM affected hyperacetylation of histone H4 and this effect was time-dependent,
but at the 48 h after treatment the hyperacetylation effect started to reduce. On the
other hand, HDAC inhibitor phenylbutyrate at 1.5 mM concentration induced much
stronger effect on hyperacetylation of histone H4 (Fig. 3.1). During the comparison
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of NB4 and HL-60 cells, more pronounced effect was obtained in HL-60 cells.
ATRA alone did not stimulate histone hyperacetylation, but the combined treatment
with BML-210 caused the intense hyperacetylation of histone H4 even after 2 h.
These results demonstrated that BML-210 and ATRA can have a synergetic impact
on histone H4 hyperacetylation (Fig. 3.1).

We employed the electrophoretic mobility shift assay (EMSA) method to
study protein–DNA interactions in leukemic cells after treating cells with epi-
genetic modifiers (BML-210, phenylbutyrate, FK228) alone or in combination
with differentiation inducer ATRA (Figs. 3.2, 3.6). Even the EMSA method is
not direct evaluator of epigenetic changes; nevertheless, this method enables to
determine if transcription factors analyzed by us are capable of binding to a specific
DNA sequence, thereby activating gene expression.

In order to examine the binding activity of transcription factors Sp1, NFκB, p53,
and PU.1, we conducted EMSA with radiolabelled oligonucleotides and nuclear
extracts from untreated NB4 cells, and from cells treated with BML-210 alone or
plus ATRA.

We demonstrated a certain Sp1 binding to the consensus sequence and the
binding site 3 (Sp1–3) of the p21 promoter, p53 binding affinity to the p21 promoter
or NFκB to the consensus sequence and to the FasL promoter, or PU.1 to the human
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neutrophil elastase (HNE) promoter (Savickiene et al. 2006a). The binding of those
transcription factors to the promoters was effectively obstructed by a 50 or 100-fold
excess of the unlabeled oligonucleotide (cold), or by a mutated oligonucleotide.

NFκB stands for a family of inducible transcription factors involved in the
controlling of individual cellular processes, such as cell growth, differentiation,
apoptosis, immunity, and inflammation (Grants et al. 2020). HDAC inhibitors,
e.g., sodium butyrate or TSA, improved NFκB-mediated gene induction (Adam
et al. 2003; Quivy and Van Lint 2004). The most abundant form of NFκB is a
p50/p65 heterodimer, in which p65 contains the transcriptional activation domain.
Both the subunits are acetylated upon activation, and p300/CBP (CREB-binding
protein) is involved (Chen and Greene 2003; Mukherjee et al. 2013). p65 binds to
CBP and its homolog p300 (Roth et al. 2001; Mukherjee et al. 2013), while p50 fails
to recruit the transcriptional co-activators. This caused the transcriptional activation,
supposedly via related histone-directed acetylase activity, which contains localized
chromatin (Kiernan et al. 2003). Our findings show that BML-210 improves NFκB
binding to its consensus sequence during the first hours of treatment. This initial
effect most manifested in HL-60 cells and coincided with the induction of cell
differentiation.
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Later we determined whether treatment with various HDAC inhibitors, BML-
210 and phenylbutyrate, influenced the binding activity of transcription factors
in NB4 and HL-60 cells. By EMSA, both HDAC inhibitors promoted NFκB or
Sp1 binding to their consensus sequences and Sp1 to the p65 promoter, or p53 to the
p21 promoter during the first 8 h (Fig. 3.2). We have shown different NFκB binding
activity to consensus sequence in HL-60 and NB4 cells during 4 days of treatment
with 10 μM BML-210. This was related to differentiation induction in HL-60 cells
only causing to improved complex formation the first two days. NFκB binding to
the FasL promoter elevated in both cell lines. Besides, it was shown that a significant
functional role of NFκB in p21 induction, G1 arrest, and cell maturation by HDAC
inhibitor, sodium butyrate, and the disruption of NFκB pathway was a reason of
the cells engagement into an alternative, apoptotic program (Dai et al. 2003). In
NB4 cells, binding activity of Sp1 to the FasL or Sp1–3 to the p21 promoter
was manifested on days 3–4. We detected increased Sp1 binding activity to the
p65 promoter and NFκB to the consensus sequence during 2–4 h of BML-210
treatment. This correlated temporally with the elevated p65 protein level in nucleus
of NB4 cell, which could justify the transcriptional activation of NFκB-activable
genes. There are two classes of such genes: those comprising constitutively and
immediately accessible NFκB binding sites in their promoter and those that require
the hyperacetylation to become accessible to NFκB (Saccani et al. 2001). HDAC
inhibitors would thus increase NFκB-dependent transcription by obstructing the
HDAC activity related to p65, consequently causing histone hyperacetylation and
thereby a higher level of gene expression.

In HL-60 cells, we did not notice Sp1 binding, due to Sp1 protein existence in a
truncated form, which cannot bind to the GC-rich elements in DNA (Savickiene
et al. 2005; Deniaud et al. 2009). p53 protein conformation for DNA binding
to the promoters may influence the modulating of the rate of its acetylation and
further recruitment of chromatin remodeling factors (Dornan et al. 2003; Vogelstein
et al. 2000). Lagger et al. (2003) have shown that p53 cooperates with Sp1 in the
activation of the p21 promoter. It is known that HDAC inhibitors, such as sodium
butyrate, apicidin, TSA, SAHA, and others, are able to stimulate p21 (Joseph et al.
2005). Our findings verify increased binding activity of both Sp1–3 and p53 to the
p21 promoter during 24 h exposure to BML-210 alone or plus ATRA in NB4 cells.
After such treatment, p21 protein level elevated in both the cytoplasm and the
nucleus instantly.

Combined treatment with BML-210 and ATRA led to increased binding capacity
of many transcription factors (NFκB, PU.1, Sp1–3, p53) to the promoters examined
during first two days and following decline on days 3–4 (Fig. 3.2). On the other
hand, Sp1 binding to the FasL promoter markedly elevated on days 3–4, which is
possibly related to the induction of apoptosis at this time-point (Savickiene et al.
2006a). The summarized scheme of BML-210 effect on leukemia cells is presented
in Fig. 3.3.

These results allow to argue that HDAC inhibitor BML-210 has an antileukemic
effect—it is able to induce apoptosis and modulate differentiation during the
modulation of histone acetylation and gene expression.
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3.1.2 Histone Modifications Initiated by HDACi
Phenylbutyrate and Vitamin B3

Short-chain fatty acid compounds, like butyrates, belong to a class that is presently
confirmed for the clinical application (Magrin et al. 2020), inducing cell differentia-
tion and/or apoptosis programs in a broad range of neoplastic cells. The boundaries
of its clinical use due to rapid metabolism and a very short half-life in the blood may
be overcome by butyrate derivates or prodrugs of butyric acid (Gozzini et al. 2003).
In leukemia cells, HDAC inhibitors, such as butyrate derivate and suberoylanilide
hydroxamic acid (SAHA), promote differentiation or apoptosis (Vrana et al. 1999).
Several HDAC inhibitors are now being examined clinically: SAHA is presently
in a phase II clinical study against T-cell lymphomas and metastatic squamous cell
carcinomas of the head and neck; MS-275 undergoes tests if it will be possible to use
in treatment of advanced solid tumors or lymphomas and poor-risk hematological
malignancy; CI-994 is applied to treat leukemia (Kelly et al. 2003).

In our study we used HDACi phenylbutyrate in combination with HDAC
Sir2 inhibitor vitamin B3 (Merzvinskyte et al. 2006; Savickiene et al. 2011). Earlier
it was demonstrated that some niacin-related agents, like vitamin B3 and others,
which belong to Sir2 family of HDAC, can be used to induce differentiation in
leukemia cells (Iwata et al. 2003).

We demonstrated that HDAC inhibitors—phenylbutyrate and vitamin B3—
caused rapid histone H3 and H4 modifications. HDACi combinations have the
various impacts on cell cycle arrest, differentiation, and apoptosis. The most
promising treatment for differentiation therapy is detected applying 6 h pretreatment
with phenylbutyrate and vitamin B3 before the combined exposition to ATRA with
vitamin B3, which considerably accelerates and increases cell differentiation (up to
95%) during 48 h of treatment.

We determined that the HL-60 control cells have few histone H4 acetylated
forms: Ac0, Ac1, and Ac2. This suggests that one of the causes of leukemia
is HDAC dysfunction. The effect of HDAC inhibitor phenylbutyrate at different
times and concentrations on acetylation was evaluated. We found that 3 mM
phenylbutyrate has the greatest effect on HDAC inhibition, after 6 h of treatment
when histone H4 becomes completely acetylated: we detected Ac3 and Ac4 forms.
Meanwhile, after 96 and 120 h treatment with PB histone H4 is completely
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Fig. 3.4 Modifications of histones H4 and H3 in the response to HDACi and ATRA. HL-60 cells
were treated with 5 mM vitamin B3 together with 3 mM phenylbutyrate (PB) for indicated time
or 6 h pretreated with 5 mM vitamin B3 together with 3 mM phenylbutyrate (PB) with following
24 h treatment of 1 μM ATRA alone or together with 5 mM vitamin B3. Histones from control or
treated HL-60 cells’ nucleus were isolated, resolved on 15% polyacrylamide-acetic acid-urea (AU)
gels, and examined by Western blot analysis using specific antibodies. According to Merzvinskyte
et al. (2006), License No 4830251467958

deacetylated. In the case of vitamin B3, the H4 acetylation started at 2 h of
treatment but with low intensity compared with PB, and after 24 h of treatment
with vitamin B3 histone H4 was completely deacetylated. Also we have found
changes in phosphorylation and acetylation of histone H3 after combined treatments
with phenylbutyrate, vitamin B3, and ATRA, but not phenylbutyrate or vitamin B3
alone (Fig. 3.4) (Merzvinskyte et al. 2006). The elevated level of histone H3
and H4 modifications is related to initiation and maturation stages of HL-60 cell
differentiation. Our findings allow arguing that the chromatin remodeling applying
HDAC inhibitors provides a rationale for the treatment of acute promyelocytic
leukemia. Our other study (Savickiene et al. 2011) was dedicated to find the effects
of phenylbutyrate, vitamin B3, ATRA on human leukemia cells (HL-60, NB4) and
the role of selected transcription factors. The binding of hyperacetylated histone H4
to the promoter of the G-CSFR gene containing the C/EBPα binding site in control
and various combinations of agents in leukemia cells were investigated (Savickiene
et al. 2011). Hyperacetylated histone H4 was found to bind to the G-CSFR gene after
exposure to 3 mM phenylbutyrate (PB) for 6 h and 3 mM PB � in 1 μM ATRA +
5 mM vitB3 (48 h). When exposed to these combinations of agents, histone H4 is
modified in the promoter region of the G-CSFR gene to which C/EBPα binds, which
is likely to activate G-CSFR gene expression (Fig. 3.5).
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To conclude, it was demonstrated that treatment with 3 mM PB � 1 μM ATRA +
5 mM vit. B3 causes histone H4 hyperacetylation at specific sites of RARβ, G-CSF,
and G-CSFR genes.

Another study was performed with KG1 cells (Savickiene et al. 2009). We
demonstrated that HDAC inhibitors, like PB, vitamin B3 in various combinations
with ATRA, can reduce growth of cells and induce differentiation. Also we have
showed that PB effected histone H4 hyperacetylation process the most and this
effect was strongest at first 8 h of treatment. Recent investigations suggested the bet-
ter result of combination HDAC inhibitors with DNMT inhibitors on antileukemic
activity of KG1 cells (Shaker et al. 2003). Chromatin immunoprecipitation analysis
has demonstrated that phenylbutyrate and its combinations with ATRA and vita-
min B3 result in histone H4 acetylation in the p21 promoter regions corresponding
to p53 and/or Sp1 sites. This concurred with the activation of the transcription factor
p53 binding activity to the p21 promoter in electrophoretic mobility shift assay. The
findings justify the possibility of applying the combination of agents for therapeutic
strategy in ATRA-resistant acute myeloid leukemia to induce both differentiation
and apoptosis.

Our findings allow us to offer an opinion that the chromatin remodeling applying
HDAC inhibitors and differentiation agent all-trans retinoic acid could be a rational
way for acute promyelocytic leukemia treatment.

3.1.3 HDAC Inhibitor FK228 Induces Antileukemic Effects via
Changes in Histone Modifications

FK228 (or FR901228, depsipeptide) contains a cyclic structure and exhibits pow-
erful antitumor activity against mouse and human tumor cells (Panicker et al.
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2010). FK228 has been studied in preclinical studies using models of acute myeloid
leukemia (AML) and chronic lymphocytic leukemia (CLL). These studies justified
efficient inhibition of HDAC and antitumor activity (Mori et al. 2004; Piekarz
et al. 2001). However, its clinical application has been limited by progressive
constitutional symptoms and requires a different schedule. Its unique effects have
also been investigated in clinical studies of acute lymphocytic leukemia, small
lymphocytic lymphoma, T cell lymphoma, or advanced small cell or non-small cell
lung cancer.

In this investigation we studied antileukemic impact of FK228 on APL cell.
We used NB4 cells, which have specific chromosomal translocation (15;17) and
HL-60 cells with negative functional p53 status. Various concentrations of HDAC
inhibitor FK228 (0.25, 0.5, 1 ng/mL) were applied in order to treat the NB4 and
HL-60 leukemia cells. In HL-60 cells, HDACi FK2208 induced a better cell growth
inhibition and caused cell death during shorter exposure time. In control HL-60
and NB4 cells histone H4 was predominantly detected in un-acetylated (Ac 0) and
mono-acetylated (Ac 1) forms (Fig. 3.6). We showed that FK228 alone stimulated a
dose- and time-dependent boost in histone H4 acetylation in NB4 and HL-60 cells.
The greatest histone H4 hyperacetylation at FK228 concentrations of 5–10 ng/mL
was noticed after 4 h; despite this fact, such doses resulted in high cytotoxic effect
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and marked cell death up to 90% after 4 days of treatment. We noticed that in HL-
60 cells, the tri- and tetra- acetylated isoforms of histone H4 exhibited at lower
HDACi concentration (0.25 ng/mL) than in NB4 cell line after 4 h of treatment with
FK228.

Further, after treatment with FK228 we detected histone H3 phosphorylation
on Serine 10 in HL-60 and NB4 cells. In HL-60 cells, raise of FK228 doses led
to a decrease of histone H3 phosphorylation simultaneously with an increase of
histone H4 hyperacetylation (Fig. 3.6), which demonstrates the close connection
between the acetylation/phosphorylation status of histone H3 and H4. The accumu-
lation of histone H3 in phosphorylated form was observed after 8 h treatment with
10 ng/mL FK228 (an apoptogenic dose). In less apoptosis-sensitive NB4 cells, the
alterations in histone H3 phosphorylation were alike, but happened slower. Overall,
higher histone acetylation (hyperacetylation) initiates chromatin remodeling and
transcriptional activation, while histone phosphorylation is frequently related to
chromatin condensation that incorporates mitosis and apoptosis (Cheung et al. 2000;
Lorenzo et al. 2002; Park and Kim 2012). Treatment with HDACi and trichostatin A
allows regulating a subset of genes (about 9% of the genome) in HL-60 cells. Over
50% of these genes were transcription augmenters or transcription factors. Certain
number of genes was changed in expression, while others had opposite regulatory
transcription profiles (Hake et al. 2004).

In our study we investigated the NFκB binding activity in reaction to FK228
treatment of NB4 and HL-60 cells. We detected that various doses of FK228 resulted
in cell line-specific boost in the intensity of the NFκB and DNA complex formation
at concentrations of 0.5–5 ng/mL and decline in both cell lines at the apoptotic
dose of 10 ng/mL (Fig. 3.7). HDACi FK228 also enhances the NFκB binding to
the FasL promotor region in a dose-dependent manner. In HL-60 and NB4 cells,
DNA binding to NFκB was changed in reaction to 5 ng/mL FK228 (Fig. 3.7) and
more distinguished at 8 h exposure (Fig. 3.7), which correlates with the histone
H4 hyperacetylation during first 8 h (Fig. 3.7). The treatment of ATRA plus
FK228 (0.25 ng/mL) led to maintenance of increased NFκB binding activity during
cell differentiation and suppression throughout differentiation leading apoptosis on
day 3 or 4 in HL-60 and NB4 cells, accordingly. Nevertheless, in this instance,
no up-regulation of NFκB binding to the FasL promotor was observed in cells
undergoing apoptosis. However, this activity declines due to treatment with ATRA,
justifying the assumption that the Fas/FasL pathway possibly does not participate
in the apoptosis of terminally differentiated leukemia cells (Savickiene et al. 2005;
Kwon et al. 2002; Kikuchi et al. 1996).

FK228 was efficient in provoking apoptosis in cell lines that are various accord-
ing to p53 status. Lately it was stated that a synthetic compound pifithrin (PFT) is a
specific inhibitor of p53 transactivation and there was a proposal to treat cancer with
it (Kaiser et al. 2011; Kanno et al. 2015). Nevertheless, PFT demonstrates various
effects; for example, the restraint of cell growth and stimulation or improvement of
p53-dependent apoptosis in mouse epidermal cells JB637 or, conversely, the protec-
tion of neurons and cardiomyocytes against apoptosis provoked by DNA-damaging
agents and doxorubicin, accordingly (Kaji et al. 2003; Ma et al. 2018). Our
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Fig. 3.7 Alterations in NFκB binding activity in response to FK228 alone or in combination with
ATRA. Nuclear extracts were prepared from control cells and treated with different doses of FK228
during 4 h (a) or treated with 5 ng/ml FK228 for different time (b), and in combination with
ATRA (1 μM) and FK228 (0.25 ng/ml) during 4 days (c). EMSA was performed using a total
15 μg protein from each nuclear extract and oligonucleotides, containing NFκB consensus motif
or NFκB binding site in the FasL promoter. Specific DNA complexes with NFκB were eliminated
competitively by addition of 100-fold molar excess of unlabeled oligonucleotide (cold). According
to Savickiene et al. (2006b), License No 4833110834912

investigations show that p53-defective HL-60 cells exhibited improved apoptotic
potential in contrast to NB4 upon treatment with 30 μM PFT alone. PFT-pretreated
NB4 cells with functional p53 displayed improved cell survival after following
treatment with FK228. One of the presumed mechanisms of PFT activity is the
restraint of p53 translocation from the cytoplasm to the nuclei and prohibition
of its binding to certain DNA sites (Kaji et al. 2003). The latter suggestion is
justified in our study by the declined p53 binding activity to the p21 promoter in
NB4 cells treated with PFT alone or together with FK228. PFT as well lowered
the activation of p53-regulated genes, including bax, cyclin G, and mdm2 that
control the degradation rate of p53 (Salih et al. 2002; Xie et al. 2018). Besides,
PFT-induced apoptosis can be mediated through a p53-independent pathway by
the participation of p38 and extracellular kinase activities of ERKs, or by the up-
regulation of proapoptotic Bax and activation of Caspases (Kim et al. 2010). In our
investigations, PFT stimulates apoptosis in p53-negative HL-60 cells and does not
obstruct the anti-proliferative action of FK228.
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Also in our other study (Savickiene et al. 2011) we detected that pre-treatment
of FK228 for 6 h and then combination treatment of ATRA with PB resulted in
high level (up to 90%) of differentiated cells in culture (HL-60 and NB4) cells. That
correlated with induced level of hyperacetylated histone H4 (Savickiene et al. 2011).

In conclusion, our data confirmed that myeloid cell line-specific, differential
activity of FK228 enhances the ATRA-mediated differentiation, which is related
to the regulation of gene expression mediated through chromatin remodeling.

3.1.4 Belinostat Effects on Epigenetic Changes in Leukemia
Cells and Promotes Differentiation

Epigenetic alterations make a significant contribution to the development of
leukemia and epigenetic modifiers such as histone deacetylases play a significant
role in these processes. HDAC inhibitors are an attractive scheme while choosing
the treatment of acute myeloid leukemia as well as its type acute promyelocytic
leukemia (APL) (Rajak et al. 2013; Wang et al. 2020). Belinostat (Bel, PXD101),
a hydroxamate-like HDAC inhibitor, is known to be promising and can be applied
to treat the various types of tumors, since it was shown to restrain class I and
class II HDACs enzymatic activity (Khan et al. 2008; Northfelt et al. 2007); for
detailed information on chemicals used in the study, see Appendix C. Different
studies revealed its activity resulting in cell cycle arrest, apoptosis, and restraint of
cell proliferation (Gravina et al. 2012; Qian et al. 2006). However, information
is still lacking on the molecular effects of belinostat on leukemia cells. In
our study (Savickiene et al. 2014b; Valiuliene et al. 2017, 2015), we tested
the impact of belinostat and its combination with differentiating agent all-trans
retinoic acid (ATRA) and/or epigenetic modifier 3-deazaneplanocin A (DZNep) on
human promyelocytic leukemia NB4 (FAB-M3, bearing typical APL translocation
t(15;17)) and HL-60 cells (FAB-M2, do not have typical APL translocation t(15;17);
for detailed characterization of cells used in the study, see Appendix B).

We demonstrated that exposure to belinostat alone in a dose-dependent manner
inhibited cell proliferation but did not induce cell differentiation (see Chap. 2).
Also we found that apoptosis correlated with activation of caspase 3, degradation
of PARP-1, and alterations in the expression of survivin, cyclin E1, and cyclin A2
proteins that lead to the cell cycle arrest (Savickiene et al. 2014b). The combination
of belinostat with ATRA was found to decrease the proliferation of NB4 and HL-
60 cells and arrest the cell cycle in the G0/G1 phase. In addition, combined effects
of belinostat with ATRA or belinostat and DZNep with ATRA were found to hasten
and stimulate greater granulocytic differentiation in comparison with ATRA alone.
These findings are alike to those of other HDAC inhibitors applied in leukemia
granulocytic differentiation therapy (Valiuliene et al. 2017, 2015) (Chap. 2). For the
following experiments we applied selected optimal concentrations for treatments:
belinostat alone (0.2 μM), ATRA alone (1 μM), combined treatments (0.2 μM
belinostat +1 μM ATRA or 0.2 μM belinostat +1 μM ATRA + 0.5 μM DZNep),
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pretreatment for 4 h with combination of 0.2 μM belinostat and 0.5 μM DZNep with
the following treatment with 1 μM ATRA. We assessed how all these treatments
effect gene expression and protein level modulation of specific epigenetic modi-
fiers (HDAC1, HDAC2, PCAF, Policomb complex) along with the cell cycle and
differentiation regulators (p27, C/EBPα, C/EBPε, PPARγ, Cyclin E1, Cyclin E2,
etc.) (Savickiene et al. 2014b; Valiuliene et al. 2017, 2015).

RT-qPCR analysis revealed a decline in HDAC1 gene expression after NB4 cells
exposure with belinostat, ATRA alone, and their combination during first 24 h.
Nevertheless, after 72 h of treatment the levels of HDAC1 elevated in comparison
with the control cells (Table 3.1). Action of belinostat applied alone resulted in
the greatest inhibition of HDAC1. The combination of belinostat with ATRA and
DZNep or pretreatment of belinostat and DZNep, which was followed by ATRA
treatment, elevated HDAC1 level during the first 24 h in comparison to control
cells or belinostat alone treatment. Effects alike were observed in HL-60 cells
(Table 3.1) (Valiuliene et al. 2017, 2015). The HDAC1 protein expression level
declined both in HL-60 and NB4 cells after treatment with ATRA or belinostat
alone, or by applying their combination (Table 3.1).

The expression level of HDAC2 mRNA and its protein was also analyzed in our
investigations. The HDAC2 mRNA level in NB4 treated cells had resembling reg-
ulation as HDAC1—during first 24 h they were down-regulated with the following
up-regulation. Protein level was down-regulated only after combination of ATRA,
belinostat, and DZNep (Table 3.1). We found that HL-60 cells exhibited different
patterns—up-regulation of HDAC2 mRNA level during first day of treatment
with ATRA, belinostat or their combination with down-regulation after 72 h of
treatment (Table 3.1) (Valiuliene et al. 2015). The HDAC2 protein level was down-
regulated at 72 h point after all used treatments (ATRA alone, belinostat alone, their
combination, Table 3.1).

Since belinostat in combination with ATRA and/or DZNep stimulated differenti-
ation in HL-60 and NB4 cells, and we know from literature that PPARγ and C/EBPα

are essential for granulocytic differentiation initiation (Paz-Priel and Friedman
2011), mRNA levels of these genes were investigated in our research (Savickiene
et al. 2014b; Valiuliene et al. 2017, 2015). Our study justified that expression
of transcription factor C/EBPα is down-regulated during ATRA-mediated differ-
entiation processes in both cell lines (NB4 and HL-60). The decline of C/EBPα

mRNA level was noticed in HL-60 cells treated with DZNep + belinostat � ATRA
combination (Table 3.1). We determined no effect in NB4 cells and up-regulation
in HL-60 cells of C/EBPα mRNA level after treatment with belinostat alone or
in combination with ATRA/±DZNep (Table 3.1). The C/EBPγ mRNA was up-
regulated after all treatments in both cell lines (Table 3.1), especially when leukemia
cells were provoked to differentiate with various agents (ATRA, its combination
with belinostat/±DZNep). Findings alike were noticed by other authors on C/EBPα,
C/EBPγ and PU.1 expression levels after treatment of HDAC inhibitor, valproic
acid, and ATRA.

We also evaluated histone acetyltransferase PCAF gene expression and deter-
mined that belinostat alone had no impact on PCAF gene expression; while ATRA
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or ATRA combined with belinostat treatment dramatically increased PCAF mRNA
levels in NB4 cells after 72 h treatment (Table 3.1). It was demonstrated by others
that ATRA raises the expression levels of p300/CREB-binding protein-associated
factor (PCAF) in the other tissues, i.e., in mouse kidney tissues (Kumar et al. 2014;
Blanco et al. 1998). In this research we also showed that in NB4 cells 6 h treatment
with belinostat down-regulated PCAF gene expression up to 2 times in comparison
to control NB4 cells, and later PCAF gene expression was restored (Table 3.1).
However, we did not observe such effect in HL-60 cells (Table 3.1). It is known that
PCAF is a histone acetyltransferase that is related to p300/CBP and competes with
E1A that is related to the oncogenic impacts in different cancers. As the histone
acetyltransferase, it could modulate p53 and p21 transcription via stress-stimulated
modification of histones (acetylation of H3) and other proteins (Love et al. 2012).
We determined in our study (Valiuliene et al. 2015) that belinostat alone and, at a
lower level, co-administration with ATRA compared with ATRA applied alone were
more effective in inducing p27 gene expression (Table 3.1) (Valiuliene et al. 2015,
2017). It has been demonstrated earlier by other researchers that ATRA stimulates
PCAF expression and accumulation in nuclei of P19 carcinoma cells (Zhang et al.
2010). It has also been assumed that rise in PCAF mRNA levels enhances retinoid-
dependent gene expression and the overexpression of PCAF caused the expression
of the granulocytic differentiation marker CD11b at the mRNA level in leukemia
cells (Sunami et al. 2017). It can only be speculated on the basis of Hirano and co-
authors research that down-regulation of PCAF gene and protein expression may
be related to belinostat’s proapoptotic impact, as it was shown that down-regulation
of PCAF sensitized human prostate cancer PC3 cells to chemotherapeutic therapy,
prompted G1 arrest and apoptosis (Hirano et al. 2010).

In order to evaluate the mechanisms by which belinostat acts to change chro-
matin structure, two histone modifications (H4 acetylation and H3K9 acetylation),
representing the active chromatin state and leading to opening of the chromatin
structure, were tested. As presented in Fig. 3.8, when 0.5–2 μM of belinostat was
applied to treat HL-60 and NB4 cells for short time (1–3–6 h), the cells contained the
isoforms of highly acetylated histone H4 up to tetra-acetylated. H4 hyperacetylation
was more notable after 3 h of treatment with all doses of belinostat in both cell
lines, but tri- and tetra-acetylated forms emerged soon (at 1 h) in HL-60 cells. In
NB4 cells, hyperacetylation of histone H4 was kept for 3–6 h, but lowered after
the drug exposure for 24 h (Fig. 3.8). In order to carry out the more detailed study
of histone H3 modifications, histones were fractionated on TAU gel and stained.
Due to this histone H3 resolved from histones H2A and H2B. The positions of
H3 variants (H3.1, H3.2, and H3.3) were identified, applying antibodies against
the total histone H3, and immunoblot study was accomplished for histone H3K9
acetylation (Fig. 3.8). Thus, belinostat prompted lysine hyperacetylation of both
histones H3 and H4 with some time-related variations between both cell lines.

Next we demonstrated that belinostat dose-dependently depletes HDACs, EZH2,
SUZ12 and leads to histone H4 and H3 modifications in leukemia cells (Fig. 3.9).
Reduction in HDAC1 protein level correlated with a rise in histone H4 hyperacety-
lation in NB4 and HL-60 cell lines up to tetra-acetylated form (Fig. 3.9c, Table 3.1).
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License No 4833581426843

Our group has shown that belinostat provokes accumulation of H4K16ac mark,
which at the same time is related to the transcriptional activation. It was also demon-
strated that belinostat up-regulates H3K9 acetylation level depending on treatment
period and applied dose including histone H4 hyperacetylation (Table 3.1) (Sav-
ickiene et al. 2014b). We observed no significant changes in H3K14ac mark after
treatment with ATRA or its combination with HDAC inhibitor belinostat and
HMT inhibitor DZNep (Vitkeviciene et al. 2019).
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According to Savickiene et al. (2014b), License No 4833581426843

Due to HDACs linking with histone methyl transferases and DNA methyl
transferases (DNMTs), belinostat has an effect not only on HDACs or HATs,
but also on other chromatin remodeling enzymes. So, we demonstrated in our
study that therapy with belinostat effects polycomb repressive complex 2 (PRC2)
subunits’ EZH2, SUZ12, EED mRNA, and proteins: SUZ12 mRNA up-regulation
at 24 h point with further reduction and protein expression down-regulation after
24 h (Table 3.1). In our other (Savickiene et al. 2014b) study we showed that
belinostat depleted EZH2 and SUZ12 protein levels in a dose-dependent manner
in one cell line as well as the other, and the depletion was more noticeable while
applying the higher doses of belinostat (Savickiene et al. 2014b). Our results
correlate with other authors’ study where Fiskus et al. (2009) showed that another
HDACi panabinostat (LBH589) reduces the amount of PRC2 subunits in primary
AML cells. However, treatment of belinostat alone had no significant effect on
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H3K27 trimethylation in NB4 and HL-60 cells but was slightly down-regulated in
HL-60 cells during first 6 h of ATRA treatment (Table 3.1) (Savickiene et al. 2014b).

In general, we demonstrated that belinostat was able to affect HDAC1 and
HDAC2 at protein and/or mRNA levels in a dose-dependent and cell type-specific
manner, which led to almost complete disappearance of HDAC1 and HDAC2 pro-
tein in dying cells (Fig. 3.9). It may seem that the actions of HDAC inhibitors are
dependent on cell context and vary based on the differential expression profile
of HDACs, which in all likelihood regulate the sensitivity to different types and
dosages of HDAC inhibitors. Our findings demonstrate that incessant exposure
to ATRA with a low dose of belinostat or temporal pre-treatment substantially
accelerated and improved ATRA-induced HL-60 and NB4 cell differentiation.
Undoubtedly, the acetylation state of lysine residues controls local and higher
order chromatin structure, including acetylation of histone H4K16, which results in
chromatin decondensation, the binding of chromatin-related proteins, and following
growth of transcriptional activity. The data obtained from our experiments allow
us to conclude that the rise of histone acetylation may be involved in apoptosis
by facilitating chromatin accessibility cooperatively with few other histone modifi-
cations, resulting in apoptotic-associated chromatin alterations, such as chromatin
condensation or mid-nucleosomal DNA fragmentation.

To establish the modified histones that include acetylated histone H4,
trimethylated H3K27/K4, and association with promoter regions of certain
genes, we performed chromatin immunoprecipitation (ChIP) assay (Valiuliene
et al. 2015). Immunoprecipitation of chromatin was performed and changes of
histone H3 (H3K4me3 and H3K27me3) methylation and H4 hyperacetylation
in promoter sequences of PRC2 components, C/EBPα, C/EBPε coding genes
were evaluated after treatment with combination of ATRA, belinostat, DZNep, or
belinostat alone (Table 3.2). We revealed that after treatment with belinostat alone,
basal hyperacetylation levels in C/EBPα, C/EBPε promoter regions did not change
a lot compared with control cells. These data correlate with NBT test data, showing
that belinostat alone is incapable to prompt granulocytic differentiation (Valiuliene
et al. 2015). It was also detected that belinostat alone induced association of histone
hyperacetylated form with p27 promoter region up to 1.5 times (Valiuliene et al.
2015). Also we found no significant changes in association of histone H3 (H3K27)
with promoter sequences of the PRC2 genes (except EZH2 after 72 h) after ATRA
+ belinostat + DZNep treatment. Also we detected some changes in association
of H3K4me3 with C/EBPε and CSFR promoter regions. Such ChIP results also
partially confirm the results of gene expression, where the levels of mRNA in
NB4 cells encoding PRC2 components were not significantly altered (Table 3.1).
We found that H3K4me3 and H3K27me3 methylation in C/EBPα promoter
sequences decreased after combined treatment of DZNep + belinostat + ATRA
for 72 h (Table 3.2). The association level of histone H3K4me3 and the main target
of C/EBPα, the CSF3R promoter and exon 1 of the granulocyte colony stimulating
receptor (G-CSFR) gene, were evaluated. The effect of ATRA + belinostat + DZNep
treatment on H3K27me3 decreases in CSF3R promoter (1.5 times), and H3K4me3
increases (2 times). Because the G-CSF receptor is important for granulocyte



88 3 Chromatin Remodeling During Leukemia Cell Proliferation and Differentiation

Ta
bl

e
3.

2
T

re
at

m
en

t
ef

fe
ct

on
ac

et
yl

at
ed

hi
st

on
e

H
4,

tr
im

et
hy

la
te

d
H

3K
27

/K
4

as
so

ci
at

io
n

w
ith

pr
om

ot
er

re
gi

on
s

of
ce

rt
ai

n
ge

ne
s.

C
hI

P
w

ith
an

tib
od

y
ag

ai
ns

ts
el

ec
te

d
hi

st
on

e
w

as
pe

rf
or

m
ed

w
ith

co
nt

ro
lN

B
4

an
d

H
L

-6
0

ce
lls

an
d

N
B

4
an

d
H

L
-6

0
ce

lls
tr

ea
te

d
w

ith
1
μ

M
A

T
R

A
fo

r1
2

an
d

48
h,

2
μ

M
be

lin
os

ta
t

6
h,

in
co

m
bi

na
tio

n
w

ith
0.

5
μ

M
D

Z
N

ep
+

0.
8

μ
M

be
lin

os
ta

t
+

1
μ

M
A

T
R

A
(7

2
h)

,
or

pr
et

re
at

m
en

t
of

0.
5

μ
M

D
Z

N
ep

+
0.

8
μ

M
be

lin
os

ta
t

(4
h)

�
1

μ
M

A
T

R
A

(1
2

an
d

48
h)

.
Sp

ec
im

en
s

w
er

e
fu

rt
he

r
te

st
ed

us
in

g
qP

C
R

an
al

ys
is

.
D

at
a

is
re

pr
es

en
te

d
as

a
fo

ld
-c

ha
ng

e
in

pe
rc

en
t

in
pu

t
(c

om
pa

re
d

to
un

tr
ea

te
d

co
nt

ro
l)

.“
↑”

de
no

te
s

a
fo

ld
-c

ha
ng

e
in

cr
ea

se
,“
↓”

de
no

te
s

a
fo

ld
-c

ha
ng

e
de

cr
ea

se
,w

he
re

as
“–

”
st

an
ds

fo
r

ha
vi

ng
no

tc
ha

ng
ed

or
a

ch
an

ge
th

at
w

as
no

th
ig

he
r

th
an

1.
5

fo
ld

.R
ep

re
se

nt
ed

da
ta

is
m

ea
n

(n
=

2)
.S

.D
.(

no
ts

ho
w

n)
w

as
le

ss
th

an
10

%

H
is

to
ne

H
4a

c
H

3K
27

m
e3

H
3K

4m
e3

T
re

at
-

m
en

ts
A

T
R

A
(1

2
h)

A
T

R
A

(4
8

h)
B

el
(6

h)

D
Z

N
ep

+
B

el
�

A
T

R
A

(1
2

h)

D
Z

N
ep

+
B

el
�

A
T

R
A

(4
8

h)

D
Z

N
ep

+
B

el
+

A
T

R
A

(7
2

h)

D
Z

N
ep

+
B

el
+

A
T

R
A

(7
2

h)
G

en
e

H
L

-6
0

N
B

4
H

L
-6

0
N

B
4

N
B

4
H

L
-6

0
H

L
-6

0
N

B
4

N
B

4

E
Z

H
2

–
–

–
–

–
–

–
1.

6
↓

1.
5
↓

SU
Z

12
–

–
–

–
–

–
–

2
↓

–

E
E

D
–

–
–

–
–

–
–

-
1.

5
↓

C
/E

B
Pα

2.
5–

3
↑

–
2–

2.
5
↑

–
–

3–
3.

5
↑

6.
5–

↑
8
↓

6
↓

C
/E

B
Pε

2.
5–

3
↑

–
–

–
–

14
–1

4.
5
↑

10
–1

0.
5
↑

–
2.

3
↑

PP
A

R
γ

12
–1

2.
5
↓

1.
5–

2
↑

–
–

1.
5–

2
↑

7–
7.

5
↓

–
–

–

p2
7

–
–

–
1.

5
↑

–
–

–
–

–

C
SF

R
–

–
–

–
–

–
–

1.
5
↓

2
↑



3.1 Chromatin Functional Regulation by Histone Modifications 89

maturation—regulating neutrophil proliferation, differentiation, and survival—it
could be argued that exposure to chemical compounds (ATRA + belinostat +
DZNep) influenced changes in H3K27 trimethylation in promoter sequences—
chromatin activity increases (increases H3K4me3) in this gene, which influenced
the course of leukemic cell differentiation.

We also performed immunoprecipitation of chromatin, to evaluate the composi-
tion of protein complexes interacting with hyperacetylated histone H4 in NB4 cells
after treatment with belinostat alone. For this, we used mass spectrometry analysis
after ChIP experiments. These methods helped us to find out which proteins interact
with hyperacetylated histone H4 in control NB4 cells and those cells to which beli-
nostat therapy was applied. Quantitative alterations in determined proteins in control
and belinostat treated cells are described in Chap. 4. In summary, we could suggest
that treatment of AML cells with belinostat prompts the association of some proteins
like calprotectin (S100A8/S100A9), TMPRSS11A protease with hyperacetylated
histone H4, and that this can affect the formation of NETs (neutrophil extracellular
traps) or similar structures.

3.1.5 Combined Epigenetic Treatment Promotes Conventional
Leukemia Cell Differentiation

In our next study we evaluated ATRA and its combination with belinostat and
DZNep effects on different genes participating in the regulation cell cycle, apopto-
sis, and proliferation (Vitkeviciene et al. 2019). Also such therapies were combined
idarubicin used in conventional therapy. Gene expression alterations of cell cycle
inhibitors ATM, p53, p21, p27, and Rb and cell cycle activator CCNE2 (cyclin
E2) were investigated in NB4 and HL-60 cells after 6 and 72 h of treatment
with 3-deazaneplanocin A, belinostat with ATRA: we found that combination
of used drugs mostly influenced the CCNE, p21, and p53 expression levels in
NB4 cells and ATM, p21, and p27 in HL-60 cells; ATRA treatment alone affected
mostly p27, Rb in NB4 cells and p21 in HL-60 cells (Figs. 3.10, 3.11). Cell cycle
activator CCNE2 (cyclin E2) gene expression level corresponded with the findings
of cell cycle distribution analysis; at the beginning CCNE2 expression raised, but,
later, after 72 h, it lowered. We know from the literature that the proteins encoded
by p53, p21, Rb, and CCNA2 genes are involved in signaling pathways in response
to DNA damage that can trigger cellular senescence, interrupting the cell cycle. The
ATM (ataxia telangiectasia mutated) gene-encoded kinase is a protein involved in
the DNA damage checkpoint. Also, ATM functions as a tumor suppressor. It inhibits
cancer-related metabolism and thereby inhibits cell proliferation and may induce
senescence (Aird et al. 2015).

It is known that the p53 protein is a transcription factor that directly binds to
DNA. The activation of the p53 gene by DNA damage, hypoxia, or other factors
induces the expression of the cyclin-dependent kinase inhibitor p21 (Fig. 3.12).
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Fig. 3.10 Gene expression analysis after treatment with epigenetic agents in combination with
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results are presented as changes in comparison to untreated cells; results are mean ± S.D. (n = 3);
P ≤ 0.05 (∗), calculated by one-way ANOVA statistical test. According to Vitkeviciene et al.
(2019), Creative Commons Attribution License
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Fig. 3.12 Signaling pathway of protein associated with cell cycle arrest. Activation of the tumor
suppressor gene p53 by the ATM protein promotes the expression of the cyclin-dependent kinase
inhibitor p21 and thus inhibits the ability of cyclin-dependent kinases (CDKs) to phosphorylate
the retinoblastoma protein (pRb). Unphosphorylated Rb locks the transcription factor E2F and
thus inhibits the expression of the CCNA2 gene encoding Cyclin A2

p21 is known to inhibit cyclin-dependent kinase (CDK) phosphorylation of the
retinoblastoma (Rb) protein-encoding gene Rb (Campisi and Di Fagagna 2007;
Al Bitar and Gali-Muhtasib 2019).

Unphosphorylated Rb binds to the transcription factor E2F and inhibits its
activation by inhibiting the expression of the CCNA2 gene encoding cyclin A2 pro-
tein. This stops the cell cycle transition from the G1 cycle phase to S (Chandler
and Peters 2013). Normally, the cyclin A2 protein binds and stimulates CDC2
and CDK2 kinases, thereby initiating cell transition from G1/S or G2/M cycle
phases (Yam et al. 2002; Dachineni et al. 2016).

As epigenetic factor in leukemia cell differentiation and functioning we inves-
tigated some important miRNA. It is known that miR-223 (micro-RNA) plays a
significant role in myeloid cell differentiation (Gilicze et al. 2014; Liao et al. 2017).
The expression is practically undetectable in non-hematopoietic cells. This micro-
RNA is closely related to the transcription factor C/EBPα already discussed in our
study: C/EBPα acts as transcriptional activator of the miR-223 gene. Up-regulation
of miR-223 expression level promotes granulocytic differentiation and also con-
tributes to inhibition of cell division (Minucci et al. 2001). MiR-223 is known to
block E2F1 translation, thereby causing cell cycle arrest accompanying myeloid
differentiation. In AML cells, the expression of this micro-RNA is suppressed,
leading to an increase in E2F1 expression. Expression of miR-223 (gene MIR223)
in NB4 and HL-60 cells after ATRA, belinostat, and DZNep (single and combined
effects) was investigated after 24 and 72 h of treatments in our study. In both
cell lines, expression levels were found to increase with leukemia cell differen-
tiation (Table 3.1). In NB4 and HL-60 cells, maximal increases were observed
after 72 h of exposure to ATRA and belinostat. Significant increases in expression
level were also observed after exposure to ATRA alone and its combination with
belinostat and DZNep. NB4 cells show higher expression than HL-60 cells. Effects
of belinostat alone had little impact on miR-223 expression (expression level similar
to control cells). Exposure to ATRA induces the expression of miR-223, which
contributes to the stimulation of differentiation. Concluding, we have shown that
HMT inhibitor 3-deazaneplanocin A and HDAC inhibitor belinostat together with
ATRA promote differentiation of leukemia cells. Also such epigenetic combination
improved conventional treatment (all-trans retinoic acid + idarubicin) for acute
promyelocytic leukemia in vitro and ex vivo. Improvement of treatment with
epigenetic agents resulted in chromatin remodeling that is related to with chromatin
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Fig. 3.13 Scheme of chromatin remodeling after combined epigenetic treatment

relaxation and improved transcription. Such alterations might upregulate genes
significant for leukemia treatment. Our findings show to an increased inhibited cell
proliferation and survival, induced apoptosis, accelerated granulocytic differentia-
tion, and changes in gene and protein expression including modifications (Fig. 3.13).

3.1.6 Combined Epigenetic Treatment in Leukemia Xenograft
Model

Previous studies in other groups have shown that AML cells (HL-60, KG1, and
KG1a) injected into BALB/c nude mouse have formed proliferating tumors such
as myelosarcoma, whereas these cells were not detected in hematopoietic tissues.
Notably, inoculated leukemia cells maintained their ability to proliferate in vivo.
However, the total number of peripheral blood cells and the percentage of different
cell types remained unchanged in AML xenograft BALB/C nude mice (Kohnken
et al. 2017).

In our in vivo study we developed a mouse xenograft APL model where
NB4 cells with typical APL translocation t(15;17) were injected into immunode-
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ficient NOG mice (Valiulienė et al. 2016). We further characterized the xenograft
mouse model of APL in several aspects: (1) peripheral blood composition data
of APL xenograft mice and xenograft mice treated with combination of DZNep,
belinostat, and ATRA (DBR); (2) leukemia cell infiltration; (3) tumor development;
and (4) gene expression evaluation.

In our studies, the presence of NB4 cells injected into immunodeficient
NOG mice showed a marked increase in the cell population containing human
CD33+, CD45+ in mice peripheral blood samples (Table 3.3). These results were
also correlated with an increase in white blood cells (WBCs) (Table 3.3). This
may be attributed to the occurrence of hyperleukocytosis, which is quite common
in some APLs (Testi et al. 2005). We demonstrated that treatment with ATRA
and epigenetically active compound (belinostat, DZNep) reduced CD33+ and
CD45+ cells and increased CD15+ cells in the peripheral blood of APL xenograft
mice. An increase in CSF3 gene expression was also observed (Table 3.3). In
addition, epigenetic therapy with ATRA, belinostat, and DZNep prolonged the life
span of APL xenograft mice and protected them from tumor formation: AML-
DBR mice survived for 46 days ±5 days, whereas untreated APL mice survived for
41 days ±1 day (Valiulienė et al. 2016).

WT1 expression in peripheral blood of healthy individuals is known to be very
low or even undetectable, but it has been shown that acute lymphoid or acute
myeloid leukemia increases WT1 mRNA levels and can serve as a prognostic
marker (Lindstedt et al. 2014; Yoon et al. 2017). We expanded our research and
evaluated WT1 gene and protein expression. We sought to determine whether
WT1 expression could serve as a marker for assessing the effectiveness of applied
therapies. The obtained results showed that WT1 protein expression was lower in
tumors of APL xenograft mice than in control NB4 cells (Valiulienė et al. 2016).
WT1 mRNA levels were increased in peripheral blood of APL xenograft mice in
contrast to control mice. Notably, treatment with epigenetic compounds (ATRA,
belinostat, DZNep) reduced WT1 gene expression by 2.5-fold (Valiulienė et al.
2016). Following the uptake of NB4 cells with high WT1 expression in NOG mice,
WT1 protein expression was increased correspondingly in the lungs, brain, and liver
of these mice (no increase in WT1 protein was observed in the kidney and spleen).
Treatment with epigenetic therapy (ATRA, belinostat, DZNep) partially suppressed
WT1 protein expression in the tissues of these organs (Valiulienė et al. 2016).

We also evaluated the expression of PML-RARA (a marker related to APL
pathogenesis) in the blood of APL xenograft mice. PML-RARA mRNA was found
in the blood of APL xenograft mice, as expected, but not in APL xenograft mice
to the therapy of which the epigenetic (ATRA, belinostat, DZNep) compounds
were used (Table 3.3). These results are in agreement with other published works
indicating that treatment with single ATRA is capable of significantly reducing
PML-RARA gene expression in APL xenograft mice (Patel et al. 2012). Phar-
macological doses of ATRA are known to prompt both proteolytic degradation of
PML-RARα and ability corepressor / HDAC complexes release of PML-RARα,
which in turn silence target genes in ATRA (Melnick and Licht 1999; Wu et al.
2018). As a result, treatment with HDAC or DNMT inhibitors in APL blasts is
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Table 3.3 Disease response of APL xenografted mice to combined epigenetic treatment. Periph-
eral blood counts are presented relatively to BALB/C (N), untreated control (NOG mice, C) on
days 25–35 after APL xenografted mice (APL) treatment with DZNep, belinostat, and ATRA (APL-
DBR). According to Valiulienė et al. (2016)

Variables
Treatment group

N C APL APL – DBR

Survival data (days post
exposure)

– – 41.0 ±1 46.0 ±5

Tumor formation - -
Tumors in neck, bladder,
and abdominal areas; gut

ulcered
Gut ulcered

Peripheral blood counts
(relative to control)

WBC 0.7 1.0 4.1 ±0.3 2.3 ±0.1

LYM 0.7 1.0 0.6 ±0.2 0.8 ±0.1

MON 0.6 1.0 1.3 ±0.2 1.1 ±0.2

NEU 1.2 1.0 1.1 ±0.1 1.1 ±0.1

EOS 0.8 1.0 0.2 ±0.0 0.8 ±0.2

HGB 0.8 1.0 0.7 ±0.0 0.9 ±0.1

HCT 0.9 1.0 0.8 ±0.0 0.9 ±0.1

RBC 0.8 1.0 0.7 ±0.1 0.9 ±0.1

MCV 1.1 1.0 1.0 ±0.1 1.0 ±0.0

PLT 0.4 1.0 1.3 ±0.3 1.3 ±0.2

WT1 - - 1.0 0.4 ±0.1

PML-RARα - - 1.0 -

CSF3 - - 1.0 5.3 ±0.6

G-CSFR - - 1.0 0.5 ±0.2

Gene expression
(relative to APL)

CD15 2.2 3.1 4.0 ±0.0 8.3 ±5.4

CD33 1.6 1.2 12.2 ±4.6 3.8 ±2.8
Flow cytometric
analysis, %

CD45 2.8 2.9 16.8 ±6.7 5.1 ±2.9

capable of restoring ATRA differentiation, both in vitro and in vivo (Fazi et al.
2005; Ho et al. 2013). Our investigations demonstrated that our chosen xenograft
model can be successfully applied to evaluate the therapeutic efficacy of epigenetic
inhibitors (Table 3.3).

Different histone epigenetic markers are found in cells and tissues of cancer
patients and healthy organisms. As it is known (Bojang Jr and Ramos 2014), in
healthy cells, promoter sequences of tumor suppressor genes are rich in active
transcription markers, such as H4ac and H3K4me3, and in satellite regions, many
inhibitory markers are found, like H3K9me3 and H3K27me3. Cancer cells undergo
epigenetic changes that result in the loss of inhibitory tags in the satellite regions
and drastic reduction of histone acetylation levels in the promoter regions of the
tumor suppressor genes and the inhibitory tags H3K9me3 and H3K27me3. Previous
studies (Grigoryev et al. 2006) have shown that the H3K9me3 modification is most
frequently found in somatic tissues of adult mice. It has also been demonstrated
that histone deacetylation plays a significant role in the compacting of chromatin to
heterochromatin (this chromatin structure is typical of somatic tissues).
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Notably, control APL xenograft mice developed tumors (neck, bladder, and
abdomen) as well as intestinal lesions (ulcers). In this study, we evaluated the
influence of epigenetic therapy (ATRA, belinostat, DZNep) on changes in histone
modifications in tumors and APL xenograft mice tissues. We have shown that
the levels of H3K4me3 and H3K9me3 modifications are higher in APL xenograft
mouse tumors than in cells NB4, whereas the levels of H4ac and H3K27me3
are lower (Valiulienė et al. 2016). In comparison with the control NOG mice,
levels of epigenetic modifications, both activating and inhibiting gene expression,
in APL xenograft NOG mice decreased in the lung, spleen (except H3K4me3),
and kidney (except H3K9me3), and more reduced levels of these modifications
after treatment of xenograft mice with epigenetic (ATRA, belinostat, DZNep)
compounds (Valiulienė et al. 2016). The most significant lesions were found
in the lungs, which not only showed the highest levels of H4ac, H3K4me3,
H3K9me3, and H3K27me3 modifications, but also significantly increased WT1 pro-
tein expression. The levels of all studied modifications were lower in the brains of
AML xenograft mice than in the control one, but both activating tags and the highly
inhibitory H3K9me3 tag were significantly increased following epigenetic therapy
of AML xenograft mice. Interestingly, the levels of the investigated epigenetic
markers (except H4ac) increased most in liver of APL xenograft mice. Notably,
the liver of APL xenograft mice also exhibited extremely strong WT1 protein
expression, which was slightly suppressed after treatment with DZNep, belinostat,
and ATRA (Valiulienė et al. 2016). It should be added that not only the expression of
WT1 protein was altered in the liver of APL xenograft mice following exposure to
epigenetic compounds, but an increase in histone H4ac, H3K4me3, H3K9me3, and
H3K27me3 modifications was also observed. This may be related to liver function,
their response to APL cell infiltration, or treatment.

In conclusion, our data related to belinostat impact on cell growth, differentiation,
gene and protein expression, including epigenetic modifications, justified potential
value belinostat has in APL therapy. In this research some new insights in possible
molecular mechanisms of belinostat were also demonstrated. Also, our in vivo
studies have shown for the first time that tumors and tissues of APL xenograft mice
exhibit a variety of epigenetic modifications, reflecting changes in the epigenetics
of adult cancerous tissue and which epigenetic changes in tissues occur.

3.1.7 HMT Inhibitor BIX-01294 Effects on Epigenetic
Changes of DNA and Proteins

We evaluated the anti-proliferative activity of BIX-01294 in two different human
APL cell lines, HL-60 and NB4 (Savickiene et al. 2014a); for detailed information
on chemicals and cell lines used in the study see Appendices B and C). Also it was
investigated how BIX-01294 can affect chronic leukemia cells K562. It was showed
in other studies that BIX-01294 (diazepin–quinazolin–amine derivative) selectively
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regulates the G9a HMTase that leads to dimethylation of histone H3 at K9 in vitro
and this effect can be restored upon removal of the inhibitor (Kubicek et al. 2007).

It should be noted that BIX-01294 itself did not provoke cell differentiation
between HL-60 and NB4 but effectively prompts ATRA-induced cell differentiation
of promyelocytic leukemia cells (Savickiene et al. 2014a); Chap. 2). Also we
tried to investigate BIX-01294 in combination with other epigenetic modifiers,
such as HDAC inhibitors (belinostat, BML-210) and DNMT inhibitors (zebularine,
RG108). Compared with ATRA-treated cells, we noticed that combination of BIX-
01294, ATRA, and one of the HDACi/DNMTi influenced differentiation in NB4
and HL-60 cells. This combination affected DNMT1 and H3K9me2 levels in
different ways, but the strongest H3K9me2 inhibition was detected after BIX-01294
treatment alone in both cell lines (Fig. 3.14).

In our study we determined the effect of BIX-01294 as HMT inhibitor EHMT2
(G9a) gene expression level. We have shown that the 48-h treatment with BIX-
01294 does not reduce the transcription level of EHMT2. A pronounced increase
in expression was observed in NB4 cells treated with ATRA plus BIX (24 h
point— 5; 48 h—9.5; 72 h—8.6 times). There was no such significant change in
HL-60 cells (Table 3.4).

Our study also assessed alterations in the expression of CEBPα and CEBPε genes
related to granulocytic APL cell differentiation. It is known from the literature
that during granulocytic differentiation, CEBPα expression decreases, and CEBPε

increases. This tendency towards expression of these genes has also been observed
in this study. We determined CEBPε expression after treatment with ATRA, BIX-
01294, and its combination and noticed that expression is highest in the samples
where cells were most differentiated (Table 3.4). CEBPα expression was also
studied after the cell was exposed to BIX-01294 and its combination with ATRA.
In this case, we detected slight down-regulation of CEBPα expression (Savickiene
et al. 2014a), Table 3.4).

Expression level of histone acetyltransferase PCAF (KAT2B-K (lysine) acetyl-
transferase 2B) was also assessed after treatment with BIX-01294 alone or its
combination with ATRA. We detected very high expression of PCAF miRNA after
therapy of NB4 cells with ATRA and BIX-01294 combination (Table 3.4). We
did not detect the same effect in HL-60 cells. This increase in NB4 cells could
be associated with p53 activation by direct binding of p53 to the PCAF gene
promoter (Watts et al. 2004). Since the p53 deficiency is detected in HL-60 cells,
it could be argued that this is the reason for the differences in the expression of the
PCAF gene between the two cell lines: the expression in NB4 cells increases by
more than 100 times, and HL-60 only by approximately 4 times (Table 3.4).

We detected that BIX-01294 treatment induces dose- and time-dependent cell
death, but however the Propidium Iodite and Anexin-V test revealed that cell
death was largely due not to apoptosis, but to potentially other mechanisms of
cell death. Also these findings were correlated with the absence of PARP-1 and
caspase-3 cleavage and further activation (Savickiene et al. 2014a), Fig. 3.15.
To clarify the molecular mechanisms by which BIX-01294 contributes to the
death of non-apoptotic cells we performed analysis of autophagy- related gene
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expression level. We evaluated Beclin1, a marker that indicates cell death by
autophagy (Maskey et al. 2013), gene expression changes after treatment with
BIX-01294 and revealed no significant changes (Table 3.4). The ATG5 as a key
protein participating in the extension of the phagophore membrane in autophagy
vesicles was investigated in this study. A small significant change was observed
only in HL-60 cells exposed to 2 μM BIX-01294, after 48 h—expression increased
by about 30% (Table 3.4). The effect of BIX-01294 on different cancer cells has
been shown to be different. In adenocarcinoma cells, BIX-01294 induces apoptosis
processes by initiating the internal (mitochondrial) pathway (Wang et al. 2017). The
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effect of BIX-01294 on breast and rectal cancer cells leads to autophagy-dependent
cell death (Kim et al. 2013). Previous studies have shown that the repression of
EHMT2 due to RNA interference causes significant changes in the morphology
of cancer cells (prostate, lung, and breast cancer), up-regulation of the expression
of galactosidase, and inhibition of telomerase activity. Because of the decrease in
H3K9me2 in the centromeres’ part of chromatin, the structure of the centromeres
disrupts themselves. Chromosome instability, in turn, can continue to lead to cell
aging (Andriani et al. 2016). The results of our ATG5 and PPARγ gene expression
studies—a clear increase in the expression of these genes after exposure to BIX-
01294 (Table 3.4)—suggest that BIX-01294 therapy for NB4 and HL-60 cells may
induce cellular aging processes. PPAR activation is known to have a significant
role in the regulation of signaling pathways (Altucci et al. 2001; Lu et al. 2005).
It is particularly important to note that PPAR, combined with the growth of the
survivin, inhibits TRAIL induced apoptosis, and it is due to this pathway that
NB4 cells killed (Castedo et al. 2004). ATG5, in turn, is required for an autophagy
independent mitotic catastrophe that occurs in cancer affected cells after exposure to
non-lethal doses of DNA-damaging drugs or antimitotic chemical compounds (Kim
et al. 2010). As it is known, survivin not only protects cells from apoptosis in the
internal (mitochondrial) pathway, but also regulates cell division and participates
in mitotic spindle verification processes (Dohi et al. 2004; Vernier et al. 2011). And
our studies have shown that the survivin protein content increases slightly (Fig. 3.15)
after the treatment with BIX-01294 in NB4 cells and the cells are no longer able to
move to the phase of cycle G2/M (Savickiene et al. 2014a). These results were also
positively correlated with an increase of the H3K9me3—one of the heterochromatin
marks (Fig. 3.15).

It is important to note that the effects with BIX-01294 caused cellular-specific
and dose-dependent alterations in the methylation level of H3K9, surviving, and
cyclin E1 (Fig. 3.15). This, in turn, may also have an impact on the regulation of
the G1/S phase. Surprisingly, the 48 h effect of the 4–5 μM BIX-01294 increased
cyclin E1, H3K9me2 and H3K9me3 levels exclusively in NB4 cells. Also, PPARγ

and ATG5 gene expression (Table 3.4) also increased in NB4 cells. These data also
correlated with the stop of the NB4 cell cycle in cell cycle phase S (Savickiene
et al. 2014a). It should be noted that the 3 μM BIX-01294 concentrations decreased
H3K9me2 levels in both cell lines after 48 h of exposure. Similar alterations in the
protein content of p27, surviving, and chromatin modifying enzymes HDAC1 and
DNMT1 were also observed in both HL-60 and NB4 cells (Fig. 3.15).

Also in our other study (Vitkeviciene et al. 2018) we investigated the effects
of BIX-01294 on acute (NB4) and chronic (K562) leukemia cells. We used larger
doses of BIX-01294 on K562 cells compared to NB4 cells (7–8 μM instead of 3–
4 μM, respectively). It was found that chronic myeloid leukemia cells are highly
resistant to different chemotherapeutic agents due to the expression of Bcr-Abl,
which prevents apoptosis (Cilloni and Saglio 2012). However, K562 cells have
also been shown to be resistant to interferon and imatinib treatment. By others it
was shown that after exposure to BIX-01294 K562 cell proliferation was explicitly
inhibited and apoptosis was prompted (Loh et al. 2014).
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Fig. 3.15 BIX-01294 induced changes in cell cycle or survival regulating protein expression and
histone H3K9 modification state. (a, b) HL-60 and NB4 cells were treated with the indicated doses
of BIX-01294 for 24 or 48 h. Western blot analysis was performed with the indicated antibodies on
the total cell lysates. C—untreated cells. GAPDH served as the loading control. The data represent
one of the three independent experiments showing similar results. According to Savickiene et al.
(2014a), License No 5070770686871

We demonstrated that BIX-01294 up-regulated cell cycle inhibitors p53, p21, and
Rb and down-regulated cell cycle activator CCNA2 in both K562 and NB4 cell lines.
Therefore, we assessed if BIX-01294 can stimulate cellular senescence. We have
found that BIX-01294 did not stimulate senescence (no SA-β-gal+ cell staining).
BIX-01294 prompted cell cycle arrest and up-regulation of HMGA2, but neither
up-regulation nor phosphorylation of ATM was observed (Vitkeviciene et al. 2018).

In some cases of cancer p53 gene promoter tends to be methylated, for
example, it has been shown to be methylated in about half of all ovarian cancer
cases (Chmelarova et al. 2013), and substantial hypermethylation was noticed
among cervical cancer patients (Jha et al. 2012). It has also been shown that p53
methylation correlates with decreased gene expression in a subgroup of patients
with ALL (Agirre et al. 2003). Still, in our study (Vitkeviciene et al. 2018) we have
found that p53 promoter is unmethylated in K562 and NB4 cells. Thus, increased
p53 expression after BIX-01294 therapy could not be justified by gene promoter
demethylation. The same could be argued about p21 gene as its promoter was
determined to be unmethylated as well. This correlates with earlier findings that
p21 promoter is unmethylated in most types of human cancer including different
myeloid leukemias (Scott et al. 2006).

In our work, we examined changes in the expression of SPI1 (PU.1) and
CBFB after treatment with BIX-01294 alone. HMT inhibitor BIX-01294 showed
a beneficial impact on these hematopoietic cell differentiation-related genes in both
cell lines. Thus, our findings showed that BIX-01294 has the ability to improve the
differentiation of myeloid cells when used in combination with cell differentiation
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Fig. 3.16 Summarized BIX-01294 effect on leukemia cells

inducers such as ATRA. Since one of the known causes of cancer is epigenome
changes we analyze the effects of BIX-01294 on the epigenetic modulation of
myeloid leukemia cells. Chromatin enriched with histone modification H3K9me3
acts as an HP1α interaction protein that promotes the formation of a DNMT1
repressor complex that leads to tumor suppression (Pradhan et al. 2009). Changes
in PRC2 complex are also associated with the development of various forms of
cancer. Other authors have shown that BIX-01294 regulates the PRC2 component
EHZ2 (Balasubramanian et al. 2010) and DNMT1 (Singh et al. 2013). In our
research, we analyze the expression of H3K9me3, HP1α, DNMT1, PRC2 complex
proteins (EZH2 and SUZ12), and changes in methylation of H4K20 after therapy.
Acute promyelocytic leukemia cells demonstrated susceptibility to epigenetic mod-
ulation BIX-01294. However, BIX-01294 had less effect on K562 cells in contrast
to NB4 cells (Vitkeviciene et al. 2018).

In conclusion, we for the first time demonstrated that the single epigenetic
modifier inhibitor BIX-01294 and its combination with differentiation inducer
ATRA reduced expression level of genes and their coded proteins associated
with chromatin transformation (SUZ12, EED, EZH2, HDAC1), and increased the
expression level of genes and proteins associated with cell cycle (CDKN1B) and
differentiation (CEBPE, PPARG) processes. After treatment, chromatin-activating
histone modifications (H4ac) have also been observed and inhibition of H3K9me2,
H3K9me3, and H3K27me3 has been detected. The summarized scheme is presented
in Fig. 3.16. These results are even enhanced by the combined treatments.

3.1.8 Multifunctional Epigallocatechin Gallate Reduces
Leukemia Cell Growth and Induces Apoptosis

Epigallocatechin gallate (EGCG) is an exceptional plant compound that gets a
lot of attention for its potential positive impact on health. Formally known as
epigallocatechin gallate, EGCG is a type of plant-based compound called catechin.
Catechins may be further categorized into a larger group of plant compounds known
as polyphenols. EGCG and other related catechins function as potent antioxidants
that may protect cells against damage caused by free radicals. Free radicals are
highly reactive particles formed in human body that can damage cells when there
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are too much of them. Eating foods high in such antioxidants as catechins may
help diminish the damage made by free radicals. Moreover, research suggests that
such catechins as EGCG may decrease inflammation and prevent certain chronic
conditions, including diabetes, heart disease, and some types of cancers. As an
antioxidant, EGCG protects cells from damage associated with oxidative stress and
suppresses the activity of pro-inflammatory chemicals produced in human body,
such as tumor necrosis factor-alpha (TNF-α).

It has been shown that EGCG can act as an anticancer agent for such diseases
as breast, colorectal, gastric, prostate, esophageal, and lung cancer. This has been
tested in in vitro and in vivo systems. EGCG obstructed cell growth and induced
apoptosis (Pan et al. 2016). In our studies (Borutinskaitė et al. 2018; Vitkeviciene
et al. 2018) we detected that growth of leukemia cells (NB4, HL-60, K562) was
reduced by EGCG in a dose- and time-dependent manner, as well as apoptosis
was induced. Our results allow us to argue that fully efficient and non-toxic
EGCG concentrations are 30–40 μM for NB4, HL-60 cells, and 120–140 μM for
K562 cells. EGCG concentrations used in our studies are very similar to those
identified for therapy of other cancer cells (Pan et al. 2016). Because EGCG
is not highly biostable, oxidation reactions occur at neutral-alkaline pH and in
the presence of dissolved oxygen; different EGCG delivery systems in order to
improve its stability and bioavailability are being studied (Granja et al. 2016).
Transcription factors like C/EBPα and C/EBPε are important for cell growth and
differentiation (Park et al. 1999; Gery et al. 2005; Suh et al. 2006). Reduced
activity of these factors plays a role in development of hematopoietic disorders,
e.g., acute myeloid leukemia (AML). It was shown that C/EBPα and C/EBPε

transcription factors expression can be induced after cell treatment with all-trans
retinoic acid (ATRA) and leads to suppression of cell growth and partial cell
differentiation in vitro (Truong et al. 2003).

In our investigations, we demonstrated up-regulation of C/EBPα and C/EBPε

in cells (HL-60, NB4) treated with EGCG (Borutinskaitė et al. 2018). Also, we
prepared chromatin immunoprecipitation experiments to find if EGCG treatment
can change the binding of acetylated H3K14 histone and H4 hyperacetylated histone
to the promoter regions. We have found that EGCG treatment improved the binding
of acetylated H3K14 histone and H4 hyperacetylated histone to the promoter regions
of C/EBPα and C/EBPε genes. However, we did not detect cell differentiation after
EGCG treatment (see Chap. 2).

Further, we showed that EGCG up-regulated p53, p21, and Rb in NB4 and
K562 cell lines and down-regulated CCNA2 in both cell lines with a lower effect on
K562 cell (Vitkeviciene et al. 2018). We also detected up-regulation of p27 mRNA
level after NB4 and HL-60 cells treatment with EGCG (Borutinskaitė et al. 2018).
Our findings correlated with studies of other authors where EGCG induces cell
cycle arrest and alters different cell cycle activators and inhibitors expression
like cell cycle activators CCNA2, CCNB1, CCND1, E2F1, cyclin D1, CDK4/6,
phosphorylated Rb (inhibition), and p21 gene expression (activation) in cancer
cells (Gan et al. 2018; Mayr et al. 2015; Chen et al. 2004; Zhang et al. 2012).
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Also we demonstrated that EGCG up-regulated histone H4 acetylation in
time- and dose-dependent manner, also down-regulation of H3K9me2, had no
significant effect on the H3K14ac in NB4 and HL-60 cells. Histone H2AX was
also investigated in our study (Borutinskaitė et al. 2018; Vitkeviciene et al. 2018).
From the literature we know that ATM can phosphorylate H2AX and that leads
to altered chromatin that recruits few downstream DDR proteins (Campisi and
Di Fagagna 2007). ATM and H2AX protein phosphorylation alterations after
treatment with EGCG were investigated in our research. We demonstrated that ATM
phosphorylation was up-regulated in both cell lines (NB4, K562); however, phosho-
H2AX level only raised in NB4 cells after EGCG treatment. Total H2AX amount
after EGCG treatment stayed unaltered in K562 and NB4 cells. It was showed
that ATM phosphorylates other proteins such as p53, which can result in the cell
cycle arrest, senescence, or apoptosis. We detected that after EGCG therapy, level
of ATM mRNA expression almost doubled. We also analyzed methylation sites
in ATM promoter region and revealed that ATM promoters are unmethylated in
NB4 and K562 cells that did not receive treatment (Vitkeviciene et al. 2018). We
observed unchanged methylation status of ATM promoters after EGCG treatment.
We can conclude that methylation changes do not result in ATM expression
alterations. It is common knowledge that DNA damage results in protein kinase
ATM phosphorylation.

We found that the up-regulation of p27 gene showed stronger relation of hyper-
acetylated H4 and acetylated H3K14 with p27 promoter after treatment with EGCG.
Consequently, EGCG has a beneficial impact on p27 activity, which is known to
result in the cell accumulation during the G0/G1 cycle phase. Moreover, we noticed
up-regulated PCAF gene expression level and strong binding impact of H3K14ac
on the PCAF promoter after EGCG therapy for the cell (Borutinskaitė et al. 2018).
PCAF (P300/CBP Associated Factor) gene encodes lysine acetyltransferase, which
acetylates histone lysines and, besides that, directly controls p53 by acetylation of
Lys320 in the C-terminal portion of p53. The latter gene expression is suppressed
in almost all types of cancer (Nishimori et al. 2000). As a result, elevated PCAF
expression may activate p53 and thus can result in the cell cycle arrest and tumor
suppression. Moreover, analysis of cell cycle distribution showed that NB4 and HL-
60 cells accumulated in G0/G1 phase, and thus p27 and PCAF gene expression
results were justified. These data confirm showed EGCG capacity to prevent cell
proliferation. Among many anticancerous activities, EGCG has been shown to
function as DNMT and HDAC inhibitor (Khan et al. 2015). Hypermethylation in
CpG islands in promoter regions that occurs with the help of DNMT is a significant
mechanism to affect genes that inhibit cancer. Because of that DNMT inhibitors are
used to induce demethylation of CpG and silence gene expression (Fang et al. 2003).
The level of acetylation of histones is crucial for the transcription of inhibitory
genes, which determines their use in cancer therapy (Nandakumar et al. 2011).
EGCG has been shown to interact with DNMT3B and HDAC1, thereby reducing
the activity of DNMT3B and HDAC1 in human HeLa cells (Khan et al. 2015). In
addition, it was found that EGCG reduces the general level of DNA methylation
by inhibiting the expression of DNMT3a, DNMT3b mRNA, and proteins in
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Fig. 3.17 Summarized EGCG effect on leukemia cells

A431 cells (Nandakumar et al. 2011). In our research we demonstrated that EGCG
is able to impede DNMT and HDAC in NB4 and HL-60 cells (Borutinskaitė
et al. 2018). Substantially down-regulated DNMT1, HDAC1, and HDAC2 gene
expression was presented.

We have shown down-regulation of epigenetic modifier G9a gene expression and
lowered levels of histone H3K9me2 modification, which is catalyzed by G9a. It was
demonstrated that HMT G9a was up-regulated in different tumor types (Zhang et al.
2015). Due to our demonstration that EGCG obstructs DNMT, HDAC, and G9a, it
could be applied as a possible inhibitor of epigenetic modifiers in APL cells. PRC2
is a chromatin modifier in charge of chromatin silencing through trimethylation
of lysine 27 on H3. The enzyme EZH2 is the catalytic component of the PRC2
because it has HMT activity. Nevertheless, EZH2 is active only in combination
with at least two other nonenzymatic partners: SUZ12 and EED. In this research,
we have found that EGCG results in the down-regulated gene expression of PRC2
core components in NB4 and HL-60 cells. Analysis of protein expression analysis
justified considerably lowered expression of EZH2 and SUZ12. Moreover, ChIP
experiments demonstrated that EGCG therapy diminished the binding effect of
acetylated H3K14 and hyperacetylated H4 to the PCR2 complex genes’ (EZH2,
SUZ12, EED) promoter regions (Borutinskaitė et al. 2018). It was demonstrated
earlier that EGCG treatment diminishes BMI-1 (main component of PRC1) and
EZH2 levels in skin tumor SCC-13 cells (Balasubramanian et al. 2010).

Thus, our data support EGCG down-regulating effect on polycomb group chro-
matin modifiers. Overall, we argue that EGCG is an efficient growth inhibition agent
for APL cells. It regulates expression of cell cycle/differentiation regulatory genes
and modifies chromatin structure via inhibiting epigenetic modifiers (Fig. 3.17).

3.2 DNA Methylation and Epigenetic Regulation

Numerous genetic and epigenetic alterations may lead to the development of
leukemic cells carrying unlimited self-renewal and drug-resistant characteristics
that are related with the initiation of leukemia. Novel therapies created to attack
leukemia cells could remove cancer without the risks and side effects of current
treatments that destroy not only cancer cells, but healthy cells in the body as
well. The epigenetic therapy is targeted on new tendencies for cancer stem cells
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therapy—combined epigenetic therapy when the DNA methylation is inhibited.
DNA methylation is related to the regulation of gene expression; therefore, the DNA
methyltransferase inhibitors are under investigations by establishing their impact
on cancer cell growth, apoptosis, and differentiation mechanisms by applying new
drugs altogether with the existing therapies. New treatments may be created by using
DNMT inhibitors that attack the leukemic cell population.

3.2.1 Procaine Effects on Epigenetic Changes of DNA and
Proteins

Epigenetic changes in DNA influence important intracellular processes such as
gene expression and DNA replication. Methylation of promoter regions of tumor
suppressor genes and deacetylation of histones lead to gene silencing and condensed
chromatin formation.

The aim of our study was to analyze the impacts of DNA methyltrans-
ferase (DNMT) inhibitor procaine on growth, growth inhibition, viability, and
differentiation of human leukemia cells. Human leukemia NB4 cell line was
treated with procaine alone or together with differentiation inducer all-trans
retinoic acid (ATRA) (Borutinskaite et al. 2016). It is known that procaine and
procainamide (a derivative of procaine) can restore gene expression by interacting
with areas of DNA that are rich in CpG cells, for instance, the RARβ 2 gene (for
detailed information on chemicals used in the study see Appendix C). Therefore,
procaine, which binds to DNA but is not incorporated therein, can be very useful
in cancer therapy (Sheikh and Dua 2019). Therapy with procaine can have less
side effects than decitabine and others presently used to treat AML and MDS. The
long-term and safe application of procaine as a local anesthetic with prominent
properties may result into its transition to preclinical and early clinical epigenetic-
based cancer treatment research (Villar-Garea et al. 2003; Gao et al. 2009; Esteller
2005; Lv et al. 2010).

In our study we have found that procaine inhibited growth of human leukemia
cell line NB4 in a time-/dose-dependent manner and used together with ATRA
induced differentiation very similar to differentiation level when ATRA is applied
alone (see Chap. 2, for detailed information on cell lines used in the study see
Appendix B). The expression of molecules associated with differentiation (CD11b,
E-cadherin, G-CSF), apoptosis (PPARγ), and DNA methylation (DNMT1,
DNMT3A, DNMT3B) alters in human leukemia cells after the procaine therapy.

To identify demethylating impacts of procaine or its combination with ATRA on
DNMT expression level in NB4 cells, we conducted experiments on gene (DNMT1,
DNMT3A, and DNMT3B) expression and Western blotting of DNMT1 pro-
tein (Table 3.5). The human cells are known to have a family of DNA methyl-
transferases, whose members DNMT1, DNMT3a, and DNMT3b are responsible
for adding a methyl (CH3) group to the CG dinucleotide cytosine and thus alter
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gene expression. Due to DNMT1 during replication process the exact pattern of
the DNA methylation on newly synthesized DNA is being repeated. DNMT1
expression during the cell cycle is tightly regulated by few mechanisms, and highest
DNMT1 expression can be observed during the S phase (Chen and Li 2004; Delpu
et al. 2013). Once again, DNA methyltransferases DNMT3a and DNMT3b are
involved in determining DNA methylation patterns during development (Chen and
Li 2004; Delpu et al. 2013). In this research, we showed that after 24 h of treatment
procaine suppressed DNMT1 gene expression. This impact was exacerbated by
ATRA and procaine combination therapy. Also the similar down-regulation of
the DNMT3b gene expression was detected. Nevertheless, the expression of the
DNMT3a gene was down-regulated by procaine alone, whereas the combination
with ATRA during therapy had no influence on this process (Table 3.5).

Further we investigated the expression of cadherin after procaine treatment
of NB4 cells, because cadherin is important in cancer progression. It is known
that cadherin promoter region in many cancer cells is hypermethylated and that
leads to gene suppression. The E-cadherin can influence tumor cells by adhesion,
invasion, and activation of signaling pathways. The role and the mechanism of E-
cadherin silencing in hematopoietic cells is not well investigated. We found some
evidence in the literature that one of the possible mechanisms is that acetylation
of histones in the region of the E-cadherin promoter appears after treatment of
leukemia cells with some epigenetic modifiers (Jordaan et al. 2013). Few studies
on the reactivation of functional E-cadherin in some cancer cell lines applying the
demethylating agent 5-aza-2′-deoxycytidine (5AzaC) have been published in the
literature (Cheishvili et al. 2015). We have shown in our work that procaine can
recover cadherin expression as early as after 24 h (Table 3.5). We also found that
treating cells with procaine and its combination with ATRA or ATRA alone resulted
in increased acetylation of histone H3 lysine K9 and serine phosphorylation (S10).
H3 phosphorylation (specifically serine 10) was found to be directly involved in
the induction of immediate–early genes, for instance, c-jun, c-fos, and c-myc.
Also it was found that MSK1 kinase can be triggered by growth factor and stress
phosphorylates H3 in vitro as well. H3 phosphorylation at serine 10 and 28 is also
important for proper chromosome condensation during mitosis and meiosis (Park
and Kim 2012). Also we detected increase in the histone H3K4 trimethylation after
treatment with procaine (Table 3.5) and this correlated with growth inhibitory and
cell death activation.

We also investigated the G-CSF mRNA expression level after procaine therapy
and after treatment with both procaine and ATRA. Since procaine alone did not
affect differentiation of NB4 cells, we also did not detect G-CSF mRNA in
our samples (Table 3.5). Only combined treatment of procaine with ATRA as
well as ATRA alone up-regulated G-CSF mRNA level, and that correlated with
differentiation induction in NB4 cells up to 76% after 72 h. Other important gene
for differentiation process like PPARγ was investigated. We observed induction of
PPARγ mRNA level after treatment with procaine alone (Table 3.5).

Our findings allow us to argue that procaine can be further investigated with
its regard to epigenetic and differentiation therapy especially when applied in
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Fig. 3.18 Summarized scheme of procaine effect on leukemia cells

combination with all-trans retinoic acid or similar agents. Procaine arrests growth
of human leukemia cells and in combination with ATRA prompts differentiation.
This combination arrests cell cycle in G0/G1 phase. Procaine leads to the DNA
methyltransferases expression reduction. Human leukemia cells under the treatment
with procaine improve the expression of molecules related to the differentia-
tion (CD11b, E-cadherin, G-CSF) and apoptosis (PPARγ). Furthermore, this DNMT
inhibitor improves transcription activating histone modifications, i.e., H3K4me3 and
H3K9ac/S10p (Fig. 3.18). Overall, procaine as DNMT inhibitor can be applied in
further thorough studies on epigenetic and differentiation therapy especially when
used in combination with all-trans retinoic acid or similar agent.

3.2.2 DNMT Inhibitors, RG108 and Zebularine Effects on
Epigenetic Changes of DNA and Proteins

DNA methylation is indisputably important during organism development. In
advanced organisms, the need for DNA methylation is weakened/decreasing and
only the maintenance of the non-coding part of the genome becomes important.
Methylation of CpG islands requires only a few classes of genes, but these genes
are very important and crucial. It has been demonstrated in mice that homozygous
mutations in DNMT genes are fatal (Takebayashi et al. 2007). The methylation
pattern in cancer cell lines is the exact opposite: methylation of CpG islands is
elevated, but the genome-wide methylation level is lower (Cheung et al. 2000). We
know from the different studies that promoter hypermethylation often inactivates
tumor suppressor genes. Inhibition of DNA methyltransferase activity was also
found to have an inhibitory effect on tumor formation, i.e., inhibitors of DNA
methyltransferases can demethylate tumor suppressor genes and thus suppress the
cancer cell-specific phenotype (Brueckner and Lyko 2004; Cheishvili et al. 2015).

Because DNA methylation is important in leukemogenesis, the development
of new therapeutic strategies by applying several DNMT inhibitors is possi-
ble. In the literature there are some data on the biological impacts of various
hypomethylating agents (Chuang et al. 2005; Flotho et al. 2009; Duchmann and
Itzykson 2019). However, the exact mechanism of action is not entirely clear.
In our few studies (Savickiene et al. 2012a,b,c), we performed analysis of two
DNMT inhibitors, the non-nucleoside agent RG108 and nucleoside agent zebularine
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in order to determine their antileukemic function in human promyelocytic leukemia
NB4 cells, HL-60 cells, and ATRA-resistant early-myeloblastic KG1 cells (for
detailed characterization of chemicals and cells used in the study see Appendices B
and C).

It was determined that zebularine functions by the formation of covalent
complexes between DNMT and zebularine-incorporated DNA (Zhou et al. 2002),
leading to depletion of DNMTs (Cheng et al. 2004). Presently, this compound
has been suggested as a good fit in in vivo studies and some clinical trials due to
its stability, minimal toxicity, oral bioavailability, and selectivity to attack tumor
cells (Marquez et al. 2005; Scott et al. 2007; Yoo et al. 2008). Nevertheless,
zebularine needs prolonged exposure and high doses due to its limited DNA
incorporation and low metabolism (Ben-Kasus et al. 2005). In our study we
found that zebularine (20–60 μM) inhibited leukemia (NB4, HL-60) cell growth,
suppressed cell viability, and activated apoptosis in a time- and dose-dependent
manner. For KG1 cells we used higher doses of zebularine (20–100 μM), but effect
was very similar, such as in NB4 or HL-60 cells. We found that zebularine induced
apoptosis in APL cells (HL-60) and was toxic to the cells at higher doses than
100 μM (100–200 μM) (Savickiene et al. 2012a). Activation of apoptosis at low
doses of zebularine correlated with up-regulation of caspase 3 activity and PAR-
1 cleavage (Savickiene et al. 2012c). We revealed for the first time that zebularine
treatment (continuous or temporal) can accelerate and then enhance ATRA-induced
granulocytic differentiation in leukemia cells (NB4, HL-60, KG1). It was showed in
the literature that methylated genes are transcriptionally silenced and demethylation
by DNMT inhibitors can release the methyl-CpG binding protein (MeCP2) from
the promoter and prepare chromatin for further histone acetylation by HDAC (El-
Osta et al. 2002). We decided to evaluate if HDAC inhibitors (phenylbutyrate (PB)
or BML-210) can impact the gene expression level and facilitate differentiation
effects observed after treatment with zebularine and ATRA. We found that HDAC
inhibitors, for instance, sodium phenylbutyrate (1 mM) and BML-210 (50 μM) in
combination with ATRA after a temporal (48 h) pre-treatment with 20 μM zebular-
ine without the additive cytotoxicity improved ATRA-mediated differentiation. The
side effects of HDAC inhibitors were more clearly observed in KG1 cells (1.8–2-
fold increase) than in NB4 cells (1.3–1.4-fold increase). In conclusion, zebularine in
combination with HDAC inhibitors assisted in overcoming the differentiation block
both in ATRA-sensitive NB4 and ATRA-resistant KG1 cells.

Also we investigated effects of novel small-molecule inhibitor, RG108, on
proliferation of leukemia cells. It is known that RG108 acts without being involved
into the DNA, effectively inhibits DNMTs at the active site, and results in the
demethylation of genomic DNA and reactivation of tumor suppressor genes, having
little toxicity in cell lines of human cancer (Brueckner et al. 2005; Stresemann
et al. 2006). We detected that RG108 alone in different doses (20–100 μM) can
induce time-dependent, but not a dose-dependent leukemia cells (NB4) growth
inhibition and was non-toxic at a wide spectrum of concentrations (Savickiene et al.
2012b). The decreased toxicity demonstrated by RG108 can be characterized by its
incapacity to influence the methylation of repeated centromeres’ sequences that are
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able to contribute to chromosome stability (Brueckner et al. 2005). Like in the case
of zebularine, we showed that RG108 in combination with ATRA or ATRA +PB
enhanced ATRA-mediated differentiation into granulocytes in NB4 cells (Savick-
iene et al. 2012b).

Hypomethylating agents with antitumor potential have already demonstrated
their advantage in treatment of different human cancers (Tsai and Baylin 2011). In
our study we compare the zebularine and RG108 effects on other APL cell line,
HL-60 (Savickiene et al. 2012a). For the first time, we demonstrated that both
zebularine and RG108 are effective in enhancing ATRA-induced differentiation
into granulocytes in promyelocytic HL-60 leukemia cells. Comparing the effects
of both DNMT inhibitors, we found that zebularine has a more pronounced effect
on cell growth and apoptosis than RG108. Previous work by other authors has
shown that zebularine can effectively inhibit AML cell line proliferation and
accumulate cells during the G2/M cell cycle phase (Scott et al. 2007; Lemaire
et al. 2005). Several groups of scientists have argued that the anti-proliferative
effect of zebularine on many human cancer lines is related to the increase in
inhibitors of p21 WAF1, p16 INK4A, or p15 INK4B, cyclinCDK complexes that
inhibit G1 and S phase (Scott et al. 2007; Cheng et al. 2003). Cancer cells exposed
to zebularine lack DNMT1, and down-regulation of DNMT3b (both regulated by
the cell cycle) and DNMT3a (occurs only during S phase) occurs (Cheng et al.
2003; Velicescu et al. 2002). DNMT inhibitors such as zebularine disrupt DNMT
regulation, decrease cellular DNMT levels, induce DNA replication arrest during
S phase, inhibit histone synthesis, reduce histone acetylation during S phase,
or induce cell cycle arrest in G2/M, resulting in the cell growth and apoptosis
activation (Milutinovic et al. 2003; Billam et al. 2010). Other work has shown that
zebularine induces apoptosis in AML cell lines (Scott et al. 2007) by proapoptotic
degradation of Bax, anti-apoptotic Bcl-2, PARP, or caspase 3 (Billam et al. 2010;
Neureiter et al. 2007).

Here, in our studies we detected that zebularine and RG108 alone or plus
ATRA down-regulated DNMT1 mRNA and then protein level in a time- and dose-
dependent manner (Savickiene et al. 2012a,c). But more remarkable inhibition effect
was induced by zebularine alone at 100 μM concentration (DNMT1 protein was
down-regulated 95% (Savickiene et al. 2012a). As we know from the literature, in
leukemia cell blasts the DNMTs expression level is high and DNA methylation is
related to the loss of E-cadherin (Corn et al. 2000; Melki et al. 2000).

In our studies we revealed changes in E-cadherin expression and methylation
status in leukemia HL-60, NB4, KG1 cells after treatment with RG108 or zebu-
larine. We showed that adherin protein expression level increased after treatment
with RG108, zebularine alone, or its combination with ATRA. That correlated with
up-regulated cadherin mRNA level. It was shown by other authors that zebularine
can affect genomic DNA demethylation process alongside with re-expression of
methylation-silenced genes, for instance, p16, p15, or E-cadherin (Brueckner et al.
2005; Stresemann et al. 2006). Other authors demonstrated that RG108 affected
p16, SERP-1 and TIMP-3 expression level (Brueckner et al. 2005). Similarly, in our
studies (Savickiene et al. 2012a,b) we revealed E-cadherin promoter methylation
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in control (untreated) HL-60 cells, KG1, and NB4 cells by methylatios-specific
PCR analysis. Our findings allow us to argue that zebularine and RG108 attacked
DNMT1 and caused incomplete demethylation of E-cadherin promoter and the gene
reactivation as demonstrated by E-cadherin mRNA and protein expression observed
after therapy with zebularine or RG108 even at cytostatic doses of 50 μM. The
increase in E-cadherin was detected and after leukemia cell treatment with HDAC
inhibitors phenylbutyrate, BML-210 and even differentiation agent ATRA.

In our study (Savickiene et al. 2012c) we investigated p15 methylation status
and protein level after KG1 and N cells therapy with zebularine and found that there
were no changes in some methylation sites of p15 promoter regions. But p15 protein
level was up-regulated after 72 h treatment with zebularine and ATRA (Savick-
iene et al. 2012c). Our findings justify recent data that zebularine therapy for
AML cells with hypermethylated p15 promoter reactivates p15 expression and stim-
ulates apoptosis at demethylating dosages (Scott et al. 2007). Moreover, improved
p15 induction was noticed after AML193 cells’ co-treatment with zebularine and
HDAC inhibitor trichostatin A. In our research, we have not shown any detectable
p15 transcript and protein in NB4 and KG1 cells and demonstrated low potency of
zebularine that was used either alone or plus ATRA to reactivate p15 until 48 h of
treatments. Nevertheless, p15 re-expression at 72 h was related to the higher degree
of granulocytic differentiation during combined treatment.

In our studies we used the differentiation-inducing agent ATRA. We detected that
treatment with ATRA alone also can reactivate E-cadherin. Other authors noticed
that ATRA can down-regulate the DNMT enzyme activity that can lead to DNMT-
HDAC interaction reduction in ATRA target genes (Fazi et al. 2005). In our research
we observed the correlation between E-cadherin re-expression (mRNA, protein)
and level of differentiation in leukemia cells (KG1, HL-60, NB4) after treatment
with zebularine and RG108 (Savickiene et al. 2012a,b,c). Therefore E-cadherin was
suggested as an indicator beneficial in monitoring the efficiency of treatment based
on DNA demethylation in promyelocytic leukemia. It should be pointed out that
the impacts of distinct DNMT inhibitors on gene transcription can be un-associated
with the direct promoter DNA hypomethylation, but they may take place through
regional enrichment of histone acetylation at the gene promoter (Flotho et al. 2009).

We also investigated how zebularine and RG108 can alter chromatin struc-
ture. The summarized scheme is presented in Fig. 3.19. We detected changes in
methylation of histone H3K4 and acetylation of histone H4, which represent the
active state of chromatin and caused the opening chromatin structure and gene
expression (Strahl and Allis 2000). We found that zebularine or RG108 alone did
not induce changes in H4 acetylation and H3K4me3 methylation. Only pretreatment
with RG108 with further treatment with combination of PB or PB+ATRA can
induce very high H3K4me3 methylation and H4 acetylation degree in leukemia
cells, causing a relaxed and active chromatin state for transcriptional activation.

We also performed chromatin immunoprecipitation (ChIP) analysis and we
can conclude that zebularine treatment leads to acetylation of histone H4 and
methylation of histone H3 at K4 or acetylation of H3 at K9. These modifications
represent the transcriptionally active promoters of genes such as p21 and cadherin.
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Fig. 3.19 Summarized zebularine/RG108 effect on leukemia cells

Our results revealed that binding of the inactive E-cadherin promoter due to its
methylation with hyperacetylated histone H4 and methylated histone H3 at K4 was
enhanced by zebularine therapy for leukemic KG1 and NB4 cells, which resulted in
transcriptional changes of E-cadherin and formation of chromatin open structure.

In our research we studied the impact of zebularine on activation of other negative
cell cycle regulator p21, which has a significant role in the growth arrest and control
of transition of G1 to S phase. By comparison with the methylation of p15 in acute
leukemia, genes encoding other CDKIs, for instance, p21, were observed as non-
methylated (Dexheimer et al. 2017). To identify the impact of zebularine on the
pattern of acetylation/methylation of histones related to the active p21 gene, we
applied primers to p21 promoter regions (P2, P3) and exon 2 (E2). Primer pairs (P2)
and (P3) correlated with the places in the proximal promoter region and in the
distal promoter region close to p53 consensus sequence, respectively. Employing
ChIP assay, we discovered that zebularine prompted association of acetylated H4
and methylated H3 on K4 with p21 promoter P2 site in KG1 cells and with P2 and
P3 sites in NB4 cells. Elevated modifications of histones H4 and H3 related to the
P3 region corresponding to p53 site concur with its transcriptional activation and
growth inhibition in p53-positive NB4 cells. The induction of p53 may cause its
binding with transcription factor Sp1, dissociation of HDAC1 from complex, and
acetylation of the p21 promoter (Lagger et al. 2003). The potential mechanism of
p21 induction by DNMT inhibitors may include the release of HDAC1 without the
need of promoter demethylation that was shown in recent research where decitabine
activates unmethylated p21 in KG1 and KG1a cells in association with the release of
HDAC1 and elevated acetylated histone H3 at the unmethylated p21 promoter (Scott
et al. 2006). Our analysis with AML cell lines justifies the clinical potential of
zebularine that has been demonstrated to exhibit an in vivo antitumor impact via
oral or intraperitoneal administration in tumor-bearing mouse (Cheng et al. 2003).

We also assessed the impact of therapy with ATRA and belinostat, as single
agents, and their combined treatment belinostat + ATRA on NB4 cells’ global
DNA methylation patterns. ATRA applied alone did not exert any important
activity toward global DNA methylation modulation, while the augmentation in
global DNA methylation was observed upon therapy with belinostat (global DNA
methylation elevated by 15–38% after 6–24 h of treatment with 0.2 μM belinostat,
while in later time-points the earlier methylation level was restored). In contrast, the
rise in DNA methylation degree after combined therapy consisting of belinostat +
ATRA was more sudden and more noticeable in comparison with therapy consisting
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of belinostat applied alone (DNA methylation increased by 40% after 6 h treatment).
It should be emphasized that prolonged treatment with belinostat + ATRA (72 h)
down-regulated the global DNA methylation more than 14%.

The findings of our research justify the opinion that the usefulness of DNMT
inhibitor relies not so much on its own DNMT-inhibiting characteristics but rather
on its potential to improve the activity of other drugs applied in combination. More-
over, the combined strategy can help to reduce the dosages of each drug and offers
the most successful approaches. Here, we suggest low toxic culture conditions with
short-term exposure (24–48 h) to zebularine and RG108 in sequential combinations
with ATRA and HDAC inhibitor PB that may be promising in the improvement of
differentiation therapy in acute leukemia cases.
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Part II
Proteomics in Leukemia



Chapter 4
Proteome in Leukemic vs. Differentiated
Leukemia Cells

During cells response to external stimulus, signals are transmitted to the nucleus
from the surface of the the cell during the processes that regulate the signalling
events, during which the cascade of protekinases and proteinphosphatases are
initiated and other regulatory proteins are activated (Hunter 1995; Karin et al.
1997). Long-term effects may alter the activity of receptors in the proliferating
cells and effect on the differentiation or apoptosis pathways. Leukemic cell lines
are applied as an in vitro model in leukemia, enabling the molecular mechanisms of
cellular proliferation or differentiation processes to be investigated. Differentiation
inducers (DMSO, ATRA, dbcAMP, etc.) can induce NB4 and HL-60 to granulocytic
differentiation. The forbolmyristat acetate (PMA), vitamin D3 and sodium butyrate
can induce differentiation to monocytes/marophages lineage of NB4, HL-60, and
THP-1 cells (Breitman et al. 1980; Collins et al. 1977; Collins 1987). During
differentiation, cell growth is stopped and specific proteins that are involved in
phenotype formation are activated.

The cell differentiation process into granulocytes can be devided into several
stages: the first—initiation of differentiation, the second—differentiation into gran-
ulocytes or monocytes depending on the used inducer, and the third- maturation,
when the cell that has lost its ability to multiply, begins to produce the specific
proteins. The inducer of granulocytic differentiation all-trans retinoic acid (ATRA)
activates genes by binding to the ATRA receptors in the nuclei of cells through the
all-trans retinoic acid response elements (RARE). Some of these genes’ products
may be involved, directly or indirectly, in the process of differentiation induc-
tion (Sporn et al. 1994; Pawson 1995), others can be expressed in the cytoplasm
or the nuclei of differentiated. Matured granulocytes induced to differentiation by
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ATRA, similar to neutrophils, underwent the programmed cell death (apoptosis).
The signalling pathways and molecular mechanisms that are involved in the granu-
locytic differentiation of leukemic cells that leads to apoptosis remain unclear. The
mechanisms of cellular proliferation, differentiation, and apoptosis involve various
protein-modifying enzymes, including protein phosphatases and protein kinases that
are responsible for phosphorylation or dephosphorylation of proteins (on threonine,
serine, or tyrosine residues). The phosphorylation of tyrosine residues is particularly
specific at the stage of transmission of the external signal to the DNA, so it is
important not only to identify newly synthesized proteins, but also to determine
where and when they are modified (e.g., thyrosine phosphorylated).

Global functional proteomic analysis helps to understand the molecular mech-
anisms of diseases, providing new possibilities for detecting specific regulatory
proteins and new targets for the rational treatment of leukemias and cancer.

Proteomic changes in leukemia cells, promoted to granulocytic differentia-
tion by only ATRA or together with epigenetic modifiers were investigated our
study (Navakauskiene et al. 2002, 2003a,b, 2004a,b, 2012, 2014; Kulyte et al.
2001, 2002; Borutinskaite et al. 2011, 2005; Borutinskaite and Navakauskiene 2015;
Treigyte et al. 2000b,a, 2004; Valiuliene et al. 2015).

Methods for computerized analysis of proteome maps have been devel-
oped (Matuzevicius et al. 2008). Such proteomic analysis serves to elucidate
the network of protein interactions and proteins responsible for myeloid cell
development and leukemia, as well as to discover new targets for rational cancer
therapy.

4.1 Proteomic Analysis of Cytoplasmic and Nuclear Proteins
in Human Hematopoietic CD34+, AML Cell Line KG1
and Mature Neutrophils

Cytoplasmic and nuclear proteins we isolated from cells of different state of
hematopoietic differentiation: primary hematopoietic CD34+, cancerous cells
arrested at the stage of incomplete differentiation KG1 (AML cell line) and healthy
mature neutrophils. The isolated cytoplasmic and nuclear proteins were fractionated
in the 2DE system (Figs. 4.1 and 4.2).

After protein visualization a comparative analysis of the protein maps was
performed and proteins that could serve as potential markers of leukemia were
selected for mass spectrometry analysis. Proteins were selected based on changes in
their expression in different states of cell differentiation. The summarized analysis
data are presented in Table 4.1. The computational methods for protein expression
analysis in different hematopoietic cells were applied and fold change between
protein expression calculated. The network of identified cytoplasmic proteins
distinctive for human hematopoietic CD34+, incompletely differentiated KG1 cells,
and mature human neutrophils is presented in Fig. 4.3.
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Fig. 4.1 Proteomic analysis of cytoplasmic proteins isolated from human hematopoietic CD34+,
incompletely differentiated KG1 cells, and mature human neutrophils (NF). The cytoplasmic
proteins (Cyt P) are isolated and fractionated in the 2DE system. After visualization of the proteins
by staining with Coomassie blue, protein comparative analysis was performed to select proteins
with different expression in different cell differentiation states. These proteins were prepared for
mass spectrometry analysis, identified and quantified by computational analysis (Table 4.1)
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analyzed by mass spectrometry, identified and quantified by computational analysis (Table 4.2)
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Fig. 4.3 Proteomic analysis of cytoplasmic proteins isolated from human hematopoietic CD34+,
incompletely differentiated KG1 cells, and mature human neutrophils. The network of identified
cytoplasmic proteins distinctive for human hematopoietic CD34+, incompletely differentiated
KG1 cells, and mature human neutrophils

It is noticeable that in the cytoplasm (Figs. 4.1 and 4.3) cancerous, non-
differentiated KG1 cells contain increased levels of the following proteins: Rab
GTPase-activating protein 1, WD repeat-containing protein 81, Syncoilin, Aspartyl-
tRNA synthetase cytoplasmic (SYDC), proteasome activator complex subunit 1,
fatty acid-binding protein epidermal (FABP5), and others. Proteins with markedly
reduced expression in cancer cells have also been identified: CAMP (Cathelicidin
antimicrobial peptide), annexin A13, 14-3-3 protein, tubulin alfa-4A chain and sev-
eral others. These proteins are related to the cellular signaling system (Rab-GTPase-
activating protein, 14-3-3, etc.), to the maintenance of cell structure (sinkoiline,
annexin, tubulin, etc.), are also involved in cell signaling and other cellular
functions. Nuclear proteins isolated from different stages of hematopoietic dif-
ferentiation were fractionated in the 2DE system (Fig. 4.2), followed by protein
2DE map comparison and mass spectrometry analysis of selected proteins. Proteins
for analysis were selected on changes in their expression in different states of cell
differentiation. The identified nuclear proteins are presented in Table 4.2 and the
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network of identified nuclear proteins typical for human hematopoietic CD34+,
incompletely differentiated AML cell line KG1, and mature human neutrophils was
established (Fig. 4.4).

Table 4.2 The summarized search results (by PepIdent, EMBL, MS-Tag software) of compara-
tive expression analysis of identified nuclear proteins isolated from CD34+, KG1 cells, and human
neutrophils (NF)

Experimental Modeling Avg. vol. ratio

Spot Access Protein name Match, Mw, Mw, KG1/ NF/ NF/
No. number (abbreviation) % kDa pI kDa pI CD34+ CD34+ KG1

1
Q92539 Phosphatidate

phos-
phatase (LPIN2)

20 125 4.7–4.85 100193 5.18 - - −6.7

P57740 Nup107 4 125 4.7–4.85 106300 5.3 - - −6.7

2 Q92598 Heat shock
protein 105 kDa

5 110 5.35 96866 5.3 −1.8 −2.3 −1.3

3 Q9BWU0 Kanadaptin 7 105 5.4 88815 5.1 - - -

P02788 Lactotransferrin 18 100 7.7 78183 8.5 - - -
4

Q9P0L2 Serine/threonine-
protein
kinase (MARK1)

6 100 7.7 89003 9.4 - - -

5 P02788 Lactotransferrin 3 100 7.9 78183 8.5 - - -

P02788 Lactotransferrin 18 95 8.2 78183 8.5 - - -
6

Q9P0L2 Serine/threonine-
protein
kinase (MARK1)

7 95 8.2 89003 9.4 - - -

7
P02788 Lactotransferrin 7 100 9.3 78183 8.5 - - -

O94929 Actin-binding
LIM protein 3

7 100 9.3 77802 8.9 - - -

P02788 Lactotransferrin 16 95 9.3 78183 8.5 - - -
8

Q9P0L2 Serine/threonine-
protein
kinase (MARK1)

6 95 9.3 89003 9.4 - - -

9 Q04864 Proto-oncogene
c-Rel

13 75 5.4 68520 5.6 - - -

10 P22460 Potassium
voltage-gated
channel
subfamily A
member 5

22 68 5.4 67228 5.7 1.3 −2.4 −3.2

11 Q8WX92 Negative
elongation
factor B

7 65 5.6 65698 5.8 - - -

12 Q86VW2 Guanine
nucleotide
exchange
factor (GEFT)

14 70 6.0 63843 6.2 - - -

(continued)
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Table 4.2 (continued)

Experimental Modeling Avg. vol. ratio

Spot Access Protein name Match, Mw, Mw, KG1/ NF/ NF/
No. number (abbreviation) % kDa pI kDa pI CD34+ CD34+ KG1

13 O95376 Protein
ariadne-2
homolog

20 60 5.4 57819 5.4 - - −1.1

14 P17014 Zinc finger
protein 12

10 58 5.75 58223 7.1 - 1.8 1.8

15 P60709 ACTB 18 43 5.3 42 5.29 −1.4 −2.2 −1.5

Q13394 Protein
mab-21-like 1

15 35 8.2 40957 8.9 1.0 −6.1 −6.2

16
P25105 Platelet-

activating
factor receptor

28 35 8.2 39204 9.2 1.0 −6.1 −6.2

17 Q9UMX6 Guanylyl
cyclase-
activating
protein 2

22 33 4.8 23420 4.7 - - -

18 B5MD39 Putative γ-
glutamyltrans-
ferase light
chain 3

23 29 5.9 24102 5.8 - - -

19 Q86V88 Magnesium-
dependent
phosphatase 1

22 25 5.75 20109 6.0 - – -

20 Q5W111 Chronic
lymphocytic
leukemia
deletion region
gene 6 protein

10. 23 6.5 21666 6.2 - - -

Q9Y6G5 COMM
domain-
containing
protein 10

12 23 6.5 22967 6.1 - - -

Q9BUE0 Mediator of
RNA
polymerase II
transcription
subunit 18

11 23 6.5 23663 6.1 - - -

21 P18847 Cyclic AMP-
dependent
transcription
factor ATF-3

18 25 8.7 20576 8.8 −5.8 −1.0 5.7

Q9Y421 Protein
FAM32A

32 15 8.2 13178 10 1.1 −1.5 −1.6

22
P03973 Antileukopro-

teinase
16 15 8.2 14326 9.1 1.1 −1.5 −1.6

23 Q52LT0 Putative
GTP-binding
protein
FLJ12595

6 21 8.5 16442 8.7 3.2 2.5 −1.3
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Fig. 4.4 Proteome analysis
of nuclear proteins isolated
from human hematopoietic
CD34+, incompletely
differentiated AML cell line
KG1, and mature human
neutrophils. The network of
identified nuclear proteins
typical for human
hematopoietic CD34+,
incompletely differentiated
AML cell line KG1, and
mature human neutrophils
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Several specific proteins have been identified that are specific only to healthy
mature neutrophils. Multiple protein expression is enhanced in KG1 cancerous non-
differentiated cells: putative GTP-binding protein, Protein mab-21-like 1, etc. For
example, the expression of the periodic AMP-dependent transcription factor ATF-3
is reduced in KG1 leukemic cells. Changes in the expression of these proteins could
be related to blood cell differentiation.

4.2 Proteomic Analysis of APL Cells Induced to
Differentiation

Our initial study (Navakauskiene et al. 2003a,b; Treigyte et al. 2000b,a, 2004;
Borutinskaite et al. 2005) was concentrated on identification of proteins that can
be involved in cell differentiation and proliferation in acute promyelocytic HL-60
and NB4 cells. The differentiation of leukemic cells was stimulated by using ATRA.
The protein profile increase was observed afterwards.

The proteomics in NB4 cells was studied when induction of granulocytic
differentiation with following growth inhibition was induced with all-trans retinoic
acid and HDAC inhibitor BML-210. The alterations in protein expression at various
times of treatment (2, 4, 8, 24, 48, 72, 96 h) were noticed (Fig. 4.5) (Borutinskaite
et al. 2005).

Our studies demonstrated potential of combination of HDACi BML-210 with
all-trans retinoic acid for differentiation induction in leukemic NB4 cells: the
largest amount of differentiated cells after ATRA treatment was observed at 72–
96 h (70–80%), and the combined treatment considerably improves granulocytic
differentiation of NB4 cells (up to 90%).

Total soluble and less soluble proteins were isolated, fractionated, and iden-
tified by mass spectrometry. The less soluble (or insoluble) protein fraction of
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Fig. 4.5 Expression of proteins in NB4 cells treated with all-trans retinoic acid (ATRA) and
histone deacetylase inhibitor BML-210. Total soluble (A) and insoluble (B) protein fractions were
dissociated from control and treated with 1 μM ATRA and 10 μM BML-210 separately or in
combination (1 μM ATRA and 5 μM BML-210) NB4 cells during the indicated period of time.
Isolated proteins were fractionated by SDS-PAGE on an 8–16% acrylamide gradient gel and then
stained with brilliant Blue G-Colloidal. Migration of the molecular size marker proteins is shown
to the left (kDa values). The position of bands that were cut to MALDI-MS analysis is designated
by arrows and numbers in the images. According Borutinskaite et al. (2005)

Fig. 4.6 Expression of
proteins in NB4 cells treated
with all-trans retinoic
acid (ATRA) and histone
deacetylase inhibitor
BML-210. Represents the
identified protein network.
According Borutinskaite et al.
(2005)

VAV3VAV3CALD1CALD1
ARHGEF2ARHGEF2

MIV MIV CAPN1CAPN1CAPN10CAPN10
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DTNBDTNB

LRP1LRP1CAPZA2CAPZA2 ABLIM1ABLIM1

USP6NLUSP6NLADAM17ADAM17 CAPN9CAPN9

RAB2BRAB2B

NB4 cells showed biggest differences in expression of proteins during treatments
with ATRA and HDAC inhibitor BML-210. Using mass spectrometry, there were
inspected proteins of cells with cancer and membrane or membrane-associated
proteins. We identified (Figs. 4.6 and 4.7) such proteins like caspase-7, nesprin-2,
RAB, USP6NL protein, Vav-3, ADAMTS-19, lipoprotein receptor-related protein,
ADAM-17, actin-binding LIM protein 1, caldesmon (CDM) splice isoform 3,
caldesmon, calpain 10, dystrobrevin-β, vimentin, ADAMTS-17, GEF-H1, calpain
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Fig. 4.7 Expression of proteins in NB4 cells treated with all-trans retinoic acid (ATRA) and
histone deacetylase inhibitor BML-210. Represents the involvement of identified proteins into
large scale of proteins network inclusive different cellular processes like apoptosis and cytoskeleton
reorganization. According Borutinskaite et al. (2005)

9, calpain 1, actin, F-actin capping protein alfa-subunit (Borutinskaite et al. 2005).
All functions of identified proteins are listed in Table 4.3.

The high expression of small GTPase, Rab2B was detected in insoluble fraction
of untreated and treated cells for 8 h, and their decreased level was observed
after 24 h of treatment. This indicate that Rab2B expression may be related with
granulocytic differentiation or apoptosis of NB4 cells. It was shown that the main
function of Rab2B protein is vesicle transport and membrane fusion regulation.
Actin (ACTB) and actin-associated proteins (nesprin-2, actin-binding LIM protein,
vimentin and caldesmon) were found in insoluble fraction of NB4 cells. These
proteins are important for cytoskeletal reorganization during cell growth and
differentiation/apoptosis. The higher expression of aforementioned proteins was in
soluble fraction compared with insoluble fraction of NB4 cells.

Also we found two proteins (ADAM17 and ARHG2) that were upregulated
both in control cells and induced to differentiation with following apoptosis by
ATRA and HDAC inhibitor BML-210. It was showed that ADAMs have adhesive
and proteolytic characteristics which result in regulation of such processes as
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Table 4.3 The characteristics and functions of identified proteins in NB4 cells treated with
ATRA and inhibitor BML-210. Proteins were estimated according to PeptIdent program and
EXPASY database, experimental (gel position) and calculated Mw and pI, MOWSE SCORE and
sequence coverage (PeptIdent) for each protein were represented: 1st column—number of
band in gels (Fig. 4.5B); 2nd column—the protein Mw and pI, calculated from the amino acid
sequence in the ExPASy database; 3rd column—the name of identified proteins; 4th column—
general function(s) of a protein in Uniprot database. According Borutinskaite et al. (2005)

Band
No.

Protein Protein name,
pI Mw, kDa entry name, entry Function

1 8.65 28.029 Caspase-7,
CASP7_HUMAN,
P55210

Involved in the activation
cascade of caspases
responsible for apoptosis
execution.

6.5 30.269 Nesprin-2,
SYNE2_HUMAN,
Q8WXH0

As a component of the
LINC (LInker of
Nucleoskeleton and
Cytoskeleton) complex
participates in the
connection between the
nuclear lamina and the
cytoskeleton.

2 4.7 26.101 Ras-related protein
Rab-2B,
RAB2B_HUMAN,
Q8WUD1

Needed for protein
transport from the
endoplasmic reticulum to
the Golgi complex.

12.41 22.305 USP6 N-terminal-like
protein,
US6NL_HUMAN,
Q92738

Acts as a
GTPase-activating protein
for RAB5A and RAB43.
Involved in receptor
trafficking.

3 6.65 97.775 Guanine nucleotide
exchange factor,
VAV3_HUMAN,
Q9UKW4

Exchange factor for
GTP-binding proteins,
may be significant for
integrin-mediated
signaling.

4 8.13 100.198 A disintegrin and
metalloproteinase with
thrombospondin
motifs 19,
ATS19_HUMAN,
Q8TE59

Uncharacterized.
ADAMTS19
hypermethylation is
related with transcriptional
downregulation and
reduces the in vitro
migration capabilities of
CRC cellsa .

(continued)
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Table 4.3 (continued)

Band
No.

Protein Protein name,
pI Mw, kDa entry name, entry Function

4.86 99.174 Prolow-density
lipoprotein
receptor-related protein 1,
LRP1_HUMAN, Q07954

Involved in endocytosis
and in phagocytosis of
apoptotic cells.

5 5.6 78.542 Disintegrin and
metalloproteinase
domain-containing
protein 17,
ADA17_HUMAN,
P78536

Acts as an activator of
Notch, TNF-alpha and
other signaling pathways.

8.88 87.644 Actin-binding LIM
protein 1,
ABLM1_HUMAN,
O14639

May act as scaffold
protein. May be
significant during the
development of the retina.
Has been suggested to
play a role in axon
guidance.

6 6.66 64.256

5.6 93.56 Caldesmon,
CALD1_HUMAN,
Q05682

Interacts with actin,
myosin, two molecules of
tropomyosin and with
calmodulin. Also plays a
significant role during
cellular mitosis and
receptor capping.

7 6.41 57.984 Calpain-10,
CAN10_HUMAN,
Q9HC96

Calcium-regulated
non-lysosomal
thiol-protease which
catalyzes limited
proteolysis of substrates
involved in cytoskeletal
remodeling and signal
transduction.

8.82 64.424 dystrobrevin-β,
DTNB_HUMAN,
O60941

Dystrobrevin-β is a
component of the
dystrophin-associated
protein complex (DPC),
which is responsible for
the lateral transmission of
the sarcomere-generated
contractile force to the
sarcolemma and the
ECM.

8 5.06 53.52 Vimentin,
VIME_HUMAN, P08670

Vimentins are class-III
intermediate filaments,
comprises the
cytoskeleton.

(continued)
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Table 4.3 (continued)

Band
No.

Protein Protein name,
pI Mw, kDa entry name, entry Function

9 7.77 96.496 Disintegrin and
metalloproteinase
domain-containing
protein 17,
ADA17_HUMAN,
P78536

Acts as an activator of
Notch, TNF-alpha and
other signaling pathways.

8.73 101.173 Rho guanine nucleotide
exchange factor 2,
ARHG2_HUMAN,
Q92974

Activates Rho-GTPases
by promoting the
exchange of GDP for
GTP. May be involved in
epithelial barrier
permeability, cell motility
and polarization, dendritic
spine morphology,
antigen presentation,
leukemic cell
differentiation, cell cycle
regulation, innate immune
response, and cancer.

10 5.37 79.096 Calpain-9,
CAN9_HUMAN,
O14815

Calcium-regulated
non-lysosomal
thiol-protease which
catalyzes limited
proteolysis of substrates
involved in cytoskeletal
remodeling and signal
transduction.

11 5.49 81.89 Calpain-1 catalytic
subunit,
CAN1_HUMAN, P07384

Calcium-regulated
non-lysosomal
thiol-protease which
catalyzes limited
proteolysis of substrates
involved in cytoskeletal
remodeling and signal
transduction.

12
5.29 41.605 Actin. cytoplasmic 1,

ACTB_HUMAN, P60709
Actin plays key functions,
such as cell motility and
contraction, regulate gene
transcription and motility
and repair of damaged
DNA.

7.61 35.024 F-actin capping protein
alfa-subunit,
CAZA2_HUMAN,
P47755

Involved in actin
cytoskeleton organization.

ahttps://clinicalepigeneticsjournal.biomedcentral.com/articles/10.1186/s13148-015-0158-1

https://clinicalepigeneticsjournal.biomedcentral.com/articles/10.1186/s13148-015-0158-1
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cellular fate, proliferation, and growth. ADAM-17 is known as the one of the
best investigated ADAM enzymes and is extensively expressed in different tissues
including the brain, kidney, heart, and skeletal muscle. ADAM-17 is an important
player in inflammation through TNF-alpha pathway, in the development of the
nervous system, as it activates the neural cell adhesion, in carcinogenesis due to
the enzyme which sheds growth factors required for tumor progression and growth.
Another protein in the same band after fractionation in SDS/PAGE is ARHG2 (GEF-
H1) that is involved in cellular processes, e.g., cell motility, cell-cycle regulation,
polarization, epithelial barrier permeability, and cancer (Kashyap et al. 2019).

The other exciting protein that we identified—DTNB (dystrobrevin-β) protein in
insoluble fraction. It was shown that dystrobrevin-β interacts with dystrophin short
form DP71 and syntrophins SNTG1 and SNTG2. It was demonstrated that DTNB-
knockout mice were healthy and had no abnormality, however the level of DTNB
binding proteins were reduced. This leads to the conclussion that DTNB can be an
anchor or scaffold for dystrophin and syntrophins/other associating proteins at the
basal membranes of kidney and liver.

Also we indentified the two proteins (calpain 1 and calpain 9) that belong to the
calcium ion-dependent papain-like protease (Calpain) family. It is known that these
proteins are critical mediators of the action of calcium and are tightly regulated by
an endogenous inhibitor, calpastatin. It was showed that calpain can regulate the
dystrophin, heat shock protein (HSP90), actin, caspases, phospholipase A/B/C, and
other protein functions (Patterson et al. 2011).

In conclusion, in this study we have found differently expressed proteins in the
soluble and less soluble (insoluble) fraction of the NB4 cells. These changes in pro-
tein expression can be associated with early changes in chromatin structure during
the process of differentiation or apoptosis after the treatment with HDAC inhibitor
BML-210 and ATRA. Identification of new proteins involved in the differentiation
process can be helpful in finding new therapies for APL treatment (Borutinskaite
et al. 2005).

4.3 Proteome Profile in APL Cells Induced with Histone
Deacetylase Inhibitor BML-210

The study was dedicated to identify proteins whose expression changed
after NB4 cells treatment with HDAC inhibitor BML-210 (Borutinskaite and
Navakauskiene 2015). BML-210 at concentration up to 20 μM was the reason
of anti-proliferative and slight cytotoxic effects on NB4 cells in a dose- and time-
dependent manner with accumulation of cells in G0/G1 cycle phase. We found out
that after 20 μM BML-210 treatment apoptotic population in cell culture was about
90% after 48 h of treatment. Proliferating (control) NB4 cells and cells treated with
20 μM BML-210 for 24 h were lysed and soluble cell proteins were fractionated
in 2DE gels and analysed by mass spectrometry (Fig. 4.8). Description of proteins
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identified by mass spectrometry in NB4 cells treated with HDACi BML-210 and
fractionated by 2DE is presented in Appendix D (Borutinskaite and Navakauskiene
2015).

We observed variations in protein expression profile while treating with BML-
210. Computational analysis of protein expression changes are presented as fold
change in comparisson with control cells (Table 4.4). The expression of proteins
whose ratio G2/G1>0 is increased in treated (G2) cells more than in untreated (G1).

In total, 35 proteins were identified: 16 were down-regulated such as endoplas-
min, ENPL; heat shock 84 kDa, HSP90B; 14-3-3 protein, 1433F; proliferating cell
nuclear antigen, PCNA; calreticulin, CALR; and 19 proteins up-regulated (such
as chloride intracellular channel protein 1, CLIC1; thioredoxin domain-containing
protein 12, TXD12; lactoylglutathione lyase, LGUL) after treatment with BML-210.
It is known that α/β-tubulin, β-actin, cofilin-1, myosin regulatory light chain 12A,
tropomyosin, and gelsolin are involved in cell growth and/or homeostasis regulation.
Other identified proteins participate in metabolism processes (disulphide isomerase,
α-enolase), in protein folding (the heat shock proteins like endoplasmin, HSP90B,
GRP75, GRP78 and CH60). Proteins of one more group, such as PCNA, nucle-
ophosmin, 14-3-3 protein, prohibitin, guanine nucleotide-binding protein subunit α-
11, chloride intracellular channel protein 1, and nucleoside diphosphate kinase A are
in charge of signal transduction, apoptosis, cell differentiation and communication
processes (Fig. 4.9).

One of the proteins with detected expression changes is HSP90. It was observed
that HDAC inhibitors can provoke hyperacetylation of HSP90 and its inactiva-
tion, resulting to the degradation of proteins that need the chaperone function
of HSP90 (including some oncoproteins) (Bali et al. 2005). Furthermore it was
demonstrated that HSP90 inhibition correlated with growth arrest followed by
differentiation and apoptosis (Nawarak et al. 2009; Heller et al. 2009). Calreticulin
function was investigated by the other group (Sheng et al. 2014). They have
found that high expression of calreticulin was positively related with tumor and
metastasis and that calreticulin regulated cell proliferation, migration and invasion
of pancreatic cancer cells in a MEK/ERK pathway dependent manner. 14-3-
3 proteins have a significant role in a broad spectrum of vital regulatory processes,
especially regarding signal transduction, apoptosis, cell cycle progression, and DNA
replication. It was shown that treatment of leukemic cells with HDAC inhibitor
suberoylanilide hydroxamic acid (SAHA) provoked cofilin phosphorylation, rised
of the vimentin and paxillin expression, also lowered the expression of stath-
min (Grebenova et al. 2012).
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Fig. 4.8 Proteomic analysis of proteins after NB4 cell treatment with HDAC inhibitor BML-210.
Proteins from untreated NB4 cells and cells treated with 20 μM BML-210 for 24 h fractionated in
2-DE system and visualized by Coomasie staining. Identified proteins are indicated in the Table 4.4.
Migration of the molecular size marker proteins is shown at the center (kDa)
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Fig. 4.9 Involvement of identified proteins in control and treated with HDAC inhibitor BML-210
NB4 cells into the cellular processes network

4.4 HDAC Inhibitor Belinostat Modulates Protein Profile in
NB4 Cells

One of the most promising agents acting as epigenetic drug such as HDAC
inhibitors—belinostat. It is an innovative and potent hydroxamate-type HDAC
inhibitor that demonstrates potency to block enzymatic activity of 1-st and 2-nd
class of HDACs (Khan et al. 2008). Belinostat exerts its anti-deacetylase action via
its hydroxamic acid moiety binding to zinc ion in enzymes catalytic domain and
blocking substrate access (Witter et al. 2007). In the others (Gravina et al. 2012)
studies and we observed (Savickiene et al. 2014; Valiuliene et al. 2015; Valiulienė
et al. 2016; Valiuliene et al. 2017; Vitkeviciene et al. 2019) its activity resulting in
cell cycle arrest, apoptosis initiation, and cell proliferation inhibition. In addition,
our group indicated that belinostat promotes APL granulocytic differentiation
AML (Savickiene et al. 2014). Regarding belinostat’s activity on APL cells, we
performed proteomic analysis after chromatin immunoprecipitation with hyper-
acetylated histone H4 (H4hyperAc) and established proteins being in the active
complex with H4hyperAc (Valiuliene et al. 2015). Totaly we identified 68 proteins.
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We found that in untreated NB4 cells hyperacetylated histone H4 (H4hyperAc)
associated with 45 different proteins (Table 4.5).

The network of proteins related with hyperacetylated histone H4 in control
NB4 cells is presented in Fig. 4.10 and proteins associated with hyperacetylated
histone H4 in NB4 cells treated with HDAC inhibitor belinostat is presented
in Fig. 4.11. Only in control cells, H4hyperAc was found related with proteins
that participate in DNA replication (POLA2), transcription (GCOM1, POLR2M,
NELFE, NCL), translation (RPL7) and RNA splising (SCNM1). Also it was
estimated that H4hyperAc is associated with proto-oncogene SPECC1, regulator
of apoptosis ADAMTSL4, together with proteins involved in various signaling
cascades: NFκB, JAK2/STAT4, Ras and Hedgehog signal transduction pathways.
Noteworthy, it was observed that H4hyperAc in control NB4 cells is associated
with nucleophosmin (NPM), protein who is responsible for regulation of tumor
suppressors TP53/p53 and ARF and is shown to be overexpressed in actively
proliferating cells, like different cancer and stem cells (Lim and Wang 2006).
Somewhat lesser extent of NPM was observed in complexes with H4hyperAc after
treatment with 2 μM belinostat.

After 6 h treatment with 2 μM belinostat (Table 4.5, Fig. 4.11) it was estimated
that H4hyperAc is associated with proteins that are pro-apoptotic and required
for apoptotic response (S100A9, S100A8, LGALS7, GOLGA3, PPT1). Tumor
suppressor APC was indicated in immunoprecipitated complexes, too. It should
be noted that H4hyperAc is as well related with proteins that participate in the
defense against oxidative stress (TXNRD2) and access of all-trans retinoic acid to
the nuclear retinoic acid receptors regulation (CRABP1). We also found that after
6 h treatment of NB4 cells with 2 μM belinostat hyperacetylated histone H4 was no
longer associated with proteins involved in gene transcription and/or translation.
Nevereless it was found to associate with proteins, that are usually detected in
cytosolic fraction as components of neutrophil extracellular traps (NETs). It is
known that NETs are in association with DNA specific proteins, such as histones
and antimicrobial proteins, that form an extracellular mesh able to trap and kill
pathogens and they are released during a cell death that depends on ROS produced
by the NADPH-oxidase complex (Valiuliene et al. 2015). After NB4 cells treatment
with belinostat we identified calprotectin (S100A8 and S100A9) associated with
hyperacetylted histone H4. Calprotectin is essential for the neutrophilic NADPH
oxidase activation. Calprotectin is a protein complex composed of two calcium-
binding proteins (S100A8 and S100A9) that are abundantly found in neutrophils
cytosolic fraction and have shown to have apoptosis inducing activity. We also found
a probable serine protease TMPRSS11A associated with hyperacetylated histone
H4, which is in agreement with data, showing that NETs contain serine proteases,
as they may execute antimicrobial functions in those structures. Taking all together,
we assume that belinostat has cell death inducing activity in some manner may relate
to NETs formation. Although, it is already known that belinostat triggers apoptosis
in myeloid cells (Savickiene et al. 2014), not NETosis (cell death when NETs are
released), the possibility that belinostat intervenes in NETs formation may not be
rejected completely.
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Table 4.5 Summary of identified NB4 cells proteins identified in complexes with hyperacetylated
histone H4 in control (C) and belinostat (Bel) treated cells. According Valiuliene et al. (2015)

No. Accession Gene name Score C/Bel ratio Function

1 Q5QNW6 HIST1H2AH 9505.53 0.77105 Core component of nucleosome

2 Q99878 HIST1H2AJ 8305.59 0.59452 Core component of nucleosome

3 P33778 HIST1H2BB 42815.45 1 Core component of nucleosome

4 P58876 HIST1H2BD 10401.13 0.51171 Core component of nucleosome

5 P57053 HIST2H2BF 45639.36 Bel Core component of nucleosome

6 P84243 H3F3A 10974.41 1.10517 Core component of nucleosome

7 Q6NXT2 H3F3C 828.6 0.69768 Core component of nucleosome

8 P62805 HIST1H4A 17505.7 0.84366 Core component of nucleosome

9 P16401 HIST1H1B 615.33 1.1853 Nucleosomal condensation

10 P16403 HIST1H1C 2448.72 1.05127 Nucleosomal condensation

11 Q71UI9 H2AFV 5543.68 1.23368 Replaces conventional H2A in a
subset of nucleosomes

12 P57053 H2BFS 10401.13 0.5886 Replaces conventional H2A in a
subset of nucleosomes

13 P0C0S5 H2AFZ 7646.1 Bel Replaces conventional H2A in a
subset of nucleosomes

14 Q14181 POLA2 152.92 C DNA replication

15 Q9BZD3 GCOM1 224.06 C Component of Pol II(G) complex

16 P0CAP2 POLR2M 284.39 C Component of Pol II(G) complex

17 P18615 NELFE 266.18 C Represses RNA polymerase II
transcript elongation

18 P51504 ZNF80 444.63 Bel Transcriptional regulation

19 P18124 RPL7 235.63 C Translation aparatus regulation

20 P47914 RPL29 622.4 0.92312 Translation apparatus regulation

21 Q9BWG6 SCNM1 620.47 C RNA splicing

22 Q8WXA9 SREK1 148.46 Bel Regulation of alternative splicing

23 P19338 NCL 132.66 C Pre-rRNA transcription and
ribosome assembly

24 P02788 LTF 275.73 C Antimicrobial and
anti-inflammatory activity

25 P61626 LYZ 751.9 3.56085 Bacteriolysis

26 P06702 S100A9 2362.67 Bel Antimicrobial activity. Phagocyte
migration promotion. Apoptosis

27 P05109 S100A8 1869.7 Bel Antimicrobial activity. Phagocyte
migration promotion. Apoptosis

28 P60709 ACTB 3806.68 1.82212 Cell motility

29 P63261 ACTG1 1713.96 0.34301 Cell motility

30 Q562R1 ACTBL2 664.65 Bel Cell motility

31 A6NHL2 TUBAL3 110.36 C Microtubule element

32 Q71U36 TUBA1A 452.48 C Microtubule element

(continued)
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Table 4.5 (continued)

No. Accession Gene name Score C/Bel ratio Function

33 P07437 TUBB 620.75 2.2034 Microtubule element

34 Q9BQS8 FYCO1 61.54 C May mediate microtubule plus
end-directed vesicle transport

35 Q13326 SGCG 315.83 C Component of sarcoglycan
complex

36 Q9NY65 TUBA8 123.57 Bel Microtubule element

37 Q9BQE3 TUBA1C 54.26 Bel Microtubule element

38 O15144 ARPC2 666.79 Bel Regulation of actin polimerization

39 Q96A32 MYLPF 737.84 Bel Myosin light chain

40 Q6UY14 ADAMTSL4 247.27 C Positive regulation of apoptosis

41 P47929 LGALS7 392.7 Bel Apoptosis regulation.
Pro-apoptotic

42 Q08378 GOLGA3 7.44 Bel Golgi str. maintenance. Cleavage
product necessary for apoptotic
response

43 P50897 PPT1 124.76 Bel Lysosomal degradation. DNA
fragmentation during apoptosis

44 Q5M775 SPECC1 380.22 C Proto-oncogene

45 P25054 APC 30.36 Bel Tumor supressor

46 Q04760 GLO1 253.31 C Involved in the regulation of
TNF-induced transcriptional
activity of NFκB

47 Q5T200 ZC3H13 22.03 C Downregulation of NFκB pathway

48 O95989 NUDT3 215.22 C Signal transduction. Negatively
regulates ERK1/2 pathway

49 Q99665 IL12RB2 269.83 C Signaling component coupling to
the JAK2/STAT4 pathway.
Promotes the proliferation of
T-cells as well as NK cells

50 Q8IV04 TBC1D10C 834.75 0.8781 Ras signaling pathway inhibition

51 Q96NH3 C6orf170 1777.55 C Controls ciliary morphology.
Involved in Hedgehog signal
transduction

52 P06748 NPM1 612.64 1.85893 Regulates tumor supressors
TP53/p53 and ARF. Chaperone

53 Q9NNW7 TXNRD2 158.36 Bel Implication in the defenses against
oxidative stress

54 P29762 CRABP1 133.35 Bel Regulates access of retinoic acid to
the nuclear retinoic acid receptors

55 P17066 HSPA6 121.58 Bel Chaperone

56 P48741 HSPA7 78.01 Bel Chaperone

57 P11142 HSPA8 144.69 Bel Chaperone. Repressor of
transcriptional activation

58 P55735 SEC13 122 C May be involved in protein
transport

59 P62987 UBA52 755.27 0.77105 Proteosomal degradation,
chromatin structure maintenance,
gene expression regulation and
stress response

(continued)
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Table 4.5 (continued)

No. Accession Gene name Score C/Bel ratio Function

60 P0CG47 UBB 241.72 C Proteosomal degradation,
chromatin structure maintenance,
gene expression regulation and
stress response

61 Q6ZMR5 TMPRSS11A 860.74 Bel Pobable serine protease

62 P00738 HP 1190.67 Bel Makes hemoglobin accessible to
degradative anzymes

63 Q6S8J3 POTEE 346.61 C Protein and ATP binding

64 A5A3E0 POTEF 369.2 2.13828 Protein and ATP binding

65 P0CG39 POTEJ 107.66 1.46228 Protein and ATP binding

66 Q9BTF0 THUMPD2 238.14 C RNA binding. Methyltransferase
activity

67 Q68CQ7 GLT8D1 206.26 C Glycosyltransferase

68 A6NIV6 LRRIQ4 145.7 Bel Leucine-rich repeats and IQ
motif containing

Regarding effect of belinostat on cell growth, differentiation, gene and protein
expression, and on epigenetic modifications, which was identified by us, belinostat
could have a potential value in APL therapy.

4.5 Proteomic Maps of Leukemia Cells Induced to
Granulocytic Differentiation and Apoptosis

In our study published in 2004 year (Navakauskiene et al. 2004b) we tried to
evaluate protein level changes in proliferating HL-60 cells compared to cells
induced for apoptosis using etoposide/Z-VAD(OH)-FMK. Programmed cell death
has a significant role in the development and maintenance of homeostasis within
all cells. It is widely acknowledged that the physiological form of cell death
in neutrophils is apoptosis. For quite a long time it was considered that aged
neutrophils die within a short period of time by spontaneous apoptosis under healthy
conditions, for the sake of maintaining of homeostatic cell numbers (Geering and
Simon 2011). The aim of our study was to evaluate apoptosis—associated protein
patterns in HL-60 cells that were provoked to apoptosis with etoposide and also with
or without the presence of the broad caspase and apoptosis inhibitor Z-VAD(OH)-
FMK. Cellular cytosolic and nuclear proteins were fractionated by 2DE and changes
in protein expression were detected (Fig. 4.12). In our studies that are presented in
following chapters (Treigyte et al. 2000a,b; Navakauskiene et al. 2012, 2004a), we
have shown that the synthesis of new proteins and protein modification takes place
when HL-60 cells are induced into granulocytic differentiation. We found some
quantitative and qualitative differences in the cytosolic and nuclear protein patterns
of control cells, cells treated with etoposide alone or together with Z-VAD(OH)-
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Fig. 4.10 Proteins identified in association with hyperacetylated histone H4 in control NB4 cells.
Untreated NB4 cells were subjected to ChIP—MS analysis. Association network of identified
proteins was studied and represented using STRING database (http://string.embl.de). Accord-
ing Valiuliene et al. (2015)

FMK for 6 h (Fig. 4.12). Analyses of cytosolic protein reference maps of control and
drug-induced HL-60 cells revealed some new protein spots appeared, whereas the
relative amount of others proteins markedly diminished or vanished after induction
of apoptosis. The number of both cytosolic and nuclear polypeptides was different
in HL-60 cells treated for 6 h with etoposide (60% apoptotic cells), by comparison
with the control or 6 h etoposide/Z-VAD(OH)-FMK-treated cells (5–7% apoptotic
cells) (Fig. 4.12). Proteins newly synthesized in HL-60 cells treated for apoptosis
and absent in pan-caspase inhibitor-treated cells should have an apoptotic origin.
Such proteins (marked by arrows in Fig. 4.12, 68 μM etoposide, CytP) had mostly
an acidic pI 4.5–5.1, with molecular masses between 25 kDa and 150 kDa.

Some proteins with acidic and neutral pI 4.5–7.0, which were detected in
the cytoplasm both etoposide and etoposide/Z-VAD(OH)-FMK treated cells were
translocated exclusively into the nucleus of etoposide treated cells (Fig. 4.12,
NuP, marked by arrows). These proteins could be involved in regulation of genes
required in apoptosis process. We implied that variations of protein synthesis and
protein modifications which were observed in differentiating HL-60 cells reflect the

http://string.embl.de
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Fig. 4.11 Proteins identified in association with hyperacetylated histone H4 in belinostat treated
NB4 cells. 2 μM belinostat treated NB4 cells were subjected to ChIP—MS analysis. Association
network of identified proteins was studied and represented using STRING database (http://string.
embl.de). According Valiuliene et al. (2015)

formation of the differentiated granulocyte phenotype and the apoptotic process.
Our current research demonstrates that some proteins are highly upregulated in the
cytoplasm and afterwards accumulated in the nuclei after treatment of HL-60 cells
with etoposide. These proteins could participate in regulation of genes needed for
apoptosis. Proteins estimated both after treatment with etoposide alone and together
with pan-caspase inhibitor Z-VAD(OH)-FMK show that they do not represent a
downstream event of caspase activation. We suggest that these proteins may be
required for the regulation of apoptosis.

Taken together, our present study shows that some proteins are strongly upreg-
ulated in the cytoplasm and subsequently accumulated in the nuclei after treatment
of HL-60 cells with etoposide. These proteins could be involved in regulation of

http://string.embl.de
http://string.embl.de
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Fig. 4.12 Two-Dimensional electrophoretic maps of cytosolic and nuclear proteins of prolifer-
ating and induced to apoptosis HL-60 cells. Cytosolic (CytP) and nuclear (NuP) proteins of
HL-60 cells treated for 6 h with 68 μM of etoposide alone or in the presence of 25 μM pan-caspase
inhibitor Z-VAD(OH)-FMK were fractionated by 2D electrophoresis. The gels were stained by
silver. Arrows show the position of proteins of apoptotic cell origin, appearing in cells treated
with etoposide, but absent in broad caspase inhibitor-treated cells. According Navakauskiene et al.
(2004b), License No 4796010620810

genes required for apoptosis. Proteins identified both after treatment with etoposide
alone and together with pan-caspase inhibitor Z-VAD(OH)-FMK indicate that they
do not represent a downstream event of caspase activation. Taken as a whole,
obtained during our research results demonstrate that important alterations in both
cytosolic and nuclear proteins take place in a highly regulated manner that leads to
programmed cell death. Selective activation of some caspases is required to provoke
apoptosis in HL-60 cells.
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Chapter 5
Protein Phosphorylation in Leukemia

Phosphorylation and dephosphorylation of cellular proteins are involved in many
biologically significant cellular processes and cell functioning. Protein phospho-
rylation by different protein kinases is a key process that regulates proliferation,
differentiation, and apoptosis in the cell’s response to external stimuli. Tyrosine
phosphorylation of the signaling protein is a main modification for transduction
of the outer signal to the nuclei. Our research focused on the identification of
newly synthesized or modified by tyrosine phosphorylation nuclear and cytoplasmic
proteins during granulocytic differentiation of leukemic cells. These proteins may
be involved in cell signaling at the downstream stage of differentiation and may
be responsible for nuclear reorganization at the stage of leukemic cell maturation
into neutrophils. In our studies, we identified a number of transcription factors (c-
Myb, C/EBPβ, STAT3, STAT 5a, STAT 5b, MAPK, NFκB p50, and NFκB
p65) whose expression levels change during induced granulocytic differentiation.
Proteomic analysis of proteins revealed that the transcription factors STAT3, STAT
5b, NFκB p65 and C/EBPβ are tyrosine phosphorylated during leukemic cell
granulocytic differentiation (Navakauskiene et al. 2004a,b; Savickiene et al. 2010;
Navakauskiene et al. 2003b). Tyrosine phosphorylation is one of the most important
modifications implicated in the regulation of cellular functioning. Therefore the
tyrosine phosphorylated proteins could have a potential as drug targets. In our
studies we attempt to investigate more precisely the biological importance of
tyrosine phosphorylated proteins in AML cell differentiation and apoptosis.

In vitro, differentiated leukemic cells, like normal blood neutrophils, die by
apoptosis, but the regulatory mechanisms involved in granulocytic differentiation
during apoptosis are not yet understood. To elucidate which proteins are specific for
mature neutrophils in differentiated leukemic cells and which in apoptotic cells, we
investigated protein modifications, particularly tyrosine phosphorylation of nuclear
and cytoplasmic proteins in proliferating, differentiating and apoptotic AML cells,
blood neutrophils and primary hematopoietic CD34+ cells (Treigyte et al. 2000b;
Kulyte et al. 2002; Navakauskiene et al. 2002, 2000, 2003a,b, 2004a,b, 2012).
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For the analysis of protein modifications the proteins have been exposed to the
apoptosis-inducing chemotherapeutic agent—topoisomerase II inhibitor etoposide.
To identify proteins involved in apoptosis, the cytosolic and nuclear proteins and
their tyrosine phosphorylation were analyzed, as well as O- and N-glycosylation of
cytoplasmic and nuclear proteins were identified (Treigyte et al. 2003, 2004) during
granulocytic differentiation. The purpose of our project was to indentify the proteins
that are involved in signaling events in the course of differentiation and apoptosis
of leukemia cells. The main tasks of the study are: (1) Determination of nuclear
and cytosol proteins in proliferating, differentiated and apoptosis-dependent cells of
promyelocytic leukemia HL-60 cells; (2) Evaluation of the tyrosine phosphorylation
of nuclear and cytosol proteins in HL-60 cells during granulocytic differentiation
and apoptosis; (3) Comparative analysis of the protein binding of the cells and their
tyrosine phosphorylation in the combination of the chemotherapy with etoposide;
(4) Use of a global proteomic analysis to identify proteins that are specific to
leukemic cells; (5) Changes in protein expression in apoptotic leukemic cells.

5.1 Tyrosine Phosphorylation of Cytosolic Proteins during
Differentiation of Leukemic Cells

As a model in vitro, we used all-trans retinoic acid mediated- promyelocyti-
cleukemia HL-60 cell granulocytic differentiation. Our preceding research has
shown that after induction of granulocytic differentiation of HL-60 cells the number
of differentiated cells in the population increases up to 60% after 96 h of treatment.
The cells remain viable up to 72 h from the beginning of differentiation induction,
and subsequently their viability is significantly reduced. The number of apoptotic
cells in such a cell population begins to increase from 48 h (the commitment
phase of differentiation), and after 120 h of treatment reaches 50–55% of the
population (Treigyte et al. 2000c,a; Navakauskiene et al. 2004a). We determined that
phosphorylation increased after 48 h of treatment with ATRA when differentiation
process started leading to apoptosis of the cells (Fig. 5.1).

After HL-60 cell induction with ATRA cytoplasmic proteins isolated from
proliferating, differentiated HL-60 cells and human mature neutrophils were frac-
tionated by two-dimensional electrophoresis, visualized with silver staining, and
immunoanalysis for tyrosine phosphorylation was performed (Navakauskiene et al.
2004a,b). After total cytoplasmic protein visualization we identified more than
300 proteins (Fig. 5.2). In this study, we showed that only 70, 60, 40, and 30 kDa
protein groups were tyrosine phosphorylated (Fig. 5.3). We detected only slight
protein phosphorylation level changes after 24 h of treatment with ATRA treatment,
the major degree of phosphorylation was detected after 96 h of treatment with
ATRA. The phosphorylation level that occurred immediately after ATRA treatment
could be associated with differentiation initiation processes. At the commitment
stage (48 h after differentiation induction) and especially in the later stages of
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granulocyte formation (72, 96, and 120 h), intensive tyrosine phosphorylation of
cytosolic proteins occurs. We detected that the 140 kDa protein group was tyrosine
phosphorylated after 48 h treatment and later, the 200 kDa protein group—during
the formation of the granulocyte phenotype.

More than 30 new proteins were found and about 10 proteins disappear in
induced to differentiation HL-60 cells compared with control cells. We found
caspase-dependent proteins specific for apoptotic process after treatment with
etoposide and caspase inhibitor. Our findings suggest that many of proteins investi-
gated are involved in cell signal transduction cascades.

As we demonstrated in the studies that will be presented in the following
chapters the tyrosine phosphorylation occur even after 30 min of ATRA treat-
ment (Navakauskiene et al. 2003a; Kulyte et al. 2001, 2002). The tyrosine phospho-
rylated proteins that overlap in 96 h ATRA treated cells and in human neutrophils
could be responsible for terminal differentiation of granulocytes. The other tyrosine
phosphorylated proteins specific only for 96 h differentiated HL-60 cells could be
related to apoptosis processes following the terminal granulocytic differentiation in
cell population.
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5.2 Tyrosine Phosphorylation of Nuclear and Cytosolic
Proteins in Differentiated and Apoptotic AML Cells

It is known that when due to all-trans retinoic acid treatment HL-60 cells differen-
tiate into granulocytes in vitro, similar to normal blood neutrophils, they die after
initiation of apoptosis process. To date, there are no clear regulatory mechanisms
for the administration of granulocytic differentiation during apoptosis. In order
to elucidate, which processes are included in the differentiation of HL-60 cells
and which-apoptosis, we used a chemotherapeutic agent-topoisomerase II inhibitor,
etoposide, which causes cellular apoptosis without differentiation (Navakauskiene
et al. 2004a,b; Kulyte et al. 2002; Navakauskiene et al. 2000, 2002, 2003b,a,
2004a,b, 2012).

During cellular differentiation or apoptosis processes the disturbance of cell
cycle occurs. We showed that after 68 μM etoposide treatment of HL-60 cells, cells
accumulated in the G1 phase after 3 h, and after 18 h, the subG1 fraction consists
of the entire cell population (Navakauskiene et al. 2004a,b). After orange/ethidium
bromide staining, we found that after 2 h of 68 μM etoposide treatment number
of apoptotic HL-60 cells increased up to 35% and after 6 h—up to 85%. Another
characteristic of apoptosis is the fragmentation of the DNA. We determined
DNA fragmentation in time dependent manner both after 68 μM etoposide (after
3 h) and ATRA (after 96 and 120 h) treatment (Navakauskiene et al. 2004a,b).
The objective of this research was to determine tyrosine-phosphorylated nuclear
and cytosolic proteins of apoptotic origin. A common hematopoietic cell model,
the human promyelocytic cell line HL-60 was applied to investigate the protein
tyrosine phosphorylation associated with chemically induced apoptosis, and granu-
locytic differentiation leading apoptosis. We evaluated the heterogeneity of nuclear
and cytosolproteins in proliferating, differentiated into neutrophils and etoposide-
induced apoptosis-induced leukemic cells using a two-dimensional electrophoresis
protein fractionation system.

We found that total level of cytosolic and nuclear proteins (Fig. 5.4) quantity
during HL-60 granulocytic differentiation increased, also the increased protein lev-
els were detected after treatment with etoposide. After imunoanalysis we observed
that tyrosine phosphorylated proteins increased with etoposide apoptosis-induced
HL-60 cells (Fig. 5.5). In these cells, 1 h after etoposide exposure to cytosol, new
tyrosine phosphorylated proteins were detected as 17 kDa, pI 8.3 (no 18), 20 kDa,
pI 7.0–7.5 (no 16, 17), 52 kDa, pI 5.5–5.6 (No 3, 4), 55 kDa, pI 4.4 (No 15), 59 kDa,
pI 5.6 (No 7) 65 kDa, pI 6.2–6.7 (No 11–13), and 73 kDa, pI 4.7 (No. 14). Some of
these tyrosine phosphorylated proteins, No. 3, 4, 7, 11–13, are also found in the
nucleus; only in the nucleus as the newly tyrosine phosphorylated proteins were
observed 20 kDa, pI 4.8–5.0 (No. 8–10), and 62 kDa, pI 4.9 (No. 2). After HL-
60 cell treatment with etoposide we detected newly tyrosine phosphorylated proteins
the modification of which significantly enhanced at a later stage of the apoptosis
process (6 h). These proteins are No. 5, 6 (27–29kDa, pI 8) and No. 1 (52 kDa,
pI 4.8) (Fig. 5.5). In addition, we found 17 newly tyrosine phosphorylated proteins
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in the nucleus and 11 in the cytosol. The summarized search results of tyrosine-
phosphorylated proteins of apoptotic HL-60 cell origin are presented Table 5.1.

In the cytosol of differentiated cells, the major part of tyrosine phosphorylated
proteins are acidic (pI 4.5–6.0), their molecular mass is about 48–89 (ATRA, 120 h).
Our observed newly tyrosine phosphorylated nuclear and cytosolic proteins undergo
modification throughout the granulocytic differentiation process. These data indi-
cate that tyrosine phosphorylation of nuclear and cytosolic proteins throughout
HL-60 cell differentiation are not only related to the formation of differentiated
granulocyte phenotype, but also to a large extent to the induction or execution of
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newly tyrosine phosphorylated proteins in HL-60 cells induced for apoptosis with etoposide and
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the apoptotic pathway. Some tyrosine-phosphorylated proteins detected by us after
etoposide-induced and granulocytic differentiation leading apoptosis are involved
in signal transduction pathways, contribute to cell transcriptional and translational
control and participate in cell cytoskeleton organization.

One of these identified proteins, the nuclear factor kappa B (NFκB) is a
transcription factor, and its transcriptional activity is modulated by phosphorylation.
NFκB regulates cell proliferation, migration, differentiation, and apoptosis, and
even constitutive activation of NFκB was connected with cancer (Fuchs 2010).
Nonetheless, specific aspects of NFκB activation pathways imply that it can also



Table 5.1 The summarized search results of tyrosine-phosphorylated proteins of apoptotic HL-
60 cell origin. According Navakauskiene et al. (2004a), License No 4796570649985

No. Mw pI PY Description of matching, %

1. 52 4.8 +++ Chain 1: ATP syntase beta chain, 28%

Nucleolar autoantigen No55, 9.2%

Transcription initiation factor IIE, alpha subunit (TFIIE), 7.7%

2. 62 4.9 +++ Chain 1: 60 kDa heat shock protein, 28%

Src substrate cortactin, 23%

Retinoic acid-induced protein, 7.9%

3. 52 5.5 Heterogeneous nuclear ribonucleoprotein H (hnRNP H), 16.3%

Eucaryotic translation initiation factor 5 (eIF), 7.2%

Heterogeneous nuclear ribonucleoprotein H (hnRNP F), 6.5%

4. 52 5.6 Heterogeneous nuclear ribonucleoprotein H hnRNP H), 13.4%

Transcription factor RELB (I-Rel), 5.4%

Splice isoform of P22102 (PUR2_HUMAN), 10.2%

5. 29 5.8 +++ Nuclear protein Hcc-1 (HSPC316), 30%

Protein 1–4 (ATP binding protein associated with cell differentiation),
15.9%

6. 27 5.8 +++ Proteosome subunit β type, 12%

Zinc finger protein 138, 20%

7. 59 5.6 +++ Transcription factor p65 (Nuclear factor NFκB p65 subunit), 7.6%

8. 20 5.0 +++ Chromobox protein homolog 3 (HP1) 15.6%

9. 19.9 4.9 +++ Chain 1: Calveolin-1 alpha, 15.7%

Guanylyl cyclase activating protein 2 (GCAP), 12.1%

10. 20 4.8 +++ 25K GTP-binding protein (GP), 22.5%

Chromobox protein homolog 3 (HP1), 22.5%

11. 65 6.2 +++ Stress induced-phosphoprotein 1 (ST11), 13%

Protein kinase C, beta-II type, 12.9%

WD-repeat protein 1 (actin interacting protein 1), 15.7%

Heat shock factor protein 4 (HSF 4), 4.9%

M-phase induced phosphatase 1 (EC 3.1.3.48), 4.4%

12. 65 6.6 +++ Stress induced-phosphoprotein 1 (ST11), 13%

Kinesin light chain 2 (KLC1), 10.8%

Tyrosin protein kinase LYK, 8.1%

Tyrosyl-TRNA synthetase, 15%

13. 65 6.7 +++ 3-phosphoinositide dependent protein kinase-1, %?

Heterogeneous ribonucleoprotein L (hnRNP L), 35.8%

Kinesin light chain 1 (KLC1), 10.5%

Kinesin light chain 2 (KLC1), 10.8%

Lamin A/C (70 kDa), 3.5%

14. 73 4.75 +++ Chain 1: 78 kDa Glucose-regulated protein, 19%

Chain 1: Furin, 11.1%

15. 55 4.4 +++ Chain 1: Protein disulfide isomerase, 34.8%

Putative transcription factor Ovo-like 1 (hOvo 1), 14%

16. 20 7 + Peptidyl-prolyl cis-trans isomerase A (Cyclophilin A), 44.5%

17. 20 7.5 + Peptidyl-prolyl cis-trans isomerase A (Cyclophilin A), 44.5%

Phosphatidylethanolamine-binding protein (PEBP), 10.2%

18. 17 8.3 + Profilin I, 38.1%

Chain 1: Group IID secretory phospholipase A2, 10.4%
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have a tumor-suppressor function. In the present research we have determined that
the NFκB p65 subunit is modified by tyrosine phosphorylation in HL-60 cells
induced to apoptosis. The post-translational modification could influence NFκB
subunit-specific target genes throughout apoptosis process.

As a tyrosine phosphorylated protein in our study we determined GTP-binding
protein that appears to be essential for the interaction with respective effec-
tor proteins; peptidyl-prolyl isomerases (PPIases) that are a cluster of cytosolic
enzymes, cyclophilin A (CypA), etc. We have also detected some proteins which
participate in cell transcriptional and translational control, such as hnRNP proteins,
several stress proteins, like glucose-related and heat-shock proteins. As tyrosine-
phosphorylated protein we identified HP1 protein, the modification of this protein
occurs instantly after induction of apoptosis and at the terminal stage of granulocytic
differentiation. The other group study (Shimada and Murakami 2010) demonstrates
that phosphorylation of HP1/Swi6 provides a dynamic pathway for the differential
gene regulation by epigenetics and chromatin remodeling. Based on these we can
argue that modification on tyrosine residues makes and impact on heterochromatin-
induced repression, gene silencing for differentiation, and apoptosis.

Additional category of tyrosine-phosphorylated and apoptosis-associated pro-
teins are those proteins which contribute to cell cytoskeleton restructuring. The
profilin is a cytoskeleton protein that emerges as a critical regulator of actin
dynamics, is regulated by phosphatidylinositol bisphosphate (PIP2) and composes
complex with G-actin (Pinto-Costa and Sousa 2019). We discovered that pro-
filin undergoes a tyrosine phosphorylation in the nucleus after 8 h of etoposide
treatment when 85% of apoptotic cells occur in the population (Navakauskiene
et al. 2004a,b). Profilin may be a significant link between signal transduction
pathways and cytoskeletal dynamics throughout processes of differentiation and
apoptosis. Dynamic rearrangements of the actin cytoskeleton are essential to the
morphological alterations noticed both in apoptosis and granulocytic differentiation,
for example, enabling cell motility and phagocytic capacity. Currently it was
demonstrated that differential profilin2a (brain specific isoform) phosphorylation is
a sensitive mechanism which regulates its neuronal functions and the dysregulation
of profilin2a phosphorylation may be associated with neurodegeneration (Walter
et al. 2020).

Other important protein identified by us was caveolin-1 that undergoes tyro-
sine phosphorylation throughout etoposide-induced apoptosis and ATRA-mediated
granulocytic differentiation in the HL-60 cells. The data presented by us indicate
the role of profilin and caveolin in apoptosis is potentially related with actin
cytoskeleton regulation. The other studies (Tsuji et al. 2005) demonstrated the
importance of tyrosine phosphorylation of different caveolin isoforms in human
T cell leukemia cell lines.

In conclusion, our data indicate that tyrosine-phosphorylated nuclear and cytoso-
lic proteins are included in execution mechanisms of apoptosis, while early tyrosine-
phosphorylated proteins may participate in the induction of apoptosis.
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5.3 Role of Dystrobrevin-α in Leukemia Cells During
Proliferation and Differentiation

Investigating the cytoplasmic and nuclear tyrosine phosphorylated proteins dur-
ing granulocytic differentiation, we demonstrated for the first time the tyrosine
phosphorylation of the cytoplasmic protein dystrobrevin-α (DB-α, for the nomen-
clature see Table 5.2) and its isoforms in human hematopoietic cells and its
rapid (within 30 min) tyrosine phosphorylation after HL-60 cell treatment with
ATRA (Fig. 5.6) (Kulyte et al. 2002; Borutinskaite et al. 2011; Navakauskiene et al.
2012). This protein and its isoforms have so far only been detected in muscle and
nerve cells, and their function in the hematopoietic cell system was unknown.

In our previous studies (Borutinskaite et al. 2005, 2011; Kulyte et al. 2002)
one of identified proteins which expression level was changed after differentiation
induction with ATRA and/or apoptosis induction in NB4 and HL-60 cells was
dystrobrevin. In Table 5.2 the dystrobrevin gene and protein nomenclature is
presented. Dystrobrevin, the mammalian orthologue of the Torpedo 87 kDa postsy-
naptic protein, is a member of the dystrophin-associated protein complex (DAPC).
DAPC has also been suggested to compose a putative cellular signaling complex by
conferring the scaffold for multiple signaling proteins (Grady et al. 1999; Constantin
2014).

In our studies we found a few isoforms of dystrobrevin-α in leukemia cell NB4,
HL-60 lines. We observed DTN-1, dystrobrevin-α, dystrobrevin-β, dystrobrevin-
γ, dystrobrevin-ε and dystrobrevin-ζ as differently distributed in different cell

Table 5.2 The dystrobrevin gene and proteins’ isoforms nomenclature

Isoforms of the protein dystrobrevin-α
corresponding to gene DTNA

Isoforms of the protein dystrobrevin-β
corresponding to gene DTNB

Isoform 1 (id: Q9Y4J8-1),
DTN-1, 83.901 kDa

Isoform 1 (id: O60941-1),
DTN-B1, 71.356 kDa

Isoform 2 (id: Q9Y4J8-2),
dystrobrevin-α, 77.653 kDa

Isoform 2 (id: O60941-2),
dystrobrevin-associated protein A0, 64.603 kDa

Isoform 3 (id: Q9Y4J8-3),
DTN-2, 65.123 kDa

Isoform 3 (id: O60941-3),
DTN-B2, 64.424 kDa

Isoform 4 (id: Q9Y4J8-4),
dystrobrevin-β, 64.720 kDa

Isoform 5 (id: Q9Y4J8-5),
dystrobrevin-γ, 58.874 kDa

Isoform 6 (id: Q9Y4J8-6),
dystrobrevin-ε, 43.621 kDa

Isoform 7 (id: Q9Y4J8-7),
DTN-3, Alpha-dystrobrevin-3,
dystrobrevin-δ, 42.394 kDa

Isoform 8 (id: Q9Y4J8-8),
dystrobrevin-ζ, 22.108 kDa

https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-1
https://www.uniprot.org/uniprot/O60941#O60941-1
https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-2
https://www.uniprot.org/uniprot/O60941#O60941-2
https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-3
https://www.uniprot.org/uniprot/O60941#O60941-3
https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-4
https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-5
https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-6
https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-7
https://www.uniprot.org/uniprot/Q9Y4J8#Q9Y4J8-8
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compartments: we determined 75 kDa isoform present in membrane fraction of the
cell or nuclear, the other most common isoforms were detected in cytosolic protein
fraction (Borutinskaite et al. 2011).

After treatment with all-trans retinoic acid and BML-210 alone or while com-
bining those two we detected different distribution depending on the treatment
and treatment time—we detected isoforms with molecular weight between 50 and
75 kDa after treatment with HDACi BML-210. These isoforms were not detected
in control proliferating or after ATRA/ATRA + BML-210 treatments (Borutinskaite
et al. 2005).

Nuclear and cytoplasmic proteins were separated from HL-60 cells that were
either proliferating (control) or differentiating (ATRA from 30 min to 96 h). The
analysis of dystrobrevin-α expression in cytoplasmic fraction of control HL-60 cell
and cells treated with all-trans retinoic acid displayed 2 losely migrating bands
with molecular masses of ∼75–85 kDa. Furthermore, a band of ∼45 kDa was also
determined. By comparison, in the nuclear fraction of control and differentiating
HL-60 cells we detected three to five distinct dystrobrevin isoform proteins that
differed in size from 55 to 75 kDa and also two bands of ∼45 and 95 kDa (Fig. 5.6).
The degrees of dystrobrevin-α in the nuclear and cytosolic fractions were basically
steady during the processes of cell proliferation and granulocytic differentia-
tion (Kulyte et al. 2002).

The exact role of dystrobrevin in cell proliferation or apoptosis is unknown,
but dystrobrevin is suggested to be involved in signal transduction. The dystrophin
complex is essential for muscle function, suggesting that dystrobrevin may be a
substrate for downstream tyrosine phosphorylation. The schematic presentation of
the Dystrophin-associated protein complex is presented in Fig. 5.7. Previously, our
investigations showed that dystrobrevin is tyrosine phosphorylated after all-trans
retinoic acid treatment for leukemia cells (Kulyte et al. 2002). The src protein
family is involved in signal transduction at the neuromuscular junction, so there
is a possibility that the kinases of src family are able to phosphorylate dystrobrevin.
Also it was demonstrated that dystrophin is a substrate for various protein kinases,
for example, casein kinase II, CaM kinase, and c protein kinase, both in vitro and
in vivo (Senter et al. 1995). It is known that two separate classes of dystrobrevin,
α and β, attach directly to dystrophin and are significant components of DAPC
that connect the cytoskeleton to the extracellular matrix. In addition, DAPC was
acknowledged to be molecularly heterogeneous. It exists in many tissues and plays
a significant role in brain development, synapse formation and plasticity as well as
water and ion homeostasis. The impact of dystrobrevin in other types of cell is still
investigated insufficiently.

During dystrobrevin-α protein (Q9Y4J8) analysis, 8 named isoforms were
produced by alternative splicing: DTN-1 represented by isoform with the molecular
weights of 84 kDa (Q9Y4J8-1), dystrobrevin-α by 77.6 kDa (Q9Y4J8-2), DTN-
2 by 65.15U (Q9Y4J8-3), dystrobrevin-β by 64.7U (Q9Y4J8-4), dystrobrevin-
γ by 59 kDa (Q9Y4J8-5), dystrobrevin-ε by 43.6 kDa (Q9Y4J8-6), DTN-3 by
42.4 kDa (Q9Y4J8-7), and dystrobrevin-ζ by 22 kDa (Q9Y4J8-8) proteins, respec-
tively (Nawrotzki et al. 1998; Sadoulet-Puccio et al. 1996; Bohm and Roberts 2009).
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Fig. 5.6 Two-dimensional electrophoretic patterns of total and tyrosine-phosphorylated proteins
with acidic pI isolated from the differentiating HL-60 cells nuclear. Total nuclear proteins were
isolated from proliferating HL-60 cells (A) and from cells induced to granulocytic differentiation
with ATRA for 30 min (0.5 h) (B). The isolated proteins were fractionated by 2DE, visualized
by silver staining (left panel) or checked for tyrosine phosphorylation (pY). In both images,
the arrow indicates a protein that was tyrosine-phosphorylated in the nuclei after induction of
differentiation and by mass spectrometry analysis was identified as human dystrobrevin-γ. The
arrowheads in pY indicate proteins that were consistently found to be tyrosine-phosphorges show
nuclear proteins that were not tyrosine phosphorylated in proliferating cells, but underwent tyrosine
phosphorylation after 30 min treatment with ATRA. Migration of the molecular size marker
proteins is indicated to the right (kDa values). According Kulyte et al. (2002), License No 1025167-
1

To describe the distribution of dystrobrevin-α isoforms in various cell fractions,
hydrophilic and hydrophobic proteins, also nuclear and cytosolic proteins were
separated from proliferating NB4 cells (Borutinskaite et al. 2011). Proteins were
additionally fractionated with SDS-PAGE, transferred to PVDF membrane, and
studied with a polyclonal antibody against dystrobrevin-α.

In the hydrophobic protein fraction of whole NB4 cell lysates, which consists
of all membrane fractions, the antibody shown 2 closely migrating bands with
the molecular weight of nearly 75 and 80 kDa, representing the dystrobrevin-
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Fig. 5.7 The schematic
presentation of the
Dystrophin-associated protein
complex
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α splice isoform (Fig. 5.8B). dystrobrevin-α, dystrobrevin-β, dystrobrevin-γ and
dystrobrevin-ζ isoforms existed both in the cytosolic (Fig. 5.8D) and the hydrophilic
fractions (Fig. 5.8A), however in different proportions. Merely the dystrobrevin-
α isoform existed in the hydrophobic nuclear fraction (Fig. 5.8C), while the
hydrophilic nuclear fraction consisted of dystrobrevin-α and dystrobrevin-β iso-
forms (Fig. 5.8E). The band with 70 kDa molecular weight in hydrophilic frac-
tions can be dystrobrevin-β gene product (DTN-B1). In conclusion, we showed
that dystrobrevin-α isoforms are expressed in NB4 cells, and that the degree
of dystrobrevin-α isoforms expression differs in different cell fractions, such
as nucleus, cytosol, and the hydrophobic cell compartments. Thus three to five
dystrobrevin isoforms existed in the hydrophilic fraction of the whole cell lysates,
in the nucleus and the cytoplasm. Nonetheless, the hydrophobic fraction contains
only the biggest protein isoforms (dystrobrevin-α) that proves their relation with
membrane structures.

To describe the human dystrobrevin-γ expression throughout granulocytic dif-
ferentiation of HL-60 cells we isolated nuclear and cytoplasmic proteins from cells
that were proliferating (control) or differentiating (ATRA for 30 min to 96 h). Total
expression of cytoplasmic and nuclear dystrobrevin-γ was estimated by applying
the antibodies against dystrobrevin (Fig. 5.9). In the cytosol the antibody has
shown 2 closely migrating bands with molecular weights of nearly 75–88 kDa. In
comparison, in the nuclear fraction we identified three different isoforms proteins
which size was from 51 to 70 kDa (Fig. 5.9A). The level of dystrobrevin-γ in the
nuclear fraction was basically steady throughout both proliferation and granulocytic
differentiation.
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Fig. 5.8 Expression of dystrobrevin-α isoforms in NB4 cells. Hydrophobic and hydrophilic
proteins from the NB4 cell line were solubilised and extracted using the Mem-PER Kit. The
total hydrophilic (soluble proteins) NB4 cell fraction (A), the total hydrophobic (membrane
proteins) fraction (B), the nuclear hydrophobic (C) fraction, the nuclear hydrophilic (E) and
the cytosolic (D) fractions were fractionated in 8–18% SDS-PAGE gel and visualized by
Western blot with polyclonal antibodies against dystrobrevin-α. Proteins regarded as markers for
different cell compartments were detected using protein-specific antibodies and HRP-conjugated
secondary antibodies with chemiluminescent detection. Migration of the molecular size marker
proteins is indicated to the left (kDa values). According Borutinskaite et al. (2011), License
No 4796590532046

We also examined dystrobrevin-α isoforms in HL-60 cells throughout prolifera-
tion process and during the three main phases of granulocytic differentiation (i.e.,
at 30 min and 24 and 96 h of treatment with ATRA, accordingly representing
the beginning, commitment, and maturation phases). Four distinct proteins were
identified that varied in size (51–70 kDa) and had different pI values that represent
dystrobrevin-α isoforms (Fig. 5.9B). Dystrobrevin-γ isoform I (Fig. 5.9B) existed
in the nuclei of both proliferating and differentiated cells, and the largest rela-
tive amount of dystrobrevin-γ isoform I was noticed in terminally differentiated
granulocytes (Fig. 5.9B, maturation). By comparison, the amount of dystrobrevin-
γ isoform III was negligible in the course of proliferation, at the beginning of
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Fig. 5.9 Expression of human dystrobrevin-α isoforms in HL-60 cells undergoing granulocytic
differentiation. Cytosol and nuclear proteins were isolated from proliferating and differenti-
ated (ATRA treatment for 30 min, 24 h, and 96 h) HL-60 cells. The isolated proteins were
fractionated by SDS-PAGE on a 7–15% acrylamide gel gradient (A) or 2-DE (B), blotted on
PVDF membranes, and analyzed with polyclonal antibodies against human dystrobrevin-γ. The
numerals I–IV denotes different isoforms of human dystrobrevin-α detected in the nucleus of the
HL-60 cells. Migration of the molecular size marker proteins is indicated to the right (kDa values).
According Kulyte et al. (2002), License No 1025167-1

differentiation, and during the commitment phase, whereas the degree growed
dramatically during granulocytic maturation. Eventually, isoform IV was identified
only at the beginning of differentiation, and its molecular weight and pI value were
very similar to those of isoform II.

During the experiments we noticed that in proliferating and differentiating
leukemia cells only one dystrobrevin the isoform (dystrobrevin-γ) underwent
tyrosine phosphorylation (Fig. 5.10) (Kulyte et al. 2002). Our results support an
observation, that the phosphorylation state of dystrobrevin-γ in the nucleus is
changed throughout differentiation process after leukemia cell line treatment with
ATRA (Kulyte et al. 2002). The tyrosine phosphorylation of the dystrobrevin-γ
observed in the differentiating cells (circles in Fig. 5.10, pY) was not noticed in
the proliferating control cells (dashed circle in Fig. 5.10, pY).

Presented results demonstrate that dystrobrevin-γ is expressed in human promye-
locytic HL-60 cells, and, in the nucleus is changed by tyrosine phosphorylation
followed by differentiation which is induced by treatment with ATRA (Kulyte
et al. 2002). By using antibodies against human dystrobrevin-γ, we estimated
distribution of this protein distinct dystrobrevin-γ, i.e., in two cell compartments—
the nucleus and the cytosol. We also demonstrated co-localization with actin and
myosin light chain in association with human dystrobrevin-γ in proliferating HL-
60 cells, differentiated to mature granulocytes, and in human neutrophils.

It is supposed that dystrophin-related and dystrophin-associated protein com-
plexes play a significant role in the plasma membrane stability and maintenance
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Fig. 5.10 Human dystrobrevin-γ tyrosine phosphorylation in proliferating and differentiating
HL-60 cells. Proteins isolated from proliferating and differentiating HL-60 cells were used for
immunoprecipitation with human dystrobrevin-γ. Co-immunoprecipitated proteins were subjected
to 2-DE fractionation, silver stained (Silver) or blotted on PVDF membranes. The proteins on
the membrane were detected with antibodies against dystrobrevin-γ. The membranes were subse-
quently reprobed with anti-phosphotyrosine antibodies to ascertain tyrosine phosphorylation (pY).
The dashed circle and the circles indicate the absence or presence of tyrosine-phosphorylated
dystrobrevin respectively. Migration of the molecular size marker proteins is indicated to the
right (kDa values). According Kulyte et al. (2002), License No 1025167-1

during muscle contraction and relaxation, and they have also been involved in
cell signaling events. These proteins are perfectly placed to transduce signals
from the extracellular matrix to the cytoskeleton and there exists proof of direct
phoshorylation of dystrophin and the DAPC proteins. The presence of multiple
isoforms with various tissue specificities allow to argue that dystrobrevin has
different functions (Sadoulet-Puccio et al. 1996). The experiments conducted by
us show that there are various dystrobrevin-γ isoforms in the cytoplasm and nucleus
of leukemic cells, which in turn signify that these isoforms possess functional
rather than structural properties. The signaling role is hinted by the fact that
occurrence of tyrosine phosphorylation of dystrobrevin is specific to the phase of
differentiation (Kulyte et al. 2002).
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5.4 Dystrobrevin-α in Proliferating, Differentiated and
Apoptotic Leukemia Cells

In this research we treated NB4 cells with 1 μM ATRA alone or in combination with
HDAC inhibitor 5 μM BML-210 to provoke cell differentiation into granulocyte-
like cells. As we demonstrated earlier (Savickiene et al. 2006), 1 μM ATRA alone
and in combination with 5 μM BML-210 can stimulate differentiation up to 80%
after 96 h of treatment. The degrees of dystrobrevin-α isoforms were basically
steady in all fractions during both proliferation and granulocytic differentiation of
NB4 cells, i.e., after treatment with ATRA alone or plus the HDACi BML-210
for 96 h. When leukemic cells were treated with higher concentrations of HDACi
they underwent apoptosis. Therefore after NB4 treatment with 10 μM of BML-210
cells became apoptotic. Figure 5.11 demonstrates the alterations in the expression of
dystrobrevin-α in proliferating and induced to differentiation human leukemic cells.
Its expression increases during apoptosis processes.

To determine proteins interacting with dystrobrevin-α in leukemia cells
we immunoprecipitated protein dystrobrevin with total leukemia cell proteins
isolated from proliferating and stimulated to granulocytic differentiation with
ATRA and HDAC inhibitor BML-210 alone or in combination, fractionated
in 2DE system (Fig. 5.12). The chosen proteins were analyzed by mass
spectrometry (Borutinskaite et al. 2011). Nearly 100–120 protein spots were
observed on every gel (Fig. 5.12). According to quantitative and statistical analyses,
about 45% of these spots were variously expressed in the untreated (control) cells
and the treated cells. Some spots expressed in different ways were detected by
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Fig. 5.11 Expression of human dystrobrevin-α in NB4 cells treated with ATRA and HDAC
inhibitor BML-210. Total soluble (A) and insoluble (B) proteins were isolated from proliferating
and differentiating (0.5–96 h) NB4 cells. The proteins were fractionated by SDS-PAGE on a 7–
15% acrylamide gel gradient and transferred on to immobilon PVDF membrane. The membranes
were analyzed with polyclonal antibodies against human dystrobrevin-α. According Borutinskaite
et al. (2005)
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Fig. 5.12 Proteins associated with dystrobrevin-α in proliferating NB4 cells and cells induced to
granulocytic differentiation with ATRA and HDAC inhibitor BML-210 alone or in combination.
According Borutinskaite et al. (2011), License No 4796590532046

applying MALDI-TOF-MS and ESI-MS-MS analysis. Proteins detected (Table 5.3)
on 2DE existed within the expected range of their theoretical isoelectric points
and molecular sizes. After these analyses both known and novel dystrobrevin-α
interacting proteins were identified. These proteins could be divided into groups
according to their function: the first group containing b-Actin, α/β-tubulin, desmin,
gelsolin, tropomyosin, stathmin are cytoskeleton proteins and contribute to the cell
growth and/or maintenance processes; the second group represents proteins which
participate in signal transduction and cell communication processes, e.g., STAG1,
RIBA, prohibitin, and AnnexinA4; the third group consists of HSP90, HSP70,
chaperonin-60, and BiP, which can be participate in protein metabolism, signal
transduction, and gene transcription regulation.

These dystrobrevin associated proteins are able to attach directly or indirectly
to dystrobrevin-α via accessory proteins, that are recruited to dystrobrevin as part
of multiprotein complexes (Fig. 5.13). All the thirteen detected dystrobrevin-α
associated proteins (STAG1, Gp96, HSP90β, BiP, HSP70-9, HSP70-8, chaperonin
60, desmin, α/β-tubulin, β-actin, tropomyosin, and prohibitin) contain the coiled-
coil (CC) domain. We argue that these proteins directly interact with dystrobrevin-α
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Table 5.3 Dystrobrevin-α associated proteins identified by mass spectrometry. G1—untreated
NB4 cells; G2—NB4 cells + 1 μM ATRA; G3—NB4 cells + 10 μM BML-210; G4—NB4 cells +
1 μM ATRA + 5 μM BML-210. According Borutinskaite et al. (2011), License No 4796590532046

Spot
No.

Theor. Ratios Accession
number (GI),
protein name Domains Biological activityMw, kDa pI G2/G1 G3/G1 G4/G1

1 140 5.3 −1.08 −3.6 1.2 40352781,
Cohesin
subunit SA-
1 (STAG1)

Coiled-coil Component of cohesin
complex, a complex
required for the cohesion
of sister chromatids after
DNA replication; may
also play a role in spindle
pole assembly during
mitosis.

2a; 2b 90 4.7 −3.87 −23.7 −4.9 15010550,
Heat shock
protein Gp96
precursor

HATPase
Coiled-coil

Molecular chaperone that
functions in the
processing and transport
of secreted proteins.

3a; 3b 83 5.0 −1.57 −7.5 1.8 17865718,
Hsp90-1,
beta

Coiled-coil Molecular chaperone. It
has ATPase activity,
interacts with TP53/p53.

4a; 4b 72 5.1 −10.2 −8.7 −5.7 14916999,
78 kDa glu-
cose-
regulated
protein
precursor
(BiP, GRP78)

Coiled-coil It plays a role in
facilitating the assembly
of multimeric protein
complexes inside the ER.

5a; 5b 73 5.9 −9.76 −9.6 −6.3 24234688,
Heat shock
70 kDa pro-
tein 9B
(GRP75)

Coiled-coil Implicated in the control
of cell proliferation and
cellular aging. May also
act as a chaperone.

6a; 6b 70 5.4 1.54 1.6 1.7 123648, Heat
shock
cognate
71 kDa
protein

Coiled-coil Chaperone.

7a; 7b 61 5.7 −1.16 1.3 1.5 306890,
Chaperonin
(HSP60)

Coiled-coil Implicated in
mitochondrial protein
import and
macromolecular
assembly. May facilitate
the correct folding of
imported proteins. May
also prevent misfolding
and promote the
refolding and proper
assembly of unfolded
polypeptides generated
under stress conditions in
the mitochondrial matrix.

(continued)



Table 5.3 (continued)

Spot
No.

Theor. Ratios Accession
number (GI),
protein name Domains Biological activityMw, kDa pI G2/G1 G3/G1 G4/G1

8a 50 4.7 −22.7 −9.8 −7.6 18088719,
Beta-tubulin

TUBULIN
Coiled-
coil

Tubulin is the major
constituent of
microtubules. It binds two
moles of GTP, one at an
exchangeable site on the
beta chain and one at a
non-exchangeable site on
the alpha-chain.

8b 50 4.9 −3.93 −3.3 −1.8 2843123,
Alpha-
tubulin

TUBULIN
Coiled-
coil

Tubulin is the major
constituent of
microtubules. It binds two
moles of GTP, one at an
exchangeable site on the
beta chain and one at a
non-exchangeable site on
the alpha-chain.

9 47 5.0 1.31 1.3 1.4 61104905,
Heat shock
pro-
tein 90Ad

HATPase ATP binding.

10 53 5.2 1.40 1.4 1.5 21358854,
Desmin

Coiled-
coil

Desmin are class-III
intermediate filaments
found in muscle cells. In
adult striated muscle they
form a fibrous network
connecting myofibrils to
each other and to the
plasma membrane from
the periphery of the Z-line
structures.

11a;
11b

41 5.5 1.66 1.8 2.5 14250401,
Beta-actin

ACTIN
Coiled-
coil

Actins are highly
conserved proteins that are
involved in various types
of cell motility and are
ubiquitously expressed in
all eukaryotic cells.

12 33 5.6 1.60 1.6 1.7 39645467,
Annexin A4

ANX Calcium/phospholipid-
binding protein, which
promotes membrane
fusion and is involved in
exocytosis.

13 34 5.5 1.64 2.4 2.4 55958543,
heteroge-
neous
nuclear
ribonucleo-
protein K

Nuclear
localiza-
tion
signal,
RNA
binding

One of the major
pre-mRNA-binding
proteins. Binds tenaciously
to poly(C) sequences.
Likely to play a role in the
nuclear metabolism of
hnRNAs, particularly for
pre-mRNAs that contain
cytidine-rich sequences.
Can also bind poly(C)
single-stranded DNA.

(continued)



Table 5.3 (continued)

Spot
No.

Theor. Ratios Accession
number (GI),
protein name Domains Biological activityMw, kDa pI G2/G1 G3/G1 G4/G1

14a;
14b

29 5.5 1.42 1.9 1.9 66267315,
prohibitin

PHB
Coiled-
coil

Prohibitin inhibits DNA
synthesis. It has a role in
regulating proliferation. As yet
it is unclear if the protein or
the mRNA exhibits this effect.
May play a role in regulating
mitochondrial respiration
activity and in aging.

15a; 29 4.7 1.43 1.7 1.6 19072649,
TPMsk3

Coiled-
coil

Binds to actin filaments in
muscle and non-muscle cells.

15b 26 4.8 1.06 1.3 1.9 55665778,
tropomyo-
sin 3

Coiled-
coil

Binds to actin filaments in
muscle and non-muscle cells.
Plays a central role, in
association with the troponin
complex, in the calcium
dependent regulation of
vertebrate striated muscle
contraction. Smooth muscle
contraction is regulated by
interaction with caldesmon. In
non-muscle cells is implicated
in stabilizing cytoskeleton
actin filaments.

16 17 4.8 2.36 2.6 2.8 2286103,
RIBA

RAS Binds and exchanges GTP and
GDP.

17 22 4.6 1.97 2.3 2.4 55960303,
gelsolin

Signal
peptide
GEL

Calcium-regulated,
actin-modulating protein that
binds to the plus (or barbed)
ends of actin monomers or
filaments, preventing monomer
exchange (end-blocking or
capping). It can promote the
assembly of monomers into
filaments (nucleation) as well
as sever filaments already
formed.

18 17 5.7 1.05 1.1 1.6 5031851,
Stathmin

Involved in the regulation of
the microtubule (MT) filament
system by destabilizing
microtubules. Prevents
assembly and promotes
disassembly of microtubules.
Phosphorylation at Ser-16 may
be required for axon formation
during neurogenesis.

19 57 5.8 2.08 2.6 2.6 2245365,
ER-
60 (disulfide
isomerase)

Signal
peptide

Catalyzes the rearrangement of
-S-S- bonds in proteins.

20 68 5.6 1.35 1.3 1.5 10800417,
BRCA1
associated
protein

Deubiquitinating enzyme
which may be involved in
BRCA1 signal transduction
pathway.
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Fig. 5.13 The network of dystrobrevin-α-associated proteins. These are the group of biologically
related proteins, generated on the basis of an experimentally derived dataset. The graphic layout
and network display were performed using the Ingenuity pathway analysis finder (www.Ingenuity.
com) or Human Protein Reference Database by providing the Unigene/Swiss-Prot accession
number of the proteins those were identified from gels (Fig. 5.12) and are listed in Table 5.3.
According Borutinskaite et al. (2011), License No 4796590532046

via the coiled-coil domain. Consequently, the proteins with CC domain are able to
act as a bridge associating dystrobrevin-α with the other dystrobrevin-α interacting
proteins.

In this study (Borutinskaite et al. 2011), we have identified proteins that
interact with dystrobrevin-α in promyelocytic leukemia cells after treatment with
differentiating chemical agents (ATRA, BML-210). Identified proteins are essential
in cytoskeleton reorganization, signal transduction, and other cellular processes.
Therefore, the dystrobrevin-α may act as a significant signaling and structural
protein throughout proliferation and differentiation processes of human cancer cells.

5.5 Dystrobrevin-α in Induced to Apoptosis Leukemia Cells

Earlier we have studied spatial localization and the biochemical properties of
dystrobrevin-α and other isoforms in human promyelocytic HL-60 cells (Kulyte
et al. 2002). As a result we demonstrated newly that dystrobrevin-α and its splice
isoforms exist in human hematopoietic cell system, and that it is observed both
in the nucleus and the cytoplasm. We also estimated a distinct distribution pattern
of dystrobrevin-γ, including co-localization with actin, in promyelocytes, differen-
tiated mature granulocytes, and human neutrophils. Additionally, dystrobrevin-γ

www.Ingenuity.com
www.Ingenuity.com
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was tyrosine phosphorylated short time later the onset of all-trans retinoic acid
stimulated differentiation.

Further we investigated the proteins that associate with dystrobrevin-α during
leukemia cells induced apoptosis by using etoposide (Navakauskiene et al. 2012).
For the stimulation of the HL-60 cells apoptosis the etoposide was applied, which
is an inhibitor of the topoisomerase II. Inhibition of the stimulated apoptosis
by etoposide was conducted by using Z-VAD(OH)-FMK, which is a peptide
blocking activity of etoposide-induced caspase. The alterations of dystrobrevin-α
in proliferating and apoptotic cells were estimated by aplying the computational
methods.

To investigate alterations in the expression of dystrobrevin-α and its splice
isoforms in the nucleus and the cytoplasm of proliferating and apoptosis-induced
human promyelocytic leukemia HL-60 cells, nuclear and cytosolic proteins were
fractionated by SDS/PAGE, transferred onto PVDF Immobilon-P membranes and
then investigated with antibodies against to dystrobrevin-α to evaluate the rela-
tive presentation of dystrobrevin-α isoforms expression in the nucleus and the
cytoplasm (Fig. 5.2). In fact, there were a few quantitative variations in the
expression of the cytoplasmic dystrobrevin-α isoform with a molecular weight of
75 kDa, dystrobrevin-β of 62 kDa and dystrobrevin-γ of 58 kDa after treatment
with 68 μM Et, appearing even with presence of caspase inhibitor Z-VAD(OH)-
FMK (Fig. 5.14 CytP). We observed that dystrobrevin-α and its splice isoforms
expression changed in the nucleus too (Fig. 5.14 NuP). The dystrobrevin-α iso-
form (75 kDa) was hardly detectable in proliferating cells but rised dramatically
in the nucleus of apoptotic cells (9, 18 h of Et treatment). Both β- and dystrobrevin-
γ (62 and 58 kDa, respectively) existed at high levels in the nucleus at the start
of apoptosis (0.5–3 h Et), but lowered when apoptosis in cell population reached
approximately 70% (Fig. 5.14, 18 h Et). When Z-VAD(OH)-FMK was involved the
levels of the dystrobrevin-α isoforms (75 and 62 kDa) were nearly the same as f the
level of proliferating control cells; that of dystrobrevin-γ (58 kDa) was basically
kept throughout the stimulation of apoptosis. Overall, the first conclusion made
by us may be that the expression level of dystrobrevin-α isoform was opposite
to the dystrobrevin-β and dystrobrevin-γ, and second that dystrobrevin-α and
dystrobrevin-γ were influenced by Et-induced apoptosis.

A proteomic approach was applied to determine the proteins co-precipitating
with dystrobrevin-α. Proteins of total leukemia cell were separated from prolifer-
ating HL-60 cells and cells provoked to conduct apoptosis with etoposide for 3 h
and 6 h. After immunoanalysis dystrobrevin spot volume was evaluated (Fig. 5.15).
We identified that the dystrobrevin-α spot volume raised 1.3-fold after 3 h treatment
with etoposide 2.1-fold after 6 h treatment with etoposide in comparisson to the
level in proliferating control leukemia cells. The raised level of dystrobrevin-α in
apoptotic cells correlates with apoptotic processes.

Proteins associated with dystrobrevin-α in leukemia cells during apoptosis
were investigated by treating the HL-60 cells with 68 μM etoposide or 25 μM
Z-VAD(OH)-FMK separately or in combination (Fig. 5.16). The precipitated com-
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Fig. 5.14 Dystrobrevin expression and the quantification of the levels in the nucleus and cytosol of
HL-60 cells during apoptosis. Cytosolic (CytP) and nuclear proteins (NuP) were isolated from HL-
60 cells, that were proliferating (Contr), induced to undergo apoptosis with 68 μM of etoposide (Et)
for different times (0.5, 3, 6, 9 and 18 h Et), treated with 25 μM Z-VAD(OH)-FMK alone for
18 h (Contr, 18 h ZV) or together with etoposide (6, 9, 18 h EtZV), subsequently fractionated
by SDS-PAGE electrophoresis; finally proteins were transferred onto PVDF membranes and
immunoblotted with anti-dystrobrevin (DB) antibodies. Protein concentrations were estimated
before SDS electrophoresis and equal amounts of sample protein were loaded onto the gel. The
relative protein expression changed with the different treatments in the cytosol and nucleus; a
positive ratio denotes increase in the level of expression and a negative ratio—a decrease; the
dotted line with white markers represents dystrobrevin-α, the solid line with grey markers—
dystrobrevin-β and the dashed line with black markers—dystrobrevin-γ. The ratios of protein
expression levels were computed by the new image analysis algorithms implemented in Matlab.
According Navakauskiene et al. (2012), License No 4797021401553

plexes were later resolved by 2-DE by applying pH range 4–7 and visualized with
silver staining (Fig. 5.16).

Proteins co-precipitating with dystrobrevin-α were detected by applying the mass
spectrometry. The expression degrees of the detected proteins were estimated by
applying the computer-assisted image analysis of the gels (Table 5.4). After this we
determined relations with structural and transport proteins (tropomyosin, vimentin,
myosin), membrane (ADAM21, syntrophin, potassium voltage-gated channel), ER-
Golgi (TGN51, eIF38), and nuclear (Lamins, ribonucleoprotein C1/C2) proteins.
These proteins are involved in distinct cellular structures and cellular processes,
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Fig. 5.15 Dystrobrevin level evaluation in proliferating and apoptotic leukemia cells. Accord-
ing Navakauskiene et al. (2012), License No 4797021401553
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Fig. 5.16 Proteins co-precipitating with dystrobrevin-α in proliferating, induced to apoptosis with
etoposide alone or with etoposide inhibitory treatment with Z-VAD(OH)-FMK cells. Accord-
ing Navakauskiene et al. (2012), License No 4797021401553

suggesting the dystrobrevin-α interaction—networks in a key controller during
apoptosis of human promyelocytic leukemia cells.

Five protein groups (Fig. 5.16 in C marked as A, B, C, D, and E) were used
during the computer-assisted analysis to estimate the protein-level alterations in
cells treated by various methods. In one experiment there were compared the
C, 1hEt and 6hEt gel images (Fig. 5.17, Comparison 1) and in the other, 6hEt
wih 6hEtZV (Fig. 5.17, Comparison 2). Results of detailed computer analysis of
15 identified areas of interest are also summarized in Table 5.4. Fold change of
average normalized spot volumes together with experimental values of molecular
weight (MW) and isoelectric point (pI) were evaluated. Detected areas are marked
with corresponding labels in Fig. 5.16. Figure 5.17 shows 5 enlarged areas of
analyzed images which include all 15 studied protein spots. Positions of enlarged
areas in full gel images are depicted with rectangles in C gel of Fig. 5.16. Alterations
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Fig. 5.17 Dystrobrevin associated proteins with supreme level changes during apoptosis. Spot
labels are the same as in Fig. 5.16 and Table 5.4. Comparison 1 and 2 focus on the effects
of etoposide (Et) alone or in combination with caspase inhibitor Z-VAD(OH)-FMK (ZV).
According Navakauskiene et al. (2012), License No 4797021401553

in spot volume were represented as ratios of averages of normalized spot volumes
as described in the Chapter “Computational Methods for Proteome Analysis”. An
increase in spot abundance is represented with positive fold change and a decrease,
with a negative fold change. Alterations between protein spots from gels C and
1hEt, 1hEt and 6hEt, C and 6hEt of the first experimental group and between 6hEt
and 6hEtZV of the second experimental group are summarized in Table 5.4.

This research was conducted to study the role of dystrobrevin-α and its splice
isoforms and relation with other proteins throughout the progression of human
promyelocytic leukemia cell line HL-60 apoptosis process. We first determined that
there were noticeable qualitative and quantitative differences in the expression of
cytoplasmic and nuclear dystrobrevin-α, not only throughout cell differentiation
process (Kulyte et al. 2002), but through apoptosis as well (Borutinskaite et al. 2011;
Navakauskiene et al. 2012).

Earlier, we have determined dystrobrevin-α relation with actin and myosin light
chain both in human promyelocytic leukemia cells and human neutrophils (Kulyte
et al. 2002). There is no sufficient data on proteins related with human dystrobrevin-
α and its splice isoforms. Since there is an evidence that actin cytoskeleton is
involved in regulation of many signaling processes, such as receptor affinity,
cell cycle control, apoptosis, and others, our achieved results could provide new
information on how dystrobrevin-α potentially contributes to signal transduction in
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Fig. 5.18 The dystrobrevin-α and its associated proteins during leukemia cell apoptosis processes
networking scheme. According Navakauskiene et al. (2012), License No 4797021401553

myeloid or phagocyte cells during cell differentiation and apoptosis progression. We
here detected some proteins that co-precipitate with dystrobrevin-α both in control
and apoptosis-induced HL-60 cells. Still the fifteen detected proteins are only
the most abundant and distinguished of those co-precipitating with dystrobrevin-
α. We identified myosin, tropomyosin, ADAM 21, chloride intracellular channel
protein 4, heterogeneous ribonucleoprotein C/C1, potassium voltage-gated channel
subfamily A member 4 (HK1), Trans-Golgi network protein TGN51, Eukaryotic
translation initiation factor 3 subunit 4, lamin A/C and B2, tumor necrosis factor
receptor, and vimentin. This group of proteins may be seen arbitrary, hence we
applied the computer-assisted analysis to estimate both the alterations in the degrees
of expression and the pattern formation of proteins related with dystrobrevin-α.

The network scheme between dystrobrevin and associated proteins during
leukemia cell apoptosis processes is shown in Fig. 5.18.

Based on our findings (Navakauskiene et al. 2012) we designed the dystrobrevin-
α (DTNA) interaction network that represents a wide spectrum of proteins that in
direct or indirect relation with dystrobrevin could participate in apoptosis, and in
many other cellular processes as well. Overall, our outcomes supply novel infor-
mation regarding potential involvement of dystrobrevin-α and its splice isoforms
in a complex with other proteins in apoptosis of myeloid cells and suggest further
support to signaling role for the dystrophin-associated protein complex in various
cellular compartments and cellular processes.
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Chapter 6
Computational Methods for Proteome
Analysis

6.1 Automatic 2DEG Image Analysis

In the following section, we formulate the efficiency and reliability of 2DE gel
analysis evaluation criteria, and we propose automatic 2DEG image analysis
strategy based on these criteria. The section begins with the discussion of a
two-dimensional gel electrophoresis study importance in protein research and
2DE automation of gel image analysis options. The solutions for 2DE gel analysis
automation problems are analyzed in the second subsection. In the third subsection,
requirements for automatic 2DEG image analysis system are formulated. In the
fourth subsection, a detailed discussion of the communication system model and
the original 2DEG image matching model based on it is presented. The requirements
for the new model are named in the fifth subsection. The section concludes with the
introduction of new automatic 2DEG image analysis strategy.

Section generalizes results presented in Matuzevičius (2010b,a); Pivoriūnas et al.
(2010); Matuzevicius et al. (2008); Navakauskiene et al. (2012); Treigytė et al.
(2014); Navakauskiene et al. (2014).

6.1.1 2DEG Image Analysis Automation Problem

The importance of two-dimensional electrophoresis in the life sciences, more
precisely protein studies, is large (Pomastowski and Buszewski 2014; Vlahou
2008; Dowsey et al. 2010). Although the 2DE technology has shortcomings (Zech
et al. 2011), however, due to significant 2DE possibilities, this technology still
is irreplaceable, and more importantly, technology alone complements the data
provided by other techniques (Oliveira et al. 2014; Kim and Cho 2019).

This subsection focuses on the analysis of 2DE gels and its automation
capabilities—it is shown that 2DE can be improved (i.e., some of its shortcomings
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eliminated) by automating 2DE gel analysis after application of electronic and
informatics means (de Jesus et al. 2019).

6.1.1.1 Aims and Significance

The aim of expression proteomics is to find qualitative (what has changed) and
quantitative (how much has changed) changes between samples under compar-
isons (Dowsey et al. 2010; Rabilloud et al. 2010). Since 2DE is is a technology
used in proteomics, 2DE gel analysis goal can be formulated as a recovery of
proteomics relevant information from the experimental group of 2DE gels. Then
2DEG Image Analysis Objective is to create the automated conditions for obtaining
of information relevant in proteomics using electronics, signal processing, and
bioinformatics means.

Relevant Information is a structured, processed, correct data that are necessary
and can be used to achieve proteomics purposes. Because 2DE is an imperfect
process (the technology has shortcomings), leading to variations in it, the data
collected becomes unreliable or even erroneous, and therefore extracted information
significance is declining. Using specialized tools for the analysis of gel images and
by applying the theory of experimental design (when planning biological and tech-
nological copies), the negative impact of 2DE deficiencies can be reduced (Valledor
and Jorrín 2011; Zech et al. 2011; Zhang et al. 2013). In addition, the application
of advanced bioinformatics tools for interpreting biological information (Laptik and
Navakauskas 2005; Nickelson et al. 2006; Treigys et al. 2008; Jegelevicius et al.
2002), validation and generation from experimental data, enables a greater variety
of information to be extracted in comparison to a simple gel analysis (Navakauskas
2005; Valledor and Jorrín 2011; Moche et al. 2013).

Therefore, the goals of 2DE gel analysis automation are to increase extracted
amount of information from 2DE significant in proteomics (main purpose) and
extract this information efficiently—at the lowest possible cost (secondary objective,
significant only after the first). To implement automation gels are digitized and
analyzed by numerical methods (Kostopoulou et al. 2014; Dowsey et al. 2010;
Morris et al. 2009). There are only few digitization methods; therefore, there is
not much freedom here to increase efficiency. In image analysis the situation is very
different. Although a number of theories have been presented, wide range of means
to process images were developed, but fully automatic analysis of 2DEG images
is not implemented yet (Wu and Zhang 2011; Millioni et al. 2012). Due to various
distortions in gels, the analysis of gels performed with the aid of the systems is only
partly automated—researcher intervention is required at certain stages. So to create
the automatically functioning system and operate efficiently is an important task.

The main goal—to get as much information as possible—is achievable in two
main directions of automation: (a) reducing the negative impact of 2DE technolog-
ical shortcomings and (b) adapting advanced electronic and IT tools for 2DE data
processing.
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The negative effects of the shortcomings of the 2DE technology can be reduced
by the following means: (a) combining data from biological and technological
copies; (b) using narrow and different pI range gels and then combining them;
(c) more precisely defining pI and MM parameters; and (d) by increasing the variety
of dyes used to label proteins.

Replicates of biological and technological processes are used for cancellation of
variations, arising during sample preparation (e.g., sample rate inaccuracies) and
2DE procedure (e.g., structural irregularities of the acrylamide gel, temperatures,
and voltage fluctuations). Repetition of the same experiment and then use of
statistical methods for data analysis improve identifiability of important protein
expression changes. Narrow pI gels can distribute proteins into separate groups
better if in a regular gel protein spots are too merged. When multiple distributions
of different pI areas are used, a loss of overall proteome image occurs; thus by
numerical methods, individual gels can be combined into one. During protein spot
parameterization, their pI and MM values are determined. They are determined by
comparing the searched protein spots in gel to the identified protein spots that have
known parameters. Due to geometric distortions in gels, sought proteins and the
positions of the standards are compared inaccurately; thus straightening of the gel
images by numerical methods would increase precision of determination of these
parameters. With the possibility of digitizing gels, the variety of dyes to be used
increases, because fluorescent dyes that are invisible to the naked eye can be used.
Broadening of paint choice is important because due to wide paint range, different
options for protein visualization can be chosen; in addition, there is no single best
dye.

The development and application of advanced electronic and IT tools for 2DE
gel analysis will enable to (a) perform fully automatic analysis of 2DE gels
and thus eliminate the influence of human factors, which arises from subjective
and individual visual information estimates and errors; (b) visualize gels without
geometric distortions, without changing background, pseudo-coloring multiple
gels in one image, improve contrast, and depict intensity on a three-dimensional
surface; (c) perform not only qualitative analysis (what has changed) but also
quantitative (how much it has changed); (d) create protein expression maps by
combining the different sample gels into one; (e) combine and process large quantity
gels and data from large-scale experiments; (f) align very poor quality gels obtained
by combining 2DE processes actions; (g) prepare the proteins to be identified
by MS and coordinate list for the robot to automatically remove proteins from
gel; (h) prepare research reports; (i) accumulate experiment results in databases;
(j) combine the results of 2DE with the data from other fields obtained while
investigating gene functions, metabolic pathways, cells, organs, and diseases, by
creating computer cells, organs, and organism models for the purposes of systems
biology.

The economic benefits of automating gel analysis will come from (a) replacement
of the expensive work of experienced specialists—biochemists with cheaper com-
puter resources, increasing work comfort because the comparison of gels is a tedious
process; (b) reduction of analysis time, therefore, faster results can be obtained—
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faster disease diagnostics and faster drug development—and opportunities to carry
out larger-scale research arise at the same time; (c) reduction of errors detected too
late, caused by the human factor; and (d) higher values driven by the greater amount
of information and capacity available adapt it to a larger number of objectives.

6.1.1.2 Strategies of Analysis

Main steps in all 2DE gel image analysis strategies (Natale et al. 2011; Dowsey
et al. 2010) contain (a) data input; (b) isolation and quantitative analysis of protein
spots; (c) 2DEG image matching or protein spot pairing; (d) analysis of changes;
and (e) collection or output of information. Specific strategies differ only in the
order of mentioned steps.

First step in computerized 2DEG image analysis is gel image input. The proteins
distributed during 2DE may be visualized (marked, painted) with various materials;
therefore for digitization of gels, a case-by-case dedicated device must be used. The
following scanners are available on the market for 2DEG image input: document
scanners (adapted for wet gel application), laser scanners, special equipment
suitable for fluorescent inks, and phosphor scanners. The most versatile and good
enough are the usual document scanners. They are suitable for gels highlighted with
visible dye scan, but their lower dynamic range creates spot saturation problem,
which is then sometimes attempted to be corrected by processing images. Laser
scanners have a wider dynamic range but, however, are expensive and can scan gels
that use dye excitation spectrum coinciding with the spectrum of the scanner source.
In a case of different fluorescent dye-labeled proteins (differential electrophoresis),
it is necessary to use a special fluorescent laser scanner. Phosphor scanners are used
for X-ray slide radiolabelled protein samples. More detailed 2DE overviews of gel
scanners are given by Miller et al. (2001) and Miura (2001, 2003).

In the second step, the initial pre-processing of 2DEG images is performed (Goez
et al. 2018; Laptik and Navakauskas 2009). The edges of gel images that do not
contain protein spots are removed; areas with gel defects such as tears or informative
marking are marked, all that performing by hand. Moreover, this step aims to
remove scans, and dust affected noise by image filtering methods. Often at this
stage, background that results from the coloring of side effects is removed.

Third and fourth steps are very important for analysis of gel images. These are
the steps which influence the final result steps the most, and they require the most
attention of the researcher (because of unresolved complete automation problem,
researcher must intervene in the semi-automated processes by entering additional
data or checking results). The consistency of these steps depends on the specific
strategies. In either case, one of the steps is to extract the protein spots and the
other—to pair protein spots. Such procedure is needed wiling to find protein spot
pairs when protein relative amounts are different.

The first systems initially, due to limited computational resources, identified
protein spots as follows. Image segmentation methods (Serackis and Navakauskas
2008; Laptik and Navakauskas 2007; Savelonas et al. 2012; Kostopoulou et al.
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2015; Nhek et al. 2015; Sengar et al. 2016; Rashwan et al. 2015; Fernandez-
Lozano et al. 2016; Marczyk 2017) were used to estimate contours, centers, and
quantitative parameters (optical density, total optical density, normalized optical
densities), and then these parameter vectors were used to identify the respective
protein spots in different gel images. In subsequent algorithms, according to
matched protein spot pairs, 2DEG images were additionally transformed using
geometric transformations (Glasbey and Mardia 1998; Gustafsson et al. 2002) in
order to depict gels under comparison fused into one place. Only after application
of geometric transformations corresponding to the same protein the spots are
physically present in exactly the same places. Due to the large amounts of gels
and geometric and intensity distortions, fully automatic analysis is imperfect, so the
investigator has to intervene—to correct the segmentation errors or specify starting
points for pairing spots.

When more powerful computers were developed and computing resources
significantly became cheaper, another strategy was applied—initially images were
aligned so that the respective spots coincide, and then protein spots were iden-
tified, and their main parameters determined. Image alignment was based not
according to spots parameters but according to the similarities of the image
pixels (Rodriguez et al. 2014). Thus a considerable number of repeated calculations
of similarity estimates (Penney et al. 1998) and geometric transformations had
to be performed (Mateika and Martavicius 2008). In gel images the different
types of geometric distortions exist; therefore it is not enough to apply only
rigid transformations. Non-rigid transformations (Zagorchev and Goshtasby 2006;
Kohlrausch et al. 2005) have more degrees of freedom; therefore a lot more
repetitions of transformation applications and image alignment quality estimations
need to be done (Keller and Averbuch 2006). This type of gel image alignment in
literature is referred as direct gel alignment. If large geometric distortions are present
in the images, the researcher has to point out the initial matching point locations
from which the alignment process begins.

If someone chooses to perform image segmentation first and only then alignment,
a comparison of those areas that are considered insignificant for segmentation is
avoided. This can speed up the process of alignment; however improper segmen-
tation will result in misalignment errors. In case of performing image alignment
before segmentation, the effects of segmentation errors on alignment result are
avoided, but alignment process becomes more complex and takes longer on its
own (Smilansky 2001). Until the images are aligned, segmentation is possible only
for each gel individually, while when images are geometrically aligned, points
are segmented according to methods utilizing information from all gels at once.
After 2DE gel image alignment, most often a common gel image is created (by
combining all the gels), then protein spots are identified, and amounts of protein are
determined for individual gels. If a common gel is created by averaging n gels, noise
is reduced

√
n times; therefore the reliability of small spot identification increases.

Gel alignment according to segmentation results has “inherent” disadvantage—
segmentation errors affect image alignment and the rest processing stages (if the
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investigator does not correct the errors). As the number of gels analyzed everyday
increases, the likelihood of segmentation errors increases as well; thus in large-scale
experiments, this strategy is not appropriate.

In the fifth step, analysis of matched and segmented images is performed:
searching for differences between images (appearing and disappearing, magnified
and reduced spots) (Zhang et al. 2006), evaluating differences quantitatively (Moritz
and Meyer 2003; Morris et al. 2008; Brauner et al. 2014), and performing reliability
analysis of changes (Fodor et al. 2005; Ahmad et al. 2006; Biron et al. 2006; Corzett
et al. 2006). Hunsucker and Duncan (2006)’s and Krogh et al. (2007)’s efforts are
directed to eliminate errors; the aim is to reject the null hypothesis that the mean
relative protein quantity does not change and accept an alternative. By checking
many hypotheses, the false discovery rate (FDR) is controlled. The analyses are
performed in order to determine the required minimum number of experiment
repetitions necessary for an accurate estimate of changes (Thornbury 1994). Based
on the received data, the required proteins (spots) are selected for following mass
spectrometry, and possibly a list of spot cutout coordinates for the protein extractor
robot is composed (Mahnke et al. 2006; Quadroni and James 1999; Alterovitz et al.
2006).

In the sixth step, data is collected, processed, and visualized applying bioin-
formatics tools (Vijayendran et al. 2007). After identification of proteins by
mass-spectrometric methods, data can be loaded into gel analysis system that
associates them with gel images (Lo et al. 2006; Pleisner et al. 1999). It is
essential for the researchers to link the protein changes with factors (Becher et al.
2006; Eravci et al. 2007) that may have led to changes—this is one of the tasks
of expression proteomics. Aim is in extraction of as much relevant biological
information as possible, linking it to genomics, transcriptomics, and metabolomics
data and utilization in modeling of biological systems (Simutis 1997). That is what
systems biology—an evolving field of science—seeks to achieve.

6.1.1.3 Challenges

For biological and technological reasons, 2DE gels that need to be compared
differ in the arrangement of protein spots, their intensity, noise level, and even
the resulting integrity infringements. Comparison of such gels does not become the
simplest process. Although 2DE automation of gel analysis is currently significantly
advanced, however there are no fully automatic systems, capable of analyzing gels
affected by large distortions. They require the investigator intervention to select
analysis parameters, input data entrance, check-up, and correction of analysis errors.
This subsection discusses the reasons for the differences between the 2DE gels and
how these differences complicate the automation of gel analysis.

The biological causes of the differences between gels are external and intrinsic
factors targeting the cell or the whole organism and altering the proteome. But these
are the differences that are being sought to determine by 2DE method. Biological
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causes lead to the appearance or disappearance of protein spots, their increase
or decrease, and change of their position in 2DE gels due to post-translational
modifications.

Technological reasons are inaccuracies up to 2DE (taking samples during sample
preparation) and during 2DE time (2DE technology shortcomings). Due to the above
factors, it is not possible to obtain completely uniform gels repeating the experiment,
which adversely affects the resulting biological information. Inaccuracies in sample
preparation lead to changes in gels, changes similar to those of a biological nature.
Outsider (not protein) substances may give rise to derivatives distorting protein
spots. The 2DE technology disadvantages are process parameter inaccuracies,
instabilities in protein distribution and staining as well as polyacrylamide gel
properties, loss of protein molecules, conditions for human factors, indeterminate
small amounts of proteins during staining, a nonlinear relationship between protein
content and protein spot brightness, gel digitization inaccuracies, and mechanical
gel breaks.

For these reasons, geometric and intensity distortions occur. If they are large,
it is very difficult to match 2DE gels. Merged, oversaturated (stained with silver)
and vanishingly small protein spots complicate segmentation, and quantities of
poorly segmented spots are wrongly estimated. Noise and protein-like derivatives
impair segmentation, too. Segmentation errors affect not only quantitative analysis.
They harm the alignment of gel images when the images are aligned according to
segmentation results. Due to poorly matched images and changing (or/and poorly
removed) background, incorrect results of change analysis are occurring.

For reliable 2DEG image analysis, it is very important to create and apply noise-
and distortion-resistant gel image matching, segmentation, and change estimation
techniques.

6.1.2 Solution Ways of Automation Problem

It is worth starting to develop an automatic 2DEG image analysis strategy from
discussion of problem-solving methods. In general problem-solving process is not
formalized; there are no algorithms to guarantee optimal or near-optimal solution to
the problem. Solutions to complex problems are a consequence of the harmonious
functioning of human mental processes. Good complex solution to the problem is
called the creative solution.

The reason for the need of a creative solution to 2DEG image automatic analysis
is that the automatic 2DEG image analysis systems are not yet fully developed.
Even in recent scientific publications, researchers state that users of 2DEG image
analysis systems must manually adjust the system settings and correct errors. It has
been over 30 years since the development of the electrophoresis technology, and
approximately at that time, gel analysis algorithms have been started to develop.
Unfortunately, so far fully automated analysis is not available, so the reasons why it
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is not available need to be clarified. Maybe it will not be possible to do, or there is a
need to look for a completely new solution, starting at the most abstract level of the
problem.

Although there is no formal method of solving any problem, there are neces-
sary (but insufficient) conditions that must be met in order to increase the probability
of finding a good solution. There are various technical creation techniques that
indicate the course of reasoning (Kasperavičius 1997). One technique that most
accurately identifies the stages of problem-solving is proposed and described by
Baku engineer G. Altshuler—invention problem-solving algorithm ARIZ. In these
and similar methods, the greatest importance is given to the analysis of the problem
and compilation of the greatest possible list of decisions. Problem analysis requires
trying to formulate an objective in terms of perspectives in different ways, consider
possible solutions, break down the problem into various smaller problems, and break
it down into already solved sub-problems. Motivating to find solutions to problems
in other fields of science, Kurt Gödel proved the theorem that it is not possible
to completely formalize complex systems. At its core is the assertion that in any
system or theory, one can find the statement whose correctness is impossible to
prove on the basis of those declared in that system or theory axioms, statements,
or rules. This can only be done by supplementing it by new statements, rules, or
axioms. Cybernetics pioneer Norbert Wiener in his work “Cybernetics: either the
management and communication of animals and in machines” (Wiener 1965) states
that “if there are physiological problems the reason is basically mathematical, then
10 physiologists ignoring math, will be able to solve the problem exactly as much
as one a physiologist who ignores mathematics.” He also noted that in one area the
solution to the problem is stuck, while in another the same problem-solving has
already become a classic. Knowledge is not exploited due to different terms used in
different fields of science.

Why does the reachability of the goal depend on the goal formulation? Creating
goal criteria can make problem-solving more difficult due to selection of the wrong
set of criteria. Human seeks to formulate everything as simple and concise as
possible; therefore fewer but stricter criteria may be chosen instead of more and
simpler criteria. Choosing a smaller set of criteria, but requiring them to be more
thoroughly describing the purpose, the criteria usually have to be stricter, i.e., the
smaller set of criteria must include the entire larger set of simpler criteria group. As
a result, stricter criteria may be formulated which will be impossible to accomplish,
or more challenges will need to be solved than there are sufficient to achieve the
objective. Someone can choose to formulate less criteria also due to required better
understanding of the problem, in order to formulate precise criteria. If the problem
is not well analyzed and not all necessary tasks are known exactly, then a choice
is made to solve more tasks, and thus it guarantees the achievement of the goal.
Clarity of the problem allows you to set minimum criteria and find effective solution
to problems.

If the problem is being solved not starting from the essential decision-making,
the situation may occur in which a solution will be sought in a defined area of
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possible solutions where there isn’t simply any right decisions. Many search steps
will then be performed, and best solution found in that area will not work. Peter
Drucker, Business Management professor, described a similar situation as doing
effectively what should not be done at all. Development of 2DEG image analysis
strategy is a definition of the range of possible solutions to the problem. Knowledge
that a solution exists and approximately perception where to search for that solution
increase the probability that the solution will be found and reduces the solution
search costs. In order to properly define the scope of solutions, problem analysis
needs to be done at the most abstract level possible.

Having a solution to a problem, someone can aim to improve it. Increase of the
effectiveness of problem-solving is necessary because the resources to achieve the
goal—energy, time, and others—are limited. For example, selection of function in
integrated circuits, depending on the number of elements, required to perform the
function depends on the cost of the scheme and reliability. Therefore logic circuits
are degraded—the same function will be performed with a smaller number of
elements (Kirvaitis 1999)—resulting in the lower cost of the chain, greater reliability
of the chain, and lower energy consumption.

6.1.3 Requirements for Automatic Analysis System

Knowing that the solvability of a problem depends on the description of the
objective, in this subsection the purpose and the tasks of automatic 2DEG image
analysis are formulated according to the previous material performed specific 2DE
use analysis—what information needs to be extracted from 2DE gels.

When solving a big problem, usually the whole task is broken down into the
smaller challenges that need to be addressed in order to solve the whole problem.
Usually a smaller task can be solved only after solving the task before it. Then
criteria estimated for achieving summarized goal in each smaller task help to solve
the task and get such results that do not diminish the probability of solving the
other tasks. In biochemical research process, 2DE is one of the intermediate tasks—
2DE results are mainly used for mass spectrometry (MS) planning and conducting
research. This means that the data obtained during analysis of 2DEG images must
not impair the results of MS. If between the 2DE and MS processes researcher
makes some additional decisions, 2DEG image analysis results must have negative
influence on the researcher’s decisions.

The most important data to be obtained from the analysis of 2DE gels are
changes—which protein spots have changed. Additionally researches are interested
in change size, which also determines the reliability of the change. Needed, but
much smaller amount of data is obtained on the correspondence of the remaining
protein spots between gels. Therefore, in order to achieve the goal of 2DE gel
analysis—extract as much useful information as possible from the gels—it is
necessary to focus processes on reliable critical information extraction. The amount
of information will decrease if provided data possesses errors, so it is more
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important to provide less but more reliable data than try to obtain more possible
data. Unreliable data that may contain errors should be inferred or, in individual
cases, provided to the investigator for additional revision.

If someone wants to perform a fully automated 2DE gel analysis process, all
means are needed to detect (worst case) and correct (at best) human factor errors. If
manual handling was done prior to the automatic gel analysis step, then there may
be ingrained human errors—improperly prepared and digitized gels, gel lesions, and
lack of initial data on gel input. Because, after automatic 2DE gel image analysis,
human will not check the results, the initial errors may lead to complete erroneous
analysis results. The automated system must be able to cope with mentioned errors.

When comparing 2DEG image analysis systems in terms of segmentation, often
calculations on how many protein spots were excreted by one or another system
and the researcher are done. Because some protein spots are more significant than
others (interest is in change), it is necessary to assess whether all spots that have
changed also have been found. Hence, the comparison in terms of absolute number
of found protein spots is not objective.

Later, in the development of an automatic 2DEG image analysis strategy, we will
formulate actions that should be taken in order to comply with main requirements
of 2DE gel analysis and then with the less important requirements.

6.1.4 2DEG Image Matching Modeling

In communication theory employed generalized information transmission system
model was chosen to describe the 2DEG image matching process because the
model defines the conditions for the efficiency of information transmission. So if
2DEG image matching can be called information transfer process, then it will be
possible to benefit from those already developed and well-researched conditions for
the transmission of information in order to create effective 2DEG image matching
scheme.

Firstly it must be confirmed that for image matching analysis, the summarized
communication system model (see Fig. 6.1) described by Claude E. Shannon in “A
Mathematical Theory of Communication” can be applied.

The communication system model consists of five parts—information
source (message sender), transmitter, communication channel, receiver, and the
recipient of the message. Based on this model, the sender of the message forms
message or message sequence; the transmitter converts the message into a signal
which can be transmitted over a communication channel; the receiver receives the
signal and reconstructs it into a message; the recipient of the message receives the
message, interprets, and accepts part of the information. Now let’s discuss how
image matching involves the transmission of information. The task of 2DEG image
matching is to find the appropriate gel places—where protein spots in one gel
correspond to another gel protein spots. After finding spots of the same protein in
different gels (in this case, it is assumed that one protein in the gel forms one spot),
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Fig. 6.1 Generalized communication system model

the relative amount of that protein in each gel together with overall amount of it can
be estimated. The search of matching spots is the transmission of message about
the first gel area to a second gel processing algorithm that, according to the received
message, has to find the corresponding area of the second gel. Let’s in detail discuss
each information transfer step performed during the 2DEG image matching.

1. Source of information (sender) forms a message or the sequence of messages to
be transmitted to the recipient of the information. Notice is formed by selecting
it from a set of possible messages. In the case of 2DEG images, the message is
information about a specific gel location (dot or vanishingly small area), while
the set of messages consist of all gel sites in the active part of the gel. The
width of the active part of the gel is defined by the length of the immobilized
pH gradient(IPG) strip, while the height is the distance from the IPG strip at
the top of the gel to the local gel at the bottom, beyond which the protein can no
longer enter. During the same experiment, obtained gels that have to be compared
are done using the same materials (except for a few specific cases); therefore the
active parts of the gels are ideally identical. This ideal case means that each site
of the active part of one gel is denoted by vanishingly small gel area SG1n with
center coordinates described by a unique parameter pair (pI,MM), which will
be also found in the active part of the another gel. Hence, the message (a pair of
parameters specifying the gel location is selected) from the set SG1 ((pI,MM)) is
equal to the set SG2 in which the message recipient can find a matching location
based on the received parameter pair SG2m, i.e., SG1 = SG2. This condition is
important because it means that it is possible to convey a message about each gel
location—find the appropriate locations on the gels and thus match gels.

In the following text, when referring to a gel, the active gel part will be meant.
Selection of a message will be marked (pI,MM) = SG1(SG1n), and the message
acceptance SG2m = SG2(pI,MM). In practice, for each gel site SGi , parameter
pairs (pI,MM) cannot be measured directly. Parameters can be determined only
when, at the site, after electrophoretic protein breakdown, there is a protein
whose (pI,MM) parameters are known. Because of these reasons, the data about
the distribution of protein spots will be transmitted instead of the pair (pI,MM).
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2. Sender prepares the message to transmit through communication channel. In the
case of 2DE gel images, the gel is coded by a visual code—the protein mixture
spread in the gel is like a protein sample mapping in 2DE gel space. Therefore,
visual data that encodes information about the selected gel site SG1n will be
transmitted. Let’s suppose that in the production of two gels, the identical protein
mixtures containing a certain number of proteins were used, with randomly
distributed quantities and parameters pI and MM. Electrophoretic breakdown of
proteins will yield the identical gels (ideal case). Due to the distribution of protein
parameters in proteins arranged in a random order in the gel, it is possible to form
such an area in the gel that will be unique throughout the gel, and the larger the
area, the larger the description of protein spot arrangement structure uniqueness.
Because the area is unique in the first gel, it will be unique in the second gel. The
main goal of the 2DEG image matching task is to associate the gel area SG1n

with the corresponding area of another gel SG2m; therefore it is enough to form
a gel area of sufficient size in the selected area of first gel, to transfer it, and to
recognize the same area in the other gel, thus finding a corresponding place on
the second gel.

3. Channel is the medium on which the signal is transmitted from the transmitter
to the receiver. The signal emitted on the channel due to the effect of noise is
distorted. 2DE gels have geometric and intensity noise distortions leading to
similarities between the areas concerned and differences in location. Intensity
distortions are altered spot forms, appearing and/or disappearing spots, increased
and/or decreased spots, and extraneous derivatives appearing in the images.
Intensity distortions are caused by technical reasons (with the development of
2DE technology, the distortions caused by it decrease) and biological causes (in
the samples existing differences that are targeted for identification by 2DE gel
analysis). Geometric distortions are protein spot shifts. Typically, geometric
distortions occurring in many small areas of the image are not large and are
monotonous, but global distortions can be big. Geometric distortions are caused
by technical reasons.

When receiving and decoding a signal, it will be important to know about
the channel noise parameters and how they influence distortions of the 2DE gel
images. Intensity distortions due to biological causes are randomly distributed in
the gel, i.e., they change in random spot intensity. Intensity distortions caused
by technical reasons usually change the image evenly—change background
and increase or decrease total gel brightness. However intensity distortions—
saturated or over-saturated large protein spots stained with silver, gel tears, and
other extraneous visual derivatives—may appear at random places, too. The main
feature of geometric distortions is that, regardless of their size, the position of the
protein spots will remain relatively the same. This is due to the fact that during
the first step of protein breakdown by the pI, a uniform increasing pH gradient
is formed, and there are equilibrium states that reached their migration by the
protein stops. In the second stage of protein separation by MM, their migration
trajectories do not intersect.
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Fig. 6.2 2DEG image matching model

Precisely describing the 2DEG image matching according to the communi-
cation system model, it must be noted that noise of biological origin occurs in
the transmitter during encoding message in the visual data, and the technical
reasons become apparent in the channel. But for the solution of the 2DEG image
matching problem, distortions’ origin does not need to be identified, so all noise
can be attributed to the signal-distorting noise appearing in the channel.

4. Receiver receives the signal and decodes it. In the case of 2DEG images, the
received signal is the area of the gel image that is distorted by noise. The region
obtained from the first gel must be found by decoding the signal in the second
gel. Since P G

1 = P G
2 , so really the second gel has an area corresponding to

the accepted area. In this situation the main search principle is by applying the
selected similarity function to compare the accepted area with all areas of the
second gel and select the location of the gel where the similarity is greatest.

5. Message recipient by the receiver-recognized (decoded) area determines the
location of SG2m on the second gel that corresponds to place SG1n from the first
gel.

2DEG image matching model based on the communication system model is
shown in Fig. 6.2. Knowing that 2DEG image matching can be modeled by com-
munication system elements, we can apply the principles of efficient information
transfer in order to investigate 2DEG image match and requirements that ensure
effective implementation of matching.

6.1.5 Requirements for 2DEG Image Matching Model

In order to achieve the required 2DE image matching goal, it is necessary to find
overlapping areas in images—successfully transfer each area formed in the first
image, and then recognize it in the second image. Image matching efficiency will be
higher, and the faster all areas will be transmitted and identified.
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In communication systems aiming to increase the speed of information transmis-
sion in the presence of noise in the communication channel, the following measures
shall be taken:

1. The probabilities of the transmitted characters are equalized.
2. Cross-similarity (correlation) of to be transmitted signals that represent different

characters is lowered and equalized—most similar signal similarity is minimized.
3. The signal that would be least affected by the channel noise is selected.
4. Debugging and error correction tools are being implemented.

During 2DEG image alignment, the transmitted information has the following
features:

• Data on N gel image areas are transmitted.
• The data for each one are transmitted only once.
• When transmitting image areas after geometric distortions, information about the

inter-spot position remains, so the position between the areas is known.
• Due to unique nature of the spot arrangement, some areas are more characteristic

than others.
• Image areas are exposed to noise unequally.

So, to effectively match the 2DEG images, it is necessary to:

• Once pass each image area one by one (1 tool).
• Extract features from the transmitted image area that describe the area the best

and distinguish it from other areas. It is important that the extracted features
would be least exposed to noise. Selecting specialized similarity function or by
extracting appropriate features, it is possible to optimize area recognition (2 and
3 tools).

• Pass image areas of the size that maximize signal to noise ratio. More character-
istic areas and their relative position remain (4 tool).

Requirement (2DEG Image Matching)

1R. Area selection way that would select from the first image the appropriate (given
size and gel image place) area for the following transfer

2R. Similarity function that evaluates the similarity of gel image areas according to
the features that were least affected by the noise

3R. Matching way that takes into account the fact that the area is transmitted once
4R. An error correction way that takes into account the condition of mutual situation

of the spots ��

6.1.6 Automatization of 2DEG Image Analysis

The automatic 2DEG image analysis development should follow the purpose of the
analysis—what data need to be obtained in order to complete the analysis. In order
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to find proteins spots whose expression has changed, it is necessary to (a) find spots
of the same protein in all the gels being compared and (b) estimate the relative
amounts of each spot and their changes between gels, in order to determine the
reliability of the changes.

Two procedural ways (strategies) can be carried out wiling to find correspondent
spots in the gels: (a) initially protein spots are isolated in individual gels, and
then the spots are aligned; (b) initially 2DEG images are matched, and then
overlapping spots are found knowing that their positions in the images are similar.
The advantages and disadvantages of these strategies will be discussed below,
aiming to select the most appropriate for 2DEG image analysis automation.

If 2DEG images are segmented firstly and then searched for spot pair match, then
false segmentation (not all spots are found; spots include extraneous derivatives;
spots groups are not properly separated into individual spots or individual spots
over segmented) will increase the probability of false spot pairing, and that will
consequently yield incorrect change assessment. If the images are initially aligned
and then segmented, then in the misalignment locations, spots will be incorrectly
segmented yielding incorrect spot pair match. Hence, the reliability of the first
step influences the reliability of results obtained from the whole analysis; therefore
the choice of the first step must be based on the highest probability of correct
processing.

The probability of image matching was defined by describing the match by
communication system model. If the gel parameters are the same, i.e., mixtures
of different proteins were distributed (to cover the gel with spots), gels will be able
to match (transmit and recognize the signal for each gel site). The reliability of gel
matching is enhanced by the fact that the gel areas maintain the mutual position,
resulting in ability to check overlap of more noise-affected areas using reliably
matched areas. Spot separation reliability by segmenting each gel image separately
is much lower. There will always be vanishingly small spots in the gels, so in these
places spots will not be identified. Decision if there is a spot in any area of the gel can
be made by comparing several spots of the same areas from different gels—if other
gels contain a spot, then all those areas can be used for protein spot identification.
If there is a derivative in one area that resembles a small spot but there are no spots
in other areas, then a decision—no spot at that location—will not change MS test
progress, because there will be not enough material in place to identify the protein.

A possible variation of the strategy “matching–segmentation” can be “segmenta-
tion–matching-segmentation.” Then segmentation results as additional information
are used during matching, while afterward matching results refine the segmentation.
In this case segmentation data will complement the sets of attributes by which
similar areas are recognized.

Based on the listed assumptions, automatic 2DEG image analysis strategy is
proposed (Fig. 6.3). A first essential step in the analysis is the alignment of the
images and the second the analysis of protein expression variations.

Image matching consists of three main steps: individual gel preparation, initial
image alignment, and final image matching.
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Fig. 6.3 Automatic 2DEG image analysis strategy

2DEG image analysis, performed in order to find expression variations, starts
with the segmentation of individual 2DEG images. Then segmentation results are
adjusted according to the all gel group segmentation results. Each segmented spot
is parameterized to estimate the relative amount of protein and then to use the
relative amounts to assess changes in expression. Because gels contain intensity
distortions (due to 2DE technology flaws), found expression changes must be
processed by statistical means.

Section Generalization
1. After applying the communication system model for 2DE gel image matching

process description, conditions for effective information transfer can be used to
create an efficient 2DEG image matching technique.

2. For effective 2DEG image matching, the most important are:

• Area selection way that selects from the first image the appropriate area for
the following transfer

• Similarity function that evaluates the similarity of gel image areas according
to the features that were least affected by the noise

• Matching way that takes into account the fact that the area is transmitted once
• Error correction way that takes into account the condition of mutual situation

of the spots
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3. The probability of successful automatic analysis of 2DEG images will be higher
if images will be aligned before segmentation.

4. 2DEG image segmentation reliability will be higher if at the same time separate
and aligned gel images are segmented.

5. The proposed 2DEG image analysis strategy is appropriate to automate the
process.

6.2 2DEG Image Matching

The purpose of two-dimensional electrophoresis gel (2DEG) image matching is
to eliminate geometric distortions in gel images. During creation of an automatic
2DEG image analysis strategy (see Sect. 6.1), it has been shown that it is necessary
and possible to eliminate relative and reduce absolute geometric distortions.

In this section we specify the previously created abstract 2DEG image matching
strategy. The first subsection details the 2DE gel image matching strategy. Later in
separate subsections, while offering and studying solutions, we focus on the three
new matching technique steps: preparation of individual 2DEG images and initial
and final 2DEG image matching.

In the section generalization of results published in Matuzevičius (2010b);
Matuzevičius et al. (2010); Matuzevičius and Navakauskas (2010); Pivoriūnas et al.
(2010); Matuzevičius (2010a); Navakauskiene et al. (2012); Treigytė et al. (2014);
Navakauskiene et al. (2014) is given.

6.2.1 Specification of 2DEG Image Matching

During the development of a generalized matching strategy, the importance to start
process from image locations with a highest probability to match was demonstrated.
Then it becomes necessary to make step-by-step decisions about the match of
remaining places in the images by evaluating both the similarity in those areas
and earlier found positions of matches. Such strategy allows achievement of the
maximum reliability of the matching compared to other strategies. In order a
split match search process and introduce additional debugging procedures that
increase the reliability of the overlap, two important stages of image matching were
identified. The first stage is the initial image matching, and the second is the final
image matching. Because there is a requirement to reduce the absolute geometric
distortions affecting pI and MM, in addition, gels with the smallest geometric
distortions are selected.

A detailed 2DEG image matching procedure is provided in Fig. 6.4. Next to each
stage of the matching strategy, the more detailed processing steps are depicted. The
first major stage is individual 2DE gel image preparation. Individual images are
prepared at the beginning in order to reduce absolute geometric distortions. Only
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Fig. 6.4 Elaborated stage of 2DEG image matching

relative geometric distortions that determine the respective locations of physical
discrepancies in the images will be deleted at a later stage of image matching,
resulting in the same absolute distortions in all 2DE gel images—the same as in
the image, according to which all the remaining 2DEG images align.

Unremoved absolute geometric distortions degrade the estimates of protein pI
and MM parameters Specifically, the horizontal geometric distortions determine the
values of pI, and vertical ones determine the values of MM. Because of horizontal
and vertical distortions, the parameters of proteins of the same pI or MM are
arranged in the gel not in the one (same) vertical or horizontal direction. The
parameters of unknown proteins are determined based on known proteins pI and
MM parameters during the comparison of their x and y coordinates; therefore it is
essential to eliminate that part of the absolute distortion which transforms vertical
and horizontal lines into curves.

Absolute geometric distortions cannot be fully determined because reference
point against which the magnitude of distortions can be assessed does not exist and
there are no gels that are completely free of distortions and with which it would be
possible to compare each distorted gel. The reduction of the most negative effects
making absolute geometric distortions is possible in two ways: (a) when image
alignment is performed, all images are aligned to a gel with the least geometric
distortions, and (b) in the absence of such a gel, to detect and reduce horizontal
and vertical geometric distortions using indirect ways. According to the listed
alternatives, during the preparation of 2DE gel images, screening of individual gels
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by the smallest geometric distortions and removal of geometric distortions from
individual gels (Fig. 6.4S0–S1 stages) are performed.

The next step in 2DEG image matching is initial matching (Fig. 6.4S1–S2 steps).
The aim of the matching is to find matches with highest reliability in the 2DE gels.
The initial image matching process consists of identification of significant gel
areas, evaluation of similarity of areas from different gels, matching, and error
search (debugging).

The benefits of finding matches in relevant places in the image already in detail
are stated. This is a way to increase the reliability and to reduce the required amount
of calculations.

Similarity or distance (as opposed to similarity) function is required to assess the
similarity of the areas being compared. It would directly evaluate areas of the image
similarity on a pixel basis or indirectly—in each area extracting feature vectors and
determining the distance between them. In Sect. 6.2.3 three algorithms to estimate
similarity of areas are constructed and investigated.

Debugging (error search) is a mean to use additional information to determine
matches. Some information about 2DEG images can be used more efficiently
without assessment of the area similarity but checking match compliance; therefore
debugging step is added. Depending on the stage in which it is decided to use
more information and increase the calculation amount, at the same time seeking
a minimum number of overall calculations, it is necessary to balance between
the following strategies: (a) perform similarity evaluation of complex areas, but
use simple debugging; (b) perform simple similarity assessment for areas, but use
complex error search. The quantity of total calculations must be adapted according
to the probability of reaching the target—to allocate only necessary computational
resources in order to find matches.

The initial alignment of gel images ends with image geometric transformation
according to established equivalents. Rigid transformation is used at this stage
because it is mildly affected by small displacement errors when transformation
parameters are set from large set of equivalents. The algorithm uses an affine
geometric transformation. Moreover, elastic transformation is not necessary at this
stage because during the final match, all matches are searched again, just the search
area is significantly narrowed.

The last stage of image alignment is the final matching of 2DE images (Fig. 6.4
S2–S3 steps). It is based on the initial matching stage; thus both have a lot in
common. The difference between the initial and the last stages of image alignment
is in the use of information—a narrowed search area of matches is used, and the
similarity measure of the regions is based on the geometric arrangement of protein
spots. When all matches are found, elastic image warping using thin plate spline
transformation is performed.
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6.2.2 Preparation of Individual 2DEG Images

In protein separation by 2DE, not all distorting factors of the experiment are man-
ageable, or they can be insufficiently precisely controlled. One of the consequences
is the unevenness of protein movement—during the separation of proteins by mass,
at the edges and in the middle of the gel molecules, movement rates are not identical,
resulting in higher or lower protein vertical displacements of the spot location from
a specific horizontal indicator which denotes the molecular weight (Aittokallio
et al. 2005). Such distortions prevent visibly the gel protein spots from being
precisely associated with the mass marker on the side and set the protein MM. These
distortions are attributed to absolute distortions, which are usually not eliminated by
image matching.

Absolute geometric distortions can be reduced directly or indirectly. An indirect
way is when during correct follow-up, sequence of processing distortions is reduced
automatically without any additional actions. A direct way is when specialized
actions specifically for vertical or horizontal geometric distortion removal are
performed.

Distortions can be indirectly reduced during 2DEG image matching by properly
selecting the gel to which all other experimental group gels are aligned. If the
gel least affected by geometric distortions is selected, then after matching all gels
will have the same absolute geometric distortions, i.e., each gel distortions will be
reduced to the minimum attributed to that group gels. During regular experiment
a big group of gels is created (Luhn et al. 2003); therefore, as the number of gels
increases, the probability to find a gel that will have small distortions in the group
increases. Hence, it is very important to select the 2DE gel that is least distorted.
Also it is important to be able to perform this selection automatically in order to
speed up processes in laboratories and to reduce probability and number of human
error (Dowsey and Yang 2008).

In order to estimate vertical geometric distortions, it is necessary to highlight
those locations and structures that could be affected by geometric distortions in
the image and proportionally indicate vertical effect size. Steep distortions are
most visible in horizontal linear vertical shifts of structures, so it is necessary
to distinguish these horizontal structures and determine their inclination to the
horizontal respect. Horizontal structures can be distinguished in elongated protein
spots. Moreover the characteristic 2DE gel background elements, background
derivatives that are not formed from proteins but caused by impurities in the
samples, can be noticed. These background structures are commonly linear in nature
but fuzzy, so they need to be found and strengthened. Gels also contain protein
aggregates formed due to horizontally close protein spots. Often protein spots are
interconnected. All the derivatives listed would be arranged in a horizontal line in
the absence of geometric distortions; therefore, after estimation of the deviations of
the latter structures from horizontal, gel distortion can be assessed.

Means are required that can extract only those 2DE gel structures that provide
adequate indications of distortions. But a lot of listed structures are indistinct,
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affected by noise (noise depends on vertical structures); therefore, in the light of the
comments, the generalized separation process is as follows: horizontal structures
are highlighted, structures are approximated by curves, and curve tilt is estimated.
Algorithm 6.1 provides the details for all steps.

Algorithm 6.1

Gel vertical geometrical distortions estimation

1. Asymmetric median filtering
2. Horizontal image smoothing
3. Contour estimation using modified Canny detector
4. Short contour segments removal
5. Contour polynomial approximation
6. Local distortion estimation
7. Tilt coefficient filtering
8. Image geometrical distortion evaluation

1. Filtering with an asymmetric median filter. In the first step, gel image IG(x, y)

is filtered by the median filter (Matuzevičius and Navakauskas 2005; Gonzalez
et al. 2003). The median filter can selectively filter the impulsive noise. At this
stage, the median filter is used to suppress vertical contrasting lines:
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I
(1)
G (x, y) = median

(i,j)∈Sxy

{
IG(i, j)

} ∀x ∈ [1, Nx], y ∈ [1, Ny] , (6.1)

Therefore, the selected median filter window Sxy is 9×1 pixels (columns×rows).
2. Horizontal image smoothing. In order to highlight horizontal gel structures, they

are “stretched” horizontally. It is achieved by strongly smoothing the image in
the direction of x axis. Using asymmetric filter which is a low-pass filter in the
horizontal direction, and all-pass in the vertical direction, the desired result is
achieved. Filtering is implemented in the frequency domain.

The foundation of linear filtering in time and frequency domain is a convolu-
tion theorem that can be written (Gonzalez et al. 2003; Sonka et al. 2007):

I
(2)
G (x, y) = I

(1)
G (x, y) ∗ K(x, y),

F ↓ ↑ F−1 (6.2)

I
(2)F
G (ux, uy) = I

(1)F
G (ux, uy) ·KF(ux, uy) ,

here ∗ is convolution operation. According to this expression, the convolution
operation between the original image I

(1)
G (x, y) and filter kernel K(x, y) may

be replaced by the multiplication of their Fourier transforms I
(1)F
G (ux, uy) and

KF(ux, uy) respectively.
It is convenient to create a filter of the required characteristics in the frequency

domain. An ideal low-pass filter has such frequency transfer function:

KF(ux, uy) =
{

1, when ‖(ux − ux0, uy − uy0)‖ ≤ uc;
0, otherwise ,

(6.3)

here uc is cut-off frequency.
So filtration can be done by the following processing sequence:

I
(2)
G (x, y) = Re

[
F−1
(
F(I (1)

G (x, y)
) ·KF(ux −Nx/2, uy − Ny/2)

)]
, (6.4)

here KF(ux−Nx/2, uy−Ny/2) is such frequency transfer functions KF(ux, uy)

that have swapped places of I with III and II with IV quarters (see Fig. 6.6) and
Re(�) is a real part of complex number.

The gel image should be smoothed horizontally but left unchanged vertically;
thus the following asymmetric frequency transfer function is created:

KF(ux, uy) =
{

1, when | ux − ux0 | ≤ uxc;
0, otherwise ,

(6.5)
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Fig. 6.6 Frequency response function for horizontal smoothing

here ux ∈ [0, 2�log2 Nx� − 1], uy ∈ [0, 2�log2 Ny� − 1]; 2�log2 Nx�, 2�log2 Ny�
is number of columns and rows in array, calculated taking filtered image column
and row numbers and increasing their value to the nearest 2n values; (ux0, uy0) =
(2�log2 Nx�/2, 2�log2 Nx�/2) is the center of filter; and uxc = 0, 035 ·ux0 is chosen
cut-off frequency.

3. Contour extraction with a modified Canny detector. The aim of this step is
to extract the characteristic contours of linear structures. Canny edge detector
is chosen because it is optimal for isolation of stepped edges affected by
white noise (Canny 1986; Gonzalez et al. 2003; Sonka et al. 2007). Detector’s
optimality is defined by the following criteria:

• Good detection—the algorithm must mark real edges in the image as much as
possible.

• Good localization—marked edges should be as close as possible to the
locations of the actual edges.

• Clear answer—the actual edge must be marked only once, and noise in the
image should not lead to erroneous edge marking.

Having gradients ∇xI (x, y) and ∇yI (x, y) in x and y directions, the total
gradient at each pixel is computed as follows:

∇‖I (x, y) =
√
∇xI (x, y)2 +∇yI (x, y)2 , (6.6)

while its direction:

∇�
I (x, y) = tan−1 ∇yI (x, y)

∇xI (x, y)
. (6.7)
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Omitting non-maximum values marks the places where the contours could be
placed. A location is marked if its gradient modulus ∇‖I (x, y) in the direction
∇�

I (x, y) is locally maximal. In the next step, the contours are marked in the
places available for contours by two thresholds ∇1 and ∇2, where ∇1 > ∇2. If
∇‖I (x, y) ≥ ∇1, then in that place is a strong edge, and the contour is marked
immediately. If ∇2 ≤ ∇‖I (x, y) < ∇1, contour is marked only then if it is
connected to already marked contours.

In the modified version of the detector, the contour is not marked according
to the gradient size, but according to its direction—the two-level threshold
function is customizable for contour direction. Because the image has vertical
and horizontal contours, and only horizontal ones are required, only in the
horizontal direction dominant contours are extracted. Dual threshold function,
excluding horizontal contours, reduces contour cracking due to the fluctuations
of gradient direction usually caused by noise in the image. According to the first
threshold θ1, contour is outlined if it is close to the horizontal axis or the direction
of the gradient (edge normal) is deviated not more than 90◦ from the threshold.
When the range of gradient directions is in the interval ∇�

I (x, y) ∈ [0◦, 180◦),
then the first threshold rule is met if:

∣∣∣∇�
I (x, y) − 90◦

∣∣∣ ≤ θ1 . (6.8)

The other edges are marked with contours if they meet the condition of the
second threshold and touches the outlines already marked:

θ1 <
∣∣α − 90◦

∣∣ ≤ θ2 . (6.9)

The first and second threshold values are selected as follows: θ1 = 15◦ and
θ2 = 30◦.

4. Short contour segments removal. Short contours are removed, because they
are misaligned or have very little effect on distortions compared to the long
ones (they are not representative of distortions or do not reflect true distortions).
There are short contours that are not sloping due to geometric deformations in the
image, but due to the large inflated shape of a protein spot. Contours are removed
if their length is less than NAS

x /15, NAS
x —gel active area width in pixels.

5. Polynomial approximation of contours. In this step, the contours remaining after
the removal of the short segments in the fourth step are approximated by a third
degree polynomials:

Ĉ(x) � y(x) = b0 + b1x + b2x
2 + b3x

3 . (6.10)

The best approximation is found by the least squares method—searching
for such polynomial coefficients for which the square error between the mod-
eled (approximated) points and the simulated points is the smallest. The problem
can be solved by finding an excess system of equations, formed for the contour
segment of n points, the approximate solution:
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⎡
⎢⎢⎢⎢⎢⎣

1 x1 x2
1 x3

1
1 x2 x2

2 x3
2

1 x3 x2
3 x3

3
...

...
...

...

1 xn x2
n x3

n

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

b0

b1

b2

b3

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

y1

y2

y3
...

yn

⎤
⎥⎥⎥⎥⎥⎦

. (6.11)

System of equations is written in matrix form:

Xb = y . (6.12)

If the matrix XT X is non-degenerative (invertable), the approximate solution
of the system of excess equations is unique and optimal with respect to least
squares error:

min
b
‖Xb − y‖ . (6.13)

An approximate solution is found by:

b = (XT X
)−1

XT y . (6.14)

6. Local distortions estimation. In order to evaluate local horizontal 2DEG image
geometric distortions, it is necessary to determine horizontal image structure
distortions—they will be the same. Therefore by determining the inclination of
the horizontal structures, we will have estimates of geometric distortions at the
gel place of interest. By extraction in the image horizontal contours, we obtained
elementary horizontal structure models (polynomials). Thus the inclination of
horizontal structures due to the geometric deformations at a particular point x

will be the same as the coefficient of inclination of the polynomial tangent at that
point, i.e., the first sequence derivative:

Ĉ(x)
′ = b1 + 2b2x + 3b3x

2 . (6.15)

Derivative of the function for approximating horizontal contours Ĉ(x)
′

defines vertical geometric deformations at a specific point, so they can be related
to the total gel geometric distortions.

7. Filtering the tilt factors. Since the contours which are more inclined than the
actual distortions at the gel placed under investigation occur (e.g., the contour
is locally curved due to being separated from a large upper or lower edge of
the protein spot rather than along its central edge line), the filtering of the
tilt coefficients was implemented. Filtering is performed calculating median of
tilt coefficients of the number of adjacent polynomials entering the filter area
defined by the window. Use median filter window Sxy size 1×NAS

y /10—one
pixel width and one tenth of the active gel area height. In this way, filtering
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eliminates randomly occurring large inclinations, and as the filtering is performed
at each pixel, the inclinations are determined even in areas of the image where
no contours were extracted.

8. Estimation of geometric image distortions. After filtering, having distortion
estimate at each pixel, it becomes possible to estimate global 2DEG image
distortion. For this purpose, tilt coefficients are integrated in the horizontal
direction—starting from the center of the gel active area part moving toward
the left and right sides of the gel and drawing virtual curve. Displacement of the
point on the curve in the vertical direction depends on the tilt coefficients at that
point. This way ten horizontal curves (that were started in the center of the gel,
and their initial points in the center of the gel were arranged in a vertical direction
at equal distances) are drawn.

If there is a need to evaluate global vertical distortions in the gel and
accordingly select the highest-quality gel with the least distortion, in each curve
the distance between its most up and down remote points is determined, then the
largest distance is selected, and the highest-quality gel is selected that one which
has the smallest aforementioned distance.

If there is no suitable gel in the whole experimental group of gels, upright
distortion can be reduced by transforming the image in a way that its horizontal
curves are transformed to equally distanced horizontals. To do this, it is necessary
to move vertically each curve points in order to coincide its y coordinate with the
point, from which curve was started to be drawn, in the coordinate y.

After the image rotation by an angle of 90◦ and repeating the same procedure
again, the whole 2DEG image slanted geometrical distortions will be estimated.
Horizontal distortions of the gel will be reduced in exactly the same way as
vertical ones.

Image quality was judged by vertical geometric distortions because they dom-
inate the 2DEG images. Horizontal distortions, degrading the pI determination,
are much smaller. It is intrinsic of 2DE technology.

Results of an experimental study to determine vertical distortions in gels
are presented in Fig. 6.7. In this figure, gels from each experimental group are
arranged in ascending order of vertical geometric distortions. The gel in the first
place is chosen as having the highest quality. In the figure additionally are marked
gels that were selected by the expert (considering them being the best ones). The
other gels are then aligned according to the selected ones.

Subsection Final Notes
1. Due to vertical geometric distortions in 2DEG images, it is not possible to

determine the exact molecular weight of the protein by directly associating the
location of the protein spot with the mass indicator. Experimental groups of
2DE gels usually contain gels which are undistorted or slightly distorted, so the
selection of a gel with the smallest vertical geometric distortions and aligning it
with the others will result in least distorted set of images.

2. The highest-quality 2DE gels selected by the expert and the algorithm coincided
in the group of gels with greater distortions. In the selection of gels from the



6.2 2DEG Image Matching 221

Fig. 6.7 Results of selecting
2DE gel with minimal
geometric distortions:
symbols—separate 2DE
experimental groups; squared
symbol—expert decision
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group of having less distortions, including those having small difference of
geometric distortions, the gels selected by the expert were in the second place
of the priority queues generated by the algorithm.

6.2.3 Initial 2DEG Image Matching

Purpose of the initial image matching is to find matches between gels with the
highest reliability of overlap and eliminate major geometric distortions.

The benefits of initial matching have been theoretically demonstrated and
detailed in Sect. 6.1. The correctly performed initial matching limits the spread of
local errors throughout the gel, as in the next stage after it, the matching is allowed
only in a small distance and therefore does not affect the search for match in other
locations. By the way, due to the greatly reduced search area, at the time of final
matching, computationally intensive matching methods can be used already as fewer
possible matches will be required to check, resulting in nonsignificant increase
of a total search time. During initial matching global and major local geometric
distortions are eliminated, so later it is possible to apply in such areas similarity
assessment methods that are sensitive to geometry distortions; therefore otherwise
their use could not be successful.

This subsection provides three initial 2DEG image matching algorithms that
have been developed according to the general principles specified in the image
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matching strategy (see Sect. 6.1). Algorithms are presented in the order in which
they were developed. Every algorithm is created aiming to remove the set of the
previous algorithm shortcomings. Finally, it is presented the comparison of the
initial matching algorithm experiments that shows how the characteristics of the
algorithms changed after decisions regarding improvement. The algorithms differ
from each other in parts P1–P2–P3–P4, while parts P0–P1 and P4–P5 are the
same; therefore in the presentation of each algorithm, only the differences will be
analyzed.

The first step P0–P1 is described in Sect. 6.2.3.1. Then, before moving to
algorithm design, the general error management principles (parts P3–P4) that will
guide the development of reliable search methods for matching areas are presented.

6.2.3.1 Estimation of Key Points and Regions

Significant pixels are the areas of the image that provide mostly information about
the image or part of it around the point. At significant points, it is possible to
distinguish such feature vectors that will be in a furthest distance from others
in the feature space. In the rest of the image, extracted feature vectors are more
concentrated in clusters, and the distances between them are smaller. Important
property of the significant point extracted feature vectors is that they are more
resistant to noise—only stronger noise can impact the vector to approach to the
nearest feature vector. Another important property is when a place is significant,
then it can be described by smaller number of features, i.e., unique places are
described and identified much more efficiently than the rest of the image space.
Matching of images intends to find relevant image area locations and geometrically
transform images so that the concerned places will physically coincide. During
recognition of relevant locations in the images, the most likely correctly matched
will be those image locations that are significant (because of their significance,
they are the most resistant to noise). Image matching by significant places is more
effective not only due to reduced probability of missed matches but also due to the
reduced need of calculation resources.

Usefulness of extracted significant area groups directly depends on meeting the
following conditions:

card(S�
G1) ! card(IG1); (6.16a)

card(S�
G2) ! card(IG2); (6.16b)

S�
G1 ∩ S�

G2 # S�
G1 ∪ S�

G2 , (6.16c)

here S�
G1, S�

G2 are important regions in IG1 and IG2 2DEG images; card(S�
G1) is the

number (cardinal) of pixels in the set of gel important areas; and card(IG2) is the
number of pixels in the gel image IG2.
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Significant areas in 2DEG images are protein spot centers. When aligning gel
images, the corresponding protein spots have to overlap; therefore, in order to find
the appropriate gel places with the maximum reliability, it is necessary to search for
similar places by features extracted at protein spot centers. Based on the developed
2DEG image matching strategy (see Sect. 6.1), initial matching actually seeks to
find similar gel places with the highest probability of matching. Protein spot centers
are significant places because they exhibit strong central symmetry (CS). Image
intensity distortions (noise) have the least effect on the CS point position, and the
point can only be lost if it disappears completely. The position of the CS point in the
gels shifts due to geometric distortions, but local geometric distortions in 2DE gel
images are small compared to global ones. For the before-mentioned reasons,
protein spot centers are searched, and only their feature vectors for similarity search
are extracted.

Their central symmetry property was used to find the centers of the protein
spots. 2DEG image segmentation studies have shown that compared to other
methods of calculating central symmetry—phase symmetry and radial symmetry—
Johansson rotational symmetry detector (Johansson 2004) is the best in description
and localization of the protein spot center. According to the Johansson method, the
centers of protein spots are locations of second-order rotational symmetry peaks.

The central symmetry places are not only the centers of protein spots (black
spots) but also places between protein spots (symmetrical white spots). The second
step of the algorithm evaluates the curveness at each point of central symmetry of
the image as two-dimensional functions. In the protein places, there are deflections,
while inflections are present at the white spots. The curvature of a function is
indicated by its second-order derivative—at deflection places it is negative; thus
white spots (not at protein spots centers) can be sorted out according to this
condition. Image second-order derivative is usually acquired using Laplacian of
Gaussian filter that removes image noise and performs differentiation.

In order to find the most significant image locations, in the third step, the
points of central symmetry that are in least probable spot places are removed.
There are various foreign derivatives in 2DEG images that are similar to protein
spots. Frequently their intensity varies very little. Such places are excluded under
minimum image intensity change criterion—if in the central point of symmetry and
around it image intensity change is less than the set threshold, the point is removed
from the list of significant points.

Features are extracted for each significant point. They are calculated in an area
of a certain size around a significant point. The features will not necessarily be
extracted during the search for similar areas in images—areas can be compared
directly using the selected similarity function. In any case, it is necessary to know
the size areas for feature extraction and comparison. An area of appropriate size
formed around a significant point is significant area.

The size of the area should be chosen considering it to be as large as possible,
thus the more unique it is in that gel, but at the same time, it has more noise. Noise
makes the areas less similar. Geometric distortions in small areas are very small, but
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intensity distortions can vary widely—high if a very small area was formed at high
intensity distortions or may have no intensity distortions at all. That is why when
selecting the size of the area, someone needs to seek smaller geometric distortions
and greater area specificity. Therefore, an area of approximately five medium protein
spot size was selected as the most appropriate.

6.2.3.2 Control of Errors During the Search of Matching Areas

Error control is an important process for increasing the reliability of results. Control
of errors involves processes from detecting erroneous data to their removal until all
errors are fixed. Error control is a certain feedback indicating the state of the goal
achievement—whether tasks required to achieve the goal were done successfully.

Because the aim is to create such matches in the image search method that has
a minimal probability of error firstly, it is necessary to define the conditions for
avoiding errors. Most likely correct identification of matching areas will be in cases
when those areas are maximally similar to each other and maximally stand out from
the other areas. A condition necessary to find the common points from these two
sets is that those sets have common points. This condition has been established in
the process of extracting significant points by introduction of an expression (6.16c).

Let’s suppose that the areas S�
G1n and S�

G2m are from the sets of corresponding
gel areas S�

G1, i ∈ [1, NG1], and S�
G2, j ∈ [1, NG2]. Here NG1 and NG2 are the

number of areas formed in the respective gels when areas were formed at each
significant point, and dist(�, �) is distance between selected areas with respect to
selected metrics (metrics must properly express 2DEG image areas of similarity or
dissimilarity; hence the problem of metric selection must be decided, too). The areas
S�

G1n and S�
G2m will coincide most likely if:

dist
(
S�

G1n,S
�
G2m

)→ min; (6.17a)

dist
(
S�

G1n,S
�
G1i

)→ max; (6.17b)

min
j∈[1,NG2]

j �=m

dist
(
S�

G2m,S�
G2j

)→ max . (6.17c)

If dist
(
S�

G1n,S
�
G2m

) = 0, then conditions can be rewritten by:

dist
(
S�

G1n,S
�
G2m

)→ min(= 0); (6.18a)

min
i∈[1,NG1]

i �=n

dist
(
S�

G2m,S�
G1i

)→ max; (6.18b)

min
j∈[1,NG2]

j �=m

dist
(
S�

G1n,S
�
G2j

)→ max . (6.18c)
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Upon request (simplifying the maximum reliability conditions) that the distance
between points from different sets would be shorter than the distance to the other
points from the same set (matching areas would be more mutually similar than
they are similar to the most similar areas of the same sets), then (6.18) can be
approximated by the following conditions:

dist
(
S�

G1n,S
�
G2m

)
< min

i∈[1,NG1]
i �=n

dist
(
S�

G2m,S�
G1i

); (6.19a)

dist
(
S�

G1n,S
�
G2m

)
< min

j∈[1,NG2]
j �=m

dist
(
S�

G1n,S
�
G2j

)
. (6.19b)

During the development of matching search algorithm and willing to speed up
the search while maintaining the basic properties of fault resistance, the tolerance
conditions (6.19) are implemented by the search of similarity between image areas
in both directions. The area from the first gel has to have the most similar area in
the second gel, and then the area found in the second gel is searched in order to find
the most similar area in the first gel. At the end the area found in the first gel must
be the same as the one from which the search has begun.

Introduction of simplified terms in a search of matches explains the splitting
of image matching into initial and final matching stages. If the conditions of
(6.17) were followed, then the search would be performed consistently, starting
with the most reliable match found and gradually selecting less and less reliable
matches, before each such processing discarding the sets that were already have
been matched. The application of (6.19) prevents reliability rating of matches, so
that all matches meeting the new conditions had the same increased reliability in the
group. The finding of this group is the result of an initial matching.

6.2.3.3 First Algorithm for the Search of Matching Areas

The kernel of a first matching area search algorithm (Algorithm 6.2) consists of
a combination of two measures of similarity. The similarity measures used are
standardized cross-correlation and mutual information. These similarity measures
are among the most commonly used in image matching tasks. The combination
of the two measures of similarity aims at reducing search time for overlapping
areas and increasing results reliability. In the first step, using a normalized cross-
correlation, candidate areas or, in other words, excluded areas, which are unlikely
to overlap, are selected. In the second stage, using mutual information, the most
similar area is selected. Normalized cross-correlation is calculated quickly, but it is
not very suitable for gels to assess the similarity of the images due to their intensity
and geometry distortions. Mutual information is more resistant to noise, but it is
receptive to calculations. The combination of both methods allows reducing of both
methods’ disadvantages and exploitation of their individual advantage.
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Algorithm 6.2

Matching area search
1. One significant area S�

G1n of the first gel image is taken.
2. Applying a normalized cross-correlation to the second gel image, a group of

areas most similar to the area S�
G1n is found.

3. Using mutual information from the areas of the second gel group, one of the most
similar areas is selected.

4. The same but in reverse direction search is done when applying normalized cross-
correlation; a group of areas in the first gel image is found that are most similar
to the area in the second gel image.

5. Using mutual information from the areas of the first gel group, one of the most
similar areas is selected.

6. The correspondence between the areas of the two gels is recorded, if the area
found in the last step coincides with the area from which search started, i.e., with
area S�

G1n.

An initial gel image processing was performed in order to improve the assess-
ment of area similarity. It increases the contrast of gel images according to the initial
processing principles of the proposed matching algorithm.

Normalized cross-correlation for initial similar group search was used because
of its rapid performance in the frequency domain:

IR = F−1

(
F (IG2) · F∗(S�

G1n)∣∣F (IG2) · F∗(S�
G1n)

∣∣
)

, (6.20)

here FandF−1 are direct and inverse Fourier transforms and F∗(S�
G1n) is complex

conjugate of F(S�
G1n), i.e., area S�

G1n rotation by 180◦.
The peaks in the correlation image IR indicate the range S�

G1n offset, i.e., places
where the correlation is locally maximum. For a further search of a similar area
when mutual information similarity function will be used, preselection of areas that
meets the following condition is done:

S�
G2j = arg max local

x,y

(
IR(x, y) > 0, 5 · IR�

)
, (6.21)

here arg max local is search of local image maximum coordinates.
Using mutual information function from area set S�

G2j , one most similar area is
selected by:

S�
G2m = arg min

j∈[1,NG2]

(
H
(
S�

G1n

)+H
(
S�

G2j

)− H
(
S�

G1n,S
�
G2j

))
, (6.22)

here H(�,�) = −∑i

∑
j pij (�,�) ln pij (�,�) is joint entropy and H(�) =

−∑i pi(�) ln pi(�) is marginal entropy.
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Found area S�
G2m is most similar to the area S�

G1n with regard to the two similarity
criteria. To find the area most similar to S�

G2m in the first gel, the same steps
are followed. If this is the area S�

G1n, then a coincidence between images of both
2DE gels is registered.

Important preliminary results of this study—the initial matching advantages of
the strategy over conventional iterative image matching methods (based on geomet-
ric image transformation and estimation of matching by similarity throughout the
whole picture)—were confirmed. The combination of the two similarity measures
significantly increased search speed, and the two-way search for similarities imme-
diately rejected a considerable amount of coinciding but false spot pairs. However,
when the noise in 2DEG images increased, fewer and fewer correct matches were
found. The resistance to noise could be increased by following examination of
the main image similarity assessment methods and exploration of the possibility
to develop an alternative similarity assessment method that utilizes multilayer
perceptron.

6.2.3.4 Second Algorithm for the Search of Matching Areas

This section focuses on the study of distance functions, willing to determine suitable
assessment of the similarity of 2DEG image areas. Because the algorithm presented
in the previous section obtains promising results, it was decided to improve this
initial alignment strategy. The main focus is on the study of distance functions and
creation of an alternative method suitable for the evaluation of gel area similarity.
An alternative algorithm is constructed using multilayer perceptron. Research is
organized based on the idea that the assessment of image similarity must be
specialized for specific images. The image of each specific area of the gel is
distinguished by its characteristic information and noise. Examining wisely the used
distance measurements, we aim to develop an alternative algorithm which is able to
find the similarities inherent in the 2DEG images and is as resistant as possible to
noise—intensity and geometric distortions.

A Set of Distance Metrics

The distance between the two image areas x and y is denoted dist(x, y). Usually
the distance (dissimilarity) is a following function dist : N×N → R, where N is
the set that for all x, y ∈ N following properties are valid: dist(x, y) ≥ 0 (non-
negativity); dist(x, y) = dist(y, x) (symmetry); dist(x, x) = 0 (identity); and
dist(x, z) ≤ dist(x, y) + dist(y, z) (triangle inequality).

We will examine how each distance function is able to evaluate the 2DEG image
area dissimilarity and would therefore be suitable for searching for similar areas. A
search for a similar areas is required to match images.

A summary of the distance functions selected for the comparison tests is provided
in Table 6.1. Distances (1)–(5) and (6b)–(9b) (they are alternative realizations of
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Table 6.1 Distance measures selected for comparison

Distance measure dist(x, y) Alternatives

Squared Euclidean
∑

i
(xi − yi)

2 – (F1)

Cosine 1 −
∑

i xiyi√∑
i xixi ·

√∑
i yiyi

– (F2)

Pearson correlation 1 −
∑

i (xi − x̄) (yi − ȳ)√∑
i (xi − x̄)2

∑
i (yi − ȳ)2

– (F3)

Spearman’s rank correlation
6
∑n

i=1

(
rank(xi)− rank(yi)

)2
n
(
n2 − 1

) – (F4)

Chebyshev max
i
|xi − yi | – (F5)

Histogram intersection 1 −
∑

i
min (pi(x), pi(y)) 1 −∑i min

(
x̂i , ŷi

)
(F6a,b)

Jeffrey divergence
∑

i
pi(x) ln

2pi(x)

pi(x) + pi(y)
+

∑
i
x̂i ln

2x̂i

x̂i + ŷi

+
(F7a,b)

∑
i
pi(y) ln

2pi(y)

pi(x) + pi(y)

∑
i
ŷi ln

2ŷi

x̂i + ŷi

Bhattacharyya (Hellinger)

√
1 −
∑

i

√
pi(x)pi(y)

√
1 −
∑

i

√
x̂i ŷi (F8a,b)

χ2
∑

i

(
pi(x) − pi(y)

)2
2
(
pi(x) + pi(y)

)
∑

i

(
x̂i − ŷi

)2
2
(
x̂i + ŷi

) (F9a,b)

Normalized mutual information
1

2

(
1 − H(x)+H(y)

H(x, y)

)
– (F10)

Here:rank(�)—position of the data after sorting in ascending order;
p(x), p(y)—probability density functions of discrete random variables x and y;∑

i pi(x) = 1; ∑i pi(y) = 1; ∑i x̂i = 1; ∑i ŷi = 1; x̄ = 1
n

∑
i xi; ȳ = 1

n

∑
i yi;

H(x), H(y)—marginal entropies; H(x, y)—joint entropy;
H(�) = −∑i pi(�) ln pi(�); H(x, y) = −∑i

∑
j pij (x, y) ln pij (x, y).

distances (6a)–(9a)) are calculated directly from the points in the 2DEG image
area, thus enabling the evaluation of the spot arrangement geometric features.
Distances (6a)–(9a) and (10) are from information theory and are calculated from
each image probabilistic distributions. The Euclid and Chebyshev distances are
separate Minkowski distance cases:

p√∑
i |xi − yi |p, when p = 2 and p = ∞,

correspondingly.

Dataset Generation for Comparison of Distance Metrics

The content of the image determines the effectiveness of the distance measurements.
The measure must be sensitive for those visual features that are characteristic to the
images under comparison. Only then will it be possible to find similar areas in the
images more reliably. If a set of images is composed so that it contains examples
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Fig. 6.8 Examples from created 2DEG image dataset: (a) example from synthetic image
dataset Z1; (b) example from semi-synthetic image dataset Z2

that are ranked according to a uniformly varying similarity, then measured distance
between the first and each subsequent image would successively increase. However,
the group of natural 2DEG image areas cannot be ordered according to similarity
because a suitable tool for that does not exist. In order to solve this problem, we
created datasets of synthetic and semi-synthetic image possessing basic features of
gel images.

Set of synthetic 2DEG images Z1. The 2D Gaussian function as a protein spot
model was used in the development of synthetic 2DEG image examples. This model
can represent forms of most protein spots. Two-dimensional Gaussian function,
modeling a single protein spot, is written as follows:

	2G (x, y; θ2G) = IA · exp

(
− x′2

2σ 2
x

)
· exp

(
− y′2

2σ 2
y

)
, (6.23)

here θ2G = {
IA, θR, x0, y0, σx, σy

}
; x′ = cos θR · (x − xc) + sin θR · (y − yc);

y′ = − sin θR · (x − xc) + cos θR · (y − yc); θR is the rotation with respect to its
center angle of the spot model; (xc, yc) is the coordinates of the center of the spot
model; IA is the maximum intensity of the spot without a background; σx, σy is
spot width in horizontal and vertical directions.

The set of synthetic 2DEG images Z1 consists of elementary image sets Zn,m.
Elemental image sets Zn,m have synthetic images that differ by only two
parameters—the coordinates of the center of the spot model

(
xc(n), yc(n)

)
and

intensity maximum IA(m). Images from different elementary sets differ in all model
parameters. Elementary image sets Zn,m as Nn×Nm = 25×25 size arrays were
created monotonically changing parameter pair

{(
xc(n), yc(n)

)
, IA(m)

}
, depending

on indices (n, m). The indices (n, m) indicate a specific synthetic image in the
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elementary image set Zn,m. Other spot model parameters in the same elementary
set are constant. So the synthetic 2DEG images differ from each other in the position
of the spots and intensity (see Fig. 6.8a).

A set of semi-synthetic 2DEG images Z2. These image sets were created
according to natural 2DEG image geometric and intensity distortions. These
distortions are a major cause in 2DEG images that makes difference in 2DEG image
areas that should be identical. Having corresponding areas SG1n and SG2m from
different gels, we generate intermediate ones gradually changing the images from
SG1n to SG2m. Gradual transition from one image to another is implemented by
the geometric transformation and transition of image intensity. Performing both
processes independently, i.e., gradually changing the parameters of the geometric
transformation and drawing up various linear derivatives of the original images, a
set Z2 according to essential principles similar to Z1 is generated. Both sets sizes
are the same. Semi-synthetic image set example is given in Fig. 6.8b.

Having two 2DEG image areas of the same size SG1n and S′
G2m (S′

G2m is
area SG2m after matching with area SG1n), taken from the original 2DEG images,
intensity shift is obtained by calculating linear image derivatives:

Z1,m = SG1n

Nm −m

Nm − 1
+ S′

G2m

m− 1

Nm − 1
. (6.24)

Here Nm is the number of images in the sequence to be obtained (Nm = 25);
m ∈ [1, Nm] is intermediate image index; Z1,1 = SG1n; and Z1,Nm = S′

G2m.
Geometric distortions are modeled by extracting overlap vectors, according to

which performed f : SG2m→S′
G2m, images SG1n and SG2m are matched. Everyone

previously generated intermediate image Z1,Nm is geometrically transformed into
an imageZNn,Nm = SG2m in equal selected (Nn = 25) steps. Parameters θPLS(n)

of thin spline models (see Eq. (6.32)) are selected according to the geometric
transformation index n ∈ [2, Nn]. From a set Z2 using available geometric
transformation parameters, a set of semi-synthetic images Zn,m is generated:

Zn,m = 	PLS
(
Z1,m; θPLS(n)

)
, (6.25)

here 	PLS is a thin spline transform and θPLS(n) is transform parameters.

Comparison of Distance Metrics

The distance functions are compared in order to select ones that best stipulate
the identification of matched in 2DE gel areas. Seven experiments for distance
comparison were prepared and performed (results of the distance ratings obtained
during them are presented in Table 6.2). The best result in each of the group (table
row) is denoted by 1, and ascending indices mean deteriorating properties.

Three main types of experiments were used to compare distances: (a) investi-
gation of distance calculation duration (first row in Table 6.2); (b) investigation
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Table 6.2 Ranking of 2DE gel image sets pairwise comparison results

Comparison way
Distance measure, dist(x, y)

F1 F2 F3 F4 F5 F6a F6b F7a F7b F8a F8b F9a F9b F10

Processing time 4 6 7 14 1 11 3 10 8 12 5 9 2 13

SOM/1DM/Z1 8 6 1 5 3 13 2 11 9 10 13 14 4 7

SOM/1DM/Z2 7 6 1 4 2 10 3 12 9 11 14 13 5 8

SOM/1DM/Z∗ 8 7 1 5 2 13 3 10 6 11 12 14 4 9

SOM/2DM/Z∗ 8 7 1 5 2 13 3 10 6 11 12 14 4 9

SOM/3DM/Z∗ 6 2 1 4 3 9 5 12 8 13 14 11 7 10

Expert/1DM/ZN 8 2 1 4 9 10 3 13 6 14 11 12 5 7

of Kohonen self-organizing feature map SOM (Dzemyda et al. 2008) classi-
fier (rows 2–6); (c) comparison with expert-provided decisions (row 7). SOM
application is motivated by the ability of this classifier to sort examples according
to their similarity (or dissimilarity), which in this case corresponds to distance
measurements. Because images in compiled synthetic and semi-synthetic sets are
sorted according to the true similarity change (by measuring true similarity, we can
find matching areas in gels under comparison), thus best distance measures or their
groups will be those that SOM classifier arranged in the same order as they were
lined up during generation.

To better research the informativeness of individual distance measures or groups
of them during comparison of samples by similarity, five experiments with SOM
were carried: using 1, 2, or 3 distance measures (features) (in Table 6.2 denoted by
1AM, 2AM, or 3AM), which were calculated with synthetic, semi-synthetic, and all
datasets (labeled Z1, Z2, and Z∗, correspondingly).

Distance values dist(Z1,1,Zn,m), when n ∈ [1, Nn] and m ∈ [1, Nm] calculated
between Z1,1 sample and remaining samples in that set, were input to SOM clas-
sifier. It was found that distance measurements can be clearly compared by SOM
classification of samples into three classes: 1 class samples are closest to Z1,1
because their distance to the sample value must be the smallest (here proximity
is understood according to the location in the dataset); 2 class includes moderate
distance samples; while 3 class represents the farthest from Z1,1 samples—Z1,Nm,
ZNn,1, ZNn,Nm, and close to them samples. During the experiments, each set of
samples was classified into three classes and then assessed whether samples have
been assigned to the appropriate classes as given in the description.

Ratings were assigned to distance measures as follows: (a) distances dist(Z1,1,

Zn,m), here n ∈ [1, Nn] and m ∈ [1, Nm] for all sample sets, were calculated;
(b) 1, 2, or 3 distance values (depending on the test; in the study of 2 or 3 distance
groups, all possible distance combinations up to 16 distances were constructed) were
passed to SOM; (c) SOM classification and evaluation, whether the set of samples
is classified according to the description, were done; (d) for distance measures that
have contributed to the correct classification of the set, a score was awarded; (e) the
distance with the highest score was ranked the best (“1”). For each experiment type,
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distances were ranked separately. Distance ratings for five experiments are presented
in Table 6.2 rows 2–6.

Experts’ ranking was performed as follows: (a) expert by hand noted protein
spots corresponding to the same proteins in the compared gels (when matching
gel images, those places must necessarily overlap); (b) the 2DEG image areas
were taken from the marked locations and that the respective areas are similar
was recorded—in such a way, sample set ZN was created; (c) during testing the
distances between all collected areas were calculated; (d) if the use of distance
measure yielded the minimum distance between recorded similar areas, then a score
was given for the distance; and (e) the distance with the highest score was ranked
the best (“1”). Results of this experiment are provided in Table 6.2 row 7.

Based on the results of the experiments, the following group of three distance
measures was selected (grayed in Table 6.2): Pearson correlation distance (3),
the intersection of the histograms, calculated from the normalized pixel intensity
values (6b), and the distance χ2, calculated from the pixel intensities (9b). Selected
distances will be used in further experiments. Spearman’s rank correlation (4) and
Chebyshev (5) distances yield good results, but they were not selected because their
calculation requires big computational resources or due to very different test results
when tested with generated samples and with samples provided by the expert.

6.2.3.5 Development of MLP Detector for Area Similarity Estimation

The choice of possible multilayer perceptron (MLP) detector structures was limited
by the available training dataset specifics. For MLP the training examples and
responses are required. It was possible to create a dataset that does not contain
an absolute but relative value of the area similarity, i.e., data on the actual
dist(SG1n,SG2m) and dist(SG1n,SG2r ) distances was not available. Therefore the
distance dist(SG1n,SG2m) and dist(SG1n,SG2r ) values were fed into the MLP input.
If the actual distance between the first pair areas is larger (SG1n area is more
similar to SG2m than to SG2r area), then the MLP response had to be “1” and
“−1” otherwise.

The training sample set consisted of three sample sources—synthetic, semi-
synthetic, and natural 2DEG images (Z1, Z2, ZN, respectively). Such set of samples
covers a large part of distortion in the 2DEG images. The sample set ZN was created
based on the expert-provided information on overlapping areas of the gel.

Let’s mark by SG1i , i ∈ [1, NG1], and SG2j , j ∈ [1, NG2], areas that were
separated in IG1 and IG2 2DEG images. A part (Nmtch) of these areas SG1i and
SG2j , when i = j (i, j ∈ [1, Nmtch], Nmtch ≤ NG1, and Nmtch ≤ NG2), is
marked by expert as matching in IG1 and IG2 2DEG images. Then dist(SG1i ,SG2j )

(i = j ; i, j ∈ [1, Nmtch]) will be the distance between the areas that must overlap
when the gels match, which means that this distance must be kept to a minimum
in order to correctly identify this pair of areas as matching. Distances between all
areas that do not match dist(SG1i ,SG2j ), i �= j were also calculated.
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Fig. 6.9 Generalized representations of investigated MLP structures: (a) MLP-A; (b) MLP-B;
(c) MLP-C; (d) MLP-D

The MLP training dataset is composed as follows: (a) for all examples dist(SG1i ,

SG2j ) (i = j ; i, j ∈ [1, Nmtch]), the response value “1” was assigned; (b) for
examples dist(SG1i ,SG2j ) (i �= j ; i ∈ [1, NG1]; j ∈ [1, NG2]), a response value
“−1” was assigned.

There were three original and one standard MLP structure created (shown in
Fig. 6.9). Blocks in flowcharts denote the artificial neuron layer. The input layer
consists of three inputs to provide the value of each distance. There can be up to
three hidden layers with possible sizes—N(1−3) = {5, 10, 15, 20, 30, 40} neurons
in each layer. Output layer consists of a single neuron. MLP activation function in
the first hidden layer is the logarithm sigmoid (LS, �(1)

LS) because the distance values
fed to the network are positive and normalized. In the third hidden layer, a tangent
sigmoid (TS) transfer function (�(3)

TS) is used, because the MLP network response
sign will indicate which image pair similarity is higher. Selection of the second
hidden layer transfer function is unrestricted by input and output data; thus the use
of two functions—�

(2)
LS ir �

(2)
TS was tested.

The first three MLP structures (named by MLP-A, MLP-B, and MLP-C) are
such that their inputs are not initially fed to a common layer, but into two parallel
branches with completely identical parameters, that are connected only in the third
hidden layer. The fourth investigated structure of MLP-D reassembles the regular
multilayer structure.

All MLP structures were tested with 57 380 image pairs randomly divided
into the training (60%), validation (20%), and testing (20%) sets. Each MLP
was initialized according to the Nguyen and Widrow method and taught by the
Levenberg and Marquard algorithm. Employed training parameters are as follows:
maximum number of epochs, 100; training error, 0; maximum number of
consecutive validation failures, 5; minimal gradient value, 10−10; μinit = 0, 001;
μdec = 0, 1; μinc = 10; and μmax = 1010. The best result of each MLP structure
use was selected:

• In MLP-A case: N(0) = 3, N(1) = 5, N(2) = 5, N(3) = 30, N(4) = 1, with �
(1)
LS,

�
(2)
TS, �

(3)
TS, and �

(4)
S functions.

• In MLP-B case: N(0) = 3, N(1) = 40, N(2) = 15, N(3) = 1, with �
(1)
LS, �

(2)
TS, and

�
(3)
S functions.
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• In MLP-C case: N(0) = 3, N(1) = 30, N(2) = 5, N(3) = 1, with �
(1)
LS, �

(2)
TS, and

�
(3)
S functions.

• In MLP-D case: N(0) = 3, N(1) = 30, N(2) = 10, N(3) = 1, with �
(1)
LS, �

(2)
TS, and

�
(3)
S functions.

These networks were further tested by selecting matching areas only from natural
2DEG images.

Estimation of Area Similarities using MLP

The matching area pair MLP selects in a following way:

1. Image area S�
G1n from the first 2DE gel is prepared for comparison with all

possible areas S�
G2j , j ∈ [1, NG2] in another gel image.

2. Three chosen distance measures (see Sect. 6.2.3.4) are used for calculation of
distances between all areas under comparison.

3. According to the calculated distance values, MLP detector selects a pair of image
areas between which distance is smallest (areas most similar).

4. The area S�
G2m found in the second gel in accordance to the same principles is

comparable to all areas S�
G1i , i ∈ [1, NG1].

5. The location of the match found on the alignment gels is marked and will be used
to geometrically transform images.

Result of Automatic 2DEG Image Matching

The test dataset formation is based on the same principle as natural image
training dataset—according to specified by the expert gel image matches. The
test dataset images are from three different biochemical experiments in which
proteins of specific cells (HL-60 cells, the conductive part of the human heart
cells, and mesenchymal stem cells) were studied. The first image group consists
of 186,992 2DEG, the second has 76,722, and the third experimental group has
101,007 image pairs.

The results of the experiments are presented in Table 6.3. During the experiments
each best neural network from each principal structure was compared as well as the

Table 6.3 Percentages of successful natural 2DE gel image similarity comparisons

Origin of 2DE gel sets
Single feature classifier Multilayer Perceptron

(F3) (F6b) (F9b) A B C D

HL-60 cells 99.965 99.985 99.987 99.983 99.990 99.961 99.973

Human heart cells 98.915 99.014 98.811 99.363 99.589 99.159 99.253

Mesenchymal stem cells 99.919 99.864 99.868 99.959 99.974 99.930 99.954
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result of each distance measure selected for use with MLP in order to find matching
areas. Results as a ratio of the number of correctly found matching pairs in each
test group having known number of matching pairs are expressed in percentages.
The best results are marked by gray background. Comparative experiment results
show that the network structures that are formed by splitting the input layer into
separate branches and merging them into one layer only at the end of network
are superior in deciding on gel image area similarity. A network of such structure
initially concentrates in distance values between all pairs while postponing the
decision which pair is more similar, to the last neuron layer.

Subsection Generalization

1. An automatic search for similar areas procedure has been created.
2. From the analyzed 14 distance metrics as the most informative were selected

Pearson correlation, the intersections of the histograms, and the χ2 distance.
3. To detect a 2DEG image areas, matching a multilayer perceptron was proposed.
4. The results of experiments show that after applying the selected MLP network

structure and distance measures, area matching identifibility increases.

6.2.3.6 Third Algorithm for the Search of Matching Areas

In order to speed up the search procedure, new algorithm uses a completely new
principle during assessment of area similarity. Moreover, to reduce the number of
errors when the level of distortion increases, additional debugging step is added.

The core of the algorithm is the search for similar areas of the 2DEG image
according to the features that are extracted by Lowe technique (Lowe 2004).
Accordingly, at each significant point, 128 feature vectors are formed, while matches
are found according to previously presented algorithms—the distances between all
vectors from different images are calculated, and matching is registered between
those vectors that have the smallest distances between images when searched in
both directions.

At the beginning of the Lowe technique, the significant pixels are found. Then
at each point dominant image direction and scale are determined. They are used
to normalize the features in order to describe each point independently from those
parameters. Lowe’s descriptors are calculated at each significant point found in the
presented method in Sect. 6.2.3.1, while the omission of the feature normalization
step results in far more correct matches found before the error detection step stage.
Attribute normalization can be omitted if both 2DEG images are scanned at the
same resolution and possess the same orientation on the scanner.

Lowe’s descriptor is a group of histograms formed by local gradients. Each
descriptor consists of 4 × 4 × 8 = 128 attributes—it is an array of 4×4 histograms,
in which each histogram consists of 8 columns describing the size of the gradient in
eight directions. The array of histograms is produced from 16×16 pixel size image
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a b

c d

Fig. 6.10 Descriptors of different scale but having the same position (same orientation and
centered at the same spot). Descriptors visualized using VLFeat library (Vedaldi and Fulkerson
2008)

area by combining the size of the gradient and its direction data weighting them
by a Gaussian function. Four descriptors of different scale but having the same
orientation and calculated at the same location of gel image (centered at the same
spot) are shown in Fig. 6.10.

The search for matches is performed similarly to the principle of the previous
algorithm—those matches that were maximal in both directions between regions
S�

G1i and S�
G2j are selected. But in this algorithm an additional debugging procedure

based on the RANSAC algorithm is performed at the end.
Random Sample Consen-sus (RANSAC) algorithm often is used for the selection

of data that correspond to a particular model in case of large data groups. Data
selection (sampling) could be needed due to a large number of erroneous data
or due to mixture of data belonging to different models. RANSAC algorithm in
2DEG image matching task was used in order to reject (detected) erroneously
found matches. During RANSAC algorithm data that belongs to the same model
of geometric transformation are selected.

When matches (matching areas) are found in the 2DEG images, some of them
may be incorrect. It was found that with increase of noise (intensity distortions)
level in 2DEG images during bidirectional search, number of mismatches are on the
rise and sometimes quite strongly. Therefore before the geometric transformation of
images, erroneous matches need to be removed.
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RANSAC can eliminate erroneous data in case it constitutes up to 50% from
all the data. Because during 2DEG images matching errors occur due to noise in
the images, erroneously matched area places are irregular, and RANSAC algorithm
will not assign them to the model. There is a vanishingly low probability that noise
exposure will result in a large data group belonging to the wrong model. Under
these circumstances, the RANSAC algorithm is very suitable for the correct match
processing.

Most of the geometric distortions in the 2DEG images can be removed by use
of projection transformation. RANSAC algorithm is efficient, with a large amount
of data and a small number of model parameters; therefore instead of complex and
plastic transformation model, we have chosen to use a projection transformation
model that requires four point pairs to determine the match. In a homogeneous
coordinate system, the projection transformation is defined by a matrix of six
coefficients.

Subsection Final Notes
Initial 2DEG image matching is important because:

1. It removes large geometric distortions from 2DEG images
2. Area for the final matching search is reliably reduced
3. Final matching error risk is broken down in parts—a matching error made in the

final matching will not affect matches found in other fields
4. Number of comparisons required to determine a pair of similar image areas is

reduced

6.2.4 Final 2DEG Image Matching

The final 2DEG image matching process is similar to the initial matching as it is
announced in the circumstantiation of the whole matching method (Fig. 6.4).

Main differences between final and initial matching are as follows:

1. During the extraction of significant points, more points are left because no final
rejection of points according to the minimum height is performed.

2. Additional means to assess the matching areas are used—the focus is on the
geometric information of the images rather than the intensity.

3. The search for matching areas is conducted in a small area around the significant
area. Such search restriction transfers the information from the initial to the final
matching stage.

4. During the error control, checking for overlaps between mapping vectors is done.
5. Instead of non-rigid geometric transformation, the plastic transformation is

performed.
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6.2.4.1 Geometrical Transformation of 2DEG Image

At the end of the final 2DEG image matching, different from initial stage, geometric
transformation is performed. As in the initial matching stage found matches
are reliable, a non-rigid transform here can be used. Thus a thin plate spline
transformation is used to complete 2DEG image matching (Bookstein 1989).

The thin plate spline represents superposition of eigenvectors of the surface
curvature energy matrix. The splines can be used to model surface deformations.
Therefore, from a pair of splines corresponding to deformations along x and y axis,
it is possible to form mapping 	PLS : R

2 → R
2 that links landmark sets in

two images. The spline mapping can be broken down into linear parts (affine
transformations) and principal distortions that are geometrically independent and
dissimilar deformations of decreasing areas. In this case, the mapping function
is broken down into elementary parts called the main solution of the biharmonic
equation:

ϒU(d) = d2 log d2 , (6.26)

here d =
√

x2
i − y2

i is the distance from start of Descartes coordinate system.
Let us discuss the use of thin plate splines for geometric transformation. Suppose

sets of points SG1n = {xG11, yG11; . . . ; xG1nyG1n} are available in the first image
and SG2n = {xG21, yG21; . . . ; xG2n, yG2n} in the second one. Such function 	PLS
is required that would represent the points SG1n into SG2n. At the beginning the
distances dij = ‖SG1i −SG1j‖ between all possible permutations of points SG1n are
calculated, and then (6.26) is applied. The results are recorded as n×n size matrix:

X0 =

⎡
⎢⎢⎣

0 ϒU(d1,2) · · · ϒU(d1,n)

ϒU(d2,1) 0 · · · ϒU(d2,n)
...

...
. . .

...
ϒU(dn,1) ϒU(dn,2) · · · 0

⎤
⎥⎥⎦ . (6.27)

The coordinates of the points are written in another matrix:

AG1 =

⎡
⎢⎢⎢⎣

1 xG11 yG11

1 xG12 yG12
...

...
...

1 xG1n yG1n

⎤
⎥⎥⎥⎦ (6.28)

and from them we compose:
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X =

⎡
⎢⎢⎣

X0 AG1

AT
G1

0 0 0
0 0 0
0 0 0

⎤
⎥⎥⎦ , (6.29)

here “�T ” is matrix transposition operator.
The coordinates of the reference image points SG2n are written in the following

matrix:

AG2 =
[

xG21 xG22 · · · xG2n 0 0 0
yG21 yG22 · · · yG2n 0 0 0

]T

. (6.30)

Parameter vector θPLS elements (θ1, θ2, . . . , θn) and (θa, θax, θay) become:

θPLS = [θ1 θ2 . . . θn | θa θax θay
]T = X−1AG2 . (6.31)

θPLS elements will be used as mapping function 	PLS(�) coefficients:

	PLS(x, y) = θa + θaxx + θayy +
n∑

i=1

θiϒU
(‖Sa

i − (x, y)‖) . (6.32)

The function 	PLS(x, y) is searched for thin plate spline mapping that maps the
set of points SG1n with SG2n.

6.2.4.2 Experimental Evaluation of the Final 2DEG Image Matching

After the matching of final images, the protein spots in the 2DE gels must coincide.
In order to fully automate the image analysis process, image matching needs to be
reliable—even in growing noise level case, the probability of mismatching of the
images must be minimal. At the same time, another aspect is also important for
successful automation—it is desirable that human errors (introduced in the start of
matching, e.g., when the gels were scanned using different resolution or the scan
did not cover the entire gel) be detected during the matching.

During the experimental studies, the following 2DEG image matching methods
and programs were compared:

1. New, 2DEG image matching technique introduced in this section
2. A multiresolution image registration (MIR) stepwise 2DEG image matching

technique (Veeser et al. 2001);
3. A robust automated image normalization (RAIN) 2DEG image matching tech-

nique (Dowsey et al. 2008).
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Table 6.4 2DEG image matching technique investigation results

Matching experiment types
2DE image 16 pairs matching

MIR RAIN Proposed technique

Natural gel image 4 (25%) 12 (75%) 15 (94%)

Gel with gel part 0 (0%) 0 (0%) 10 (63%)

Different resolution gels 4 (25%) 10 (63%) 14 (88%)

Matching mean duration 1.5 [s] 14 [min] 21 [s]

Objectives of the matching experiments are the following:

1. Create examples of gel image pairs.
2. Study natural 2DEG image matching.
3. Investigate the gel image alignment with part of another gel image.
4. Study different resolution gel image matching.
5. Estimate the duration of calculations.

The results on the experiments using 16 gel image pairs are presented in
Table 6.4.

Section Generalization

1. Developed and implemented 2DE gels with the smallest geometric distortion
selection method allow automation base gel selection—in groups of
2DEG images with larger than 20 pixels (3% gel height) minimal vertical
geometric distortions, in a new way, chosen gel always coincided with the
one chosen by the expert.

2. Developed and investigated by multilayer perceptron and three distance func-
tions (Pearson correlations, histogram intersections, and χ2) based method for
assessing the similarity of image areas allows to achieve 99,990% true matching.

3. A proposed locally adaptive two-way matching method sets a minimum similar-
ity threshold for confirmation of equivalence.

4. Adapted to detect errors, RANSAC algorithm takes into account conditions for
maintaining the relative position of protein spots.

5. Created and implemented automatic 2DEG image matching technique works
with natural and semi-artificial gel images more efficiently than the analogous
MIR and RAIN methods:

a. The new method automatically matches 94% natural 2DEG images—that is,
20% more than RAIN and 70% more than MIR methods.

b. When aligning the 2DEG image with part of the other gel image, new
technique matches 63% images—other methods do not perform such a task.

c. While matching 2DEG images with 20% resolution differences, the new
technique succeeds to match 88% images—that is, 25% more than by the
use of RAIN and 63% more than by MIR method.
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d. The new technique matches 2DEG images by an average of 21 s—that is,
40 times faster than RAIN (14 min) and 14 times slower than the MIR (1.5 s)
methods.

6.3 Proteomic Data Analysis

In Sect. 6.1 presented automatic 2DEG image analysis strategy (Fig. 6.3) enlight-
ened two essential steps: 2DEG image matching (P1–P2:A1–A2) and protein
expression analysis (P1–P2:A2–A3). The purpose of two-dimensional electrophore-
sis gel image segmentation is to parameterize protein spots in order to determine
qualitative and quantitative protein expression characteristics. Information about the
changes is important for subsequent experiments, performed after 2DE gel analysis,
planning, and formulation of hypotheses regarding protein functions.

This section is dedicated to the solutions of most problematic protein expres-
sion analysis part—2DEG image segmentation. In the first subsection, three new
2DEG image segmentation into meaningful area algorithms and their research
results are presented. In the second and third subsections, protein spot modeling
studies involving protein spot reconstruction and parameterization are presented.

In the section generalization of results published in Matuzevičius (2010b);
Serackis (2008); Matuzevičius and Navakauskas (2008); Matuzevičius et al. (2007);
Serackis et al. (2006); Matuzevičius and Navakauskas (2005); Matuzevicius et al.
(2008); Serackis et al. (2010); Pivoriūnas et al. (2010); Navakauskiene et al. (2012);
Treigytė et al. (2014); Navakauskiene et al. (2014) is given.

6.3.1 Segmentation of 2DEG Images

6.3.1.1 First Algorithm for 2DEG Image Segmentation

The algorithm is based on the watershed transformation. In order to improve the
results of the segmentation, i.e., aiming at really one spot in each area, even
where protein spots are strongly merged, two-level watershed transformation was
applied. Also noise reduction and contrast enhancement operations were performed.
2DEG image segmentation algorithm is shown in Fig. 6.11.

The first step suppresses the noise, when the gel image IG(x, y) is filtered by the
median filter (Gonzalez et al. 2003). The nonlinear median filter has the ability to
selectively filter out impulsive noise that generates false local minima and misleads
watershed transformation in those places. The filter window Sxy of 3×3 point size:

I
(1)
G (x, y) = median

(i,j)∈Sxy

IG(i, j) ∀x ∈ [1, Nx], y ∈ [1, Ny] , (6.33)
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Fig. 6.11 Image splitting into segments using two-level watershed transformation algorithm

here Nx, Ny is image size (number of columns and rows).
In the second step, the first level of watershed transformation is applied—outlines

are drawn through the most prominent pixels so that the local minima are separated
from each other, resulting in protein spots being separated.

There is usually one spot in each highlighted area; however, there are also those
in which there are no spots or more than one. In areas which are very small, i.e.,
the area of Sr is less than the boundary area Sth, and where the difference of point
intensity maximum and minimum values �I

(1)
G (x, y), ∀(x, y) ∈ SGr is less than

the selected �Ith, there are no spots, so they are removed in the third step.
In steps 4 and 5, the areas where there could be several merged spots are selected.

Area projections are analyzed if they have pronounced curves; then such area is
taken for further processing.

In selected areas, during step 6 the contrast is increased—this allows more
accurate distinguishing of the spots. Contrast was not increased during the previous
processing stages, due to emerging of noisy image components alltogether. Let us
discuss in detail the morphological operations applied for contrast increase.
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(a) (b) (c)

(d) (e) (f)

Fig. 6.12 Results of 2DEG image splitting into segments

Using the disk-shaped structural element D, the image area SGr contrast
enhancement is based on the extension S⊕

Gr = SGr ⊕D and erosion S�
Gr = SGr �D

morphological operations. These operations are used to perform opening (denoted
by ◦) and closing (denoted by •) morphological operations:

SGr ◦D = (SGr �D)⊕ D ; (6.34)

SGr •D = (SGr ⊕D)� D . (6.35)

Contrast is enhanced by the following expression:

Skontr
Gr = SGr +

[
SGr − (SGr ◦ D)

]− [SGr − (SGr •D)
]

. (6.36)

In the seventh step, the second-level watershed transformation on selected and in
contrast areas is performed.

In the eight step, using the same criteria as in third step, i.e., Sth and �Ith, areas
having spots are selected again.

During the last step—ninth step of segmentation algorithm—parameters of the
areas that were found in the fifth and eighth steps are provided.

Results of 2DEG image segmentation experiments using proposed algorithm are
presented in Fig. 6.12. Typical examples that are selected confirm the proposed
segmentation algorithm is able to segment quite complex combinations of spots:
merged (Fig. 6.12d,e), blurred (Fig. 6.12b,d), and prolonged (Fig. 6.12a). However
in Fig. 6.12c part some small protein spots were not distinguished.

After studying the algorithm, it was found that (a) for better segmentation
results (one spot in one area), an adaptive selection of parameter thresholds is
required, but it is difficult to compose reliable feedback for that purpose; (b) the
information on edges of the spots are not fully exploited when segmenting strongly
merged spots; and (c) small spots that are strongly adhering to a large spot are
inseparable. In order to address mentioned shortcomings, a second algorithm has
been developed.
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6.3.1.2 Second Algorithm for 2DEG Image Segmentation

Extraction of Image Features

The established procedure for distinguishing features and selecting them consists
of four steps: (a) generation of intensity (strength) of central symmetry features
map I rot

G (x, y); (b) watershed contouring in the calculated feature map (watershed
transformation); (c) feature extraction in each watershed formed area; and (d) appli-
cation of cluster validation techniques in order to select significant spots. Features
extracted from selected area can be broadly divided in three groups depending on
data used for computation, i.e., computed based on all area pixels, only on the area
contour pixels, or on the central point of an area containing maximum of central
symmetry. Let’s discuss each processing step in detail.

Initially, 2DEG image IG(x, y) is processed by a small (Sxy—3×3 pixels) size
median filter, and then from the filtered image, central symmetry intensity feature
map is calculated. This is done by counting the second-order symmetries using
the Johansson method (Johansson 2004). Received central symmetry map is of the
complex type, but the data needed for the following calculations are concentrated
in the real part of I rot

G (x, y). Applying watershed transformation W for an inverted
map

{
SWG , CWG

}
� W (−I rot

G

)
(6.37a)

set of areas is received:

SWG ≡ SWr =
(
x•(r), y•(r)

)
∀r ∈ [1, NW] (6.37b)

together with set of contours:

CWG ≡ CW
r =

(
x◦(r), y◦(r)

)
∀r ∈ [1, NW] , (6.37c)

here
(
x•(r), y•(r)

)
is image element indices for each rth region SWr that was formed

by watershed transformation; (x◦(r), y◦(r)) is pixel indices of each rth contour CW
r ;

and NW is the number of found areas (contours).
Inverted map I rot

G watershed transformation splits into NW areas, each r of
which has one local minimum specifying the area center of symmetry. Because most
protein spots are symmetrical on their own with respect to the center, the peak of the
symmetry map and the center of the spot coincides. The weakest central symmetry
is between the spots, so through those places the transformation of the watershed
draws a distinctive contour. Further calculations will require local symmetry locales
maximum coordinates:



6.3 Proteomic Data Analysis 245

(
x
•(r)
� , y

•(r)
�
)
= arg max

SWr
I rot

G

(
SWr

)
, (6.38)

here
(
x
•(r)
� , y

•(r)
�
)

is the coordinates of the maximum found in each area of the central

symmetry map, defined by coordinates SWr = (x•(r), y•(r)). Because these places
are the most probable locations of spot centers, some features will be extracted in
these places.

The used central symmetry detector provides the same meaning for light
structures on a dark background (convex image places) and dark structures on a
light background (sunken image places) which are equally symmetrical. To exclude
areas in which there are no spots, it is necessary to distinguish between inculvations
and inflections. Function curvature can be derived from its second derivative—
in curved (convex) places, the second derivative is negative, and bent positive.
Spots in the gel image IG(x, y) can be seen as concavities when the 2DEG image
is visualized as a surface in three-dimensional space, so the second derivative in
the spot regions will be positive; therefore regions having the negative second
derivative in their centers may be rejected. This criterion is often used for image
segmentation algorithms. Because, when differentiating the image, the noise is
enhanced, the image needs to be smoothed beforehand. The Gaussian kernel is used
as the smoothing filter. Based on convolution associativity properties, firstly the
Laplace operator is applied to the Gaussian kernel, and then the convolution of the
new kernel and image is calculated. After applying Laplace operator to the Gaussian
kernel, the resulting kernel is called Laplacian of Gaussian (LoG).

Some 2DEG image areas r are removed from further stages of analysis. The area
r is removed if the image IG(x, y) second-order derivative at points

(
x
•(r)
� , y

•(r)
�
)

using the Laplacian of Gaussian filter is negative, i.e., ILoG
G

(
x
•(r)
� , y

•(r)
�
)

< 0. At this
step, without using much computational resources, we discard insignificant areas
that would otherwise require much more computing resources in detail analysis
according to the steps described below.

The initial set of features consists of:

• The maximum and minimum gel image intensity values (in each of the remaining
areas) with indices r ∈ [1, N̂W]:

I
•(r)�
G = max IG

(
SWr

)
; (6.39a)

I
•(r)⊥
G = min IG

(
SWr

)
, (6.39b)

• The maximum and minimum gel image intensity values from contour of each
area:

I
◦(r)�
G = max IG

(
CW

r

)
; (6.40a)
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I
◦(r)⊥
G = min IG

(
CW

r

)
, (6.40b)

• Symmetry-based features of protein spots—the central symmetry feature inten-
sity map I rot

G (x, y), Laplacian of Gaussian ILoG
G (x, y), Loy and Zelinsky radial

symmetry ILZ
G (x, y) (Loy and Zelinsky 2003), and Kovesi phase symmetry

IK
G (x, y) (Kovesi 2020).

Based on the initial set of spots, 16 characteristics of protein spot were formed:

P1. The difference between maximum and minimum values of the intensities for
each 2DEG image IG(x, y) area in the range r:

X1 = I
•(r)�
G − I

•(r)⊥
G . (6.41)

P2. The ratio between minimum and maximum values of the intensities for each
2DEG image IG(x, y) area in the range r:

X2 = I
•(r)⊥
G

/
I
•(r)�
G . (6.42)

P3. The normalized difference between maximum and minimum values of the
contour intensities for each 2DEG image IG(x, y) area in the range r:

X3 =
(
I
◦(r)�
G − I

◦(r)⊥
G

)/
I
◦(r)�
G . (6.43)

P4. The normalized according to feature P1 difference between maximum and
minimum values of the contour intensities for each 2DEG image IG(x, y) area in
the range r:

X4 =
(
I
◦(r)�
G − I

◦(r)⊥
G

)/
X1 . (6.44)

P5. The normalized according to feature P1 difference between area and contour
intensities for each 2DEG image IG(x, y) area in the range r:

X5 =
(
I
•(r)�
G − I

◦(r)�
G

)/
X1 . (6.45)

P6. The standard deviation of area intensities for each 2DEG image IG(x, y) area
in the range r:

X6 = std IG

(
SWr

)
. (6.46)

P7. The entropy of area intensities for each 2DEG image IG(x, y) area in the
range r:



6.3 Proteomic Data Analysis 247

X7 = entropy IG

(
SWr

)
. (6.47)

P8. The mode of area intensities for each 2DEG image IG(x, y) area in the range
r:

X8 = mode IG

(
SWr

)
. (6.48)

P9. The maximum value of symmetry feature intensity map I rot
G (x, y) for each

area in the range r:

X9 = max I rot
G

(
SWr

)
. (6.49)

P10. The difference between maximum and minimum values of the symmetry
feature intensity map I rot

G (x, y) for each area in the range r:

X10 = max I rot
G

(
SWr

)
− min I rot

G

(
SWr

)
. (6.50)

P11. The ratio between minimum and maximum values of the symmetry feature
intensity map I rot

G (x, y) for each area in the range r:

X11 = min I rot
G

(
SWr

)/
max I rot

G

(
SWr

)
. (6.51)

P12. The normalized according to feature P10 difference between maximum and
minimum values of the symmetry feature intensity map I rot

G (x, y) for each area
in the range r:

X12 =
(

max I rot
G

(
CW

r

)
− min I rot

G

(
CW

r

) )/
X10 . (6.52)

P13. ILoG
G (x, y) image value in places where I rot

G (x, y) has local maximum:

X13 = ILoG
G

(
x
•(r)
� , y

•(r)
�
)

. (6.53)

P14. The maximum value of image ILoG
G (x, y) for each area in the range r:

X14 = max ILoG
G

(
SWr

)
. (6.54)

P15. Maximum value of Loy and Zelinsky radial symmetry detector (Loy and
Zelinsky 2003) for each area in the range r:

X15 = max ILZ
G

(
SWr

)
. (6.55)
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Fig. 6.13 Examples from three spot classes

P16. Maximum value of Kovesi phase symmetry detector (Kovesi 2020) for each
area in the range r:

X16 = max IK
G

(
SWr

)
. (6.56)

The extracted features are further ranked according to their significance (informa-
tiveness) to describe areas for the presence of spot and then are selected for classifier
use.

Feature Selection

From all the areas r , 230 areas were selected by hand and pre-classified into three
classes: a, area contains one space; b, contains only part of the spot; and c, there
are no spots in the area (see Fig. 6.13). Further it is necessary to select the set of
attributes (find those attributes) on the basis of which it will be possible to classify
the selected areas into the same classes as they were made by hand. We will use
clustering means to select such a group.
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Table 6.5 Summary of
feature ranking

Features Ranks

ID Symb. S CH D A C STV �

P1. X1 11 9 13 9 9 10 10

P2. X2 15 9 7 13 13 12 15

P3. X3 2 9 4 2 2 2 2

P4. X4 7 9 9 14 4 15 8

P5. X5 12 9 11 16 13 16 16

P6. X6 10 9 14 12 11 13 12

P7. X7 16 16 16 5 16 4 13

P8. X8 1 1 1 1 1 1 1

P9. X9 9 13 12 11 14 11 11

P10. X10 13 11 15 7 7 7 9

P11. X11 5 6 8 8 6 8 6

P12. X12 3 5 2 3 5 3 3

P13. X13 6 7 5 6 12 6 7

P14. X14 8 8 6 4 10 5 5

P15. X15 14 14 10 15 8 14 14

P16. X16 4 3 3 10 9 9 4

The initial normalization of the data (features) was performed transforming it
to zero mean and unit dispersion set. The distances between the feature vectors
were calculated according to Euclidean metrics. Combinations were made of the
2–16 features, and according to them clusters by hand were formed. The quality of
the formed clusters was further assessed—the vectors in the cluster must be as close
as possible while the clusters must be as distant as possible. The quality of clusters
was assessed by standard cluster validity indices.

Six cluster validity indices were used:ES, Silhouette; ECH, Calinsky and
Harabasz; ED, Dunn; EA, separation; EC, Hubert and Levin or C index; and
ESTV, cluster. For all indices except for EC, a higher value indicates a better cluster
quality. Sequential backward selection of features was used—starting at 16 feature
group and in each step removing the feature that has the least impact on a cluster
quality. For the first removed from the set feature, a rating of “16” is given, while
for the last remaining feature, the highest rating “1” is given. Six experiments were
performed using each cluster validity index separately. The summary of feature
ratings is given in Table 6.5. The received ranking results show that the order of
the features formed according to different indices does not completely coincide—
different indexes prescribed not the same priority of the features. In the last column
of the table, a common set of characteristics is presented by combining the results of
all indices. Based on the last column, the first five features (highlighted in the Table)
were chosen—P3, P8, P12, P14, and P16. They will be used to classify 2DEG
image areas using a feed-forward multilayer artificial neural network.

It is important to acknowledge that here according to the selected set of
characteristics, clusters are formed not by clustering methods but by hand-specified
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Fig. 6.14 Results of 2DE image region classification into {a, b, c} classes: (a) training areas;
(b) new areas

class information, while the quality of clusters is measured by those indices that
are typically used for the optimal number of cluster selection during unsupervised
classification.

Experiments on the use of ANN for Segmentation

Using a group of selected features, the three-layer feed-forward artificial neural
network (ANN) was trained. The input and hidden layers had 10 and 3 neurons,
respectively. Hidden layer neuron activation functions were of the tangent sigmoid
type. Neural network was trained using the Levenberg-Marquardt algorithm that
minimizes the quadratic error.

A set of training examples consisting of 230 gel image areas were collected
from a single gel image and divided into three a–c classes. For neural network
testing purposes, we used areas collected from the gel images not used for network
training. Gel image area classification by ANN results is given in Fig. 6.14. ANN
classification on testing data accuracy is 95%.

6.3.2 Models of Protein Spots and Modeling

After partitioning image into separate simple regions (initial image segmentation)
where every region possibly contains single spot of protein, every region can be
modelled. Protein spot modeling provides a parameterized description of spot using
parameters of a specially selected model. After model fitting, protein spot in the
target image can be replaced with its model. The objectives of the spot modeling
can be as follows:
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• Determine the contours of the spots.
• Separate overlapping spots.
• Parameterize protein spots.
• Reconstruct saturated or oversaturated spots.
• Generate realistic synthetic 2DE gel image.

6.3.2.1 Common Protein Spot Models

The simplest protein spot model is the circularly symmetric 2D Gaussian func-
tion (see (6.57)). Shape of this model changes the same way in all directions and
is controlled by single σ parameter. So the model could be imagined as made using
single Gaussian curve (referred to as M1G).

Model 6.1 (Circularly symmetric two-dimensional Gaussian model)

Circularly symmetric 2D Gaussian protein spot model:

	M1G (x, y; θM1G) = IB + IA · exp

(
− (x − xc)

2 + (y − yc)
2

2σ 2

)
, (6.57)

here (xc, yc) is coordinates of the protein spot model center; IB is background
intensity of the spot; IA is peak intensity of the spot, excluding background; and
σ is extent of the model (standard deviation of the Gaussian).

This model is used less frequently than the next Gaussian-based model, which
could be imagined as made using two Gaussian curves (referred to as M2G). This
is the most common model based on 2D Gaussian function which has additional
degree of freedom. The second model can adapt its shape in two cardinal direc-
tions (along MW and pI axis) independently so it can adapt to protein spots which
usually have different vertical and horizontal extents. This model demonstrates the
symmetry along x and y axis.

Model 6.2 (Two-way adapting 2D Gaussian model)

2D Gaussian protein spot model, varying independently in two cardinal direc-
tions:

	M2G (x, y; θM2G) = IB+IA·exp

(
− (x − xc)

2

2σ 2
x

)
·exp

(
− (y − yc)

2

2σ 2
y

)
, (6.58)

here (xc, yc) is coordinates of the protein spot model center; IB is background
intensity of the spot; IA is peak intensity of the spot, excluding background; and
σx and σy are extent of the model in horizontal and vertical directions (standard
deviation of the Gaussian).
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Fig. 6.15 Two-way adapting 2D Gaussian model (M2G). Horizontal (a) and vertical (b) cross
sections of protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by
random sampling σx parameter and plotted as thin lines (a)

The two-way adapting 2D Gaussian model (M2G) (Fig. 6.15) can represent
different protein diffusion on the molecular weight and isoelectric point axis. It is
suitable for modeling most of the gel spots. But when protein spot exhibits intensity
distortions like saturations or oversaturations (situations when top of the spot is flat
or even concave), application of this model leaves high residual error. This model
is suitable in cases when a result needs to be obtained quickly and with minimal
requirements for shape representation accuracy (e.g., to replace spot with its model
only to positively influence gel image segmentation algorithm). In cases when spots
need to be reconstructed as accurately as possible, models representing asymmetries
of the spots in three or more directions should be used.

Bettens et al. (1997) observed that when the protein concentration in the area
is high, and the exposure time is long while imaging 2DE gel, effects of spot
saturation may occur (a spot surface with a flat top). The Gaussian model can no
longer accurately fit such a spot, so authors proposed to model spot shape by using
a simplified diffusion process. In the case of 2DE, the medium in which the diffusion
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takes place is considered to be two-dimensional and anisotropic—there are two main
cardinal directions in which diffusion occurs with different diffusion coefficients. It
is also assumed that the material initially is distributed not in a single point but in a
circle of radius θR. By removing the symmetric points from the equation and adding
two additional position coordinates, and a parameter to estimate the background
intensity, a protein spot “diffusion” model is obtained (referred to as MD).

Model 6.3 (Diffusion Model)

Diffusion model of protein spots, fitted to 2DE image region, whose pixel
coordinates are x and y, is defined as follows:

	MD (x, y; θMD) = IB + θC0

2

[
erf

(
θr + θR

2

)
+ erf

(
θr − θR

2

)]
(6.59a)

+ θC0

θR
√

π

[
exp

(
−
(

θr + θR

2

)2
)
+ exp

(
−
(

θr − θR

2

)2
)]

,

here IB is background intensity of the spot; θC0 is initial concentration of protein;
θr is radius of protein circular diffusion area; θR is coefficient of diffusion defined
as follows:

θR =
(

(x − xc)
2

θDx
+ (y − yc)

2

θDy

)−1/2

, (6.59b)

here θDx and θDy are parameters, proportional to the diffusion in the corresponding
directions, and xc and yc are coordinates of the protein spot model center.

The diffusion model (MD) (Fig. 6.16) can be used to represent protein spots with
saturation distortions when the top of the spot is flat. The model can capture different
diffusions in two cardinal directions like the M2G model, but additional parameters
allow for this model to be more accurately applied to spots with flat peaks. The
disadvantage of the diffusion model is that the spot shape variance is estimated in
only two directions, and the application of the model due to the complexity and the
need to select seven parameters requires more calculations. The diffusion model of
protein spots is less suitable for modeling spots of irregular shapes—spots that have
very low horizontal line reflection symmetry.

Rogers et al. (2003) presented a parametric model constructed as combination of
statistics of spot shape variations and 2D Gaussian kernel. The model is derived
from the observed spots rather than from the idealization of the spot formation
process. It can distinguish common protein spots like other methods do and
additionally groups of spots of a specific shape. Spot modeling is performed using
a point distribution model. But this model is difficult to use for separation of
overlapping spots.
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Fig. 6.16 The diffusion model (MD). Horizontal (a) and vertical (b) cross sections of protein spot
model and its 3D plot (c). Model’s capacity to adapt its shape is shown by random sampling θDx
and θr parameters and plotted as thin lines (a)

There are protein spots that have become asymmetrical in the vertical or
horizontal or both directions. To deal with such spots, we need models that can
adapt shape in 3 or 4 directions independently.

6.3.2.2 Need for Complex Protein Spot Models

In order to increase protein spot contour extraction precision (contours are used for
calculation of relative volume of a protein), spots can be modeled, and their contours
can be determined from the modeled spots. Models can also be used to separate
overlapping spots by modeling them. But the variety of spot shapes created by
asymmetrically shaped, saturated, and oversaturated spots requires powerful models
to represent those non-standard spots.
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Published sources describe cases that the most commonly used is anisotropic
Gaussian model (M2G), followed by a model describing the diffusion process (MD).
The diffusion model is more elastic than Gaussian, but it takes a much more
time to optimize its parameters. In addition, the diffusion model has difficulty
reproducing highly saturated spots with a flat surface. For these reasons, new models
are presented and tested in this work:

• Gaussian-based complex models
• Spline-based (
-shaped curve) models
• Bell-shaped function based models
• Sigmoid-based models

Structural elements for these models are 1D functions: Gaussian, spline (
-
shaped fuzzy logic membership function), bell-shaped fuzzy logic membership
function, and sigmoid. In order to represent protein spot shape, these 1D func-
tions (curves) are combined to create 2D functions (surfaces) that could be used
as spot model.

Selection of appropriate protein spot model attracts attention to two main
properties of the model—model’s ability to represent diversity of protein spot shapes
and the complexity of the model. The first criterion is tested by calculating the
residual error between the fitted model and the real spot shape, and the second by
the convergence rate. A simpler model with fewer parameters will have a simpler
form of objective function, will converge faster, and will result in faster modeling
process of spots. The representation power of the model decreases as the number of
parameters decreases, so when making decision on a model selection, it is necessary
to choose which criterion is more important.

6.3.2.3 Gaussian-Based Complex Models

To represent protein spot asymmetries along the molecular weight or isoelectric
point axis of a 2DEG image, a protein spot model comprising combinations of
different one-dimensional Gaussian functions may be constructed.

Simple symmetric 1D Gaussian function is defined as follows:

fG (x; θG) = exp

(
− (x − xc)

2

2σ 2
x

)
, (6.60)

simple asymmetric 1D Gaussian:

f2G (x; θ2G) = εx · exp

(
− (x − xc)

2

2σ 2
x1

)
(6.61)
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+ (1 − εx) · exp

(
− (x − xc)

2

2σ 2
x2

)
,

and asymmetric 1D Gaussian with flat top formed by introducing center split:

f2Gft (x; θ2Gft) = εx1 · exp

(
− (x − (xc − dx))

2

2σ 2
x1

)
(6.62)

+ εx2 · exp

(
− (x − (xc + dx))

2

2σ 2
x2

)
+ (1 − εx1 − εx2) ,

here xc is coordinates of the Gaussian center and σ 2, σ 2
x1, σ 2

x2 is extent of the
model in horizontal and vertical directions (standard deviation of the Gaussian);
step functions forming the asymmetry of the model are:

εx =
{

1, if x ≤ xc;
0, otherwise ;

εx1 =
{

1, if x ≤ xc − dx;
0, otherwise;

and εx2 =
{

1, if x ≥ xc2 + dx;
0, otherwise .

Model of Three Gaussian Functions

A mathematical model of the protein spot is constructed by combining symmet-
ric (6.60) and asymmetric Gaussian functions (6.61) so that the model becomes
asymmetric along the 2DE molecular weight axis. The resulting combination
of Gaussian functions is appended with two additional parameters describing
the background intensity of the spot IB and the intensity of the spot without
background (spot height) IA.

Model 6.4 (Three Gaussian Functions Model)

Three Gaussian functions-based model of protein spots, used to represent
2DEG image region, whose pixel coordinates are x and y, is defined as follows:

	M3G (x, y; θM3G) = (6.63)

IB+IA

[
εy · exp

(
− (y−yc)

2

2σ 2
y1

)
+(1−εy) · exp

(
− (y−yc)

2

2σ 2
y2

)]
· exp

(
− (x−xc)

2

2σ 2
x

)
,
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here {σx1, σx2 , σy} is extent of the model in horizontal and vertical directions (stan-
dard deviation of the Gaussian); (xc, yc) is coordinates of the protein spot model
center; IB is background intensity of the spot; and IA is peak intensity of the spot,
excluding background.

The proposed M3G protein spot model (Fig. 6.17) is more flexible than the
anisotropic bell-shaped model and is able to represent the asymmetry of the protein
spot along the molecular weight axis. Saturated protein spots cannot be modeled
using M3G because flat peaks cannot be obtained using one xc and one yc. Proposed
three Gaussian functions-based model is parameterized by 7 variables.
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Fig. 6.17 Three Gaussian functions model (M3G). Horizontal (a) and vertical (b) cross sections
of protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by random
sampling σy2 parameter and plotted as thin lines (b)
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Fig. 6.18 Four Gaussian functions model (M4G). Horizontal (a) and vertical (b) cross sections of
protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by random
sampling σx2 parameter and plotted as thin lines (a)

Model of Four Gaussian Functions

The proposed M4G protein spot model consists of two asymmetric Gaussian
functions (see (6.61)). The resulting combination of functions is appended with two
additional parameters describing the background intensity of the spot IB and the
intensity of the spot without background (spot height) IA (Fig. 6.18). M4G model
can adapt its shape in four directions independently, instead of two-way like M4G
or three-way like M3G, so it can better represent shapes of those protein spots that
change unevenly going from the center in four directions, such as spots with longer
tails or other irregularly shaped spots.

Model 6.5 (Four Gaussian Functions Model)

Four Gaussian functions-based model of protein spots, used to represent
2DEG image region, whose pixel coordinates are x and y, is defined as follows:
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	M4G (x, y; θM4G)=IB+IA ·
[
εx exp

(
− (x−xc)

2

2σ 2
x1

)
+(1−εx) exp

(
− (x−xc)

2

2σ 2
x2

)]

×
[
εy exp

(
− (y − yc)

2

2σ 2
y1

)
+ (1 − εy) exp

(
− (y − yc)

2

2σ 2
y2

)]
, (6.64)

here {σx1, σx2 , σy1 , σy2} is extent of the model in horizontal and vertical direc-
tions (standard deviation of the Gaussian); (xc, yc) is coordinates of the protein spot
model center; IB is background intensity of the spot; and IA is peak intensity of the
spot, excluding background;

εx =
{

1, if x ≤ xc;
0, otherwise

and εy =
{

1, if y ≤ yc;
0, otherwise .

(6.65)

Using step functions εx and εy, and using different extents of the model in
horizontal and vertical directions (standard deviations of the Gaussian) (σx1, σx2),(
σy1, σy2

)
asymmetries of the model are formed along pI and MW axis (Fig. 6.18).

Although this model is flexible and allows the modeling of spots of different
shape appearances, eight parameters need to be calculated to fit the model. The
asymmetries of the protein spot along the pI axis in the 2DEG images are small,
so selecting σx1 = σ2x yields a saturated protein spot model M3G with a smaller
number (7) of parameters. Although the M4G model is elastic on the sides, it cannot
represent the flat top of the saturated spot.

Model of Four Gaussian Functions with Enabled Flat Top

The proposed M4GFT protein spot model consists of two asymmetric Gaussian
functions with enabled flat top (see (6.62)).

Model 6.6 (Four Gaussian Functions with Flat Top Model)

Four Gaussian functions-based model of protein spots, used to represent
2DEG image region, whose pixel coordinates are x and y, is defined as follows:

	M4Gft (x, y; θM4Gft) = IB + IA (6.66)

×
[
εx1 exp

(
− (x − (xc − dx))2

2σ 2
x1

)
+ εx2 exp

(
− (x − (xc + dx))2

2σ 2
x2

)
+ (1 − εx1 − εx2)

]

×
⎡
⎣εy1 exp

⎛
⎝− (y − (yc − dy))2

2σ 2
y1

⎞
⎠+ εy2 exp

⎛
⎝− (y − (yc + dy))2

2σ 2
y2

⎞
⎠+ (1−εy1 − εy2

)
⎤
⎦ ,

here {σx1, σx2 , σy1 , σy2} is extent of the model in horizontal and vertical direc-
tions (standard deviation of the Gaussian); (xc, yc) is coordinates of the protein spot
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model center; IB is background intensity of the spot; and IA is peak intensity of the
spot, excluding background;

εx1 =
{

1, if x ≤ xc − dx;
0, otherwise

and εx2 =
{

1, if y ≥ xc + dx;
0, otherwise .

(6.67)

εy1 =
{

1, if x ≤ xc − dy;
0, otherwise

and εy2 =
{

1, if y ≥ yc + dy;
0, otherwise .

(6.68)

Visualizations of the model (3D surface with vertical and horizontal cross
sections) are shown in Fig. 6.19.
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Fig. 6.19 Four Gaussian functions with flat top model (M4GFT). Horizontal (a) and vertical (b)
cross sections of protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is
shown by random sampling σx2 and dx parameters and plotted as thin lines (a)
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6.3.2.4 Spline-Based (�-Shaped) Models

This group of spot models is composed by combining two 
-shaped spline curves,
which are composition of two S-shaped splines (functions typically are used as
fuzzy logic membership functions (Jang et al. 1997)) which is defined as follows:

f2S (x; θ2S) = (6.69)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if x ≤ xc−dx1−dx2;
2
(
x − (xc−dx1−dx2)

)2/
d2

x2, if xc−dx1−dx2 < x ≤ xc−dx1−0.5dx2;
1 − 2

(
x − (xc−dx1)

)2/
d2

x2, if xc−dx1 − 0.5dx2 < x ≤ xc − dx1;
1, if xc−dx1 < x ≤ xc + dx1;
1 − 2

(
x − (xc+dx1)

)2/
d2

x3, if xc+dx1 < x ≤ xc+dx1+0.5dx3;
2
(
x − (xc+dx1+dx3)

)2/
d2

x3, if xc + dx1+0.5dx3 < x ≤ xc+dx1+dx3;
0, if x > xc+dx1+dx3 ;

here {dx1, dx2, dx3} is parameters that determine the shape of the curve and xc is the
center of curve. The curve becomes symmetric if dx2 = dx3.

Simple 
-Shaped Model

Simplified 
-shaped spline curve is achieved by constraining function (6.69) with
dx1 = 0. The resulting combination of two constrained spline functions is appended
with two additional parameters describing the background intensity of the spot IB

and the intensity of the spot without background (spot height) IA. Proposed model
is parameterized by 6 variables and is less capable to represent saturated spots.

Model 6.7 (Simple 
-Shaped Model)

Four spline functions-based model of protein spots, used to represent
2DEG image region, whose pixel coordinates are x and y, is defined as follows:

	MP (x, y; θMP) = IB + IA · 	pI (x) · 	MM (y) , (6.70a)

	pI (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if x ≤ xc − dx2;
2
(
x − (xc − dx2)

)2/
d2

x2, if xc − dx2 < x ≤ xc − 0.5dx2;
1 − 2

(
x − (xc)

)2/
d2

x2, if xc − 0.5dx2 < x ≤ xc;
1, if xc < x ≤ xc;
1 − 2

(
x − (xc)

)2/
d2

x3, if xc < x ≤ xc + 0.5dx3;
2
(
x − (xc + dx3)

)2/
d2

x3, if xc + 0.5dx3 < x ≤ xc + dx3;
0, if x > xc + dx3 ;

(6.70b)
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	MM (y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if y ≤ yc − dy2;
2
(
y − (yc − dy2)

)2/
d2

y2, if yc − dy2 < y ≤ yc − 0.5dy2;
1 − 2

(
y − (yc)

)2/
d2

y2, if yc − 0.5dy2 < y ≤ yc;
1, if yc < y ≤ yc;
1 − 2

(
y − (yc)

)2/
d2

y3, if yc < y ≤ yc + 0.5dy3;
2
(
y − (yc + dy3)

)2/
d2

y3, if yc + 0.5dy3 < y ≤ yc + dy3;
0, if y > yc + dy3 ;

(6.70c)

here {dx2, dx3; dy2, dy3} is parameters that determine the shape of the spot model;
IB is background intensity of the spot; and IA is peak intensity of the spot, excluding
background. xc and yc are centers of the spot.

Visualizations of the model (3D surface with vertical and horizontal cross
sections) are shown in Fig. 6.20.


-Shaped Model With Flat Top

The resulting combination of spline functions is appended with two additional
parameters describing the background intensity of the spot IB and the intensity of
the spot without background (spot height) IA. Proposed model is parameterized by
8 variables.

Model 6.8 (
-shape Model With Flat Top)

Four spline functions-based model of protein spots, used to represent 2DEG
image region, whose pixel coordinates are x and y, is defined as follows:

	MPft (x, y; θMPft) = IB + IA · 	pI (x) · 	MM (y) , (6.71a)

	pI (x)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if x ≤ xc − dx1 − dx2;
2

(
x−(xc−dx1−dx2)

dx2

)2

, if xc−dx1−dx2<x≤xc−dx1 − 0.5dx2;

1 − 2

(
x − (xc − dx1)

dx2

)2

, if xc − dx1 − 0.5dx2 < x ≤ xc − dx1;
1, if xc − dx1 < x ≤ xc + dx1;
1 − 2

(
x − (xc + dx1)

dx3

)2

, if xc + dx1 < x ≤ xc + dx1 + 0.5dx3;

2

(
x−(xc+dx1+dx3)

dx3

)2

, if xc+dx1+0.5dx3<x≤xc+dx1+dx3;
0, if x > xc + dx1 + dx3 ;

(6.71b)
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Fig. 6.20 Simple 
-shaped model (MP). Horizontal (a) and vertical (b) cross sections of protein
spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by random sampling
dx3 parameter and plotted as thin lines (a)

	MM (y)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if y ≤ yc − dy1 − dy2;
2

(
y−(yc−dy1−dy2)

dy2

)2

, if yc−dy1−dy2 < y≤yc−dy1−0.5dy2;

1 − 2

(
y − (yc − dy1)

dy2

)2

, if yc − dy1 − 0.5dy2 < y ≤ yc − dy1;
1, if yc − dy1 < y ≤ yc + dy1;
1 − 2

(
y − (yc + dy1)

dy3

)2

, if yc + dy1 < y ≤ yc + dy1 + 0.5dy3;

2

(
y−(yc+dy1+dy3)

dy3

)2

, if yc+dy1+0.5dy3 < y ≤ yc+dy1+dy3;
0, if y > yc + dy1 + dy3 ;

(6.71c)
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here {dx1, dx2, dx3; dy1, dy2, dy3} is parameters that determine the shape of the spot
model; IB is background intensity of the spot; and IA is peak intensity of the spot,
excluding background. xc and yc are centers of the spot.

Visualizations of the model (3D surface with vertical and horizontal cross
sections) are shown in Fig. 6.21. This spot model is better situated for reconstruction
of saturated spot models.

6.3.2.5 Bell-Shaped Function-Based Models

In addition to the Gaussian and spline-based protein spot models, new symmetric
and asymmetric bell-shaped 2D models were applied for spot modeling. This kind
of function was selected to create a protein spot representation model because
changing the parameter θa

x results in a flat peak of the curve.
One-dimensional symmetric bell-shaped function (Jang et al. 1997) is expressed

as follows:
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Fig. 6.21 
-shape model with flat top (MPft). Horizontal (a) and vertical (b) cross sections of
protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by random
sampling dx1 and dx3 parameters, and ploted as thin lines (a).
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fB1(x) = 1

1 +
∣∣∣∣
x − xc

θa
x

∣∣∣∣
2θb

x
, (6.72)

here θa
x is distance to the center of the spot; θb

x is slope of model edges; and xc is
coordinate of the function center.

One-dimensional asymmetric bell-shaped function is expressed as follows:

fB2(x) = εx · 1

1 +
∣∣∣∣
x − xc

θa
x

∣∣∣∣
2θb1

x
+ (1 − εx) · 1

1 +
∣∣∣∣
x − xc

θa
x

∣∣∣∣
2θb2

x
, (6.73)

here θa
x is distance to the center of the curve; θb1

x , θb2
x is slopes of the curve edges;

xc is coordinate of the curve center; step function forming the asymmetry of the
curve is:

εx =
{

1, if x ≤ xc;
0, otherwise .

The two-dimensional bell-shaped function can be composed in two ways: by
combining two different symmetric or asymmetric 1D bell-shaped functions. Both
combinations of functions can be used as mathematical model of protein spots, after
adding parameters to define the background and intensity of the spot.

Two-Way Symmetric Bell-Shaped Model

This is a simpler version of the bell-shaped spot model which is composed using
two symmetric different 1D functions. Model has 8 parameters.

Model 6.9 (Two-Way Symmetric Bell-Shaped Model)

Two-way symmetric bell-shaped function-based model of protein spots, used
to represent 2DEG image region, whose pixel coordinates are x and y, is defined as
follows:

	MBs (x, y; θMBs) = IB + IA · 1

1 +
∣∣∣∣
x − xc

θa
x

∣∣∣∣
2θb

x
· 1

1 +
∣∣∣∣∣
y − yc

θa
y

∣∣∣∣∣
2θb

y
, (6.74a)

here IB is background intensity of the spot; IA is peak intensity of the spot,
excluding background; θa

x , θa
y is distance to the center of the spot; (xc, yc) is
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coordinates of the protein spot model center; and θb
x , θb

y is the slopes of the model
satisfying conditions:

θb
x <

1

2
xc and θb

y <
1

2
yc ; (6.74b)

Visualizations of the model (3D surface with vertical and horizontal cross
sections) are shown in Fig. 6.22.

Asymmetric Bell-Shaped Model

This is a more complex version of the bell-shaped spot model which is composed
using two asymmetric different 1D functions. Model has 10 parameters.
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Fig. 6.22 Two-way symmetric bell-shaped model (MBS). Horizontal (a) and vertical (b) cross
sections of protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by
random sampling θa

x and θb
x parameters and plotted as thin lines (a)
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Model 6.10 (Asymmetric Bell-Shaped Model)

Asymmetric bell-shaped function-based model of protein spots, used to repre-
sent 2DEG image region, whose pixel coordinates are x and y, is defined as follows:

	MBas (x, y; θMBas) = IB+IAεx · 1

1 +
∣∣∣∣
x − xc

θa
x

∣∣∣∣
2θb1

x
+(1−εx)· 1

1 +
∣∣∣∣
x − xc

θa
x

∣∣∣∣
2θb2

x

× εy · 1

1 +
∣∣∣∣∣
y − yc

θa
y

∣∣∣∣∣
2θb1

y
+ (1 − εy) · 1

1 +
∣∣∣∣∣
y − yc

θa
y

∣∣∣∣∣
2θb2

y
(6.75)

here IB is background intensity of the spot; IA is peak intensity of the spot,
excluding background; θa

x , θa
y is distance to the center of the spot; (xc, yc) is

coordinates of the protein spot model center; and θb1
x , θb2

x , θb1
y , θb2

y are the slopes of
the model satisfying conditions:

θb
x <

1

2
xc and θb

y <
1

2
yc ; (6.76)

step functions forming the asymmetry of the model are:

εx =
{

1, if x ≤ xc − dx;
0, otherwise

and εy =
{

1, if y ≥ xc + dx;
0, otherwise .

Visualizations of the model (3D surface with vertical and horizontal cross
sections) are shown in Fig. 6.23.

The protein spot model 	MBs (x, y; θMBs) is suitable for the approximation of
round symmetric protein spots, and the second model 	MBas(x, y; θMBas) for
anisotropic ones. The anisotropic bell-shaped model estimates different protein
dispersion in two orthogonal directions.

Using anisotropic bell-shaped function for modeling of 2DEG images results
in eight model parameters for each protein spot (6 parameters are estimated using
isotropic bell-shaped model). In practice, asymmetries of protein spots in the
molecular weight axis occur in 2DEG images. Both presented protein spot models
do not account for these asymmetries.
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Fig. 6.23 Asymmetric bell-shaped model (MBAS). Horizontal (a) and vertical (b) cross sections
of protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by random
sampling θa

x and θb2
x parameters and plotted as thin lines (a)

6.3.2.6 Sigmoid-Based Models

This group of spot models is built by combining two symmetric or asymmetric
sigmoid-based curves. General sigmoid-based curve is a product of two sigmoids
and is defined as follows:

fS(x) = 1

1 + exp
(−θb1

x

(
x − (xc − θa

x

))) · 1

1 + exp
(−θb2

x

(
x − (xc − θa

x

))) ;

(6.77)

here θa
x is distance from the slope centers to the center of the curve; θb1

x ,
θb2

x is parameters that determine the steepness of the curve slopes; and xc is coordi-
nate of the function center. In a case when θb1

x = θb2
x , the curve becomes symmetric.
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Two-Way Symmetric Sigmoid-Based Model

This is a simpler version of the sigmoid-based spot model which is composed using
two symmetric different 1D functions. Model has 8 parameters.

Model 6.11 (Two-Way Symmetric Sigmoid-Based Model)

Two-way symmetric sigmoid function-based model of protein spots, used to
represent 2DEG image region, whose pixel coordinates are x and y, is defined as
follows:

	MSs (x, y; θMSs) = IB + IA (6.78)

× 1

1 + exp
(−θb

x

(
x − (xc − θa

x

))) · 1

1 + exp
(
θb

x

(
x − (xc − θa

x

)))

× 1

1 + exp
(
−θb

y

(
y −

(
yc − θa

y

))) · 1

1 + exp
(
θb

y

(
y −

(
yc − θa

y

))) ;

here IB is background intensity of the spot; IA is peak intensity of the spot,
excluding background; θa

x , θa
y is distance from the slope centers to the center of

the curve; θb
x , θb

y is parameters that determine the steepness of the curve slopes; and
xc is coordinate of the function center.

Visualizations of the model (3D surface with vertical and horizontal cross
sections) are shown in Fig. 6.24.

Asymmetric Sigmoid-Based Model

This is a more complex version of the sigmoid-based spot model which is composed
using two asymmetric different 1D functions. Model has 10 parameters.

Model 6.12 (Asymmetric Sigmoid-Based Model)

Asymmetric sigmoid function-based model of protein spots, used to represent
2DEG image region, whose pixel coordinates are x and y, is defined as follows:

	MSas (x, y; θMSas) = IB + IA

× 1

1 + exp
(−θb1

x

(
x − (xc − θa

x

))) · 1

1 + exp
(
θb2

x

(
x − (xc − θa

x

)))
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Fig. 6.24 Two-way symmetric sigmoid-based model (MSS). Horizontal (a) and vertical (b) cross
sections of protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown by
random sampling θa

x and θb
x parameters and plotted as thin lines (a)

× 1

1 + exp
(
−θb1

y

(
y −

(
yc − θa

y

))) · 1

1 + exp
(
θb2

y

(
y −

(
yc − θa

y

))) ;

(6.79)

here IB is background intensity of the spot; IA is peak intensity of the spot,
excluding background; θa

x , θa
y is distance from the slope centers to the center of

the curve; θb1
x , θb2

x , θb1
y , θb2

y is parameters that determine the steepness of the curve
slopes; and xc is coordinate of the function center.

Visualizations of the model (3D surface with vertical and horizontal cross
sections) are shown in Fig. 6.25.
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Fig. 6.25 Asymmetric sigmoid-based model (MSAS). Horizontal (a) and vertical (b) cross
sections of protein spot model and its 3D plot (c). Model’s capacity to adapt its shape is shown
by random sampling θa

x and θb2
x parameters and plotted as thin lines (a)

6.3.2.7 Protein Spot Modeling

During modeling of protein spots, segment (region) of 2DEG image is approxi-
mated by a mathematical model. For constrained minimization problem, Matlab
implementation of Trust-region-reflective least squares algorithm (Coleman and Li
1996, 1994) is used, which seeks to minimize the residual error Er defined by the
objective function:

Er =
∑

x,y∈SGij

(
	t(x, y; θ t ) − IG(x, y)

)2

nS

(
I�
S − I⊥

S

)2
, (6.80)

here 	t (x, y; θ t ) is model output (modeled spot), corresponding to the parameter
vector θ t ; nS is the number of points in the modeled region SGij of image; and
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I ⊥
S and I �

S are the minimum and maximum intensity values in the modeled image
region SGij , respectively.

Initial guess of the variables is based on the current image region which is being
modeled. Initial background intensity of the spot and peak intensity of the spot
without background are determined as minimum value of the image region I ⊥

S
and maximum value reduced by minimum value of the image region (I �

S − I ⊥
S ),

respectively. Other variables that define spot shape are initialized taking averaged
historical values of these variables. The main stopping criteria of the solver are
maximum number of iterations (default value is 400) and lower bound on the change
in the value of the objective function �⊥Er (default value is 10−6).

Protein spot modeling can be used to segment 2DEG images. The most com-
monly used segmentation procedure is as follows: detect as many centers as
possible; split the image into regions containing single spot (one local minimum in
image region); fit a mathematical spot model to each region; use obtained parameter
values of the spot model as features to classify regions into two classes—regions
with or without spots; and identify and split overlapping spots.

6.3.2.8 Experimental Comparison of Spot Models

The proposed protein spot models were experimentally compared with each other,
including anisotropic 2D Gaussian (M2G) and diffusion spot models (M2G), which
were suggested by other authors for regular and saturated protein spot modeling in
2DEG images (Anderson et al. 1981; Garrels 1989; Bettens et al. 1997).

For experimental investigation, 12, 864 spots of different sizes and saturation
level were extracted from a set of scanned images of two-dimensional electrophore-
sis gels. The collection of image patches, each preferably containing single spot,
was divided into three groups:

(a) Low-intensity spots with IA < 100, in total 6532 image
(b) Medium-intensity spots with 100 ≤ IA < 180, in total 4853 image patches;
(c) High-intensity and saturated protein spots with IA ≥ 180, in total 1479 image

patches;

Representative spot samples from each group were visualized in 3D and presented
in Fig. 6.26.

Results of experimental comparison of the models are presented as model fitting
accuracy (Fig. 6.27), relative time of model fitting (Fig. 6.28), and speed-accuracy
tradeoff (Fig. 6.29).

Residual errors in Fig. 6.27 uncover how different spot models are able to fit
various protein spots. Image patches containing spots were grouped according
to spot intensity into three categories to better reveal spot models’ power to
aproximate protein spots of different sizes and appearance. The lowest residual error
in all three groups was obtained using asymmetric bell-shaped model (MBAS).
Slightly higher errors were made using four Gaussian functions with flat top
model (M4GFT), asymmetric sigmoid-based model (MSAS), and four Gaussian
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Group 1 – low intensity spots

Group 2 – medium intensity spots

Group 3 – high intensity and saturated spots

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 6.26 3D visualization of representative protein spot samples from three groups: low-intensity
spots (a)–(c); medium-intensity spots (d)–(f); high-intensity and saturated spots (g)–(i)
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functions model (M4G). The highest errors were demonstrated by the two-way
adapting (anisotropic) 2D Gaussian model (M2G). Models were behaving simi-
larly while approximating spots of low intensity (group 1) and medium intensity
(group 2). Approximation error of high-intensity and saturated protein spots was
higher for all models, but trends of accuracies of models are very similar in all three
groups.

Timing experiments (Fig. 6.28) showed that the shortest relative duration of
model fitting is achieved if using Gaussian-based models: two-way adapting
(anisotropic) 2D Gaussian model (M2G), three Gaussian functions model (M3G),
and four Gaussian functions model (M4G). Four Gaussian functions with flat top
model (M4GFT) is next to two-way symmetric bell-shaped model (MBS) and
simple 
-shaped model (MP). The slowest fitting was while using asymmetric
sigmoid-based model (MSAS).

Speed-accuracy tradeoff plot (Fig. 6.29) reveals that three models are on the
lower-left front: asymmetric bell-shaped model (MBAS), four Gaussian functions
model (M4G), and four Gaussian functions with flat top model (M4GFT). The
difference in residual error between M4G and M4GFT is much smaller than model
fitting time; therefore M4G model may be preferable. In summary, if more accurate
and slower model is needed, the asymmetric bell-shaped model (MBAS) should be
selected. For speed over accuracy, four Gaussian functions model (M4G) should be
used.

6.3.3 Protein Spot Parametrization

Spot quantity, isoelectric point (pI), and molecular weight (MW) are important
parameters to estimate during parametrization of protein spots. By having the
centers of the protein spots, after elimination of the vertical and horizontal geometric
distortions of the gels, we can determine the parameters of the proteins pI and MW.
Having spot contours, we will be able to estimate relative amounts of proteins and
their changes. Later these data are processed by statistical methods to assess their
reliability.

6.3.3.1 Estimation of Protein pI and MW Values

Isoelectric points of investigated proteins are calculated by linearly interpolating
between known pI values of protein spots that were transferred from the standard
gel. If immobilized pH gradient (IPG) strips are used, the pH calibration curve is
provided by the manufacturer, and it can be used to calculate pI values of proteins
lying between proteins of known pI.

Molecular weights (MW) of proteins are determined by comparing their mobil-
ities with those of several marker proteins (standards) of known molecular weight.
By measuring the migration distance of each protein (standards and unknowns)
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from the top of the resolving gel, the relative mobility ν(r) of each protein can be
calculated. Linear relationship between decimal logarithm of molecular weight and
relative mobility of proteins provides means to compute MW of unknown proteins.
Relative mobility of the protein is the distance migrated by the r-th protein from the
top of the gel y(r) compared to height of the gel NA

y :

ν(r) = y(r)

NA
y

. (6.81)

Example of protein MW determination and the influence of vertical geometrical
distortions are presented in Fig. 6.5.

6.3.3.2 Estimation of Protein Quantity Changes

Data on maximum spot intensity or total spot intensity (spot volume) can be used
in the analysis of changes in protein expression. These assumptions will be correct
when the maximum intensity value of the protein spot is in the center (the spot is
convex when visualized 3D as hill) and if the background variation is compensated.
Maximum intensity of the spot, also called optical density, is the value of intensity
at the center of the spot:

I
(r)
OD � I

(
x

(r)
0 , y

(r)
0

)
≈ max
(x,y)∈S(r)

I (x, y) , (6.82)

here S(r) is region of r-th protein spot and
(
x

(r)
0 , y

(r)
0

)
is coordinates of spot center.

Spot quantity can be calculated using the original spot or its mathematical
model approximation. In both cases, the total intensity is calculated inside the spot
region (inside contour area of segmented spot). Determination of such contours was
objective of gel image segmentation stage. Spot quantity V (r) is defined as the total
intensity of a spot in a gel image and corresponds to the amount of protein in the
actual spot on the gel. The total intensity of an object is the sum of the intensities of
all the pixels that make up the object:

V (r) =
∑

(x,y)∈S(r)

I (x, y) . (6.83)

The quantity of each protein spot in a gel V (r) is divided by the total quantity of
all the protein spots in that gel in order to obtain the final normalized quantity of the
given spot:

V̂ (r) = V (r)

∑
r V (r)

. (6.84)
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Process of normalization compensates for non-expression-related variations in
spot total intensity. The motivation for this normalization is that the total protein
amount is constant in all samples.

Normalized quantities are used to calculate the ratio of spot quantity between
images:

�
̂
V

(r)
G1�2 =

⎧
⎪⎪⎨
⎪⎪⎩

V̂
(r)
G2

/
V̂

(r)
G1, if V̂

(r)
G2 > V̂

(r)
G1 ;

−V̂
(r)
G1

/
V̂

(r)
G2, otherwise ,

(6.85)

here V̂
(r)
G1, V̂

(r)
G2 is normalized quantity of the spot from the first and the second gels,

respectively. One can notice that �
̂
V

(r)
G1�2 > 1 when spot from the second gel is

bigger (spot increased going from 1 to 2 gel) and �
̂
V

(r)
G1�2 < −1 when the spot

from the first gel is bigger.
These quantity ratios cannot directly provide exact information about the change

of expression of proteins as the changes may have occur due to existence of
variances in biological and technical parts of experiment. The quantitative estimates
presented here should be processed by statistical means to test the hypotheses.
Statistical analysis may be applied after replicates of identical experiments are
performed, where the number and order of experiments are determined by the
experimental design methods. Additionally it is common practice to select only
ratios that are larger than selected threshold—protein spots with a change of quantity
larger than two-fold are expected as changed expression.

Section Generalization
1. Designed and implemented automatic 2DEG image segmentation method, based

on multilayer perceptron, minimizes the loss of wanted information, and the
amount of errors therefore enables to analyze and evaluate larger amounts of
data without increase of the number of experiments:

• Image regions are classified into three classes (“spot exists in the region,”
“only part of the spot exists in the region,” and “there is no spot in the region”)
at 95% accuracy.

• Computationally expensive oversegmentation analysis and correction are
performed only on image regions of class “only part of the spot exists in the
region” so the required oversegmentation postprocessings are reduced by 20–
30%.

• Allows to specify classification results of individual 2DEG image regions
according to image region classification of aligned images and to correct
significant errors: lost image regions with protein spots and erroneously
merged regions.
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2. New models were proposed and investigated for parametrization of regular and
saturated protein spots:

• Gaussian-based complex models
• Spline-based (
-shaped curve) models
• Bell-shaped function-based models
• Sigmoid-based models

3. For accuracy over speed, asymmetric bell-shaped model (MBAS) should be
selected. For speed over accuracy, four Gaussian functions model (M4G) should
be used.
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Part III
Protein Localization in Leukemia



Chapter 7
Protein Translocation into the Nucleus
during Leukemia Cell Differentiation

Various vital cellular processes involve the translocation of proteins between various
compartments of the cell, including between the cytoplasm and the nucleus.
Certain short amino acid sequences in a protein, classed as signal sequences or
signal peptides, can direct its localization, even if translocation also happens when
these signal sequences do not exist. Proteins translocation into the nucleus could
proceed actively and by diffusion (usually it is characteristic for the proteins
with molecular weight less than 40 kDa). Movements between the cytoplasm and
nucleus occur through nuclear pore complexes (NPCs) embedded in the nuclear
membrane. These macromolecular structures consist of several nucleoporins. The
complex of nucleoporins allow both passive transport and as well interacting with
importin, exportin, and other molecules that are necessary in order to transport the
protein in different cellular processes. Transport of different proteins is conducted
either dependently or independently on transport receptors. As well as assisting
to the nucleocytoplasmic transport, nucleoporins also play a substantive role in
cell differentiation, potentially by their direct gene interaction (Kabachinski and
Schwartz 2015; Khan et al. 2020).

Protein translocation into the nucleus can occur during or after protein transla-
tion. Many transcription factors enter the nucleus after modification in the cytoplasm
or undergo modification after the translocation. We have developed the method for
the assessment of protein translocation from the cytosol into the nucleus (Kulyte
et al. 2001), identified transcription factors translocated into the nucleus during
granulocytic differentiation of leukemic cells, demonstrated that some of identified
transcription factors undergo tyrosine phosphorylation in leukemic cells exposed
to all-trans retinoic acid (Navakauskiene et al. 2003) and even dystrobrevin-γ (a
splice isoform of dystrobrevin-α) was altered by tyrosine phosphorylation soon
after ATRA induced granulocytic differentiation of acute promyelocytic leukemia
cells (Kulyte et al. 2002).
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7.1 Method for Protein Translocation Assay from Cytosol
into the Nucleus

Here we introduce the methods for the assessment of protein translocation into the
nucleus and tyrosine phosphorylation (Kulyte et al. 2001) produced with permission
from Biotechniques as agreed by Future Science Ltd.

Phosphotyrosine signaling is essential in cell regulation—from cell receptor acti-
vation, through stimulation of signal networks and nuclear targeting, to concluding
cellular responses. Clearly, it would be of great value to know when and where
proteins are tyrosine phosphorylated or dephosphorylated. We developed a novel,
nonradioactive approach to elucidate the temporal and spatial characteristics of pro-
tein tyrosine phosphorylation and nuclear targeting. Furthermore, we demonstrated
the feasibility of applying the technique to analyze phosphotyrosine signaling and
transport in proliferating human promyelocytic leukemia (HL-60) cells. The method
can be applied to identify whether protein tyrosine phosphorylations and dephos-
phorylations happen in the cytosol or the nucleus and to determine whether such
modifications are related with nuclear traffic. Acute promyelocytic leukemia (HL-
60) cells were used as the experimental model. Biotinylated cytosolic proteins
obtained from donor cells were used to locate nuclear transport in permeabilized
cells of recipient. Later, 2D gel electrophoresis was applied to fractionate the nuclear
and cytosolic proteins obtained from the recipient cells that were afterwards blotted
onto polyvinylidene difluoride membranes. The membranes were developed with
streptavidin and then reprobed with anti-phosphotyrosine antibodies. The main
benefit of the protocol is that it is simple to perform, and reproducible results are
gained by overlaying the patterns of biotinylated and/or tyrosine-phosphorylated
proteins. Besides, several hundred nuclear and cytosolic proteins can be analyzed
simultaneously. Thus, the comparison of 2D gel electrophoresis maps of biotiny-
lated and tyrosine-phosphorylated proteins allows evaluate the involvement of
trafficking of the latter proteins in cell signaling. Below we are presenting compre-
hensive methodological description to monitor the nucleocytoplasmic translocation
of proteins and their modifications—phosphorylation and dephosphorylation.

The cytosolic fraction of proliferating HL-60 cells was prepared principally as
described by Adam et al. (1990). First, proteins in the fraction were biotinylated by
exposure to 5 mM N-hydroxysuccinimide biotin for 30 min at 4 ◦C. Later, unbound
biotin was removed by subjecting the cytosolic fraction to extensive dialysis against
nuclear import buffer (20 mM HEPES, pH 7.3, 110 mM potassium acetate, 2 mM
magnesium acetate, 5 mM sodium acetate, 5 mM sodium fluoride, 1 mM EGTA,
2 mM DTT, 1 mM orthovanadate, and 1 mg/mL each aprotinin, pepstatin, and
leupeptin).

The digitonin permeabilization of HL-60 cells and assaying nuclear import was
performed as followed. The cells were harvested by low speed centrifugation at
1500 × g and then washed twice with ice-cold PBS (pH 7.3) and once with
import buffer. The cell pellet was then gently resuspended to 5 × 105 cells/mL
in ice-cold nuclear import buffer comprising digitonin which concentration was
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30 mg/mL (diluted from a 20 mg/mL stock solution in dimethyl sulfoxide). The
cells were afterwards placed on ice for 5 min, and the reaction mixture was
gently inverted once a minute. After incubation, the cells were centrifuged at
1500 × g for 7 min at 4 ◦C and then washed at at a minimum of three times
with ice-cold import buffer in order to remove digitonin and prevent nuclear
membranes permeabilization. Freshly digitonin permeabilized HL-60 cells were
applied in the nuclear import experiments. The permeabilized cells were mixed
with cytosolic fraction and complete nuclear import buffer comprising an energy-
regenerating system (1 mM ATP, 5 mM creatine phosphate, and 20 U/mL creatine
phosphokinase). Nuclear import was allowed to proceed for 30 min at 30 ◦C while
being gently mixed by hand. The integrity of the nuclear membrane and protein
transport function was determined by optical sectioning with a confocal laser-
scanning microscope (Sarastro 2000; Molecular Dynamics, Sunnyvale, CA, USA).
Probes—the polyoma virus structural protein, VP1, which carries a nuclear local-
ization sequence (NLS), and BSA, which lacks NLS, were labeled with fluorescein
isothiocyanate (FITC). Cytosolic proteins that were biotinylated and subsequently
marked with fluorescent streptavidin (streptavidin-ALEXA) constituted the third
type of probe. When using the fluoresceinated proteins VP1 and BSA, nuclei were
counterstained with propidium iodide. In experiments with the streptavidin probed
proteins, DNA was marked with SYTOX�-Green nucleic acid stain. Isolated nuclei
were microscopically pure, and imported proteins were found in the nuclei but not
attached to it. We also confirmed that the import of cytosolic proteins occurred in
the presence, but not in the absence, of ATP.

Subsequently the isolation and analysis of nuclear and cytosolic proteins was
performed. Cytosol and nuclei were isolated as specified by Antalis and Godbolt
(1991), with several modifications. In summary, cells were collected, washed twice
in PBS (pH 7.5), resuspended to 3 × 107 cells/mL in solution A (10 mM NaCl,
10 mM Tris-HCl, pH 7.5, 3 mM MgCl2, 0.05% Nonidet P-40, 5 mM sodium
fluoride, 1 mM PMSF, 1 mg/mL aprotinin, pepstatin, and leupeptin, and 1 mM
sodium orthovanadate), and then allowed to swell for 15 min at 0 ◦C. Afterwards,
the cell suspension was shaken vigorously by hand and right away mixed in a
1:1 ratio (v/v) with solution B (i.e., solution A supplemented with 0.6 M sucrose B).
The cell homogenates were then centrifuged at 1500×g for 5 min. The supernatant,
corresponding to the cytosolic fraction, was clarified by centrifuging at 1500×g for
15 min and then analyzed or frozen at −76 ◦C. Pelleted nuclei were washed twice
by centrifuging at 1500 × g for 5 min, first with a 1 : 1 mixture of solutions A
and B and then three times with solution C (i.e., a 1 : 1 (v/v) mixture of
solutions A and B without Nonidet P-40). The nuclei were afterwards analyzed
for purity and integrity under a light microscope and then presented for further
analysis or frozen at −76 ◦C. Total nuclear proteins were prepared by mixing
approximately 5 × 107 nuclei/mL in lysis solution (8 M urea, 4% CHAPS, 1%
DTT, 0.8% 2-D pharmalytes (pH 3–10), and 1 mM PMSF) and then centrifuging
at 1500 × g for 30 min 2D gel electrophoresis, including isoelectric focusing and
gel electrophoresis (SDS-PAGE), was performed. The proteins were subsequently
blotted on Immobilon polyvinylidene difluoride (PVDF) membrane and probed
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Fig. 7.1 The steps of
methodology representing a
powerful toll for studying
protein translocation into the
nucleus

Proliferating HL-60 cells

Cytosol fraction

Permeabilization of
proliferating of HL-60

cells

In vitro labeling by
biotinylation of HL-60

cytosolic proteins

Nuclear import assay

Isolation of cytosolic and
nuclear proteins

Fractionation by
SDS/PAGE and 2-DE

Biotin-streptavidin analysis and
immunoblotting for detection of

tyrosine phosphorylated proteins

with antiphosphotyrosine antibody or streptavidin-horseradish peroxidase (HRP).
Enhanced chemiluminescence (ECL) was used to detect immunoreactive bands.
Figure 7.1 represents the general scheme of described methodology.

By using the experimental strategy described in Fig. 7.1 we examined the
location of proteins showing different degrees of tyrosine phosphorylation in
proliferating HL-60 cells. More than 400 cytosolic and 300 nuclear peptides were
detected by silver staining; both the electrophoretic patterns and the relative amounts
of the proteins were highly reproducible (data not shown).

Figure 7.2 illustrates the characteristic tyrosine phosphorylation of representative
segments (30–100 kDa and pI 4–8.5) of the total number of cytoplasmic and nuclear
protein 2D gel electrophoresis maps. To determine whether a certain tyrosine
phosphorylated cytosolic or nuclear protein is biotinylated, two ECL films obtained
from the same PVDF membrane were probed with anti-phosphotyrosine antibodies
and streptavidin, respectively, and then merged. In this way, five different cases of
protein modifications could be detected: (i) biotinylation and tyrosine phosphoryla-
tion in both the cytoplasm and the nucleus (arrows in Fig. 7.2); (ii) biotinylation,
but not tyrosine phosphorylation in the cytoplasm, and both biotinylation and
tyrosine phosphorylation in the nucleus (circles in Fig. 7.2); (iii) biotinylation
and tyrosine phosphorylation in the cytoplasm, but only a biotinylation signal
in the nucleus (triangles in Fig. 7.2); (iv) no biotinylation at all, and tyrosine
phosphorylation only in the nuclei of recipient cells in which nuclear import had
been allowed to proceed (squares in Fig. 7.2); and (v) biotinylation and tyrosine
phosphorylation only in the cytosol (diamonds in Fig. 7.2). The conclusions we drew
from these observations are summarized in Table 7.1, and the patterns of protein
tyrosine phosphorylation revealed by 2D gel electrophoresis are shown in Fig. 7.2.
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Fig. 7.2 2D gel electrophoresis (2DE) patterns of biotinylated and tyrosine-phosphorylated
cytosolic (CYTOSOL) and nuclear (NUCLEUS) proteins isolated from proliferating recipient
HL-60 cells after nuclear import. Digitonin-permeabilized recipient HL-60 cells devoid of their
own cytoplasm were incubated with donor cytoplasm containing biotinylated cytosolic proteins.
After allowing nuclear import, cytosolic and nuclear proteins were isolated, fractionated by 2DE,
and analyzed for streptavidin-HRP (biotinylation) or reactivity to anti-phosphotyrosine antibod-
ies (tyrosine phosphorylation). Symbols: arrows, proteins tyrosine phosphorylated in the cytosol
and then translocated into the nucleus; circles, proteins translocated into the nucleus and then
tyrosine phosphorylated; triangles, proteins that were tyrosine phosphorylated in the cytoplasm
and then dephosphorylated before or after translocation into the nucleus; squares, tyrosine-
phosphorylated proteins residing permanently in the nucleus; diamonds, tyrosine-phosphorylated
proteins residing permanently in the cytoplasm. According Kulyte et al. (2001), reproduced with
permission from Biotechniques as agreed by Future Science Ltd.

Concerning the spots denoted by triangles in Fig. 7.2, there are other even more
weakly biotinylated protein spots with detectable tyrosine phosphorylation in the
nucleus fraction. Moreover, when the measurement time was extended 3- to 5-fold,
still no signal was detected. We are therefore convinced that the absence of tyrosine
phosphorylation is due to dephosphorylation and not to an effect of insufficient sen-
sitivity of detection. In the fourth case, the proteins apparently resided permanently
in the nucleus because they were not found to be (but theoretically may well have
been) biotinylated in the cytoplasmic fraction. An explanation for this might be
that newly translated nuclear proteins are rapidly translocated from the cytoplasm,
and, therefore, the relative amount of nascent nuclear proteins in the cytoplasmic
fraction at the moment of extraction is very small. Moreover, it is possible that
proteins from disassembled nuclei of mitotic cells contaminate the cytoplasmic
fraction. However, such nuclear proteins should not interfere significantly with our
method because less than 5% of the cells in a proliferating, asynchronous HL-60
population are mitotic (Savickiene et al. 1999). In summary, our method represents
a powerful new tool for studying temporal and spatial aspects of protein tyrosine
phosphorylation and translocation of the proteins to the nucleus in different types of
cells and physiological states.
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Table 7.1 Location of tyrosine phosphorylation of nuclear proteins in proliferating HL-60 cells

Cell Compartment of Protein Tyrosine
Phosphorylation∗

Cytosol Nucleus

Symbol Biotinylation pY Biotinylation pY

1. Proteins tyrosine phosphorylated in the
cytosol and subsequently translocated to the
nucleus

↙ + + + +

2. Proteins translocated into the nucleus and
then tyrosine phosphorylated

� + − + +

3. Proteins tyrosine phosphorylated in the
cytoplasm and then dephosphorylated
before or after translocation into the nucleus

( + + + −

4. Tyrosine-phosphorylated proteins
residing permanently in the nucleus

� − − − +

5. Tyrosine-phosphorylated proteins
residing permanently in the cytoplasm

♦ + + − −

According Kulyte et al. (2001), reproduced with permission from Biotechniques as agreed by
Future Science Ltd.
∗– Cytosolic proteins from donor cells were biotinylated and assessed after nuclear import
into penneabilized recipient ceels. The nuclear import was allowed to proceed for 30 min, and
the cytosolic and nuclear proteins in the recipient cells were subsequently fractionated by 2-D
gel electrophoresis. The proteins were then transferred to PVDF membranes and probed with
streptavidin (Biotinylation) and anti-phosphotyrosine (pY) antibodies, respectively.

7.2 Translocation of Transcription Regulators into the
Nucleus

Signal transduction from the cell surface to the nucleus in response to extracellular
stimuli controlled by a group of integrated signaling events, involving initiation
of protein kinase cascades (Hunter 2000). There are two ways to transmit protein
phosphorylation signals to the nuclear genome: activated protein kinases may be
transfered from the cytoplasm into the nucleus, where they phosphorylate target
transcription factors; and/or transcription factors may be kept in a latent state in the
cytoplasm and enter into the nucleus after phosphorylation by cytoplasmic protein
kinases (Bagnato et al. 2020). The first kind of signaling prevails, because most
of transcription factors are nuclear proteins that reside in the cytoplasm only once
while being synthesized. For example, upon activation, the MAP kinases ERK1 and
ERK2 are transferred from the cytoplasm into the nucleus (Maik-Rachline et al.
2019), where they phosphorylate several substrates. Also, when the haematopoietic
cells are treated with agents stimulating differentiation or apoptosis, certain isoforms
of protein kinase C (PKC) as a result move into the nucleus (Poli et al. 2018).

Transferring of extracellular signals into the nucleus is well portrayed through
NFκB, which is retained in the cytoplasm of unstimulated cells by interaction
with the IκB inhibitor, and may be transferred into the nucleus only after phos-
phorylation (Chen and Greene 2004; Huang and Hung 2013). Likewise, a wide
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range of growth factors and cytokines elicit signaling cascades that stimulate rapid
relocalization of STATs to the nucleus (Reich and Liu 2006). It seems that certain
phosphorylations of transcription factors are involved in all systems responsible
for cell differentiation and proliferation regulation (Hunter and Karin 1992; Karin
and Hunter 1995), hence it is crucial to determine tyrosine phosphorylated proteins
that take a role in the signaling pathways of differentiation and evaluate how they
are related to proteins expressed by ATRA activated genes. We were looking for
alernative tyrosine phosphorylated, ATRA induced transcription regulators that are
transferred into the nucleus during commitment of HL-60 cells to granulocytic
differentiation.

Using the approach described above (Kulyte et al. 2001) we examined the
tyrosine phosphorylation and cytoplasm-to-nucleus transference of proteins in
proliferating and differentiating HL-60 cell. We demonstrated that the proteins
transferred into the nucleus had been phosphorylated either in the cytoplasm (before
transference) or in the nucleus itself (principally in the nucleoplasm or when weakly
bound to chromatin).

In order to conduct nuclear import assay permeabilized proliferating HL-60 cells
were incubated with biotinylated cytoplasmic proteins that had been isolated from
HL-60 cells which were proliferating or had differentiated for 0.5, 1, 6, 18, 24, 48,
72 h (data not shown) and 96 h (Fig. 7.3). Biotinylated cytoplasmic proteins (“total
cytoplasm” in Fig. 7.3) of proliferating and differentiating HL-60 cells (respectively
designated a and b in Fig. 7.3) were fractionated by SDS gel electrophoresis,
evaluated for biotinylation and tyrosine phosphorylation, and afterwards applied for
nuclear import assay. The qualitative electrophoretic patterns of these proteins were
fairly similar in spite of differentiation stage, therefore it may be argued that the
patterns created by nuclear-translocated proteins in the lanes designated a and b in
Fig. 7.3 represent proliferating control cells and cells differentiated for 96 h.

The fractions of non-histone chromosomal, nucleoplasmic, and residual nuclear
proteins (respectively designated “chromatin”, “nucleoplasm”, and “residual
nucleus” in Fig. 7.3) were isolated from the nuclei of permeabilized proliferating
HL-60 cells after the nuclear import assay and were afterwards subjected to SDS gel
electrophoresis. From that point the translocation of proteins (biotinylated ones)
into the nucleus and tyrosine phosphorylation were evaluated. Greatest difference
can be noticed between proteins from proliferating and differentiated cells (a and
b lanes in Fig. 7.3) targeted to the same nuclear protein fraction and between
the presence of the same type of proteins in the individual nuclear fractions
(“chromatin”, “nucleoplasm”, and “residual proteins” in Fig. 7.3). Several of
long-term tyrosine phosphorylated proteins were related with the nuclear matrix,
demonstrating that these proteins are responsible for formation and maintenance
of the neutrophil phenotype. The results of SDS electrophoresis motivated us to
analyze proteins that are increasingly transfered into the nucleus during progressing
differentiation to evaluate whether several of them are normally responsible for
terminating the cell cycle and for ensuring survival of the cell. In order to identify
the nuclear translocated and tyrosine phosphorylated proteins in proliferating and
differentiating HL-60 cells, the nuclear proteins of the experimental cells were
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Fig. 7.3 Electrophoretic patterns and tyrosine phosphorylation of proteins initially isolated from
the cytoplasm of proliferating or differentiating HL-60 cells and then allowed to transfer into the
nucleus of other proliferating HL-60 cells. The isolated proteins originated from proliferating (a)
and differentiating (b) HL-60 cells. In the experiments, we evaluated HL-60 cells for biotinylated
cytoplasmic proteins (TOTAL CYTOPLASM), and for nuclear proteins that were obtained (after
the nuclear import assay) from isolated nuclei with 0.15 M NaCl (NUCLEOPLASM), 0.35 M
NaCl (CHROMATIN), or 2% SDS, 0.05 mM Tris (pH 6.8), and 50 mM DTT (RESIDUAL
NUCLEUS). Migration of the molecular size-marker proteins is presented to the left (kDa values).
Cytosolic proteins were isolated from proliferating and differentiating HL-60 cells and afterwards
biotinylated. The nuclear import assay was conducted by incubating permeabilized control (prolif-
erating) HL-60 cells with the biotinylated cytosolic proteins for 30 min at 30 ◦C. Later, the nuclei
were isolated, and proteins were obtained with 0.15 M, or 0.35 M NaCl, or with 2% SDS, 0.05 mM
Tris (pH 6.8), and 50 mM DTT and then fractionated by SDS-PAGE on a 7–15% acrylamide
gel gradient and translocated onto Immobilon™ PVDF membrane. The membrane was analyzed
for protein biotinylation with Streptavidin-HRP (Biotin), reprobed with an anti-phosphotyrosine
antibody (IgG2bk), and afterwards developed with an enhanced chemiluminescence detection
system. According Navakauskiene et al. (2003), License No 1025075-1

isolated and separated by 2DE, stained by silver or they were translocated onto
PVDF membranes and detected either by the anti-phosphotyrosine antibodies, or
by antibodies against transcription factors evaluated by us. The nuclear proteins that
are characteristic of proliferating cells are presented in Fig. 7.4A, and proteins that
accumulated in the nuclei after 18 h of differentiation are presented in Fig. 7.4B.
2DE patterns of nuclear proteins (Fig. 7.4) allow to argue that most of proteins in
the nucleus of control and differentiating cells vary according to their amount to a
lesser extent than according to tyrosine phosphorylation.

Tyrosine phosphorylation of nuclear proteins in the cells varied within 18 h
of inducing differentiation, in comparison to what we noticed in proliferating
HL-60 cells (Fig. 7.4; PY). Additionally for determination of changed nuclear
translocation and tyrosine phosphorylation of separate proteins, we applied mon-
oclonal antibodies against C/EBPbeta, c-Myb, STAT3, STAT5a, STAT5b, NFκB
p50, and NFκB p65 to disclose the positions of these proteins in the 2DE mem-
branes (Fig. 7.4, Silver). After comparison of the 2DE membranes with the afore-
mentioned antibodies as well as anti-phosphotyrosine antibodies, we could identify
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Fig. 7.4 Identification of proteins translocated into the nuclei of proliferating and differentiating
HL-60 cells. Nuclear proteins were isolated followed by two-dimensional gel electrophore-
sis (2-DE) protein fractionation and transfer onto an Immobilon™ PVDF membrane, and were
subsequently analyzed with an anti-phosphotyrosine antibody (IgG2bk, PY) and antibodies to
C/EBPbeta, c-Myb, STAT3, STAT 5a, STAT 5b, NFκB p50, and NFκB p65. An enhanced
chemiluminescence detection system was applied to visualize the protein spots. Migration of
molecular size standards is shown by the kDa values to the left. According Navakauskiene et al.
(2003), License No 1025075-1

which of the analyzed transcription factors were tyrosine-phosphorylated. We
found that none of the examined transcription factors were tyrosine-phosphorylated
in proliferating (control) HL-60 cells (Fig. 7.4A, PY). On the other hand, after
differentiation was stimulated, STAT3, STAT5b, C/EBPbeta and NFκB p65 were
tyrosine-phosphorylated. The tyrosine phosphorylation and nuclear translocation of
STATs, C/EBPbeta, and NFκB after the onset of differentiation allow to argue that
these proteins play a role in the mechanisms of granulocytic lineage commitment,
despite the fact that they act through various intracellular signaling pathways.

Expression of transcription factors necessary for lineage commitment of differen-
tiating cells (C/EBPbeta and c-myb) and for survival of differentiated cells (STATs
and NFκB) was analyzed in the HL-60 cell line. Differentiatsion was stimulated
by treating the cells with all-trans retinoic acid. c-Myb expression in the nucleus
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restored at the precommitment stage (18 h) what concurred with the highest nuclear
level of C/EBPbeta, which allows to argue that these transcription factors have a
combinatorial interaction in granulocytic signalling pathway. Expression of STAT5a
and STAT5b changed during differentiation, although no important variations
were seen in STAT3 levels. Increased cytosolic level of NFκB p65 during pre-
commitment and commitment stages of granulocytic differentiation corresponded
with augmentation of the STAT5a protein level what could prove their possible
cooperation during granulocytic-lineage commitment of HL-60 cells. Our results
show that proteins are transferred into the nuclei of HL-60 cells that are undergoing
differentiation induced by treatment with all-trans retinoic acid, and that this nuclear
import may play a role in the signal transduction that is required for differentiation.

7.3 Dystrobrevin-γ Translocation into the Nucleus of Acute
Promyelocytic Leukemia Cells

We first demonstrated that human dystrobrevin-γ is expressed in cells of the
promyelocytic HL-60 line, and biochemically it exists in two cell compartments—
the cytosol and the nucleus (Kulyte et al. 2002). To analyze variations in the nuclear
protein expression pattern and specific tyrosine phosphorylation in proliferating
HL-60 cells and HL-60 cells that had undergone ATRA induced differentiation
for 30 min, total nuclear proteins were fractionated by 2DE, silver stained or
investigated with antibodies against tyrosine phosphorylation. Taking into account
the tyrosine phosphorylation pattern of the transferred proteins (see Chap. 5,
Fig. 5.6), we determined the largest variation for proteins with an acidic pI.
The total amount of proteins did not change substantially after the brief ATRA
stimulated differentiation. Despite this, we noticed a difference between the dif-
ferentiating (ATRA 30 min) and the proliferating HL-60 cells in regard to tyrosine
phosphorylated proteins detected in the nuclei. Several of these proteins appeared in
the nucleus early in differentiation (30 min ATRA treatment) and remained tyrosine-
phosphorylated during the precommitment stage of differentiation (up to 24 h). Two
groups of tyrosine-phosphorylated proteins could be determined: those that were
tyrosine-phosphorylated in the nuclei of both proliferating and ATRA differentiated
cells; those that were not tyrosine-phosphorylated in the nuclei of proliferating
cells but were phosphorylated in the nuclei of cells exposed to ATRA for 30 min.
By applying the mass spectrometry analysis we found out that dystrobrevin-γ
undergoes tyrosine phosphorylation soon (30 min) after the onset of ATRA induced
differentiation and transfers into the nucleus (Kulyte et al. 2002). These results
further support a signaling role for the peripheral DAPC complex (dystrophin-
associated protein complex) (Fig. 7.5).

Little is known about the dystrobrevin-γ role in nuclear dystrophin complex, and
it remains unclear whether it has structural and/or signaling properties. Based on
the characteristics of the tyrosine phosphorylation and distribution of dystrobrevin
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Fig. 7.5 The proposed model showing possible involvement of dystrobrevin-γ in dystroglycan-
sarcoglycan complex

isoforms it was shown (Balasubramanian et al. 1998) that phosphotyrosine contain-
ing tail isoforms of dystrobrevin are the specialized components of the dystroglycan
complex which render the complex sensitive to regulation by tyrosine kinases. It was
examined by González et al. (2000) the subcellular distribution of the dystrophin
Dp1 various splicing isoforms and conclusions were made that it identifies the
nuclear or cytoplasmic distribution of Dp1. According to Blake et al. (1999) there
Dp1 and dystrobrevin are related, but Dp1 is not able to act as a functional
alternative for full-length dystrophin. Quite recently, Martínez-Vieyra et al. (2018)
examined cellular distribution of dystrobrevin-α and its splice isoforms in human
promyelocytic leukemia HL-60 cells and in the HL-60 cells induced to neutrophil-
like cells with DMSO. Their results suggested that dystrobrevin-α isoform 1, which
is 94 kDa, expression diminished when the cells reach their mature forms. The
research group also demonstrated that dystrobrevin-α is crucial to lobulate and
shape the nuclei of neutrophils induced from HL-60 cells. Their results have shown
a significant relationship between the nucleoskeleton and cytoskeleton, which is
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disrupted by dystrobrevin-α depletion, translating into nuclear-shape abnormalities
during the process of differentiation. These results demonstrated the probability
that a DAPC-like complex exists in the nucleus but its precise role still should be
discovered in different cell types.
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Chapter 8
Protein Visualization in Leukemia Cells

The visualization of protein complexes in living cells allows to investigate the
interaction of proteins in their usual environment and to identify their subcel-
lular localization. Subcellular localization is crucial to protein function and has
been suggested as a mean to accomplish functional diversity and, concurrently,
economize on protein design and synthesis (Butler and Overall 2009). Subcellular
localization defines the access of proteins to interacting partners and the post-
translational modification machinery and allows the integration of proteins into
functional biological networks. Aberrantly localized proteins have been related to
various human diseases, for instance, Alzheimer’s disease, cancer, kidney stones,
and others.

It was found that epigenetic regulation has an impact on gene expression, and
recent research shows that aberrant DNA methylation patterning and histone mod-
ifications can have a function in leukemogenesis. For the purpose of accentuation
of the co-operation of epigenetic mechanisms acting during the latter process it is
necessary to identify their potential as biomarkers of granulocytic differentiation as
well as their cellular localization during differentiation processes. In the Chapter 8
we will present our research displaying the visualization of proteins, their isoforms
and modifications during hematopoietic cell granulocytic differentiation as well
as leukemia cell differentiation and apoptosis processes (Kulyte et al. 2002;
Borutinskaite et al. 2011; Navakauskiene et al. 2012, 2014).
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8.1 Comparative Analysis of Histones during Granulocytic
Differentiation

Hematopoietic stem cells particularly exhibit self-renewal and differentiation into
mature distinct hematopoietic lineages. The latest state-of-art technologies have led
to the determination of molecular, cellular, and functional heterogeneity of the HSC
population (Laurenti and Göttgens 2018; Haas et al. 2018).

CD34 is a marker of hematopoietic stem cells and hematopoietic progenitor cells
as well as non-hematopoietic cells like embryonic fibroblasts and vascular endothe-
lial progenitors (Sidney et al. 2014). Clinically, CD34 is related with the selection
and enrichment of hematopoietic stem cells for bone marrow transplants. Human
hematopoietic progenitor cells are CD34 positive (CD34+). These cells obtained
from healthy human blood, KG1 cells representing obstructed differentiation at
an initial stage of hematopoietic development, and mature human neutrophils may
consequently be applied epigenetic surveys. CD34+ cells create a valuable model
system where progression from quiescent to cycling to differentiated states can be
associated with the alterations in chromatin rearrangements. Alterations in histones
H3 and H4 modifications being related to chromatin activation, i.e., H3K4me3,
H3K9ac, H3K9ac/S10p and H4hyperAc, and reactivation of methylation-silenced
genes could be obvious in hematopoietic primary CD34+ cells, KG1 cells, and
mature neutrophils. We employed 1D, 2D gel fractionation histones, their qvariants
and alterations of modifications as well as computational analyses of confocal
images to analyze such alterations of histone modifications in these cell popula-
tions (Navakauskiene et al. 2014).

In order to analyze active chromatin formation and histone modifications during
granulocytic differentiation we investigated the modification status of H3K4me3,
H3K9ac, H3K9ac/S10p and H4hyperAc histones in human hematopoietic pro-
genitor CD34+ cells, which were untreated or treated with phenylbutyrate as a
HDAC inhibitor or RG108 as a non-nucleoside DNMT inhibitor in human myeloid
leukemia KG1 cells, and mature human neutrophils. In our study we visualized
histones in different ways (1 and 2 dimentional electrophoresis and confocal
microscopy, Figs. 8.1, 8.2, 8.3, 8.4, 8.5, and 8.6). Core histones H2A, H2B, H3,
and H4 wrap DNA and make an impact on chromatin condensation levels due to
both histone and DNA modifica-tions. The chromatin structure is crucial in gene
regulation during cell development, proliferation, differentiation and apoptosis, and
core histones as well as linker histone H1 variants could be significant factors for
the maintenance of stem cell pluripotency, DNA condensation, and gene expression
regulation (Godde and Ura 2009; Lord et al. 1990; Terme et al. 2011; Pan and Fan
2016). In fact, some of histone variants, i.e., H3.3, H2A.Z, H2A.X, and macro H2A
have indivi-dual roles when regulation of chromatin structure occurs (Barrero
et al. 2013; Wang et al. 2018). In our study we investigated core histones and
linker histone H1 distributions in hematopoietic CD34+ stem cells, control myeloid
leukemia KG1 cells, KG1 cells stimulated to granulocytic differentiation by apply-
ing DNMT inhibitor RG108 and HDAC inhibitor phenylbutyrate and mature human
neutrophils (NF). Isolated histones were fractionated in an AUT (0.9 M acetic acid,
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Fig. 8.1 Histone distribution
in hematopoietic cells.
Histones were isolated from
untreated (KG1_C), and
treated for 24 h with 25 μM
RG108 (KG1_RG) or 6 h
with 4 mM PB (KG1_PB)
KG1 cells, human mature
neutrophils (NF) and
hematopoietic CD34+ stem
cells. Isolated histones were
fractionated in an AUT
system based on the section.
Representative images from
one of three experiments
showing similar results are
presented.
According Navakauskiene
et al. (2014)
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6 M urea, 4 mM Triton X-100, 15% polyacrylamide) system and stained (Fig. 8.1) or
after fractionation sub-fractionated with SDS/PAGE (Fig. 8.2). We showed (Fig. 8.1)
that the expression of linker histone H1 lowered during differentiation and mature
human neutrophils have small amount of it. Several research groups have shown
that H1 variants are varyingly expressed during cell differentiation: the pluripotent
cells (ES and iPS4F1) have lower levels of the histone variant H1.0 and higher levels
of the H1.3 and H1.5 variants, while the others, i.e., H1.2 and H1.4, have not shown
any important changes (Terme et al. 2011; Di Liegro et al. 2018). Histone H3 is
a significant epigenetic target due to its various modification states (Li and Zeng
2019). In our study (Navakauskiene et al. 2014) we demonstrated that H3.1 and
H3.2 slightly dropped in CD34+ and NF in comparison to KG1 cells represented
differentiating hematopoietic cells (Figs. 8.1 and 8.2). The level of histone H3
variant H3.3 lowered only in mature human neut-rophils (Figs. 8.1 and 8.2), when
an expression of active gene was reduced. It has been shown that H3.3 containing
nucleosomes are enriched in an active chromatin (Ahmad and Henikoff 2002). Jin
and Felsenfeld (2006) have shown that H3.3 may have a direct impact on activa-
tion of the chicken folate receptor and β-globin genes. We have shown (Figs. 8.1
and 8.2) that histones H2A and H2B did not display apparent variances in all
types of investigated cells. However, the acetylation of histones H3 and H4 was
striking in KG1 cells stimulated to granu-locytic differentiation by HDAC inhibitor
phenylbutyrate (PB) and ATRA (Merzvinskyte et al. 2006; Navakauskiene et al.
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Fig. 8.2 Histone variants and their modifications during hematopoietic cell development. Histones
were isolated from hematopoietic CD34+ stem cells, myeloid leukemia untreated (KG1_C), and
treated with 4 mM PB for 48 h (KG1_PB) KG1 cells, and human mature neutrophils (NF). Isolated
histones were fractionated in the AUT system (AUT) and then evaluated with antibodies against
total histone H3 (Anti-H3) or AUT strips were fractionated in SDS/PAGE (SDS). Histones (H1,
H2A, H2B, H4), their variants (H3.1, H3.2, H3.3) and histone H4 acetylation forms (Ac 0, 1, 2,
3, 4) are respectively marked in the images. Representative images from one of three experiments
showing similar results are presented. According Navakauskiene et al. (2014)

2014), but not with DNMT inhibitor RG108 (Fig. 8.1). Our results allow to argue
that core histones and their variants as well as the linker histone H1 distribute
va-riously during granulocytic differentiation of hematopoietic cells and that their
distribution ref-lects the differentiation status of hematopoietic cells.

The confocal microscopy images of the fluorescence intensity were evaluated by
using computational methods of histones H3K4me3 (Fig. 8.3), H3K9ac (Fig. 8.4),
H3K9ac/S10p (Fig. 8.5) and H4hyperAc (Fig. 8.6) as well as ratios of the median
values of the fluorescent intensities. The hematopoietic progenitor CD34+ cells
and neutrophils demonstrated very similar histone modification levels (Figs. 8.4,
8.5, and 8.6), except for H3K4me3; the latter exists in transcriptionally active
chromatin and in neutrophils its level was declined (Fig. 8.3). Furthermore, it was
lower in control KG1 cells (Fig. 8.3) in comparison with CD34+ cells. H3K9me3
deregulation in AML is associated preferentially with a decline of the modifications
in core promoter regions. Müller-Tidow et al. (2010) showed that a decline in
H3K4me3 levels at CREs (cAMP Response Element) was related with higher
CRE-driven promoter activity in vivo in AML blasts. Besides, there are extensive
alterations of H3K9me3 levels at gene promoters in AML and suggestions that
inhibitors of H3K9 methylation can be applied as therapeutic agents (Müller-Tidow
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Fig. 8.3 Histone H3K4me3 modification levels in hematopoietic cells. (A) Representative con-
focal images of fluorescence intensity of histone H3K4me3 in CD34+ cells (CD34+), KG1
control (KG1_C), KG1 cells treated for 48 h with 4 mM phenylbutyrate (KG1_PB) or 25 μM
RG108 (KG1_RG) and human mature neutrophils (NF) from two of three experiments showing
similar results; (B) 3D profile of fluorescent intensity of corresponding bottom image from (A); (C)
Ratios of median values of fluorescent intensities are demonstrated. Total fluorescence intensity of
each cell category (CD34+, KG1_C, KG1_PB, KG1_RG, NF) was applied for computation of
median values. Ratios represent fold-change (increased intensity—positive fold-change; decreased
intensity—negative fold-change) of KG1_C, KG1_PB, KG1_RG, NF compared to CD34+. The
Wilcoxon rank—sum test was used for statistical analysis: P < 0.05 (∗); P < 0.01 (∗∗);
NS—no significant change. The bars represent fold enrichment of the modified histones relative
to the control (CD34+ cells). Data is the mean ±SD from three independent experiments.
According Navakauskiene et al. (2014)

et al. 2010; Monaghan et al. 2019). Paul et al. (2010) noticed that reactivation of
p15INK4b expression in AML cell lines and patient blasts applying for treatment
5-aza-2’-deoxycytidine (decitabine) and trichostatin A (TSA) increased H3K4me3
and maintained H3K27me3 enrichment at p15INK4b. These data show that AML
cells with p15INK4b DNA methylation have an altered histone methylation pattern
in comparison with unmethylated samples and that these alterations are reversible
by epigenetic drugs.

In general our findings demonstrate the importance of histones variants and
modifications for the hematopoietic cell development as well as granulocytic differ-
entiation. These changes could be valuable for the leukemia induced granulocytic
differentiation.
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Fig. 8.4 Histone H3K9ac modifications during hematopoiesis. (A) Representative confocal
images of fluorescence intensity of histone H3K9ac in CD34+ cells (CD34+), KG1 con-
trol (KG1_C), KG1 cells treated for 48 h with 4 mM phenylbutyrate (KG1_PB) or 25 μM
RG108 (KG1_RG) and human mature neutrophils (NF) from two of three experiments showing
similar results; (B) 3D profile of fluorescent intensity of corresponding bottom image from (A);
(C) Ratios of median values of fluorescent intensities are shown. Total fluorescence intensity of
each cell category (CD34+, KG1_C, KG1_PB, KG1_RG, NF) was applied for computation of
median values. Ratios represent fold-change (increased intensity—positive fold-change; decreased
intensity—negative fold-change) of KG1_C, KG1_PB, KG1_RG, NF compared to CD34+. The
Wilcoxon rank—sum test was used for statistical analysis: P < 0.05 (∗); P < 0.01 (∗∗);
NS—no significant change. The bars represent fold enrichment of the modified histones relative
to the control (CD34+ cells). Data is the mean ±SD from three independent experiments.
According Navakauskiene et al. (2014)

8.2 Visualization of Dystrobrevin-α in Leukemia Cells

In the previous chapters (Chaps. 5 and 7) we described the role of dystrobrevin-α
during leukemia cell proliferation, differentiation and apoptosis. It is known that this
protein is one of the components of the dystrophin-associated protein complex at the
sarcolemma. dystrobrevin protein belongs to the dystrophin protein family (Blake
et al. 1996; Gingras et al. 2016).

The exact role of dystrobrevin is unidentified yet, but some authors proposed
that dystrobrevin can play a role in signaling processes. It was demonstrated that
dystrophin protein is a substrate for a few kinases, like CaM kinase, casein kinase
II, and protein kinase c (Senter et al. 1995; Bruno 2014).

In our studies we demonstrated that dystrobrevin-α isoforms were expressed in
APL (NB4, HL-60) cells. The expression level and distribution of dystrobrevin-



8.2 Visualization of Dystrobrevin-α in Leukemia Cells 305

**

****
**

**

*

**

**

**

*

A

B

C

CD34+ KG1_C KG1_PB KG1_RG108 NF

R
el

at
iv

e
flu

or
es

ce
nt

in
te

ns
ity

1.8
1.0
2.0

4.0

6.0

8.0

-2.0

5.2
3.9

2.6

Fig. 8.5 Histone H3K9ac/S10p modifications during hematopoiesis. (A) Representative confocal
images of fluorescence intensity of histone H3K9ac/S10p in CD34+ cells (CD34+), KG1
control (KG1_C), KG1 cells treated for 48 h with 4 mM phenylbutyrate (KG1_PB) or 25 μM
RG108 (KG1_RG) and human mature neutrophils (NF) from two of three experiments showing
similar results; (B) 3D profile of fluorescent intensity of corresponding bottom image from (A);
(C) Ratios of median values of fluorescent intensities are presented. Total fluorescence intensity
of each cell category (CD34+, KG1_C, KG1_PB, KG1_RG, NF) was used for computation of
median values. Ratios represent fold-change (increased intensity—positive fold-change; decreased
intensity—negative fold-change) of KG1_C, KG1_PB, KG1_RG, NF compared to CD34+. The
Wilcoxon rank—sum test was used for statistical analysis: P < 0.05 (∗); P < 0.01 (∗∗);
NS—no significant change. The bars represent fold enrichment of the modified histones relative
to the control (CD34+ cells). Data is the mean ±SD from three independent experiments.
According Navakauskiene et al. (2014)

α isoforms vary in separate cell fractions: cytoplasm, nucleus, hydrophobic cell
compartments (Kulyte et al. 2002; Borutinskaite et al. 2011). We noticed that in
proliferating and differentiating NB4 cells only the dystrobrevin-γ isoform went
through tyrosine phosphorylation (Kulyte et al. 2002). Our results support an
observation, that the phosphorylation state of dystrobrevin-γ in the nucleus is altered
during differentiation process after promyelocytic leukemia cells were treated with
ATRA.

In order to identify the localization of human dystrobrevin-α during granulocytic
differentiation, we examined its distribution in HL-60 cells during three main stages
of differentiation and in neutrophils obtained from peripheral blood after labeling
with antibody-dystrobrevin and detection with confocal microscope (Kulyte et al.
2002). We observed that the distribution of dystrobrevin-α altered in the HL-
60 cells during the separate stages of differentiation, seen as distinct staining
alternating between the plasma membrane, the cytoplasm, and the nucleus (Fig. 8.7).
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Fig. 8.6 Histone H4 hyperAc modification during hematopoiesis. (A) Representative confocal
images of fluorescence intensity of histone H4 hyperAc in CD34+ cells (CD34+), KG1 con-
trol (KG1_C), KG1 cells treated for 48 h with 4 mM phenylbutyrate (KG1_PB) or 25 μM
RG108 (KG1_RG) and human mature neutrophils (NF) from two of three experiments showing
similar results; (B) 3D profile of fluorescent intensity of corresponding bottom image from (A);
(C) Ratios of median values of fluorescent intensities are presented. Total fluorescence intensity
of each cell category (CD34+, KG1_C, KG1_PB, KG1_RG, NF) was used for computation of
median values. Ratios represent fold-change (increased intensity—positive fold-change; decreased
intensity—negative fold-change) of KG1_C, KG1_PB, KG1_RG, NF compared to CD34+.
Wilcoxon rank sum test was used for statistical analysis: P < 0.05 (∗); P < 0.01 (∗∗);
NS—no significant change. The bars represent fold enrichment of the modified histones relative
to the control (CD34+ cells). Data is the mean ±SD from three independent experiments.
According Navakauskiene et al. (2014)

It seemed that protein dispersed throughout the whole cell volume, especially in the
proliferating cells. It looked as though during the commitment stage dystrobrevin-α
was more concentrated close to the membrane of the cell, despite the fact that the
pattern was still diffuse (Fig. 8.7). Nevertheless, after 96 h of differentiation (i.e.,
in granulocyte-like cells), it was possible to notice clearly the clusters at the
membranes of cells and nuclei. Interestingly, we inspected obvious differences in
dystrobrevin immunostaining between the isolated normal neutrophils and the HL-
60 cells undergoing induced differentiation in vitro (Fig. 8.7): both types of cells
showed staining adjacent to the cell and nuclear membrane, but only the neutrophils
demonstrated especially strong dystrobrevin immunoreactivity in the nuclei.

In our next study we confirmed the dystrobrevin-α localization in NB4 cells
(Borutinskaite et al. 2011). We showed that dystrobrevin-α is primarily localized
in the cytoplasm adjacent to the plasma membrane of proliferating NB4 cells.
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A. Proliferating HL-60 B. Commitement (24 h)

C. Maturation (96 h ATRA) D. Human neutrophils

Fig. 8.7 Distribution of human dystrobrevin in HL-60 cells undergoing granulocytic differentia-
tion and in human neutrophils. The confocal images present the localization of human dystrobrevin
in proliferating HL-60 cells (A), HL-60 cells at the commitment stage of differentiation (B), after
24 h treatment with ATRA, mature granulocytes (C), after 96 h ATRA), and peripheral neutrophils
isolated from human blood (D). All cells were fixed, labeled and the images were obtained under
identical conditions. To visualize fluorescence from entire cells, some areas in the images were
allowed to saturate. The color scale is shown on the left. Scale bar, 5 μm. According Kulyte et al.
(2002), License No 1025167-10

After the treatment of NB4 cells with ATRA, cells underwent differentiation
into granulocyte-like cells and dystrobrevin-α was identified more in the nucleus.
Our data demonstrated that dystrobrevin-α changed its sub-cellular localization
during the granulocytic differentiation of NB4 cells (Fig. 8.8)—after 96 h of ATRA
treatment dystrobrevin-α localization in the cell became more or less the same as in
human neutrophils.
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NB4 control 1 μM ATRA, 96 h Neutrophils

Fig. 8.8 Distribution of human dystrobrevin-α in NB4 cells. Confocal images demonstrating the
localization of human dystrobrevin-α in proliferating (control), induced to granulocytic differenti-
ation with 1 μM ATRA NB4 cells, and in human neutrophils. Bar: 5 μm. According Borutinskaite
et al. (2011), License No 4796590532046

Immunostaining of mouse and ratskeletal muscle with dystrobrevin-α-specific
antibodies determined that the protein is localized close to the sarcolemma and
there are higher concentrations at the neuromuscular junctions, which indicates
that it has a functional task at both sites (Blake et al. 1996; Grady et al. 2000;
Gingras et al. 2016). Additionally, in our study, dystrobrevin-α was related to the
nuclear membrane in k cells (Kulyte et al. 2002). While evaluating the difference in
fluorescence between the cytoplasm and the nucleus, it can be suggested that dys-
trobrevin accumulates both on the cell membrane and in the nucleus (Borutinskaite
et al. 2011; Kulyte et al. 2002). Since dystrobrevin is widely located along the cell
and nuclear membranes and is clustered in differentiating HL-60 cells, this protein
may also have a significant role in human neutrophils. We noticed the increase in
dystrobrevin-α around/in the nuclei of motile human neutrophils, and it is certainly
intriguing.

By applying the method of mass spectrometry we determined the proteins that
co-immunoprecipitated with dystrobrevin. We identified two cytoskeletal proteins
related to dystrobrevin-α in the granulocyte-like cells after HL-60 cell induced
differentiation. These proteins were defined as human actin and myosin light
chain (Kulyte et al. 2002). To investigate sites of co-localization of dystrobrevin-
α and actin, we stained normal human neutrophils and granulocyte-like cells
differentiated in vitro with the antibody against dystrobrevin-α and the fluorescein-
5-isothiocyanate (FITC) labeled secondary antibody (Fig. 8.9A–C, green channel).
The actin network was labeled with Alexa 594-phalloidin (Fig. 8.9, red channel).
Nonetheless, a high-resolution microscopic analysis of the distribution of cytoskele-
tal proteins is obstructed by the small size of HL-60 and neutrophil cells. In any
case, dystrobrevin-α was partially enriched at the outer envelope of the nuclei
in both the human neutrophils and the mature granulocytes (Fig. 8.9B and C).
The subcellular allocation of actin and dystrobrevin-α was alike and presented
co-localization at the membrane, coupled with immunolabeling of dystrobrevin
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A. Proliferating HL-60 B. Maturation (96 h ATRA) C. Human neutrophils

Fig. 8.9 Double-labeling of human dystrobrevin and F-actin in HL-60 cells undergoing gran-
ulocytic differentiation and in neutrophils from adult humans. The confocal images show
colocalization of human dystrobrevin and F-actin in proliferating HL-60 cells (A), mature
granulocytes (B), 96 h with ATRA, and human neutrophils (C). Cells were treated and visualized
as described in the legend of Fig. 8.1. F-actin was stained with Alexa 594-phalloidin. Sections were
∼0.6 μm in thickness, and the images were obtained under identical conditions. Scale bar, 5 μm.
According Kulyte et al. (2002), License No 1025167-10

around the nucleus (arrows in Fig. 8.9). In B and C, there are several regions that
demonstrate separate green and red fluorescence, implying that there are membrane
domains where the proteins are adjacent to each other but not co-localizing. Some
faint nuclear labeling for dystrobrevin was also noticed in proliferating HL-60 cells.
Together, these findings verify previous observations and show that both in vitro and
in vivo dystrobrevin-α interacts with actin.

We also identified proteins interacting with dystrobrevin-α in human acute
promyelocytic leukemia NB4 cells. The proteins were determined during MALDI-
TOF-MS and ESI-MS-MS analysis (Borutinskaite et al. 2011). All determined
proteins can be separated into groups according to their function: (1) structural pro-
teins like actin, tubulin, desmin, stathmin that have a significant role in cell growth
and/or maintenance; (2) signaling proteins STAG1, RIBA and (3) other proteins
like chaperones, those can participate in protein metabolism, signal transduction,
and gene transcription regulation.

We confirmed co-localization of dystrobrevin-α with actin and HSP90 in prolifer-
ating NB4 cells (Fig. 8.10) (Borutinskaite et al. 2011). The indirect interdependency
between dystrobrevin and F-actin via dystrophin is now acknowledged. The DAPC
has primarily two types of functions, that is, it has mechanical and signaling
tasks. Mechanical models involve the actin–dystrophin–dystroglycan–laminin axis,
which implies a mechanical relation between the cytoskeleton and the extracel-
lular matrix (Roberts 2001; Murphy and Ohlendieck 2016). The signaling role
is determinded based on the fact that occurrence of tyrosine phosphorylation of
dystrobrevin is specific to the stage of differentiation.
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A. dystrobrevin-α B. dystrobrevin-α

A. F-actin B. HSP90

A. Overlay B. Overlay

Fig. 8.10 Dual immunofluorescence labeling of human dystrobrevin-α and actin filaments (F-
actin) (A) or dystrobrevin-α and HSP90 proteins (B) in proliferating NB4 cells. Cells were fixed
and incubated with Alexa 488-phalloidin or anti-mouse HSP90 antibody (visualized with Alexa
488-conjugated goat anti-mouse antibodies), and then incubated with anti-rabbit dystrobrevin-α
antibody (visualized with Alexa 563-conjugated goat anti-rabbit antibodies). The cells display clear
co-localization between dystrobrevin-α and F-actin (A) or dystrobrevin-α and HSP90 (B) proteins
at cytoplasm. Bar: 5 μm. According Borutinskaite et al. (2011), License No 4796590532046
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8.3 Dystrobrevin-α Localization in Leukemia Cells Induced
to Apoptosis

To describe the localization of human dystrobrevin-α and its splice isoforms in
the process of apoptosis the human acute promyelocytic leukemia HL-60 cells
were labeled with anti-dystrobrevin-α antibodies at separate stages of apoptosis
induction, i.e., at 0.5, 3, 6, 9, 18 h with 68 μM etoposide (Et) alone or plus 25 μM
Z-VAD(OH)-FMK. Figure 8.11 presents dystrobrevin-α localization in proliferating
HL-60 cells (A), cells were treated for 9 h with 68 μM etoposide alone (B), or
with 68 μM etoposide plus 25 μM Z-VAD(OH)-FMK (C). We discovered that
allocation of dystrobrevin-α and its splice isoforms altered during apoptosis. In the
proliferating cells, the protein exhibited throughout the whole cell, it had higher
concentration in the places where cells attached to each other (Fig. 8.11A). After
stimulation of apoptosis, when approximately 70% of cell population was apoptotic,
it was possible to observe the clusters of dystrobrevin-α and its splice isoforms
in the cytoplasm of the cells (Fig. 8.11B). Besides, we noticed similarities in the

A B C

Fig. 8.11 Cellular distribution of human dystrobrevin in control HL-60 cells and in cells induced
to apoptosis. The confocal images show the localization of human dystrobrevin-α in proliferating
control cells (A), induced to apoptosis with 68 μM etoposide (B), or treated with both 68 μM
etoposide and 25 μM Z-VAD(OH)-FMK (C). All cells were fixed and labeled with primary
antibodies against dystrobrevin-α then incubated with secondary Alexa 488-coupled antibodies.
Thereafter, the cells were allowed to adhere on microscope slides coated with poly-L-lysine in
a wet chamber, mounted in mounting media and images were obtained by using Sarastro 2000
confocal laser scanning microscope (Molecular Dynamics, Sunnyvale, CA) under identical
conditions. Bar: 2 μM. According Navakauskiene et al. (2012), License No 4797021401553
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dystrobrevin-α immunostaining of the proliferating cells and those treated both with
etoposide and Z-VAD(OH)-FMK (Fig. 8.11C). Here, dystrobrevin-α and its splice
isoforms seemed to be in all cell compartments but with higher concentration in the
cytoplasm. Casually, results alike were achieved for the other promyelocytic cell
line NB4.

Confocal microscopy of control and apoptotic HL-60 cells demonstrated that
dystrobrevin-α had a higher concentration not only in the cytoplasm little while later
than the treatment of cells with etoposide was applied, but also in areas of cell-cell
contacts. The presence of the caspase inhibitor Z-VAD(OH)-FMK suspended this
accumulation, and allocation is similar to that in the control cells (Fig. 8.11). We
thus made an assumption that this could reflect distinct functions of dystrobrevin-α
and that etoposide modulated the affinity of dystrobrevin-α for other proteins being
affected by or regulating the apoptosis process.

Previously, we have determined dystrobrevin-α relation with actin and
myosin light chain both in human promyelocytic leukemia cells and human
neutrophils (Kulyte et al. 2002). Accidentally, we have preliminary evidence that
the silencing of dystrobrevin-α, has a major impact on the structure of F-actin
cytoskeleton in adherent HeLa cells (unpublished data). Since there is an evidence
that actin cytoskeleton is involved in regulation of many signaling processes, such
as receptor affinity, apoptosis, cell cycle control and others, our results could
present new information on how dystrobrevin-α potentially participates in signal
transduction in myeloid or phagocyte cells during cell differentiation and apoptosis
progression.
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Chapter 9
Computational Methods for Protein
Localization Analysis

Protein localization and quantitative evaluation are the most common tasks of the
experiments seeking to answer important biological questions (Hawkes and Spence
2019; Markaki and Harz 2017; Chiarini-Garcia and Melo 2011; Kubitscheck 2017).
Quantitative fluorescence microscopy techniques are popular tools used for solving
these tasks (Jerome and Price 2018; Seruca et al. 2017; Waters and Wittmann
2014; Rebollo and Bosch 2019). It is impossible to get quantitative results from
fluorescence microscopy digital images without using computational tools. There
are quite a number of open source and commercial software tools specifically
designed for microscopy data analysis (Bajcsy et al. 2018; Eliceiri et al. 2012; Li
et al. 2013; Usaj et al. 2016). Software packages exist as specialized collections of
image processing and analysis algorithms, e.g., CellProfiler (McQuin et al.
2018; Lamprecht et al. 2007; Carpenter et al. 2006; Kamentsky et al. 2011; Jones
et al. 2009), ImageJ (Rueden et al. 2017; Schneider et al. 2012), Fiji (Schindelin
et al. 2012), Icy (De Chaumont et al. 2012), BioImageXD (Kankaanpää et al.
2012), Ilastik (Berg et al. 2019; Sommer et al. 2011), MATtrack (Courtney
et al. 2015), CellSegm (Hodneland et al. 2013), CellCognition (Held
et al. 2010), TMARKER (Schüffler et al. 2013), MorphoLibJ (Legland et al.
2016), Cellomics, MetaXpress or as general purpose collections, e.g.,
OpenCV (Kaehler and Bradski 2016; Domínguez et al. 2017), ITK (Johnson et al.
2015a,b), VTK (Schroeder et al. 2006), Scikit-Image (Van der Walt et al. 2014),
ImgLib2 (Pietzsch et al. 2012), TrackMate (Tinevez et al. 2017), MATLAB.
Generally separate algorithms need to be combined into customized workflow
designed for specific biological problem at hand. For the more common problems
to deal, almost-ready-to-use solutions may be offered by software packages as
workflow templates. But in either case the user will have to make more or less
manual adjustments to prepare required workflow for microscopy data analysis.

In cases when suitable workflow for user’s microscopy visual data analysis exists,
then minimal required adjustments could include initial tuning of various parameters
of the image preprocessing and object segmentation algorithms, e.g., the typical size

© Springer Nature Switzerland AG 2021
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of the objects, noise reduction settings, thresholding parameters. The user has to
manually optimize such parameters to achieve the correct segmentation of objects in
images (Miura and Sladoje 2020; Markaki and Harz 2017). Considering that images
of various conditions may be present, it may be tedious work to find parameters
that lead to satisfactory results of the image analysis. We seek to reduce mandatory
initial user involvement that is needed before starting the analysis of a new portion
of fluorescence microscopy images.

In this chapter, we review the key steps of automated fluorescence image
analysis workflow—image preparation with the focus on image preprocessing,
object segmentation, which includes nucleus and cell segmentation followed by the
postprocessing, and data analysis (fluorescence intensity quantification, differential
analysis, statistical data analysis, and data visualization). We highlight the strengths
and weaknesses of the popular image processing and analysis algorithms used as
realizations of specific workflow steps, expose decisions and parameter selections
that still must be done manually, and suggest possible solutions on how to automate
them. We are seeking to increase the automation level of the workflow and thereby
minimize user involvement by:

• automatically detecting optimal initial parameters by exploiting regularities of
the objects in the images;

• selecting or designing image analysis algorithms and their configurations such
that would lead to the adaptability to the particular data set;

• introducing automated detection of the output data inconsistencies that may be
indicators of existing errors in the analysis results, and bringing user attention to
review and manage such situations.

Using the described strategy, we have developed the tool (workflow) for automated
analysis of fluorescence confocal images and employed it to evaluate histone
modifications changes in cell populations (Navakauskiene et al. 2014).

9.1 Overview of Typical Workflow of Automated
Fluorescence Image Analysis

In this Section, we have a look at the typical workflow of automated fluorescence
image analysis—basic building blocks (or key steps) needed to create auto-
mated fluorescence image analysis workflow (Fig. 9.1). These key steps are image
preparation (channel separation of acquired images, image preprocessing), image
analysis (object segmentation, postprocessing), and data analysis (quantification and
differential analysis, statistical analysis, visualization) (Lundberg and Borner 2019;
Hegde et al. 2018; Ljosa and Carpenter 2009; Furtado and Henry 2002; Sajjad et al.
2016; Meijering et al. 2016; Hussain et al. 2018). We also highlight challenges
of automatic analysis that arise in separate image analysis stages (Markaki and
Harz 2017; Nandy et al. 2012; Cao et al. 2018; Elen and Turan 2018; Rebollo and
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– Protein quantification and differential analysis

– Statistical data analysis
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Fig. 9.1 Outline of a typical workflow of automated fluorescence image analysis

Bosch 2019). We expose these challenges by presenting experimental results of the
most common image processing algorithms used as building blocks for microscopy
data analysis workflow. Development of the image analysis algorithms requires
solving tasks posed by variations of cell morphology, noise, and other acquisition
artifacts (uneven sample illumination, fluorescence cross-talk) (Qiao et al. 2012;
Schnipper et al. 2017; Li et al. 2013; Haidekker 2010; Paulik et al. 2017).

9.1.1 Fluorescence Image Acquisition

The first step of fluorescence microscopy-based studies is fluorescence image
acquisition (Fig. 9.1A) (Jerome and Price 2018; Hawkes and Spence 2019; Rebollo
and Bosch 2019). This step can be attributed to image analysis workflow because its
proper setup is crucial for acquiring reliable findings and biologically meaningful
results (North 2006; Seruca et al. 2017; Lawlor 2019; Gomes-Alves et al. 2018).
Various issues should be considered to correctly setup imaging system (Waters
2009; Phoulady et al. 2017; Model and Burkhardt 2001; Yang et al. 2018). The
user should optimize image acquisition parameters like magnification, the number
of images per sample, exposure times, resolution (pixel size), camera binning,
gain, required channels (Usaj et al. 2016; Rebollo and Bosch 2019; Markaki and
Harz 2017; Sluder and Wolf 2013). Carefully adjusted acquisition conditions will
increase the amount of collected biologically meaningful and relevant information
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by providing images of better quality. Key notes about adjustment of image
acquisition settings:

• Increased signal-to-noise (SNR) ratio will allow to reduce the need for subse-
quent image preprocessing operations and to simplify object segmentation task.
SNR may be increased by increasing exposure times and laser power, but it must
be done with caution to manage possible photobleaching and photodamage. SNR
also may be increased by camera binning at the expense of lower resolution.

• Selection of the optimal pixel size and magnification should be made consid-
ering the scale of the smallest objects of interest presented in the biological
sample. Pixel should be small enough to preserve the resolution of the micro-
scope (Markaki and Harz 2017). It is preferable to set the pixel size 3 times
smaller than the object we want to measure.

• Optimal utilization of the camera’s dynamic range may be set by tuning the
gain. The maximal range of the possible intensity values in the image should
be achieved while preventing saturation effects. Separate biological samples
from the same experiment may require different optimal gain settings, but
compromises should be made to keep imaging conditions constant. It is important
to note that increasing gain also boosts the noise in the image.

9.1.2 Image Preparation

During the image preparation, image channel splitting (Fig. 9.2) and image prepro-
cessing may be performed. Typical preprocessing procedures may include noise
reduction, background removal, illumination correction, contrast enhancement,
intensity normalization (Markaki and Harz 2017; Schwarzfischer et al. 2011;
Rittscher et al. 2008; Rebollo and Bosch 2019). In this Subsection, we will take a
quick look at channel splitting and image preprocessing tasks and show application
results of several popular preprocessing algorithms.

Channel Splitting
In a multi-color fluorescence image, separate channels convey different biological
information. Typically one of the channels serves as a nuclear marker (contains
intensity information of labeled nuclei). Other channels may contain a fluorescence
intensity profile of the other proteins of interest labeled using a different fluorescent
dye (Fig. 9.2). These intensity profiles are related by spatial location, but the objects’
appearance in these channels may be very different, so it may need different
approaches of image segmentation to extract semantic information (localization and
boundaries of separate objects). Channel splitting needs to be executed prior to
subsequent automated image processing and analysis. When seeking to automate
image analysis workflow, channel splitting may be at least partly automated by
using algorithmic detection of nuclear marker channel as it typically distinguishes
itself by having a more uniform morphology of objects compared to other channels.
Automated selection of the nuclei channel is also useful when manual channel
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Fig. 9.2 Performing channel separation and visualization of manually segmented regions of nuclei
and its surroundings. Original image (A), extracted nuclei channel (B) and a channel of target
biomolecule (C). Fluorescence intensity visualized as a surface in (D) and (E) better reveals
existing noise

splitting is performed because it allows detection of possible human errors by
comparing results provided by human and the algorithm.

Image Preprocessing
Objectives of image preprocessing may be related to the improvement of image seg-
mentation results or general enhancement of image visual quality and attractiveness.
Depending on these objectives, different image preprocessing algorithms would be
applied. Preferable image modifications for visualization purposes are related to the
human visual system—images with higher contrast of objects are more attractive
and easier to perceive. Existing high-frequency noise for the human eye is easy to
deal with. Therefore, local contrast enhancement methods like unsharp masking
may be useful. Deconvolution methods also can be used to enhance images by
removing blur (Pawley 2006; Wallace et al. 2001).

Image preprocessing in order to improve segmentation outcome is oriented
to suppressing or removing spatial frequency components different than those
that make up the objects we want to extract. Typically we want to attenuate
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high-frequency intensity noise (noise originating from the acquisition process,
or object appearance nonhomogeneity from biological nature) and remove low-
frequency intensity variations (uneven background). Such distortions complicate the
segmentation process and produce errors during pixel classification into object or
background.

Common methods to attenuate high-frequency noise are spatial linear low-pass
filters (such as the mean or the Gaussian filters) or non-linear noise reduction
techniques that preserve object boundaries (median, anisotropic diffusion, bilateral,
non-local means filters) (Haidekker 2010; Gonzalez and Woods 2018; Bankman
2008; Russ and Neal 2017). In general, linear filtering is being implemented using
convolution. Kernels of mean and Gaussian filters are separable therefore filtering
may be speeded-up by using two simpler kernels (1×Ny and Nx×1) instead of sin-
gle (Nx×Ny). The mean filter further may be accelerated by using recursive formula
implementation. Kernel of 2D circularly symmetric Gaussian is computed by:

KG(x, y) = 1

2πσ 2
exp

(
−x2 + y2

2σ 2

)
, (9.1)

here x, y—the distances from the origin in the horizontal and vertical axis; σ—
standard deviation of the Gaussian distribution.

Image filtering using a mean filter in general case may be done by moving
average filter:

I o(x, y) = 1

Nx ·Ny

∑
(i,j)∈Sxy

I (i, j) , (9.2)

here Sxy—filter window of size Nx×Ny pixels.
A major drawback of low pass frequency filters is that they also blur boundaries

of the objects together with noise attenuation. Blurred boundaries (i.e., reduced
contrast) increase the uncertainty of object boundary detection. Non-linear filters
may be used to reduce noise and preserve contrast (object boundaries). A commonly
used non-linear filter is the median filter, which replaces each pixel by the median
value in its neighborhood, which is defined by sliding window size:

I o(x, y) = median
(i,j)∈Sxy

I (i, j) , (9.3)

here Sxy—filter window of size Nx×Ny pixels.
Other examples of non-linear edge-preserving filters used for noise reduction in

images are bilateral filter (Tomasi and Manduchi 1998), anisotropic diffusion (Per-
ona and Malik 1990), Non-Local Means filter (Buades et al. 2005). The bilateral
filter replaces each pixel’s intensity with a weighted average of intensity values from
its neighborhood, where weights depend not only on spatial distances but also on
pixel intensity differences. Anisotropic diffusion is a locally adaptive filter which
is realized as an approximation of the generalized diffusion equation by iteratively
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applying a set of computations until a sufficient degree of smoothing is obtained.
Non-local means filter measures the similarity of the target pixel to the rest of the
pixels and uses similarities to compute the weighted mean. Usage of such adaptive
filters has additional costs of an increased number of parameters that must be tuned
before applying the filter.

Requirements on filter selection and its optimal configuration originate from
the segmentation algorithm’s requirements for the input image (how the image
has to appear) in order that the segmentation algorithm could produce maxi-
mally accurate segmentation results. For example, thresholding-based algorithms
require high contrast and homogeneous objects to produce binary mask having
regions that are solid and with precise boundaries. Watershed-based segmentation
algorithms require that every object of interest in the image appeared as a dark
spot in the light background and contained only one local minimum. Otherwise,
more or less postprocessing operations will be needed to correct segmentation
results (oversegmentation, undersegmentation, holes, spurious/single pixels). The
noise reduction effects of various filtering methods (Gaussian, median, bilateral,
anisotropic diffusion, non-local means filters) on segmentation by thresholding
outcomes are presented in Fig. 9.3.

Background removal and uneven illumination correction have a dual purpose.
One of the purposes is to improve image segmentation, the same as of previously
described image smoothing techniques. The second one is to prepare an image
for fluorescence intensity quantification by removing the background signal from
objects’ intensity. Varying background intensity is most likely caused due to
imaging specifics—due to the instrument setup and imaging parameters, uneven
illumination, or autofluorescence.

The most commonly used method for separating particular size objects from
slowly varying background intensity is morphological top-hat transform. Math-
ematical morphology is a technique for processing and analysis of geometrical
structures and is based on two basic operations—erosion and dilation. Grayscale
erosion and dilation work like sliding window operations, which replaces each pixel
by the minimum or maximum value in its neighborhood, which is defined by the
structuring element D. Top-hat transform is the difference between the input image
and its morphological opening:

I o = I − I ◦ D . (9.4)

The opening operation (denoted by ◦) is the erosion (denoted by �) followed by
the dilation (denoted by ⊕) using the particular structuring element D, which should
have a shape of similar morphology but larger by size compared to the objects in the
image we want to leave (nuclei, cells), and smaller in size compared to objects we
seek to remove (varying background):

I ◦D = (I �D)⊕ D , (9.5)

here D—disk-shaped structuring element.



BA C D

O
rig

in
al

G
au

ss
ia

n
sm

oo
th

ed
M

ed
ia

n
fil

te
re

d
B

ila
te

ra
lfi

lte
r

A
ni

so
tr

op
ic

di
ffu

si
on

N
on

-L
oc

al
M

ea
ns

Fig. 9.3 Noise reduction effects of various filtering methods on image segmentation by thresh-
olding. The array of images is composed as follows: column A contains images displayed using
linear intensity mapping; column B contains images displayed using gamma intensity mapping
to enhance variations in low intensities range; in columns C and D are shown the segmentation
results of images from column A using two different thresholds. Rows hold images processed by
different filters: original image, Gaussian smoothed, median filtered, using the bilateral filter, using
anisotropic diffusion, Non-Local Means filtered. Segmentation of Gaussian and median filtered
images gave binary masks that have the most solid objects and with least free/detached pixels
compared to the rest results
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9.1.3 Image Analysis

The image analysis stage, during which the object segmentation is performed,
is the critical step of automated fluorescence image analysis. The purpose of
image analysis is to extract information about the locations of individual objects
and delineate their boundaries. The objects we want to segment may be nuclei,
whole cells, or locations of some protein of interest. The extracted information
about segmented objects is typically encoded in a labeled image, in which pixel
values represent object labels. Created labeled images can be used for further
measurements of objects to collect geometrical and/or photometric features.

9.1.3.1 Nuclei Segmentation

The goal of nuclei segmentation is to generate a labeled image-mask that defines
regions of separate nuclei. Such a mask may serve as a region of interest (RoI) to
define whole regions of nuclei, as a precursor for regions of nuclei boundaries, or as
a seed area for whole cell segmentation.

The most common image segmentation methods used for nuclei detection and
segmentation are:

• thresholding (Otsu 1979; Kapur et al. 1985; Xue and Zhang 2012);
• Watershed transform (Vincent and Soille 1991; Soille 2013);
• local image filters (Wang and Cao 2019; Gudla et al. 2008);
• deformable models (Sethian 1999; Kass et al. 1988);
• mathematical morphology based methods (Soille 2013; Fouad et al. 2016;

Vincent 1993).

Image thresholding can be successfully applied for object segmentation when
there is a high contrast between object and background, and objects are not touch-
ing (Hegde et al. 2019; Ranefall and Wahlby 2016; Andrade et al. 2019). In case
when there are objects of different intensities or objects are touching, segmentation
results are not good enough to be used as masks for cell parameterization. Besides,
there exists a difficult task of selecting the right threshold. Well known threshold
selection methods, like Otsu (1979), may not provide optimal value for the current
problem. Struggles of thresholding to segment objects are shown in Fig. 9.4. Image
preprocessing before applying thresholding may improve the results (Fig. 9.5),
but then additional decisions on the preprocessing algorithm and its parameters
selection will be required.

In order to separate touching cells or nuclei, other methods that take into account
spatial relations between pixels are required (Prinyakupt and Pluempitiwiriyawej
2015). One of such methods is Watershed transformation, which isolates local
minima in separate image regions forming separate catchment basins (Vincent and
Soille 1991; Soille 2013). The 2D and 3D visualization of the Watershed algorithm
in action is presented in Fig. 9.6. Due to the nature of the algorithm, Watershed
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Fig. 9.4 The problem of selecting the right threshold. It is illustrated by examples of cell nuclei
segmentation by thresholding at increasing threshold levels. The threshold in case (B) is the same
as given by the Otsu method
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D E F

Fig. 9.5 Cell nuclei segmentation by thresholding at increasing threshold levels after the image
was smoothed using a median filter of size 5×5. The threshold in case (B) is the same as given by
the Otsu method
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A B C

Fig. 9.6 Visualization of Watershed segmentation principle in 3D (A) and 2D (B). Green
Watershed contours are the result of segmentation of intensity map (B), which is an outcome of
nuclei image (C) preprocessing by Laplacian of Gaussian filter

BA C D

Fig. 9.7 The problems of Watershed noise sensitivity and selection of image preprocessing type
to balance between oversegmentation and undersegmentation. They are illustrated by examples
of Watershed segmentation of images that were preprocessed by Laplacian of Gaussian filters
with increasing variance (from (A) to (D)) (in the first row—original images, in the second—
preprocessed)

segmentation is very sensitive to the noise that creates false local minima, and the
algorithm treats them the same way as the local minima corresponding to the object
region. Elimination of false local minima or postprocessing of oversegmentations is
required to employ the Watershed algorithm as an object segmenter. Results of the
Watershed segmentation algorithm applied to differently preprocessed images are
presented in Fig. 9.7.

Local image filters try to amplify some specific shape features of the object and
exploit these extracted features to detect object centroids and contours (Bashar et al.
2012; Li et al. 2007; McCullough et al. 2008; Nandy et al. 2009; Choudhry 2016). A
simple example of this kind of algorithms is edge detection. The difficulties of edge
detection to form connected and closed contours are shown in Fig. 9.8. Deformable
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A B C

D E F

Fig. 9.8 Examples of edge detection-based nuclei segmentation using differently smoothed
images (resulted contours are superimposed on original images). The algorithm fails to extract
the solid and closed boundaries of the objects

BA DC

Fig. 9.9 Examples of segmentation results by fast marching method using different thresholds.
Optimal threshold values for individual objects are different

models are based on level sets (Sethian 1999; Kass et al. 1988). This group of
methods typically require some form of initial contour from which to start the
evolution of the contour around the object (nucleus, cell) we want to delineate. Some
algorithms may require to provide additional parameter values for the algorithm.
Segmentation results using fast marching (Fig. 9.9) and active contours (Fig. 9.10)
show that it is a difficult task to select a set of parameters that provides good
segmentation results for all the objects in the image.



9.1 Overview of Typical Workflow of Automated Fluorescence Image Analysis 327

A B C
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Fig. 9.10 The problem of parameter selection for segmentation using active contours. Different
initializations (A)–(C) and different iteration counts (D)–(F) provide a set of divergent results

9.1.3.2 Cell Segmentation

Cell segmentation is a detection task of fluorescent intensities in other channels
than the nucleus and linking these intensities to a particular cell defined by nuclei.
The segmentation process may be driven by using information about the nucleus
location as a seed point to grow the area of the cell. Each pixel outside the nuclei
that shows some minimal required intensity above the background can be treated
as belonging to one of the cells and, at the same time, to one of the nuclei. So the
segmentation of the cell may be treated as the task of assigning outer pixels (that
possess some minimal fluorescent intensity) to one of the nuclei. Pixels without
any signal are harder to assign to one of the candidate cells or background using
only intensity information which is absent. The damage to the measurements would
remain minimal if the no-signal pixels were classified incorrectly in cases when we
are interested only in total fluorescent intensity present in cell area but not in mean
intensity or cell size. A class of “no-signal pixel” may be inferred using additional
knowledge about cell convexity and/or uniformity (continuity).

9.1.3.3 Image Postprocessing

The final stage of image analysis is image postprocessing. Postprocessing may be
required if the output data of nuclei and cell segmentation stages contained minor
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errors that need to be corrected before starting data analysis or if modifications of
segmented object representation are needed. At this stage, remaining errors that
should be dealt with are oversegmentations (needs segment merging), underseg-
mentations (needs segment splitting), holes in the objects (filling holes), touching
objects, fake objects (remove artifacts), geometrical distortions of object shapes.
Transformations of the object representation may be changing object region masks
to object contours, object skeletonization.

Additionally, at this stage, manual error correction may be performed. Erroneous
segmentation results may be presented to the user for review, and later manual
corrections through an interactive interface may be applied.

9.1.4 Data analysis

The objective of the quantitative fluorescence image analysis is to extract certain
quantitative features that would allow us to discover biologically meaningful
information about the biological experiment in progress (Waters and Wittmann
2014; Seruca et al. 2017; Ouyang et al. 2019; Antony et al. 2013). Quantification
of fluorescence intensity and differential analysis, the execution of statistical data
analysis, and data visualization to present measurements are finalizing quantitative
fluorescence image analysis steps.

Localization or quantity of fluorescence in the images may be of interest
and described by measuring image pixel intensity values in the defined regions,
providing quantitative features. These regions are identified during the object
segmentation stage. Although various processed images were created for image
segmentation, intensity measurements should be performed on the background-
corrected original images (Waters 2009; Ljosa and Carpenter 2009). In order to
make accurate measurements of the fluorescence intensities, the background must
be corrected (Waters and Wittmann 2014). After feature extraction, statistical data
analysis should be performed to evaluate differences (or their absence) and their
statistical significance between experimental group samples (Dukes and Sullivan
2007; Krzywinski and Altman 2014a). These differences may be related to the
biological processes which are under investigation. Distribution of data from quanti-
tative imaging experiments needs to be determined (normal or not) and appropriate
statistics selected to analyze the data (Usaj et al. 2016). More frequently data are
not normally distributed (Krzywinski and Altman 2013a). Data should be visualized
with included selected statistics, and the type of statistics used reported (Krzywinski
and Altman 2013b). It is recommended to choose such data visualization type
that would present as much information as possible and reveal underlying data
distribution (Krzywinski and Altman 2014b; Collins and Huett 2018).
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Subsection Generalization
1. The main steps of automated fluorescence image analysis workflow are:

• fluorescence image acquisition;
• image preparation;
• image analysis;
• data analysis.

2. The most common image segmentation methods used for nuclei detection and
segmentation are:

• Otsu thresholding;
• Watershed transformation;
• deformable models;
• mathematical morphology operations;
• local image filters.

9.2 Automatic Protein Localization in Fluorescence Images
of Blood Cells

We aim to develop an automated fluorescence image analysis tool that would allow
us to minimize the amount of required manual operations during the initial tuning of
various parameters of the segmentation algorithm as well as during the inspection
of segmentation results.

We have identified several bottlenecks of our fluorescence image analysis work-
flow. These bottlenecks occur due to the demand for intense manual intervention
of the laboratory scientist. Providing automation solutions to deal with these
bottlenecks would be the most beneficial in order to increase experiment flow speed.
Given that we already have a functional system from the previous fluorescence
image analysis experiments, the most significant bottlenecks of adapting the system
for the new experiment would be as follows (and possible approaches to remove
them by using automation solutions):

B1. The need to manually adjust parameters of segmentation algorithms (including
parameters of image preprocessing and postprocessing stages). Approaches to
manage it:

– Reduce the number of parameters that must be adjusted manually by
designing image analysis algorithms and their configurations such that would
lead to the adaptability to the particular data set.

– Automatically detect optimal values of required parameters by exploiting
regularities of the objects in the images.
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B2. The amount of labor and time required to inspect and correct object segmenta-
tion results (detected boundaries of cell nuclei and other cell areas of interest).
Approaches to manage it:

– Automatically detect inconsistencies in output data that may be indicators of
existing errors in the analysis results, and bringing user attention to review
and manage such situations.

– Provide user-friendly interface tools for error correction.

B3. Other preparatory tasks for the image analysis experiment—image channel
separation, assigning images to experimental groups. Approaches to manage
it:

– Suggest for the user probable nuclei channel in the images.
– Automatically assign images to distinct experimental groups according to

the directories structure where image files are located.

In the following subsections, we propose possible solutions to overcome listed
bottlenecks using the provided approaches. A prerequisite for successful automatic
analysis, in this case, is the availability of as complete as possible image set (all
images from all experimental groups). Automatization is enabled based on the
expectation that all the images from all experimental groups are available for the
image analysis system. Some steps need some statistics derived from a group of
images to initialize its parameters. Providing a single or tiny pack of images for
analysis may lead to incorrect predictions about image contents (i.e., an incorrect
guess of nuclei channel, morphological nuclei groups by size and shape).

9.2.1 Fluorescence Image Acquisition Setup

Here we describe the configuration of a confocal imaging system for fluorescence
image acquisition. Confocal imaging was performed using Bio-Rad Radiance 2100
and Radiance 2000MP laser scanning systems (Carl Zeiss AG, Germany). Images
were taken in sequence after inserting the signal enhancing lenses by activating
channel 1 (blue, not used): Mai-Tai laser (815 nm), with dichroic beam split-
ter 500DCLPXR, blocking filter BGG22 and emission filter D488/10; channel
2 (green): Argon laser (488 nm), no blocking filter and emission filter HQ545/40;
and channel 3 (red): Argon laser (488 and 514 nm), no blocking filter and the
emission filter E600 LP. The Radiance scan heads are attached to the Nikon Eclipse
TE2000U (Tokyo, Japan) optical microscope. The microscope is equipped with
PlanApo DicH x60 oil immersion objective (NA 1.40).
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9.2.2 Image Preparation

In the previous Sect. 9.1 we described image preparation as the initial stage of
image analysis during which the image preprocessing and image channel separation
is performed. Other configuration tasks of the experiment, like the assignment of
the images to the experimental groups, may also be attributed to the current stage.
At the beginning of the current Section, we listed the identified bottlenecks of
microscopy image analysis workflow we want to solve. Bottlenecks related to the
image preparation stage are as follows: manual adjustment of parameters of the
image preprocessing algorithms (B1), separation of image channels, and distribution
of collected images into experimental groups (B3).

According to the sequence of operations of the workflow, distribution of collected
microscopy images into experimental groups, and decomposition of images into
individual images according to the color channels are the earliest but the least
labor-intensive. Images were assigned to distinct experimental groups using the
information of the directory structure where the image files were located. Names
of experimental groups may be initialized from the folder names and edited by the
user if needed.

Channel separation is required because individual channels of fluorescence
images convey different biological information. One of the image channels hold
intensity information of visualized nuclei, and the rest of the channels (signal chan-
nels) may contain fluorescence intensity information of the labeled biomolecules
under investigation. Nuclei channel may be recognized by some common appear-
ance features, as it typically contains more fluorescence intensity and less intensity
variations between images from different experimental groups. The channel separa-
tion algorithm may provide its initial guess about the nuclei channel, and the user
should review and confirm or correct it. If there is only a single kind of biomolecules
under investigation, the other, non-nuclei, channel containing fluorescence data can
automatically be treated as the signal channel, and the last channel would be left
aside. In case there are two differently labeled biomolecules of interest, then a
manual assignment of both channels to the signal channels will be required.

Manual adjustment of image preprocessing algorithm parameters is a challenging
and responsible task. The purpose of image preprocessing is an improvement of
image segmentation results—to suppress or remove such image properties that
mislead the segmentation process. Typically the user has to adjust parameters of
preprocessing, segmentation, and postprocessing algorithms in tandem. It means
that we get a search space that grows exponentially with the number of parameters.
Additionally, the user may be encountering a situation where no proper combination
of parameters exists. A review of several popular preprocessing algorithms that can
be found in literature and software packages is presented in the previous Section,
where we experimentally exposed shortcomings of those algorithms and difficulties
in readapting them when experimental conditions change. We achieved a reduction
of the number of parameters that should be adjusted manually by designing image
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analysis algorithms that can adapt to the particular data set and do not need image
preprocessing. The development of adaptive segmentation algorithms is described
in the next Subsection.

9.2.3 Nuclei Detection and Segmentation

Our approach to creating an automatic algorithm for fluorescence image analysis
that does not need its parameter tuning due to change of nuclei morphology and/or
image acquisition settings, or some other factors, is based on these concepts:

• scale-space representation of images to achieve multiscale processing. We use
Gaussian and Laplacian pyramids;

• automatic estimation of nuclei average size using multiscale blob detection and
using average size to initialize other segmentation algorithms;

• marker guided Watershed transform for extraction of super-pixels that would be
used in the subsequent analysis;

• region split-merge approach to post-process initial image partitioning into
regions (super-pixels);

• MSER (Maximally Stable Extremal Regions) detector to generate resolution
independent region of interest (RoI) proposals of images;

• usage of multiple independent sub-algorithms for nuclei segmentation and
employing voting strategy in order to generate a unified hypothesis about nuclei
regions and increase the reliability of segmentation results.

Nuclei segmentation is a critical step for successful fluorescent image analysis.
This step’s segmentation results are used as a seed point to segment the rest parts of
the cell. To create an algorithm that would give maximally reliable detection results,
we combined three independent detection and segmentation algorithms. The results
of these separate algorithms later are merged into a single hypothesis using a voting
approach.

All algorithms use some kind of multiscale image analysis. This approach
is necessary to be able to detect nuclei of various sizes and shapes. The first
independent branch (algorithm) is based on Gaussian and Laplacian pyramid
(see Fig. 9.11). The evolution of local maxima (centroid areas) between scales is
analyzed to detect centroids that optimally describe nuclei locations and to get
estimate of nuclei average size. The second branch is using Watershed transform
to fragmentize images of the Laplacian pyramid (see Fig. 9.12). This operation
forms super-pixels that later are merged into larger blobs spanning the area of
nuclei (Fig. 9.13). The third branch is based on maximally stable extremal regions
(MSER)—the method used for blob detection in images (see Fig. 9.14).

Before running individual branches of the algorithm, for efficiency, we pre-
compute some intermediate images as they will be reused in several steps of the
main algorithm. Precomputing includes the construction of Gaussian and Laplacian
pyramids. Gaussian pyramid (see Fig. 9.11) is a set of images where the lowest level
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Fig. 9.11 Gaussian pyramid formation

element G0(x, y) is the input image I (x, y), and each subsequent image Gn(x, y)

is acquired by smoothing the preceding image of the pyramid using Gaussian kernel
KG(x, y) and downsampling:

Gn+1(x, y) = downsample (Gn(x, y) ∗KG(x, y)) . (9.6)

Laplacian pyramid (see Fig. 9.12) is a set of bandpass images Ln(x, y), which
are the differences of adjacent images of the Gaussian pyramid:
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Fig. 9.12 Laplacian pyramid

Ln(x, y) = Gn(x, y) − upsample (Gn+1(x, y)) ∀n ∈ [0, N − 2] , (9.7)

but the final level is the same as in the Gaussian pyramid: LN-1(x, y) = GN-1(x, y),
where N is the number of levels in the pyramid.

The need to manually adjust parameters of segmentation algorithms was one of
the bottlenecks (B1) of the microscopy image analysis workflow we aim to solve. To
address this bottleneck, one of the suggested approaches was to automatically detect
optimal values of required parameters by exploiting regularities of the objects in the
images. If we want to discover some regularities across the batch of microscope
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A B

Fig. 9.13 Multiscale blob detection with automatic scale selection. Detected local extrema
locations in scale space marked with white circles (A) and corresponding decoded locations of
detected blob structures drawn as colored circles (B). Paths in (A) show the evolution of local
spatial extrema as scale changes, and the color of the line encodes the clustering result of the
extrema points to indicate dependencies of points to different nuclei. Finally, only the extrema
points with the largest scale from each path are kept for estimation of nuclei size statistics

A C E

B D F

Fig. 9.14 Application of Maximally Stable Extremal Regions (MSER) algorithm for blob detec-
tion in images. Original image (A) is processed by MSER and detected stable regions fitted with
ellipses (B) where green ellipses are for bright blobs and red—for dark blobs. Image reconstructed
from a subset of detected regions (C) and the binary mask (D) after thresholding reconstructed
image at the lowest threshold. In (E) is the image reconstructed by voting from the ellipses (B),
and its thresholded version at the lowest threshold (F) to be used as a mask of nuclei regions
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images, in the first place, it is worth looking at the nuclei size. The size of the
nuclei would be the least scattered attribute of the object. One of the approaches
to detect unknown scales of the objects is to use ideas from the multiscale interest
point detectors—the scale-normalized Laplacian operator for blob detection. Using
this method it is possible to simultaneously estimate spatial location and scale of
dark and bright blobs. Nuclei in the fluorescence images are bright blobs, so the
Laplacian operator ∇2 will give strong negative responses for the nuclei whose sizes
(represented by radius r) are similar to the size of the Gaussian (represented by
standard deviation of the Gaussian, σ ) kernel KG(x, y; σ), that was used to smooth
the image I (x, y) before applying the Laplacian operator. The smoothed image:

IL(x, y; σ) = I (x, y) ∗ KG(x, y; σ) (9.8)

is a scale space representation at the scale σ . The relationship between the blob
radius r and the Gaussian size σ is: r = √

2σ . To find the scale (and location)
where the scale-normalized Laplacian of Gaussian (LoG) σ 2∇2KG(x, y; σ) would
give strong negative responses for the bright nuclei, we have to apply this filter to the
image at the range of scales producing a 3D volume ∇2IL(x, y; σ) and detecting
in it scale-space local minima. Scaled-normalized LoG filters may be approximated
by the Difference of Gaussian (DoG) filters, whose scales differ by the factor k:

σ 2∇2KG(x, y; σ) ≈ 1

k − 1
(KG(x, y; kσ) − KG(x, y; σ)) , (9.9)

so the images from the Gaussian pyramid may be used for efficient computation
of convolution of image I (x, y) with DoG filter bank by performing simple image
subtractions. It is the same operation as the construction of Laplacian pyramid, just
extended to have additional intermediate scales.

To reduce false-positive locations of the nuclei centers, the scale-space local
minima points are pruned by clustering according to dependence to the same object
and selecting only points with the largest scale. Clustering is performed by detecting
local minima only in space and for all scales, and by tracking the evolution of these
local minima as the scale changes (visualization presented in Fig. 9.13). After that,
local minima on the paths and in the scale are detected, and only the points with the
largest scale from each path are kept. Deriving scale statistics from collected local
point scales provides estimates of the nuclei size in the images.

Another proposed approach to overcome the bottleneck of manual adjustments
of segmentation algorithm parameters is to reduce the number of parameters that
must be adjusted manually by designing image analysis algorithms and their
configurations that would lead to the adaptability to the particular data set. A
combination of multiscale image analysis methods (utilization of Gaussian and
Laplacian pyramids in analysis, using maximally stable extremal regions algorithm)
and parameter-free Watershed transformation enables to achieve a reduction of
parameters.
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Analysis of the images from Gaussian and Laplacian pyramids in a similar way
like in nuclei size estimation provides more reliable locations of nuclei centers,
which are used for marker controlled Watershed segmentation. Applying Watershed
transformation on images of Laplacian pyramid gives a multiscale segmentation of
nuclei image. The Watershed regions from multiple scales are used for analysis in
the last step of the segmentation algorithm, where voting is performed to generate
unified a hypothesis. Maximally stable extremal regions (MSER) algorithm is
another method for blob detection in images. MSERs are such image regions
(connected components) that are stable (nearly the same) through a range of
thresholds (Fig. 9.14). A resulting mask (Fig. 9.14F) is used in the last step of the
segmentation algorithm, where voting is performed.

9.2.4 Cell Segmentation

The task of cell segmentation involves detecting regions where the fluorescent signal
of interest should be quantified. This signal is related to biological processes that we
want to analyze. These can be cases where we want to discriminate localization of
proteins between nuclear and cytoplasmic areas. In other cases, knowing the area of
the whole cell is sufficient and just care to separate it from the area of other cells.
Nuclear regions of cells were determined during previous steps. In this processing
stage, information about nuclei regions is used to delineate the whole cell’s regions.
Previously detected nuclei serve as seed points to expand the regions of interest to
the extents of the cells.

Region growing approach is used to expand nuclei regions until the probable
edge of the cell is reached. This process can be seen as the assignment of outer
(perinuclear) pixels to one of the nuclei. Because some pixels may belong to
a background class (do not belong to any cell), therefore, pixel should possess
some minimal fluorescence intensity above background intensity in order to be
classified as belonging to one of the nuclei/cells. Region growing may be completed
more efficiently and with more consistency if classification is performed not on
simple pixels individually but on pixel groups (super-pixels). Super-pixel grid is a
Watershed transform of the image that is a result of adding all the channels of the
initial image and saturating the result. Super-pixels are assigned to a particular cell
class related to the nucleus using the lowest geodesic distance criteria. A geodesic
distances map is generated using the image of combined channels and the regions
from the nuclei mask as seed areas.

9.2.5 Image Postprocessing

In our microscopy image analysis workflow, the image postprocessing step was
dedicated to the semi-manual inspection of segmentation results. The inspection
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involves the detection and correction of possible segmentation errors. Correction
may be done by interactively providing corrections to segmentation masks of
the objects (nuclei and/or cells), or by choosing to objectively exclude erroneous
segments because they fall out of the target group distribution. The amount of
labor and time required to inspect object segmentation results was one of the
bottlenecks of the microscopy image analysis workflow we aim to solve (B2). To
overcome the bottleneck, the following approaches were suggested: automatically
detect inconsistencies in output data that may be indicators of existing errors in
the analysis results, bring user’s attention to the picked out situations to check
and manage them, and provide user-friendly graphical interface tools for error
correction.

The sorts and the sources of the segmentation errors:

• algorithm failure to split highly overlapped nuclei;
• oversegmented nuclei;
• non-cell related artifacts in images that were segmented and classified as

nuclei/cells;
• particular cell phenotypes that are not related to the biological experiment in

progress and should be filtered out.

The strategy to make the inspection process more efficient is to prioritize
segmentation results that must be reviewed. Arranging inspection tasks in this
way would allow limiting the review process just to some subset of images that
must get the most attention and consequently reduce the total workload. The
strategy’s implementation is achieved by using specialized graphical interfaces for
algorithm-assisted error detection and for entering the corrections. Essential parts
of the graphical interface are summarized presentation of segmentation results and
interactive tools for corrections input.

Concepts of graphical presentation of segmentation results for algorithm-assisted
error detection:

• automatically select the outlier nuclei candidates based on geometric features
(area, circularity, solidity) and photometric features (total fluorescence intensity
of the nucleus), and present them sorted by the distance from the mean in
descending order;

• automatically select the outlier cell candidates based on photometric features
(total fluorescence intensity of the cell), and present them sorted according to
the distance from the mean in descending order;

• display scatterplots of nuclei/cells geometric and photometric features; visualize
interclass and intraclass variations of the features; clicking the data point displays
segmentation results of the associated object.

Design solutions on the user interface to enter corrections:

• display original nuclei or cells image with the overlayed super-pixel grid. Super-
pixels are homogeneous regions of the image, smaller than the objects, so the
super-pixel grid appears as an oversegmented image. Typically there exists a
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subset of super-pixels that overlaps with the object region with a high IoU
(intersection over union) score; therefore, it is possible to construct an object
mask by selecting a group of super-pixels;

• select nuclei or cells layer to activate; start correcting from the nuclei layer;
• perform manual correction of the selected object mask (object selections come

from the algorithm-assisted error detection step). For more details, refer to the
list of user interface elements for the manual correction of the selected object
mask;

• rerun automatic cell segmentation after correction of nucleus segmentation and,
if required, continue to the cell segmentation correction.

User interface elements for the manual correction of the selected object mask:

• For nucleus segmentation, if the nucleus layer is selected:

– mouse click super-pixel to assign it to the nearest nucleus; shift-click to
classify as background; ctrl-click to assign it to the additional instance of the
nucleus (if needed to correct undersegmentation case);

– drag-and-drop super-pixel to the area of the required nucleus to assign it to
that class;

– use lasso selection tool—selecting super-pixels outside nucleus together with
the nucleus regions (full or parts), assigns super-pixels to the nucleus class.

• For cell segmentation, if cell layer is activated (or select particular cell layer, If
exist more that one):

– click super-pixel to assign it to the nearest cell; shift-click to classify as
background;

– drag-and-drop super-pixel to the area of the required cell to assign it to that
class;

– use selection tool—selecting super-pixels outside cell together with the cell
regions (full or parts), assigns super-pixels to cell class.

9.2.6 Data Analysis and Visualization

After the isolation of individual cells, the total fluorescence intensity of each cell
can be obtained. Protein quantity in the particular area of the cell is related to the
total fluorescence intensity in a segmented region of the corresponding cell. The
total intensity of an object is the sum of the intensities of all the pixels that make up
the object:

V (r) =
∑

(x,y)∈S(r)

I (x, y) . (9.10)

here S(r) – segmented region of r-th cell; x, y – pixel coordinates.
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Application of designed system, and acquired fluorescence image analysis results
are presented in Fig. 8.3, 8.4, 8.5, and 8.6. After quantifying all cells, median
values of total fluorescence intensities of each cell grouped by class were computed.
The ratios between median values represent fold-change in protein expression. An
increase of fluorescence intensity yields a positive fold-change and a decrease—
a negative fold-change. Wilcoxon rank-sum test was used to evaluate statistically
significant changes.

If data provided by the fluorescence image analysis are not normally distributed,
the Wilcoxon rank-sum test may be used as a nonparametric alternative to the
two-sample t-test for independent samples. The Wilcoxon rank-sum test allows a
hypothesis test of the equality of medians of two samples.
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Future Therapy in Leukemia

Acute myeloid leukemia is a type of leukemia which distinguishing feature is
the invasion of bone marrow, blood, and other tissues by rapidly proliferating,
undifferentiated cells of the blood system—blasts. Acute myeloid leukemia was
incurable 50 years ago, but now the disease is overcome by 35–40% of adult patients
younger than 60 years and 5–15% of patients older than 60 years (Döhner et al.
2015). Patients foremost are treated with chemotherapy. The standard combination
of chemotherapy drugs is called 7+3, i.e., 7 day continuous cytarabine infusion and
daunorubicin/idarubicin for 1 to 3 days (Dombret and Gardin 2016). If treatment
is stopped prematurely, relapse will inevitably occur. Various drug combinations
are often used to treat relapse, also many patients underwent allogenic HSC
transplantation during the treatment.

About 2/3 of AML patients achieve remission after standard chemotherapy, but
patients experience many side effects during treatment, such as fatigue, decreased
resistance to infections, anemia, bleeding, nausea, hair loss, changes in hormone
levels in the body (www.cancerresearchuk.org). 25–50% of recoverees relapse
within 5 years of stopping treatment. Chemotherapy is ineffective in 1/3 of patients.
In order to improve the effectiveness of treatment and reduce side effects, new
treatments are constantly being sought.

Genomic analysis reveals complex genomic alterations and gene expression
changes in cancer diseases. Detection of chromosomal abnormalities and gene
mutations help to categorize patients into risk groups and select the most successful
treatment method. For example, FMS-like tyrosine kinase 3 (FLT3) plays an
important role in hematopoietic cell survival, proliferation, and differentiation. Its
mutation is the most frequent genetic alteration associated with a poor prognosis in
AML patients. Therefore, FLT3 is a promising molecular target for the treatment of
AML patients with FLT3 mutations. There are two major types of FLT3 mutations:
internal tandem duplication mutations (FLT3-ITD) and point mutations or deletion
in the tyrosine kinase domain (FLT3-TKD). The tyrosine kinase inhibitors (TKI),
including tandutinib, sunitinib, midostaurin, lestaurtinib and sorafenib, were sub-
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jected to clinical trials for evaluating efficacy and safety (De Kouchkovsky and
Abdul-Hay 2016; Kiyoi et al. 2020).

Approximately 20% of AML patients have an isocitrate dehydrogenases (IDH1
or IDH2) mutation. IDH enzymes are involved in multiple metabolic and epigenetic
cellular processes. The IDH1 or IDH2 mutations lead to DNA hypermethylation,
aberrant gene expression, cell proliferation, and abnormal differentiation. Several
novel therapies specifically targeting mutant IDH had been developed (Ragon and
DiNardo 2017; Montalban-Bravo and DiNardo 2018). However, the treatment of
leukemia with characteristic chromosomal aberrations are challenging, as patients
may be or become resistant to standard therapy during treatment and may relapse
after remission. Therefore, there is a necessity to develop new therapies.

In certain cases of cancer, especially in acute promyelocytic leukemia, differenti-
ation therapy is applied. The differentiation therapy is induced with all-trans retinoic
acid. Studies have been performed with other nuclear hormone ligands, such as vita-
min D compounds and PPARγ agonists, or with other agents, such as hematopoietic
cytokines or compounds acting on the epigenetic landscape, but they have not been
successful. Therefore, ATRA is still successfully used for differentiation therapy
of leukemia, especially APL. However, in some cases (relapse or resistance for
repeated ATRA treatment) with ATRA, it is rational to use combination therapy
with epigenetic modifiers, e.g., the inhibitors of histone methyltransferases and/or
deacetylases as well as inhibitors of DNA methyltransferases are used together with
all-trans retinoic acid. These studies are extensively described in the monograph.
During such treatments cancer cells are induced to differentiate and re-enter the
normal way of development. In the monograph we overviewed the efficiency of
combined epigenetic therapy with ATRA for leukemia and demonstrated what
the impact of such combined treatment is promising for leukemia treatment—the
differentiation of leukemia cells is induced, leukemia cell growth is inhibited, and
the promotion of apoptosis increases.

The genome defines what we have and do not have—it is our genetic information.
The epigenome, meanwhile, ensures the stable propagation of genetic information
and the proper functioning of cells. Therefore, epigenetic modifications (histone,
DNA modification) are an integral part of normal cell development. Epigenetic
modifications and their location result in the restructuring of chromatin and related
proteins, thereby affecting cellular processes such as cell cycle, differentiation,
DNA repair, growth arrest, and cell death. Thus, the changes in the epigenome
are enormous in causing changes in chromatin remodeling and consequently in
disease pathogenesis. Recent therapies are based on genetic testing, the application
of targeted therapies and epigenetic combined treatments. Combined epigenetic
therapy is particularly important in cancer and leukemia. Genetic aberrations are
accompanied by epigenetic changes, therefore epigenetic therapy, especially in
combination with other therapies, is thought to be an important and powerful
treatment for cancer (Navakauskiene 2017; Ahuja et al. 2016). Unregulated activity
of DNMTs, HDACs, and some HMTs is often observed, which may lead to inhi-
bition of the expression of genes that inhibit cancer. Inhibitors of these epigenetic
modulators could potentially restore the expression of cancer inhibitory genes by
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inducing chromatin remodeling (Kwon and Shin 2011). Many processes in the cell,
for instance, intensified proliferation or blockade of differentiation, are affected
by epigenetic changes (Dawson and Kouzarides 2012; Jones et al. 2016). The
importance of epigenetic changes in carcinogenesis is also indicated by the fact
that a relatively large proportion of mutations characteristic of leukemic diseases
are detected in the genes important for epigenetic regulation (Kaushansky and Zhan
2018). For example, the naturally occurring polyphenol EGCG (epigallocatechin-
3-gallate) has the ability to restrain DNMT1 and HDAC activity as well as induce
the apoptosis (Khan et al. 2015; Moradzadeh et al. 2018; Borutinskaitė et al. 2018;
Vitkeviciene et al. 2018).

The goal of epigenetic therapy is to induce such epigenetic changes in the cell that
would either help to restore the impaired differentiation process or, like in traditional
chemotherapy, cause cell death. However, high doses of drugs are used to cause
cancer cell death, which can have serious side effects on the body (Lee and Lee
2019). When cells are treated with therapeutic agents, the cells undergo apoptosis
or therapy-induced cellular aging, depending on the extent of the damage caused.
The latter is defined as irreversible cell cycle arrest (Provinciali et al. 2013). In
general, cell aging is caused by less toxic doses of chemical agents (Chang et al.
1999), so it is thought to be safer and cause fewer side effects than induction of
apoptosis (Lee and Lee 2019). Although induction of apoptosis is thought to give the
better outcomes in cancer treatment, the capability of chemical agent to induce cell
aging is nevertheless a benefit (Nardella et al. 2011). The ability of some chemical
agents inducing the cancer cell aging could also be evaluated for the leukemia
treatment.

Metabolic reprogramming is a new feature characteristic of cancer. Presently
main directions of the AML treatment are emphasized—combined therapy (man-
agement of cellular processes such as differentiation, apoptosis, epigenetic regula-
tion) of leukemia and metabolic vulnerability for precise treatment of refractory
leukemia (Choi et al. 2020; Burnett and Stone 2020; Richard-Carpentier and
DiNardo 2019; Farge et al. 2017; Vitkeviciene et al. 2019; Vitkevičienė et al. 2019;
Visnjic et al. 2019). For the leukemia therapy could be also used the drugs that are
approved for other diseases like malaria, diabetes (Vitkevičienė et al. 2019; Yuan
et al. 2020; Biondani and Peyron 2018).

Therefore, the focus has recently been on the search for new oncological drugs
targeting to mitochondrial activity. To date, significant efforts have been directed
to the therapeutic application of glycolysis, whereas mitochondrial oxidative phos-
phorylation (OXPHOS) has not been extensively studied. Only in recent years very
promising studies emerged. A study on IACS-010759, a small molecule inhibitor
in the mitochondrial electron transport chain, was recently published (Molina
et al. 2018). It was found that treatment with IACS-010759 potentially inhibits
cancer cell proliferation and induces apoptosis in OXPHOS-based models of acute
myeloid leukemia. IACS-010759 is presently being assessed in clinical trials
phase 1 with recurrent/refractory AML and solid tumors (Molina et al. 2018). Our
recent study (Vitkevičienė et al. 2019) demonstrated that oxidative phosphorylation
inhibition by using only oxidative phosphorylation inhibitors atovaquone and
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metformin or them in different combinations with cytosine analogue cytarabine and
apoptosis inducer venetoclax prompts anticancerous alterations in therapy-resistant-
acute myeloid leukemia cells of patients. Therefore, we suggest that oxidative
phosphorylation inhibitors might have a significant additional role in combinatory
treatment of leukemia.

The biggest challenge in the treatment of leukemia is Relapsed/Refractory AML.
Patients who have not achieved complete remission after two cycles of induction
chemotherapy are usually diagnosed as having refractory leukemia. Patients who
have reached remission but after some time leukemia blasts again increased are
diagnosed as relapsed leukemia. The treatment of Relapsed/Refractory AML cases
is a challenge for the decades. According to www.LLS.org the following drugs
are FDA approved for Relapsed/Refractory AML: enasidenib (Idhifa), gemtuzumab
ozogamicin (Mylotarg), ivosidenib (Tibsovo), gilteritinib (Xospata).

Relapsed/Refractory AML patients are treated in clinical trials based on their
previous treatment history. Targeted sequencing of genes that frequently mutate
AML is used to identify active mutations, such as FLT3 or IDH1/IDH2. Inhibitors
based on identified gene mutations are used in therapy. In the absence of active
mutations, then conventional agents are combined with other new therapies, such as
monoclonal antibodies and other target drugs, various combinations of chemother-
apy are also used, and allogeneic HSC transplantation is performed (Bose et al.
2017; Zucenka et al. 2020).

Following the example of recent therapies and our extended analysis the combi-
nation of new epigenetic inhibitors—HDACis, HMTis, DNMTis, the tyrosine kinase
inhibitors, the oxidative phosphorylation inhibitors together with chemotherapy
would also affect cell proliferation in patients with leukemia and the initial data
give hope that pharmacological chromatin remodeling will allow to create the new
strategies for future therapy of leukemia.
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causes anti-cancerous epigenetic modulations in acute promyelocytic leukemia cells. Leuk
Lymphoma 59(2):469–478. https://doi.org/10.1080/10428194.2017.1339881

Bose P, Vachhani P, Cortes JE (2017) Treatment of relapsed/refractory acute myeloid leukemia.
Curr Treat Options Oncol 18(3):17

Burnett A, Stone R (2020) AML: new drugs but new challenges. Clin Lymphoma Myeloma Leuk
20(6):341–350

Chang BD, Broude EV, Dokmanovic M, Zhu H, Ruth A, Xuan Y, Kandel ES, Lausch E, Christov
K, Roninson IB (1999) A senescence-like phenotype distinguishes tumor cells that undergo
terminal proliferation arrest after exposure to anticancer agents. Cancer Res 59(15):3761–3767

www.LLS.org
https://doi.org/10.1080/10428194.2017.1339881


References 349

Choi JH, Bogenberger JM, Tibes R (2020) Targeting apoptosis in acute myeloid leukemia: current
status and future directions of BCL-2 inhibition with venetoclax and beyond. Target Oncol
15:147–162

Dawson MA, Kouzarides T (2012) Cancer epigenetics: from mechanism to therapy. Cell
150(1):12–27. https://doi.org/10.1016/j.cell.2012.06.013

De Kouchkovsky I, Abdul-Hay M (2016) Acute myeloid leukemia: a comprehensive review and
2016 update. Blood Cancer J 6. https://doi.org/10.1038/bcj.2016.50

Döhner H, Weisdorf DJ, Bloomfield CD (2015) Acute myeloid leukemia. New England J Med
373(12):1136–1152

Dombret H, Gardin C (2016) An update of current treatments for adult acute myeloid leukemia.
Blood J Amer Society Hematol 127(1):53–61

Farge T, Saland E, de Toni F, Aroua N, Hosseini M, Perry R, Bosc C, Sugita M, Stuani L, Fraisse
M (2017) Chemotherapy-resistant human acute myeloid leukemia cells are not enriched for
leukemic stem cells but require oxidative metabolism. Cancer Discov 7(7):716–735

Jones PA, Issa JPJ, Baylin S (2016) Targeting the cancer epigenome for therapy. Nat Rev Genet
17(10):630

Kaushansky K, Zhan H (2018) The regulation of normal and neoplastic hematopoiesis is dependent
on microenvironmental cells. Adv Biol Regul 69:11–15

Khan MA, Hussain A, Sundaram MK, Alalami U, Gunasekera D, Ramesh L, Hamza A, Quraishi
U (2015) (-)-Epigallocatechin-3-gallate reverses the expression of various tumor-suppressor
genes by inhibiting DNA methyltransferases and histone deacetylases in human cervical cancer
cells. Oncol Rep 33(4):1976–1984

Kiyoi H, Kawashima N, Ishikawa Y (2020) FLT3 mutations in acute myeloid leukemia: therapeutic
paradigm beyond inhibitor development. Cancer Sci. https://doi.org/10.1111/cas.14274

Kwon MJ, Shin YK (2011) Epigenetic regulation of cancer-associated genes in ovarian cancer. Int
J Mol Sci 12(2):983–1008

Lee S, Lee JS (2019) Cellular senescence: a promising strategy for cancer therapy. BMB Rep
52(1):35

Molina JR, Sun Y, Protopopova M, Gera S, Bandi M, Bristow C, McAfoos T, Morlacchi P, Ackroyd
J, Agip ANA (2018) An inhibitor of oxidative phosphorylation exploits cancer vulnerability.
Nat Med 24(7):1036–1046

Montalban-Bravo G, DiNardo CD (2018) The role of IDH mutations in acute myeloid leukemia.
Future Oncol 14(10):979–993

Moradzadeh M, Roustazadeh A, Tabarraei A, Erfanian S, Sahebkar A (2018) Epigallocatechin-3-
gallate enhances differentiation of acute promyelocytic leukemia cells via inhibition of PML-
RARα and HDAC1. Phytother Res 32(3):471–479

Nardella C, Clohessy JG, Alimonti A, Pandolfi PP (2011) Pro-senescence therapy for cancer
treatment. Nat Rev Cancer 11(7):503–511

Navakauskiene R (2017) Combination epigenetic therapy. In: Tollefsbol T (ed) Handbook of
epigenetics: the new molecular and medical genetics, 2nd edn. Academic Press, Cambridge;
Elsevier, Amsterdam, chap 41, pp 623–632

Provinciali M, Cardelli M, Marchegiani F, Pierpaoli E (2013) Impact of cellular senescence in
aging and cancer. Curr Pharm Des 19(9):1699–1709

Ragon BK, DiNardo CD (2017) Targeting IDH1 and IDH2 mutations in acute myeloid leukemia.
Curr Hematol Malig Rep 12(6):537–546

Richard-Carpentier G, DiNardo CD (2019) Single-agent and combination biologics in acute
myeloid leukemia. Hematology Am Soc Hematol Educ Program 2019(1):548–556

Visnjic D, Dembitz V, Lalic H (2019) The role of AMPK/mTOR modulators in the therapy of acute
myeloid leukemia. Curr Med Chem 26(12):2208–2229

Vitkeviciene A, Baksiene S, Borutinskaite V, Navakauskiene R (2018) Epigallocatechin-3-gallate
and BIX-01294 have different impact on epigenetics and senescence modulation in acute and
chronic myeloid leukemia cells. Eur J Pharmacol 838:32–40. https://doi.org/10.1016/j.ejphar.
2018.09.005

https://doi.org/10.1016/j.cell.2012.06.013
https://doi.org/10.1038/bcj.2016.50
https://doi.org/10.1111/cas.14274
https://doi.org/10.1016/j.ejphar.2018.09.005
https://doi.org/10.1016/j.ejphar.2018.09.005


350 Future Therapy in Leukemia

Vitkeviciene A, Skiauteryte G, Zucenka A, Stoskus M, Gineikiene E, Borutinskaite V, Griskevicius
L, Navakauskiene R (2019) HDAC and HMT inhibitors in combination with conventional
therapy: a novel treatment option for acute promyelocytic leukemia. J Oncol 2019:11. https://
doi.org/10.1155/2019/6179573
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Appendix A
Clinical Trials of Drugs for Leukemia

Drugs for Chronic Lymphocytic Leukemia

Table A.1 Clinical trials of drugs for Chronic Lymphocytic Leukemia: Chemical Taxonomy
provided by Classyfire; ATC Codes-code provided by Anatomical Therapeutic Chemical Clas-
sification System

Chemical
Drug name ATC code taxonomy Description Clinical trials

Acalabrutinib L01XE51 – An inhibitor of Bruton’s
tyrosine kinase (BTK). Has
antineoplastic activity.

NCT04115631
NCT02972840
NCT02180711
NCT03580928
NCT03527147
etc.

Alemtuzumab L04AA34 – A recombinant
DNA-derived monoclonal
antibody against CD52.

NCT02766465
NCT01659606
NCT03989466
NCT02626715
NCT02038478
etc.

Arzerra
(Ofatumumab)

L01XC10 – A monoclonal antibody
against the B cell CD20 with
potential antineoplastic
activity.

NCT03136146
NCT02877303
NCT02199184
NCT02049515

Bendamustine
Hydrochloride

L01AA09 Benzimidazoles The hydrochloride salt of
bendamustine. Has
antimetabolite activities.

NCT04115631
NCT03295240
NCT03113422
NCT03834688
etc.

(continued)
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Table A.1 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Bendeka
(Bendamustine
Hydrochloride)

– – See Bendamustine
Hydrochloride.

–

Calquence
(Acalabrutinib)

– – See Acalabrutinib. –

Campath
(Alemtuzumab)

– – See Alemtuzumab. –

Chlorambucil L01AA02 Organonitrogen
compounds

An antineoplastic aromatic
nitrogen mustard

–

Copiktra
(Duvelisib)

– Isoquinolines
and derivatives

An inhibitor of
phosphoinositide-3 kinase
(PI3K). Has
immunomodulating and
antineoplastic activities.

NCT03372057
NCT02783625
NCT04331119
etc.

CyclophosphamideL01AA01 Organonitrogen
compounds

An alkylating agent. Has
antineoplastic and
immunosuppressive
activities.

NCT02488967
NCT03220022
NCT03012100
NCT04119336

Dexamethasone R01AD53
D07XB05
R01AD03
S01CB01
S02CA06

Steroids and
steroid
derivatives

A synthetic adrenal
corticosteroid. Has
anti-inflammatory
properties.

NCT03937635
NCT03150693
NCT03914625
NCT02553460
NCT03556332

Duvelisib – Isoquinolines
and derivatives

An inhibitor of
phosphoinositide-3 kinase
(PI3K) with
immunomodulating and
antineoplastic activities

NCT03372057
NCT02783625
NCT03534323
NCT03892044
etc.

Fludarabine
Phosphate

L01BB05 Purine
nucleosides

The phosphate salt of
vidarabine (ara-A). Has
antineoplastic activity.

NCT03813147
NCT03105336
NCT03164057
NCT00919503
etc.

Gazyva
(Obinutuzumab)

L01XC15 Carboxylic
Acids and
Derivatives

A monoclonal antibody
against CD20.

NCT03701282
NCT03737981
NCT03269669
NCT02498951
etc.

Ibrutinib L01XE27 Benzene and
substituted
derivatives

An inhibitor of Bruton’s
tyrosine kinase (BTK) with
potential antineoplastic
activity.

NCT03701282
NCT03737981
NCT02443077
NCT03220022

Idelalisib L01XX47 ImidazopyrimidinesA phosphoinositide-3 kinase
(PI3K) inhibitor with
immunomodulating and
antineoplastic activities.

NCT03133221
NCT02332980
NCT03878524
NCT02536300
NCT02457598

(continued)

https://go.drugbank.com/atc/L01AA02
http://clinicaltrials.gov/show/NCT03372057
http://clinicaltrials.gov/show/NCT02783625
http://clinicaltrials.gov/show/NCT04331119
https://go.drugbank.com/atc/L01AA01
http://clinicaltrials.gov/show/NCT02488967
http://clinicaltrials.gov/show/NCT03220022
http://clinicaltrials.gov/show/NCT03012100
http://clinicaltrials.gov/show/NCT04119336
https://go.drugbank.com/atc/R01AD53
https://go.drugbank.com/atc/D07XB05
https://go.drugbank.com/atc/R01AD03
https://go.drugbank.com/atc/S01CB01
https://go.drugbank.com/atc/S02CA06
http://clinicaltrials.gov/show/NCT03937635
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT02553460
http://clinicaltrials.gov/show/NCT03556332
http://clinicaltrials.gov/show/NCT03372057
http://clinicaltrials.gov/show/NCT02783625
http://clinicaltrials.gov/show/NCT03534323
http://clinicaltrials.gov/show/NCT03892044
https://go.drugbank.com/atc/L01BB05
http://clinicaltrials.gov/show/NCT03813147
http://clinicaltrials.gov/show/NCT03105336
http://clinicaltrials.gov/show/NCT03164057
http://clinicaltrials.gov/show/NCT00919503
https://go.drugbank.com/atc/L01XC15
http://clinicaltrials.gov/show/NCT03701282
http://clinicaltrials.gov/show/NCT03737981
http://clinicaltrials.gov/show/NCT03269669
http://clinicaltrials.gov/show/NCT02498951
https://go.drugbank.com/atc/L01XE27
http://clinicaltrials.gov/show/NCT03701282
http://clinicaltrials.gov/show/NCT03737981
http://clinicaltrials.gov/show/NCT02443077
http://clinicaltrials.gov/show/NCT03220022
https://go.drugbank.com/atc/L01XX47
http://clinicaltrials.gov/show/NCT03133221
http://clinicaltrials.gov/show/NCT02332980
http://clinicaltrials.gov/show/NCT03878524
http://clinicaltrials.gov/show/NCT02536300
http://clinicaltrials.gov/show/NCT02457598
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Table A.1 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Imbruvica
(Ibrutinib)

– – See Ibrutinib. –

Leukeran
(Chlorambucil)

– – See Chlorambucil. –

Mechlorethamine
Hydrochloride

– – The hydrochloride salt of
mechlorethamine with
antineoplastic and
immunosuppressive
activities.

–

Mustargen
(Mechlorethamine
Hydrochloride)

L01AA05 Organonitrogen
compounds

See Mechlorethamine
Hydrochloride.

–

Obinutuzumab L01XC15 Carboxylic
Acids and
Derivatives

An antibody against CD20
with potential antineoplastic
activity.

NCT03701282
NCT03737981
NCT03269669
etc.

Ofatumumab L01XC10 Carboxylic
Acids and
Derivatives

An antibody directed against
the B cell CD20 cell surface
antigen with potential
antineoplastic activity.

NCT03136146
NCT02877303
NCT02199184
NCT02049515

Prednisone A07EA03
H02AB07

Steroids and
steroid
derivatives

A synthetic glucocorticoid
with anti-inflammatory and
immunomodulating
properties.

NCT03419234
NCT03984448
NCT03269669
NCT03914625
NCT03574571
NCT02723994

Rituxan
(Rituximab)

L01XC02 Carboxylic
Acids and
Derivatives

An antibody directed against
the CD20 antigen.

NCT03984448
NCT02900976
NCT03220022
NCT03267433
NCT04212013
NCT03919175
NCT03467867
NCT03864419
NCT03719131
etc.

Rituxan Hycela
(Rituximab and
Hyaluronidase
Human)

See Rituxan
(Rituximab).

See Rituxan
(Rituximab).

A combination of rituximab
and the enzyme
hyaluronidase, with
antineoplastic activity.

NCT03267433
NCT04212013
NCT03919175
NCT03467867
NCT03864419
NCT03719131

Rituximab – – See Rituxan (Rituximab). –

Rituximab and
Hyaluronidase
Human

– – See Rituxan Hycela
(Rituximab and
Hyaluronidase Human).

–

Treanda
(Bendamustine
Hydrochloride)

– – See Bendamustine
Hydrochloride.

–

(continued)

https://go.drugbank.com/atc/L01AA05
https://go.drugbank.com/atc/L01XC15
http://clinicaltrials.gov/show/NCT03701282
http://clinicaltrials.gov/show/NCT03737981
http://clinicaltrials.gov/show/NCT03269669
https://go.drugbank.com/atc/L01XC10
http://clinicaltrials.gov/show/NCT03136146
http://clinicaltrials.gov/show/NCT02877303
http://clinicaltrials.gov/show/NCT02199184
http://clinicaltrials.gov/show/NCT02049515
https://go.drugbank.com/atc/A07EA03
https://go.drugbank.com/atc/H02AB07
http://clinicaltrials.gov/show/NCT03419234
http://clinicaltrials.gov/show/NCT03984448
http://clinicaltrials.gov/show/NCT03269669
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03574571
http://clinicaltrials.gov/show/NCT02723994
https://go.drugbank.com/atc/L01XC02
http://clinicaltrials.gov/show/NCT03984448
http://clinicaltrials.gov/show/NCT02900976
http://clinicaltrials.gov/show/NCT03220022
http://clinicaltrials.gov/show/NCT03267433
http://clinicaltrials.gov/show/NCT04212013
http://clinicaltrials.gov/show/NCT03919175
http://clinicaltrials.gov/show/NCT03467867
http://clinicaltrials.gov/show/NCT03864419
http://clinicaltrials.gov/show/NCT03719131
http://clinicaltrials.gov/show/NCT03267433
http://clinicaltrials.gov/show/NCT04212013
http://clinicaltrials.gov/show/NCT03919175
http://clinicaltrials.gov/show/NCT03467867
http://clinicaltrials.gov/show/NCT03864419
http://clinicaltrials.gov/show/NCT03719131
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Table A.1 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Truxima
(Rituximab)

– – See Rituxan (Rituximab). –

Venclexta
(Venetoclax)

– – See Venclexta (Venetoclax). –

Venetoclax – – See Venclexta (Venetoclax). –

Zydelig
(Idelalisib)

– – See Idelalisib. –

Drugs for Chronic Myeloid Leukemia

Table A.2 Clinical trials of drugs for Acute Lymphoblastic Leukemia Chronic Myeloid
Leukemia: Chemical Taxonomy provided by Classyfire; ATC Codes-code provided by Anatomical
Therapeutic Chemical Classification System

Chemical
Drug name ATC code taxonomy Description Clinical trials

Bosulif
(Bosutinib)

L01XE14 Quinolines and
derivatives

A quinolone derivative and
dual kinase inhibitor. Has
potential antineoplastic
activity.

NCT03654768
NCT03516279
NCT03610971
NCT04329325
NCT03854903
etc.

Bosutinib – – See Bosulif (Bosutinib). –

Busulfan L01AB01 Organic
sulfonic acids
and derivatives

A derivative of
dimethane-sulfonate with
antineoplastic and cytotoxic
properties.

NCT03126916
NCT03613532
NCT03303950
etc.

Busulfex
(Busulfan)

– – See Busulfan. –

Cyclophosphamide – – – –

Cytarabine – – – –

Dasatinib – – – –

Dexamethasone – – – –

Gleevec (Imatinib
Mesylate)

– – – –

Hydrea
(Hydroxyurea)

L01XX05 Carboximidic
acids and
derivatives

A monohydroxyl-substituted
urea (hydroxycarbamate)
antimetabolite.

NCT03165734
NCT03165734
NCT03944915
NCT02626715
NCT01050855

Hydroxyurea – – See Hydrea (Hydroxyurea). –

Iclusig (Ponatinib
Hydrochloride)

– – – –

(continued)

https://go.drugbank.com/atc/L01XE14
http://clinicaltrials.gov/show/NCT03654768
http://clinicaltrials.gov/show/NCT03516279
http://clinicaltrials.gov/show/NCT03610971
http://clinicaltrials.gov/show/NCT04329325
http://clinicaltrials.gov/show/NCT03854903
https://go.drugbank.com/atc/L01AB01
http://clinicaltrials.gov/show/NCT03126916
http://clinicaltrials.gov/show/NCT03613532
http://clinicaltrials.gov/show/NCT03303950
https://go.drugbank.com/atc/L01XX05
http://clinicaltrials.gov/show/NCT03165734
http://clinicaltrials.gov/show/NCT03165734
http://clinicaltrials.gov/show/NCT03944915
http://clinicaltrials.gov/show/NCT02626715
http://clinicaltrials.gov/show/NCT01050855
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Table A.2 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Imatinib Mesylate – – – –

Mechlorethamine
Hydrochloride

– – – –

Mustargen
(Mechlorethamine
Hydrochloride)

L01AA05 Organonitrogen
compounds

The hydrochloride salt of
mechlorethamine with
antineoplastic and
immunosuppressive
activities.

–

Myleran
(Busulfan)

– – See Busulfan. –

Nilotinib L01XE08 Benzene and
substituted
derivatives

Bcr-Abl tyrosine kinase
inhibitor with antineoplastic
activity.

NCT03654768
NCT03516279
NCT04205903

Omacetaxine
Mepesuccinate

L01XX40 Cephalotaxus
alkaloids

A plant alkaloid
homoharringtonine isolated
from the evergreen tree
Cephalotaxus with potential
antineoplastic activity.

NCT03564873

Ponatinib
Hydrochloride

– – – –

Sprycel
(Dasatinib)

– – – –

Synribo
(Omacetaxine
Mepesuccinate)

– – See Omacetaxine
Mepesuccinate.

–

Tasigna
(Nilotinib)

– – See Nilotinib. –

Drugs for Acute Lymphocytic Leukemia

Table A.3 Clinical trials of drugs for Acute Lymphocytic Leukemia: Chemical Taxonomy
provided by Classyfire; ATC Codes-code provided by Anatomical Therapeutic Chemical Clas-
sification System

Chemical
Drug name ATC code taxonomy Description Clinical trials

Arranon
(Nelarabine)

L01BB07 Purine
nucleosides

arabinonucleoside
antimetabolite. Has
antineoplastic activity.

NCT03020030
NCT03117751
NCT02763384
NCT03328104

Asparaginase
Erwinia
chrysanthemi

– – Enzyme isolated from the
bacterium (E. carotovora).

NCT03914625
NCT02521493
NCT04293562
NCT02723994

(continued)

https://go.drugbank.com/atc/L01AA05
https://go.drugbank.com/atc/L01XE08
http://clinicaltrials.gov/show/NCT03654768
http://clinicaltrials.gov/show/NCT03516279
http://clinicaltrials.gov/show/NCT04205903
https://go.drugbank.com/atc/L01XX40
http://clinicaltrials.gov/show/NCT03564873
https://go.drugbank.com/atc/L01BB07
http://clinicaltrials.gov/show/NCT03020030
http://clinicaltrials.gov/show/NCT03117751
http://clinicaltrials.gov/show/NCT02763384
http://clinicaltrials.gov/show/NCT03328104
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT02521493
http://clinicaltrials.gov/show/NCT04293562
http://clinicaltrials.gov/show/NCT02723994
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Table A.3 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Asparlas
(Calaspargase
Pegol-mknl)

– – Conjugated L-asparaginase
II (E. coli) and succinimidyl
carbonate
monomethoxypolyethylene
glycol (SC-PEG). Complex
has antineoplastic activity.

–

Besponsa
(Inotuzumab
Ozogamicin)

L01XC26 – A CD22-targeted cytotoxic
immunoconjugate. Has
potential antineoplastic
activity.

NCT03150693
NCT03959085
NCT03739814
NCT03991884

Blinatumomab L01XC19 Carboxylic
Acids and
Derivatives

An anti-CD19/anti-CD3
bispecific monoclonal
antibody. Has antineoplastic
activities.

NCT03914625
NCT03739814
NCT02143414
NCT03117751
NCT02879695

Blincyto
(Blinatumomab)

– – See Blinatumomab. –

Calaspargase
Pegol-mknl

– – See Asparlas (Calaspargase
Pegol-mknl).

–

Cerubidine
(Daunorubicin
Hydrochloride)

L01DB02
L01XY01

Anthracyclines An anthracycline
antineoplastic antibiotic.

NCT03150693
NCT03959085
NCT03959085
NCT04326439

Clofarabine L01BB06 Purine
nucleosides

A purine nucleoside analog.
Has antineoplastic activity.

NCT04220008
NCT01119066
NCT01701986
NCT02135874
NCT02053545
NCT01701986
NCT04220008

Clolar
(Clofarabine)

– – See Clofarabine. –

CyclophosphamideL01AA01 Organonitrogen
compounds

An alkylating agent. Has
antineoplastic and
immunosuppressive
activities.

NCT02488967
NCT03220022
NCT03012100
NCT04119336

Cytarabine L01BC01
L01XY01

Pyrimidine
nucleosides

An antimetabolite analogue
of cytidine.

NCT04115631
NCT03150693
NCT03959085
NCT03007147
NCT03701308
NCT03504410
NCT03303339

(continued)

https://go.drugbank.com/atc/L01XC26
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03739814
http://clinicaltrials.gov/show/NCT03991884
https://go.drugbank.com/atc/L01XC19
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03739814
http://clinicaltrials.gov/show/NCT02143414
http://clinicaltrials.gov/show/NCT03117751
http://clinicaltrials.gov/show/NCT02879695
https://go.drugbank.com/atc/L01DB02
https://go.drugbank.com/atc/L01XY01
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT04326439
https://go.drugbank.com/atc/L01BB06
http://clinicaltrials.gov/show/NCT04220008
http://clinicaltrials.gov/show/NCT01119066
http://clinicaltrials.gov/show/NCT01701986
http://clinicaltrials.gov/show/NCT02135874
http://clinicaltrials.gov/show/NCT02053545
http://clinicaltrials.gov/show/NCT01701986
http://clinicaltrials.gov/show/NCT04220008
https://go.drugbank.com/atc/L01AA01
http://clinicaltrials.gov/show/NCT02488967
http://clinicaltrials.gov/show/NCT03220022
http://clinicaltrials.gov/show/NCT03012100
http://clinicaltrials.gov/show/NCT04119336
https://go.drugbank.com/atc/L01BC01
https://go.drugbank.com/atc/L01XY01
http://clinicaltrials.gov/show/NCT04115631
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03007147
http://clinicaltrials.gov/show/NCT03701308
http://clinicaltrials.gov/show/NCT03504410
http://clinicaltrials.gov/show/NCT03303339
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Table A.3 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Dasatinib L01XE06 Benzene and
substituted
derivatives

A synthetic small-molecule
inhibitor of SRC-family
protein-tyrosine kinases.

NCT02465060
NCT03654768
NCT03516279
NCT02143414
NCT03020030
NCT03595917

Daunorubicin
Hydrochloride

L01DB02
L01XY01

Anthracyclines An anthracycline
antineoplastic antibiotic.

NCT03150693
NCT03959085
NCT03007147
NCT02521493
NCT03164057

Dexamethasone R01AD53
D07XB05
R01AD03
S01CB01
S02CA06

Steroids and
steroid
derivatives

A synthetic adrenal
corticosteroid. Has
anti-inflammatory
properties.

NCT03937635
NCT03150693
NCT03914625
NCT02553460
NCT03556332

Doxorubicin
Hydrochloride

L01DB01 Anthracyclines An anthracycline antibiotic
with antineoplastic activity.

NCT02488967
NCT03984448
NCT03907488
NCT03914625
NCT03959085

Erwinaze
(Asparaginase
Erwinia
Chrysanthemi)

– – An enzyme isolated from the
bacterium (E. carotovora).

NCT03914625
NCT02521493
NCT04293562
NCT02723994
NCT03164057

Gleevec
(Imatinib
Mesylate) or
Imatinib
Mesylate

L01XE01 Benzene and
substituted
derivatives

A tyrosine kinase inhibitor
with antineoplastic activity.

NCT03516279
NCT03007147
NCT03023046
NCT02043587

Iclusig
(Ponatinib
Hydrochloride)

L01XE24 Benzene and
substituted
derivatives

A receptor tyrosine kinase
(RTK) inhibitor. Has
antiangiogenic and
antineoplastic activities.

NCT03838692
NCT03576547
NCT02272998

Inotuzumab
Ozogamicin

L01XC26 Carboxylic
Acids and
Derivatives

A CD22-targeted cytotoxic
immunoconjugate with
potential antineoplastic
activity.

NCT03150693
NCT03959085
NCT03739814
NCT03677596
NCT03991884
NCT03962465
NCT02311998
NCT01371630
NCT03851081

Kymriah (Tis-
agenlecleucel)

– – – NCT03570892
NCT03876769
NCT03610724
NCT03630159
NCT04134117
NCT04225676

(continued)

https://go.drugbank.com/atc/L01XE06
http://clinicaltrials.gov/show/NCT02465060
http://clinicaltrials.gov/show/NCT03654768
http://clinicaltrials.gov/show/NCT03516279
http://clinicaltrials.gov/show/NCT02143414
http://clinicaltrials.gov/show/NCT03020030
http://clinicaltrials.gov/show/NCT03595917
https://go.drugbank.com/atc/L01DB02
https://go.drugbank.com/atc/L01XY01
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03007147
http://clinicaltrials.gov/show/NCT02521493
http://clinicaltrials.gov/show/NCT03164057
https://go.drugbank.com/atc/R01AD53
https://go.drugbank.com/atc/D07XB05
https://go.drugbank.com/atc/R01AD03
https://go.drugbank.com/atc/S01CB01
https://go.drugbank.com/atc/S02CA06
http://clinicaltrials.gov/show/NCT03937635
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT02553460
http://clinicaltrials.gov/show/NCT03556332
https://go.drugbank.com/atc/L01DB01
http://clinicaltrials.gov/show/NCT02488967
http://clinicaltrials.gov/show/NCT03984448
http://clinicaltrials.gov/show/NCT03907488
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT02521493
http://clinicaltrials.gov/show/NCT04293562
http://clinicaltrials.gov/show/NCT02723994
http://clinicaltrials.gov/show/NCT03164057
https://go.drugbank.com/atc/L01XE01
http://clinicaltrials.gov/show/NCT03516279
http://clinicaltrials.gov/show/NCT03007147
http://clinicaltrials.gov/show/NCT03023046
http://clinicaltrials.gov/show/NCT02043587
https://go.drugbank.com/atc/L01XE24
http://clinicaltrials.gov/show/NCT03838692
http://clinicaltrials.gov/show/NCT03576547
http://clinicaltrials.gov/show/NCT02272998
https://go.drugbank.com/atc/L01XC26
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03739814
http://clinicaltrials.gov/show/NCT03677596
http://clinicaltrials.gov/show/NCT03991884
http://clinicaltrials.gov/show/NCT03962465
http://clinicaltrials.gov/show/NCT02311998
http://clinicaltrials.gov/show/NCT01371630
http://clinicaltrials.gov/show/NCT03851081
http://clinicaltrials.gov/show/NCT03570892
http://clinicaltrials.gov/show/NCT03876769
http://clinicaltrials.gov/show/NCT03610724
http://clinicaltrials.gov/show/NCT03630159
http://clinicaltrials.gov/show/NCT04134117
http://clinicaltrials.gov/show/NCT04225676
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Table A.3 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Marqibo
(Vincristine
Sulfate
Liposome)

L01CA02 Vinca
alkaloids

A vincristine sulfate with
potential antineoplastic
activity.

NCT02879643
NCT03136146
NCT03851081

Mercaptopurine L01BB02 ImidazopyrimidinesA thiopurine-derivative
antimetabolite with
antineoplastic and
immunosuppressive
activities.

NCT03150693
NCT03914625
NCT03959085
NCT03007147
NCT02723994

Methotrexate L04AX03
L01BA01

Carboxylic
acids and
derivatives

Folate derivative with
antineoplastic and
immunosuppressant
activities.

NCT03150693
NCT03914625
NCT03959085

Nelarabine L01BB07 Purine
nucleosides

Purine nucleoside analog
with antineoplastic activity.

NCT03020030
NCT03117751
NCT02763384
NCT03328104
NCT03808610
NCT00501826

Oncaspar
(Pegaspargase)

L01XX24 Carboxylic
Acids and
Derivatives

A complex of polyethylene
glycol conjugated with
L-asparaginase.

NCT03914625
NCT03959085
NCT03007147
NCT02553460
NCT03384654
NCT02723994

Pegaspargase – – See Oncaspar
(Pegaspargase).

–

Ponatinib
Hydrochloride

– – See Iclusig (Ponatinib
Hydrochloride).

–

Prednisone A07EA03
H02AB07

Steroids and
steroid
derivatives.

A synthetic glucocorticoid
with anti-inflammatory and
immunomodulating
properties.

NCT03419234
NCT03984448
NCT03269669
NCT03914625
NCT03574571
NCT02723994

Purinethol (Mer-
captopurine)

– – See Mercaptopurine. –

Purixan (Mer-
captopurine)

– – See Mercaptopurine. –

Rubidomycin
(Daunorubicin
Hydrochloride)

– – See Daunorubicin
Hydrochloride.

–

(continued)

https://go.drugbank.com/atc/L01CA02
http://clinicaltrials.gov/show/NCT02879643
http://clinicaltrials.gov/show/NCT03136146
http://clinicaltrials.gov/show/NCT03851081
https://go.drugbank.com/atc/L01BB02
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03007147
http://clinicaltrials.gov/show/NCT02723994
https://go.drugbank.com/atc/L04AX03
https://go.drugbank.com/atc/L01BA01
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03959085
https://go.drugbank.com/atc/L01BB07
http://clinicaltrials.gov/show/NCT03020030
http://clinicaltrials.gov/show/NCT03117751
http://clinicaltrials.gov/show/NCT02763384
http://clinicaltrials.gov/show/NCT03328104
http://clinicaltrials.gov/show/NCT03808610
http://clinicaltrials.gov/show/NCT00501826
https://go.drugbank.com/atc/L01XX24
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03007147
http://clinicaltrials.gov/show/NCT02553460
http://clinicaltrials.gov/show/NCT03384654
http://clinicaltrials.gov/show/NCT02723994
https://go.drugbank.com/atc/A07EA03
https://go.drugbank.com/atc/H02AB07
http://clinicaltrials.gov/show/NCT03419234
http://clinicaltrials.gov/show/NCT03984448
http://clinicaltrials.gov/show/NCT03269669
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03574571
http://clinicaltrials.gov/show/NCT02723994
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Table A.3 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Sprycel
(Dasatinib)

– – See Dasatinib. –

Tisagenlecleucel – – Autologous T lymphocytes. NCT03570892
NCT03876769
NCT03610724
NCT03630159
NCT01853631
NCT01853631
NCT02906371
etc.

Trexall
(Methotrexate)

– – See Methotrexate. –

Vincristine
Sulfate

L01CA02 Vinca
alkaloids

A natural alkaloid isolated
from the plant Vinca rosea
Linn with antimitotic and
antineoplastic activities.

NCT03984448
NCT03150693
NCT03914625
NCT03959085
NCT03007147

Drugs for Acute Myeloid Leukemia

Table A.4 Clinical trials of drugs for Acute Myeloid Leukemia: Chemical Taxonomy provided
by Classyfire; ATC Codes-code provided by Anatomical Therapeutic Chemical Classification
System

Chemical
Drug name ATC code taxonomy Description Clinical trials

Arsenic Trioxide L01XX27 Metalloid
organides

An arsenic compound with
antineoplastic activity.

NCT01409161
NCT02699723
NCT01835288

Azacitidine L01BC07 Organooxygen
compounds

A pyrimidine nucleoside
analogue of cytidine. Has
antineoplastic activity.

NCT03813147
NCT03248479
NCT03013998
NCT03164057
NCT02719574
NCT02752035
etc.

Cerubidine
(Daunorubicin
Hydrochloride)

L01DB02
L01XY01

Anthracyclines An anthracycline
antineoplastic antibiotic.

NCT03150693
NCT03959085
NCT03959085
NCT04326439

CyclophosphamideL01AA01 Organonitrogen
compounds

An alkylating agent. Has
antineoplastic and
immunosuppressive
activities.

NCT02488967
NCT03220022
NCT03012100
NCT04119336

(continued)

http://clinicaltrials.gov/show/NCT03570892
http://clinicaltrials.gov/show/NCT03876769
http://clinicaltrials.gov/show/NCT03610724
http://clinicaltrials.gov/show/NCT03630159
http://clinicaltrials.gov/show/NCT01853631
http://clinicaltrials.gov/show/NCT01853631
http://clinicaltrials.gov/show/NCT02906371
https://go.drugbank.com/atc/L01CA02
http://clinicaltrials.gov/show/NCT03984448
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03007147
https://go.drugbank.com/atc/L01XX27
http://clinicaltrials.gov/show/NCT01409161
http://clinicaltrials.gov/show/NCT02699723
http://clinicaltrials.gov/show/NCT01835288
https://go.drugbank.com/atc/L01BC07
http://clinicaltrials.gov/show/NCT03813147
http://clinicaltrials.gov/show/NCT03248479
http://clinicaltrials.gov/show/NCT03013998
http://clinicaltrials.gov/show/NCT03164057
http://clinicaltrials.gov/show/NCT02719574
http://clinicaltrials.gov/show/NCT02752035
https://go.drugbank.com/atc/L01DB02
https://go.drugbank.com/atc/L01XY01
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT04326439
https://go.drugbank.com/atc/L01AA01
http://clinicaltrials.gov/show/NCT02488967
http://clinicaltrials.gov/show/NCT03220022
http://clinicaltrials.gov/show/NCT03012100
http://clinicaltrials.gov/show/NCT04119336
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Table A.4 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Cytarabine L01BC01
L01XY01

Pyrimidine
nucleosides

An antimetabolite analogue
of cytidine.

NCT04115631
NCT03150693
NCT03959085
NCT03007147
NCT03701308
NCT03504410
NCT03303339

Daunorubicin
Hydrochloride

– – See Cerubidine
(Daunorubicin
Hydrochloride).

–

Daunorubicin
Hydrochloride
and Cytarabine
Liposome

– – A combination of the
antineoplastic agents
cytarabine and
daunorubicin.

NCT04293562
NCT04231851
NCT03555955
NCT04075747

Daurismo
(Glasdegib
Maleate)

L01XX63 Benzene and
substituted
derivatives

The maleate salt form of
glasdegib, an orally
bioavailable small molecule.
Has antineoplastic activities.

NCT04231851
NCT03416179

Dexamethasone R01AD53
D07XB05
R01AD03
S01CB01
S02CA06

Steroids and
steroid
derivatives

An adrenal corticosteroid.
Has anti-inflammatory
properties.

NCT03937635
NCT03150693
NCT03914625
NCT02553460
NCT03556332

Doxorubicin
Hydrochloride

L01DB01 Anthracyclines An anthracycline antibiotic
with antineoplastic activity.

NCT02488967
NCT03984448
NCT03907488
NCT03914625
NCT03959085

Enasidenib
Mesylate

L01XX59 Triazines The mesylate salt form of
enasidenib with potential
antineoplastic activity.

NCT04203316
NCT03732703
NCT03825796
NCT03728335
NCT03683433

Gemtuzumab
Ozogamicin

L01XC05 Carboxylic
Acids and
Derivatives

An anti-CD33 monoclonal
antibody.

NCT04293562
NCT03904251
NCT01409161
NCT04070768
NCT03900949
etc.

Gilteritinib
Fumarate

L01XE54 Piperidines The fumarate salt form of
gilteritinib. Has
antineoplastic activities.

NCT04293562
NCT03730012

Glasdegib
Maleate

– – See Daurismo (Glasdegib
Maleate).

–

Idamycin PFS
(Idarubicin
Hydrochloride)

L01DB06 Anthracyclines The hydrochloride salt of
the anthracycline
antineoplastic antibiotic
idarubicin.

NCT03164057
NCT03194932
NCT02665143

(continued)

https://go.drugbank.com/atc/L01BC01
https://go.drugbank.com/atc/L01XY01
http://clinicaltrials.gov/show/NCT04115631
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03007147
http://clinicaltrials.gov/show/NCT03701308
http://clinicaltrials.gov/show/NCT03504410
http://clinicaltrials.gov/show/NCT03303339
http://clinicaltrials.gov/show/NCT04293562
http://clinicaltrials.gov/show/NCT04231851
http://clinicaltrials.gov/show/NCT03555955
http://clinicaltrials.gov/show/NCT04075747
https://go.drugbank.com/atc/L01XX63
http://clinicaltrials.gov/show/NCT04231851
http://clinicaltrials.gov/show/NCT03416179
https://go.drugbank.com/atc/R01AD53
https://go.drugbank.com/atc/D07XB05
https://go.drugbank.com/atc/R01AD03
https://go.drugbank.com/atc/S01CB01
https://go.drugbank.com/atc/S02CA06
http://clinicaltrials.gov/show/NCT03937635
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT02553460
http://clinicaltrials.gov/show/NCT03556332
https://go.drugbank.com/atc/L01DB01
http://clinicaltrials.gov/show/NCT02488967
http://clinicaltrials.gov/show/NCT03984448
http://clinicaltrials.gov/show/NCT03907488
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03959085
https://go.drugbank.com/atc/L01XX59
http://clinicaltrials.gov/show/NCT04203316
http://clinicaltrials.gov/show/NCT03732703
http://clinicaltrials.gov/show/NCT03825796
http://clinicaltrials.gov/show/NCT03728335
http://clinicaltrials.gov/show/NCT03683433
https://go.drugbank.com/atc/L01XC05
http://clinicaltrials.gov/show/NCT04293562
http://clinicaltrials.gov/show/NCT03904251
http://clinicaltrials.gov/show/NCT01409161
http://clinicaltrials.gov/show/NCT04070768
http://clinicaltrials.gov/show/NCT03900949
https://go.drugbank.com/atc/L01XE54
http://clinicaltrials.gov/show/NCT04293562
http://clinicaltrials.gov/show/NCT03730012
https://go.drugbank.com/atc/L01DB06
http://clinicaltrials.gov/show/NCT03164057
http://clinicaltrials.gov/show/NCT03194932
http://clinicaltrials.gov/show/NCT02665143
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Table A.4 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Idarubicin
Hydrochloride

– – See Idamycin PFS
(Idarubicin Hydrochloride).

–

Idhifa
(Enasidenib
Mesylate)

– – See Enasidenib Mesylate. –

Ivosidenib L01XX62 Carboxylic acids
and derivatives

An inhibitor of isocitrate
dehydrogenase type 1
(IDH1). Has antineoplastic
activity.

NCT04195555
NCT03013998
NCT02074839
NCT03564821
NCT03173248
etc.

Midostaurin L01XE39 Indoles and
derivatives

An indolocarbazole
multikinase inhibitor with
potential antiangiogenic and
antineoplastic activities.

NCT03258931
NCT03836209
NCT04075747
NCT02115295
NCT03591510

Mitoxantrone
Hydrochloride

L01DB07 Anthracenes The hydrochloride salt of an
anthracenedione antibiotic
with antineoplastic activity.

NCT02521493
NCT04293562
NCT02553460
NCT03983824
etc.

Mylotarg
(Gemtuzumab
Ozogamicin)

– – See Gemtuzumab
Ozogamicin.

–

Onureg
(Azacitidine)

– – See Azacitidine. –

Rubidomycin
(Daunorubicin
Hydrochloride)

– – See Cerubidine
(Daunorubicin
Hydrochloride).

–

Rydapt
(Midostaurin)

– – See Midostaurin. –

Tabloid
(Thioguanine)

L01BB03 Imidazopyrimidines A guanosine analogue
antimetabolite.

NCT03150693
NCT03914625
NCT03959085
NCT03007147
NCT01920737
etc.

Thioguanine – – See Tabloid (Thioguanine). –

Tibsovo
(Ivosidenib)

– – See Ivosidenib. –

Trisenox
(Arsenic
Trioxide)

– – See Arsenic Trioxide. –

Venclexta
(Venetoclax)

L01XX52 Diazinanes An inhibitor of the
anti-apoptotic protein Bcl-2,
with potential antineoplastic
activity.

NCT03701282
NCT03737981

Venetoclax – – See Venclexta (Venetoclax). –

(continued)

https://go.drugbank.com/atc/L01XX62
http://clinicaltrials.gov/show/NCT04195555
http://clinicaltrials.gov/show/NCT03013998
http://clinicaltrials.gov/show/NCT02074839
http://clinicaltrials.gov/show/NCT03564821
http://clinicaltrials.gov/show/NCT03173248
https://go.drugbank.com/atc/L01XE39
http://clinicaltrials.gov/show/NCT03258931
http://clinicaltrials.gov/show/NCT03836209
http://clinicaltrials.gov/show/NCT04075747
http://clinicaltrials.gov/show/NCT02115295
http://clinicaltrials.gov/show/NCT03591510
https://go.drugbank.com/atc/L01DB07
http://clinicaltrials.gov/show/NCT02521493
http://clinicaltrials.gov/show/NCT04293562
http://clinicaltrials.gov/show/NCT02553460
http://clinicaltrials.gov/show/NCT03983824
https://go.drugbank.com/atc/L01BB03
http://clinicaltrials.gov/show/NCT03150693
http://clinicaltrials.gov/show/NCT03914625
http://clinicaltrials.gov/show/NCT03959085
http://clinicaltrials.gov/show/NCT03007147
http://clinicaltrials.gov/show/NCT01920737
https://go.drugbank.com/atc/L01XX52
http://clinicaltrials.gov/show/NCT03701282
http://clinicaltrials.gov/show/NCT03737981
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Table A.4 (continued)

Chemical
Drug name ATC code taxonomy Description Clinical trials

Vincristine
Sulfate

– – – –

Vyxeos
(Daunorubicin
Hydrochloride
and Cytarabine
Liposome)

– – See Daunorubicin
Hydrochloride and
Cytarabine Liposome.

–

Xospata
(Gilteritinib
Fumarate)

– – See Gilteritinib Fumarate. –



Appendix B
Cell Lines Used in in vitro Study

Acute promyelocytic leukemia (APL) is a subtype of acute myeloid leukemia (AML)
when block the differentiation process at the promyelocytic stage. Usually acute
promyelocytic leukemia has specific t(15;17) chromosomal translocation that leads
to the formation of a chimeric gene that binds to the PML and RARα genes.

AML cell lines investigated in the study are shortly described and presented in
the Table B.1.

HL-60 cell line is derived from a peripheral blood of APL patient and provides
a unique model system for in vitro studies of cellular and molecular events associ-
ated with proliferation and differentiation into granulocyte/monocyte/macrophage
lineage leukemic cells and normal cells. Most cells have various cell surface
antigens specific for immature myeloid cells (Birnie 1988). Cytogenetic analysis
of HL-60 cells is an evidence of multiple karyotypic abnormalities, containing
monosomy, trisomy and tetrasomy, and various chromosomal translocations (Donti
et al. 1991; Wolman et al. 1985). HL-60 is p53 null and exceptionally sensitive
to diverse apoptotic stimuli including damage of DNA (Kim et al. 2007). HL-
60 cells have high degree of c-myc as well (Mangano et al. 1998). HL-60 cells
are lacking t(15;17) and fusion PML-RARα. In this cell line, differentiation
and apoptosis are two independent processes. HL-60 proliferates continuously in
suspension culture (RPMI media) with serum (10% FBS) and antibiotic chemicals.
The doubling time of HL-60 cells is about 36–48 hours. We showed that around
2–7% of HL-60 control cells have CD11b on their cell surface. Spontaneous
differentiation into mature granulocytes can be provoked by compounds such as
dimethyl sulfoxide (DMSO), or all-trans retinoic acid. Other compounds, e.g., 1,25-
dihydroxyvitamin D3, GM-CSF, and 12-O-tetradecanoylphorbol-13-acetate (TPA),
can provoke HL-60 to differentiate into monocytic, eosinophil, and macrophage-like
phenotypes, accordingly (Mangelsdorf et al. 1984; Olsson et al. 1983).

K562 cell line, a human Caucasian chronic myelogenous leukemia cell line,
derived from pleural effusion of 53-year-old female with CML in terminal blast
crisis. The K562 blasts are multipotential, hematopoietic malignant cells that spon-
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Table B.1 Description of AML cell lines presented in the study. Culture conditions—Complete
growth medium: RPMI or DMEM; Atmosphere: air, 95% and carbon dioxide (CO2), 5%;
Temperature: 37 ◦C

Cell lines Derivation morphology Molecular genetics & Cytogenetics

HL-60 cells AML
FAB-M2 (now
referred to as AML
with maturation
(WHO))

Peripheral blood leukocytes
were obtained by
leukopheresis from a
36-year-old Caucasian
female with acute
promyelocytic leukemia.
90–95% cells are
myeloblastic/promyelocitic,
large, blast-like, rounded
nuclei (2–4 nucleoli),
azurophilic granules.
CD3-, CD4+, CD13+,
CD14-, CD15+, CD19-,
CD33+, CD34-, HLA-DR-.

Myc+++ (Collins & Groudine, 1982).
p53 gene on chromosome 17pl3 (Isobe et
al., 1986) has been largely deleted (Wolf &
Rotter, 1985), one allele of the
GM-CSF gene on chromosome 5q21-q23 is
rearranged and partly deleted (Huebner et
al., 1985).
Cytogenetics: human flat-moded
hypotetraploid karyotype with hypodiploid
sideline and 1.5%
polyploidy—82–88<4n>XX, −X, −X, −8,
−8, −16, −17, −17, +18, +22, +2mar,
ins(1;8)(p?31;q24hsr)×2,
der(5)t(5;17)(q11;q11)×2, add(6)(q27)×2,
der(9)del(9)(p13)t(9;14)(q?22;q?22)×2,
der(14)t(9;14)(q?22;q?22)×2,
der(16)t(16;17)(q22;q22)×1–2,
add(18)(q21)—sideline with: −2, −5, −15,
del(11)(q23.1q23.2)—c-myc amplicons
present in der(1) and in both markers.

KG1 Bone marrow of a
59-year-old man with
erythroleukemia that
developed into acute
myeloid leukemia (AML) at
relapse mostly round, single
cells in suspension.
CD3-, CD13+, CD14-,
CD15+, CD19-, CD33+,
CD34+, HLA-DR+.

Expression of fusion gene
FGFR1OP2-FGFR1 (OP2-FGFR1).
Cytogenetics: human hypodiploid
karyotype with 4.5%
polyploidy—45(42–47)<2n>X/XY, −4,
+8, +8, −12, −17, −20, +2mar,
der(5;17)(q10;q10)del(5)(q?11q?13),
dup(7)(q12q33), del(7)(q22q35), i(8q)×2,
der(8)t(6;8)(p11;q22),
der(8)t(8;12)(p11;q13),
der(11)t(1;11)(q13-21;p11-p13),
der(16)t(?12;16)(?p13;q13/21)—resembles
published karyotype.

K562 Pleural effusion of a
53-year-old woman with
chronic myeloid
leukemia (CML) in blast
crisis round large, single
cells in suspension
CD3-, CD14-, CD15+,
CD19-, CD33+, CD71+,
CD235a+

Expression of fusion gene
BCR-ABL1Cytogenetics: human
hypotriploid karyotype without sharp
mode— 61–68<3n>XX, −X, −3, +7,
−13, −18, +3mar, del(9)(p11/13),
der(14)t(14;?)(p11;?),
der(17)t(17;?)(p11/13;?),
der(?18)t(15;?18)(q21;?q12),
del(X)(p22)—two markers appear from
FISH to have arisen from Ph.

(continued)
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Table B.1 (continued)

Cell lines Derivation morphology Molecular genetics & Cytogenetics

NB4 APL = AML
FAB M3

Bone marrow of a
23-year-old woman with
acute promyelocytic
leukemia in second relapse.
CD3-, CD4+, CD11b-,
CD13+, CD14-, CD15+,
CD19-, CD33+, CD34-,
CD3+, HLA-DR-.

The (15;17) PML-RARα fusion gene.
Cytogenetics: human hypertriploid karyotype
with 3% polyploidy—78(71–81)<3n>XX, −X,
+2, +6, +7, +7, +11, +12, +13, +14, +17,
−19, +20, +4mar, der(8)t(8;?)(q24;?),
der(11)t(11;?)(?�::11p15�11q22.1::11
q13�22.1:), der(12)t(12;?)(p11;?), 14p+,
t(15;17)(q22;q11–12.1),
der(19)t(10;19)(q21.1;p13.3)×2—identity
confirmed.

THP-1 Peripheral blood of a
1-year-old boy with acute
monocytic
leukemia (AML) at relapse
round, single cells in
suspension, partly in
clusters.
CD3-, CD4+, CD13+,
CD15+, CD19-, CD34-,
cyCD68+, HLA-DR+.

Expression of fusion gene
KMT2A-MLLT3 (MLL-MLLT3; MLL-AF9).
Cytogenetics: human near-tetraploid
karyotype—94(88–96)<4n>XY/XXY, −Y, +1,
+3, +6, +6, −8, −13, −19, −22, −22, +2mar,
add(1)(p11), del(1)(q42.2), i(2q),
del(6)(p21)×2–4, i(7p),
der(9)t(9;11)(p22;q23)i(9)(p10)×2,
der(11)t(9;11)(p22;q23)×2, add(12)(q24)×1–2,
der(13)t(8;13)(p11;p12), add(?18)(q21)—carries
t(9;11) associated with AML M5

taneously differentiate into recognizable progenitors of the granulocyte, erythrocyte,
and monocytic series (Lozzio and Lozzio 1975; Andersson et al. 1979).

KG1 cell line was derived by H. P. Koeffler and D. W. Golde (Koeffler et al.
1980). A bone marrow aspirate was derived from a 59-year-old Caucasian male with
erythroleukemia that developed into acute myelogenous leukemia. KG1 myeloblasts
can differentiate into macrophages in the presence of phorbol esters. The KG1 cell
line consists of myeloblasts and promyelocytes mainly. An exceptional feature of
the KG1 cells is their nearly complete dependence on colony-stimulating factor for
proliferation in soft-gel culture.

NB4 cells, the very first isolated human APL line, with the typical t(15;17) chro-
mosomal translocation, that results in the expression of the PML-RARα fusion
protein (Mozziconacci et al. 2002). This cell line was isolated from patient’s
bone marrow with morphologically, cytogenetically, and clinically representative
APL after a second exposure to ATRA. PML-RARα enhances leukemogenesis of
APL. It obstructs the differentiation and boosts the survival of myeloid precursor
cells (Fagioli et al. 1994). ATRA, 9-cis all-trans retinoic acid, and RARα selective
agonists prompt growth inhibition, apoptosis, and granulocytic differentiation. In
this cell line, in contrast to HL-60 cells, RXR agonist activity is very low. To induce
apoptosis it is enough to activate PML-RARα and/or RARα. Exposure of ATRA
in NB4 cells is known to induce an increase in the expression of genes encoding
procaspase-1, -7, -8, and -9. Apoptosis initiated by ATRA and other differentiation-
inducing retinoids is accompanied by protein PARP cleavage. PARP (poly [ADP-



366 B Cell Lines Used in in vitro Study

ribose] polymerase) is a substrate for caspase-3, -6, and -7. Assessment of ATRA
and 9-cis ATRA impact on cytochrome c release from mitochondria into the cytosol
revealed that 9-cis ATRA releases more cytochrome c into the cytosol than ATRA.
After exposure to both ATRA and 9-cis ATRA NB4, decreased levels of BCL-
2 and elevated BAX were detected. Thus, the apoptogenic activity of retinoids
in APL involves the following processes: alteration of the BCL-2/BAX ratio,
release of cytochrome c from mitochondria, and activation of caspases. Retinoid-
dependent degradation of anti-apoptotic PML-RARα (at least in NB4 cells) may be
a determining factor in the initiation of all these processes (Gianni et al. 2000).

THP-1 cell line was derived from the peripheral blood of a 1-year-old male AML
patient (Tsuchiya et al. 1980). This cell line has been extensively used in research
of immune responses while cells are not just in the monocyte state but as well in the
macrophage-like state. THP-1 cells in the monocyte state may be differentiated into
a macrophage-like phenotype using either phorbol-12-myristate-13-acetate (PMA),
1α, 25-dihydroxyvitamin D3 (vD3) or macrophage colony-stimulating factor (M-
CSF) (Chanput et al. 2014). The typical doubling time in THP-1 monocytes is
approximately from 35 to 50 h.
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Appendix C
Chemical Agents Used in the Studies

Table C.1 Chemical agents used in vitro/ex vivo/in vivo studiesa
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Table C.1 (continued)

Agents Formula Structure
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Table C.1 (continued)

Agents Formula Structure
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Table C.1 (continued)

Agents Formula Structure
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Table C.1 (continued)

Agents Formula Structure
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a Data taken from https://www.ebi.ac.uk/chembl

3-DU (DAU, deazauridine) is an investigational chemical compound. Deazau-
ridine a nucleoside analogue, which blocks growth of tumor cells in culture and
and in vivo (Brockman et al. 1975). It is converted intracellularly to 3-deazauridine
triphosphate, which competitively inhibits cytidine triphosphate synthetase thereby
inhibiting biosynthesis of the nucleic acid cytidine 5′-triphosphate (CTP). 3-DU
obstructs the growth of L1210 leukemia cells if a concentration of 6 μM is applied
and dose-dependently reduces mortality in a mouse model of leukemia. It also
enhances the incorporation of decitabine into DNA in HL-60 myeloid and MOLT-
3 lymphoid leukemia cells when used at a concentration of 20 μM. 3-DU (100 or

https://www.ebi.ac.uk/chembl
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150 mg/kg), when combined with decitabine, reduces mortality in L1210 leukemia’s
mouse model (McPartland et al. 1974).

6-MMPR (6-Methylthiopurine riboside, Methylthioinosine, DB02896) is an
experimental compound, a purine derivative which has antineoplastic and antian-
giogenic properties. 6-MMPR inhibits amidophosphoribosyltransferase, the first
committed step in de novo purine synthesis, and blocks fibroblast growth factor-
2 (FGF2)-induced cell.

6-TG (6-thioguanine, Thioguanine) is FDA approved for consolidation treat-
ment of acute non-lymphocytic leukemias. 6-TG is a purine analogue that is
applied to treat the acute and chronic myelogenous leukemias (Munshi et al. 2014).
Thioguanine therapy is related with inferior, typically transient and asymptomatic
elevations in serum aminotransferase levels and has also been related with uncom-
mon cases of cholestatic acute liver injury and chronic liver injury, which lead to
portal hypertension due to nodular regenerative hyperplasia. Nucleotides of 6-TG
are integrated in both the DNA and the RNA by phosphodiester linkages, and some
investigations have demonstrated that integration of such false bases contributes to
the cytotoxicity of 6-TG. Its tumor inhibitory properties may be caused by one or
more of its impacts on feedback inhibition of de novo purine synthesis; inhibition
of purine nucleotide interconversions; or incorporation into the DNA and RNA. The
general outcome of its action is a sequential blockade of the utilization and synthesis
of the purine nucleotides.

ATRA (all-trans retinoic acid, tretinoin (DB00755)) is a drug used to treat an
acne and is FDA approved for treatment of APL with other agents like daunorubicin,
arsenic trioxide, idarubicin,etc. Tretinoin, derived from vitamin A, is necessary for
normal cell growth and embryonic development. An excess of tretinoin can be
teratogenic. It is also used to treat psoriasis, acne vulgaris, and several other skin
diseases. Other vitamin A derivative (isotretinoin) used to treat the severe acne and
some forms of skin, head, and neck cancer, and other conditions. Also many clinical
trials are still going with ATRA (NCT03878524; NCT02712905; NCT02339740;
NCT02688140; NCT01987297, etc.).

Antileukemic effects of ATRA first were mentioned around 1980, when was
demonstrated that ATRA can induce differentiation of HL-60 promyeloblasts
into mature neutrophils. It was shown that 1 μM ATRA induce leukemic cells’
differentiation up to 95% with a concomitant loss of their ability to proliferate.
After 10 years of the first reports on clinical use of ATRA in APL patients were
reported and complete remission rates exceed 80% to 90% in APL patients. The
results of clinical trials showed that chemotherapy (daunorubicin together with
cytarabine) combination with ATRA was more significant than chemotherapy alone
and longer follow-up has confirmed. So, in 1995 initial FDA approval was made
for ATRA, and in 2004 ATRA was used for standard therapy to initiate remission
in APL patients or APL patients relapsed from anthracycline chemotherapy, or for
whom anthracycline-based chemotherapy is contraindicated.

Belinostat (PXD101) is FDA approved drug (Beleodaq), indicated to treat the
patients with relapsed or refractory peripheral T-cell lymphoma (PTCL) with man-
ageable safety profile. Belinostat is a chemical compound that inhibits HDAC class

https://www.drugbank.ca/drugs/DB02896.html
https://www.drugbank.ca/drugs/DB00755.html
https://www.drugs.com/beleodaq.html
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I and II enzymes activities. Belinostat Clinical trials are still going on for different
diseases like lymphoma, epithelial cancer, etc. (NCT02137759; NCT03432741;
NCT00993616; NCT0377292; etc.). It is a potential alternative treatment for
patients who did not experience adequate response to first-line drugs for PTCL.
Patients with baseline thrombocytopenia may get belinostat therapy. Research
shows that this HDAC inhibitor is able to stop the proliferation of cancer cells and
induce their apoptosis (Khan et al. 2008; Havas et al. 2016). Belinostat in vitro
and clinical studies evaluating the impact of this chemical on carcinoma and other
hematologic or rigid tumors (Damaskos et al. 2016; Puvvada et al. 2016; Campbell
and Thomas 2017). The applicability of belinostat in chemotherapy with carboplatin
is also being investigated. It is noteworthy that, when evaluating the effects on solid
tumors, belinostat was used in combination with conventional chemotherapeutic
agents (Thomas et al. 2014; Vitfell-Rasmussen et al. 2016). Belinostat has also been
used as monotherapy in the study of effects on newly diagnosed AML. However,
when used alone, belinostat was not highly effective. Notwithstanding, belinostat
plus the proteasome inhibitor bortezomib caused apoptosis of AML and ALL (acute
lymphocytic leukemia) cells and primary blasts, but it is non-toxic to normal CD34
(+) cells (Dai et al. 2011). Clinical trials have also been conducted to assess the
impact of the combination of belinostat I and bortezomib on recurrent/refractory
AML and myelodysplastic syndrome (Clinical Trial Identification in ClinicalTri-
als.gov Database NCT01075425).

BIX-01294 is an investigational chemical compound. BIX-01294 is a compound
with low molecular weight which selectively acts as a specific inhibitor for
EHMT1/GLP and EHMT2/G9A. It was the first selective inhibitor of any lysine
methyltransferase (KMT) inhibitor. Lysine methyltransferase inhibitor reduces
H3K9me2 levels, inhibits H3K36 methylation by oncoproteins NSD1, NSD2, and
NSD3. Studies show that BIX-01294 effectively inhibits growth of cancer cells (Cho
et al. 2011; Cui et al. 2015; Ren et al. 2015). The decrease in EHMT protein levels
is associated with chromosomal instability and telomere lesions leading to cellular
senescence, making EHMT2 an attractive target for cancer therapy (Kramer 2016).

Clinical trials are still going on with combination of idarubicin and
other agents like fludarabine, quizartinib, and glycosylated G-CSF “FLAG-
IDA” (NCT04112589), and others (NCT03164057, NCT03860844, NCT03250338).

Cytarabine (DB00987) is FDA approved drug for the treatment of blast
phase of chronic myelocytic leukemia, acute non-lymphocytic leukemia, and acute
lymphocytic leukemia. Cytarabine a cytosine analogue and antineoplastic agent
mostly used to treat the acute leukemia. Cytarabine is related with a low rate of
transient serum enzyme and bilirubin elevations during therapy, but has only seldom
been implicated in cases of clinically apparent acute liver injury with jaundice.
Cytarabine is indicated to treat the non-Hodgkin’s lymphoma in children, Hodgkin’s
lymphomas, and myelodysplastic syndrome (Maddocks 2018). Cytarabine is an
antineoplastic antimetabolite intended for the therapy of various forms of leukemia,
e.g., acute myelogenous leukemia and meningeal leukemia. Antimetabolites mas-
querade as purine or pyrimidine—which become the building blocks of DNA. They
became an obstacle which does not allow these substances to be integrated into

https://www.drugbank.ca/drugs/DB00987.html
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DNA during the S cell cycle phase, by stopping normal development and division.
Cytarabine is metabolized intracellularly into its active triphosphate form (cytosine
arabinoside triphosphate). This metabolite then causes a damage to DNA by
multiple mechanisms, including the inhibition of DNA repair through an effect
on beta-DNA polymerase, inhibition of alpha-DNA polymerase, and incorporation
into DNA. The last mechanism is probably the most significant. Although the
mechanism of action is not entirely investigated, it seems that cytarabine acts
through the inhibition of DNA polymerase. A limited, but important, incorporation
of cytarabine into both DNA and RNA has also been estimated.

Daunorubicin (daunomycin, Cerubidine/Vyxeos, DB00694) is a FDA approved
chemotherapy medication, used for treatment of cancer, especially of AML, acute
lymphocytic leukemia (ALL), chronic myelogenous leukemia (CML), and Kaposi’s
sarcoma. Daunorubicin and doxorubicin are anthracycline antibiotics that may
intercalate between base pairs and hinder DNA synthesis. Anthracycline are the
class of drugs (antibiotics) used in cancer chemotherapy, isolated from fungi (Strep-
tomyces peucetius, Streptomyces caesius) with anti-proliferative effects. Anthra-
cyclines act via inhibition of topoisomerase I and II, which are crucial for DNA
replication, inducing cellular defects like mitochondrial perturbations, oxidative
stress, lipid and proteotoxic stress. Anthracyclines lead to cell death and to
irreversible tissue damage. Anthracyclines were introduced into clinical oncology
in 1960s and still continue as major cancer treatment components. Different clinical
trials (NCT03416179; NCT03701308; NCT02038777; NCT04109066, etc.) are
performed.

dbcAMP (dibutyryl cyclic AMP sodium salt, Bucladesine, DB13242) is an
experimental drug, a cell-permeable cAMP equivalent that triggers cAMP depen-
dent protein kinase (PKA) or the cAMP/PKA signaling pathway. In some countries
like Japan Bucladesine is registered as an experimental drug and is used as cardiac
stimulant. dbcAMP is applied as cell signaling modulator and a morphological
differentiation inducer in such cells as Schwann cells. It is used in numerous neural
differentiation studies. It was shown that monoblast lines such as U937 can develop
locomotor capacity only if such agents as dbcAMP or cytokines are added, due to
their ability to drive differentiation into monocyte morphology. Bucladesine is a
cyclic nucleotide analogue which penetrates cell membrane and imitates the action
of endogenous cAMP. It acts as a phosphodiesterase inhibitor (Azami et al. 2010).

DZNep (3-Deazaneplanocin A) is an investigational chemical compound.
DZNep is an inhibitor of adenosylhomocysteine hydrolase and histone methyltrans-
ferases capable of inhibiting trimethylation of histone H3 lysine 27 and histone H4
lysine 20. DZNep is a derivative of the natural antibiotic neplanocin-A, in which
ribose is replaced by a cyclopentenyl ring. This HMTI activates the cell cycle
regulators p16INK4a, p17KIP1, and p27Kip1 expression, arresting the cell cycle
during the G1 cell cycle phase and thereby provoke apoptosis (Nakagawa et al. 2014;
Takashina et al. 2016). Studies have demonstrated that DZNep induces apoptosis
exclusively in cancerous cells and not in healthy cells (Tan et al. 2007). In addition,
DZNep has been shown to interact with HDAC and DNMT (Zhou et al. 2011).

https://www.drugbank.ca/drugs/DB00694.html
https://www.drugbank.ca/drugs/DB13242.html
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EGCG (epigallocatechin-3-gallate, DB12116) is an investigational chemical
compound. EGCG is a phenolic antioxidant found in various plants, for example,
in green tea. Green tea is the most common and extremely popular drink in the
world. It has been shown to protect against cancer using animal models. Depending
on brew time and temperature, it is possible that it will be 100–200 mg EGCG in one
cup of green tea. EGCG is a potential antioxidant that can play an important part
in treating conditions such as cancer. It is found only in green tea, but not in black
tea, because exposure to hot or boiling water significantly reduces EGCG content
and high temperatures are used in the production of black tea. It has been shown
that EGCG, along with other flavonoids, may be significant in the treatment of
brain, prostate, uterine, or bladder cancers. There is an assumption that it may play
a greater role when treating the hormone-related cancers such as breast or prostate
cancer (Stuart et al. 2006). Clinical trials with EGCG are underway (NCT02891538;
NCT03928847; NCT02580279; NCT03622762; NCT02577393, etc.).

EGCG exhibits the ability to impact different epigenetic mechanisms such
as DNA methyltransferase (DNMT) inhibition, histone acetyltransferase (HAT)
inhibition, histone modifications via histone deacetylase (HDAC), or non-coding
RNA expression (Daniel and Tollefsbol 2015). EGCG is methylated by catechol-O-
methyltransferases to form MeEGCG and DiMeEGCG. EGCG is also a potential
inhibitor of catechol-O-methyltransferase activity. Catechol-O-methyltransferase
and DNA methyltransferase belong to the same family of methyltransferases, both
enzymes having a similar core structure and active center. Thus, EGCG can also
inhibit DNMT by binding to the active site of the enzyme. Hypermethylation of CpG
islands in promoter regions is a significant mechanism for silencing the expression
of numerous important genes involved in suppression of cancer. Studies have shown
that EGCG inhibits DNMT activity and causes CpG demethylation and reactivation
of silenced methylated genes (Khan et al. 2015).

EGCG inhibits HDAC activity and increases histone acetylation levels in cell
lines of skin, prostate, and breast cancer. EGCG has been shown to reduce HDAC1,
HDAC2, and HDAC3 iRNA expression. EGCG had a stronger inhibitory effect on
DNA methylation compared to catechin. The presence of certain concentrations
of magnesium ions greatly increased the impact of EGCG on the inhibition of
DNMT1 (Lee et al. 2005). It was estimated that EGCG decreases the global DNA
methylation level in A431 cells in a dose-dependent manner (Gu et al. 2009). EGCG
reduced levels of 5-methylcytosine, DNMT1, DNTM3a and DNMT3b information
RNA and protein levels, DNA methyltransferase activity. EGCG also weakened
histone deacetylase activity and raised levels of acetylated lysine 9 and 14 in
histone H3 and acetylated lysine 5, 12, 16 in histone H4, but lowered histone H3
lysine 9 methylation. These histone modifications are significant for transcriptional
suppression in many genes that are important in cancer treatment (Nandakumar
et al. 2011). It was also estimated that EGCG inhibits the growth of the renal cell
carcinoma cell line 786-0 and promotes their apoptosis (Gu et al. 2009).

Etoposide (DB00773) is FDA approved drug for treatment of refractory
testicular tumors, small cell lung cancer, other malignancies such as lymphoma,
non-lymphocytic leukemia, and glioblastoma multiform. Etoposide a topoisomerase

https://www.drugbank.ca/drugs/DB12116.html
https://www.drugbank.ca/drugs/DB00773.html
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inhibitor and present a type of chemotherapy, also known as Toposar, Vepesid,
Etopophos. It is used for treatment of a number of different types of cancer.
The mechanism of action of etoposide is as a topoisomerase inhibitor (Baldwin
and Osheroff 2005). Etoposide is a semisynthetic derivative of podophyllotoxin,
a substance obtained from the mandrake root Podophyllum peltatum. Due to
potent antineoplastic properties, etoposide binds to and inhibits topoisomerase II
and its function in ligating cleaved DNA molecules that leads to the accumula-
tion of single- or double-strand DNA breaks, the inhibition of DNA replication
and transcription, and apoptotic cell death. Etoposide acts principally in the G2
and S phases of the cell cycle. It is used as a therapy in such malignancies
as lymphoma, non-lymphocytic leukemia, and glioblastoma multiform (name of
drug is Vepesid). FDA approved clinical trials: NCT00334815; NCT02003222;
NCT02443077; NCT03811002; NCT00453154.

FK228 (depsipeptide, Romidepsin, DB06176) is a natural prodrug that inhibits
histone deacetylases (Furumai et al. 2002). It was FDA approved on November
5th 2009 as Romidepsin (trade name Istodax). Romidepsin, previously known by
the research codes FK-228, FR-901228, and NSC-630176, is a histone deacetylase
inhibitor used to treat cutaneous T-cell lymphoma (CTCL) in patients who have
received at a minimum one systemic therapy earlier. Romidepsin becomes active
once taken up into the cell. The active metabolite has a free thiol group, which
interacts with zinc ions in the active site of class 1 and 2 HDAC enzymes. This
leads to inhibition of enzymatic activity. Some tumors have overexpressed HDACs
and down-regulated/mutated histone acetyltransferases. This disbalance of HDAC
relative to histone acetyltransferase can cause a decline in regulatory genes that
lead to tumorigenesis. Inhibition of HDAC by FK228 may restore normal gene
expression in cancer cells and lead to cell cycle arrest and apoptosis. Clinical
trials for solid tumors as combination of standard therapy and Romidepsin were
performed (NCT01537744).

H-89 is an investigational chemical compound. H-89 is a PKA inhibitor which
competitively inhibits the phosphorylation of serine and threonine residues of this
enzyme (Hidaka et al. 1990). This chemical compound has been often investigated
to research PKA signaling pathways in neuronal. The possible involvement of
protein kinases in apoptotic cell death caused by neurotoxic compounds was
estimated in earlier studies (Lochner and Moolman 2006).

Idarubicin (IDA, drug Idamycin, DB01177) is FDA approved for myeloid
leukemia (AML) in adults. Idarubicin an anthracycline antileukemic agent that
inhibits DNA and RNA synthesis by intervening between base pairs. Idarubicin
is metabolized primarily to idarubicinol, which accumulates in plasma. Idarubicin
has monophasic clearance and 15 hours of a half-life cycle of elimination. The
2 major anthracyclines used for induction therapy of AML are idarubicin and
daunorubicin. Doses of daunorubicin for treatment are 45 to 90 mg/m2. The most
common dose for IDA is 12 mg/m2. Several studies have shown that patients initially
treated with high doses of daunorubicin, i.e., >60 mg/m2 were more likely to
achieve complete remission and had a reduced risk of relapse compared to patients
receiving the standard dose of daunorubicin. In 2015, a study comparing the efficacy

https://www.drugbank.ca/drugs/DB06176.html
https://www.drugbank.ca/drugs/DB01177.html
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of high-dose daunorubicin with standard-dose idarubicin for induction of AML
was performed (Li et al. 2015). It was demonstrated that IDA in comparison to
other anthracyclines extends entire survival and disease-free survival, increases
complete remission rate, and lowers relapse rate, although rises the risks of death
on induction therapy and grade 3/4 mucositis (a kind of painful inflammation
and ulceration of mucous membranes lining the digestive tract). No difference
in other different grade 3/4 adverse events was found. No statistically significant
difference was found between the two regimens in achieving complete remission
and survival (Owattanapanich et al. 2019). Because all common chemotherapeutic
agents are harmful to all cells of the body, not just cancerous ones, the aim is always
to use a drug that is less cytotoxic and requires a lower dose to achieve the same
effect, so IDA could be better than daunorubicin.

Metformin is a medicine (drug name Glumetza, DB00331) a first FDA
approved agent to treat the type 2 diabetes. It can be used alone or combined
with thiazolidinedione, sulfonylureas, or other hypoglycemic agents. Metformin is
extensively used antidiabetic molecule, which created great interest over the last
decade as a possible anticancer molecule. Metformin inhibits mitochondrial respi-
ration, activates the AMPK (5′ adenosine monophosphate-activated protein kinase)
tumor suppressor pathway, promotes catabolic energy-saving responses, and blocks
anabolic processes related with abnormal cell proliferation. Metformin is used to
treat polycystic ovary syndrome (PCOS), although such treatment is not officially
approved. Metformin also reduces hyper glycaemia and increases insulin-stimulated
glucose uptake in liver, muscle, and fat. Lowering the level of insulin and insulin-
like growth factor-1 (IGF-1) obstructs cancer growth promotion. Cancer cells are
known to modify metabolism to meet their strong biochemical needs related to their
proliferation. Metabolic dependence (e.g., glucose dependence) develops in cancer
cells and may be attractive to new therapeutic strategies (Biondani and Peyron
2018). Nowadays clinical trials for treatment of other diseases than diabetes is going
on for head and neck squamous cell carcinoma treatment (NCT03618654), multiple
sclerosis (NCT04121468), rectal cancer (NCT03053544), etc.

Procaine (DB00721)—the FDA approved drug used for local anesthesia. Like
the structurally related procainamide (also used in clinical practice to treat the
arrhythmia), it was estimated that this substance has DNA methylation inhibitory
properties. In addition, the cells treated with this preparation are inhibited in the
M phase and their total number is significantly reduced. This indicates that cancer
cell proliferation and malignant tissue are effectively suppressed. The action of
procaine is based on its interaction with the DNA itself. Molecular experiments
and in vitro cell cultures (Villar-Garea et al. 2003) show that the methylation
inhibitor interacts with GC-rich regions of DNA (higher affinity for the double-
stranded macromolecule). The strongest interaction, in the gaseous phase, was with
the guanine base. Procaine research continues, trying to synthesize its analogues
which will be more effective. It is attractive due to the lower toxicity than that of
decitabine or other nucleotide analogues (Castellano et al. 2008). This can lead to
higher doses of the drug or the use of procaine as a preventive measure against
cancer.

https://www.drugbank.ca/drugs/DB00331.html
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RG108 is an investigational chemical compound. RG108 is a small molecule
that effectively blocks DNMT by binding to the active site of the enzyme. Classified
as a non-nucleoside inhibitor of DNMT, RG108 is believed to specifically block
the active site of DNMT1. When incubated at low micromoles concentrations,
RG108 induces efficient demethylation of genomic DNA without any appreciable
potent toxicity; RG108 thus reactivates tumor suppressor genes without impacting
methylation of centromeres sequences (Brueckner et al. 2005). Thus, RG108 can be
very useful in epigenetic regulation of cancer, as well as its dependent demethylation
and activation of tumor suppressor genes may be one way of combating cancer. In
addition, RG108 is a pioneering compound in the evolution of a new class of DNMT
inhibitors in which future compounds will block the active site of the enzyme.

Sodium butyrate is an investigational chemical compound. Sodium butyrate
is the sodium salt of butyric acid with likely antineoplastic activity. Butyric
acid, a short chain fatty acid, competitively binds to the class I and II histone
deacetylases (HDACs) zinc sites. This binding has an impact on hyperacetyla-
tion of histones that leads to a DNA conformation, which subsequently results
in the uncoiling or relaxing of chromatin. Improved chromatin accessibility to
transcription-regulatory complexes causes greater transcriptional activation of dif-
ferent epigenetically suppressed genes (Oike et al. 2014). Butyric acid, a HDAC
inhibitor, provokes cell cycle arrest in G1 or G2/M phase and also increases the
expression of other genes and proteins’ activity associated with differentiation
of cells and apoptotic signaling. Sodium phenylbutyrate approved by FDA as
substances added to food (flavoring agent or adjuvant).

The antitumor activity of this drug has been investigated in many cancers, but
ATRA has been shown to work only in APL, where it dissociates the PML-RARα

mutant protein and allows cells to differentiate. ATRA causes complete disease
remission in patients who are not resistant to this agent (Schenk et al. 2014).
However, there are patients who do not respond to ATRA and the treatment should
be improved with other agents such as epigenetic modifiers, i.e., inhibitors of histone
deacetylases, histone methyltransferases or DNA methyltransferases.

The mechanisms of action behind therapy using ATRA are: (1) relocalization
of the PML restoration of normal nuclear bodies structure and degradation of
PML-RARα protein via caspase-mediated cleavage and proteosome-dependent
degradation; (2) transformation of PML-RARα from a transcription repressor (CoR)
into a transcription activator (CoA) under therapeutic concentration of ATRA;
(3) coordinated genes expression caused by ATRA which leads to the excellent and
elaborate cellular program for the commitment to differentiation. 169 genes were
modulated to express, with 100 genes up-regulated and 69 down-regulated.

TSA (Trichostatin A, DB04297) is an experimental drug. TSA an inhibitor
of histone deacetylases belonging to the hydroxamate class. TSA is an antifungal
antibiotic obtained from Streptomyces platensis and Streptomyces hygroscopicus in
1976. The name is synonymous with Antibiotic A300. TSA is used as an anticancer
medicine. TSA inhibits histone deacetylases, VEGF, cancer cell proliferation, cell
migration, invasion, and also inhibits the formation of new blood vessels. TSA
promotes the activation of apoptotic genes and prevents cancer cells from surviving

https://www.drugbank.ca/drugs/DB04297.html
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and developing a tumor, which stops the progression of the cancer. Only one clinical
trial with TSA is available so far (NCT03838926).

Z-VAD(OH)-FMK is an investigational chemical compound. Z-VAD(OH)-
FMK a pan-caspase inhibitor can be used to induce necroptosis under certain
stimuli. It acts as an efficient irreversible caspase inhibitor with no cytotoxic effects.
Due to this it is a useful tool for studies regarding caspase activity. Drugs are applied
to prevent damage to the brain or spinal cord from convulsions, ischemia, trauma,
or stroke. Several of them must be administered before the event, but others may
be effective for some time after. They act by different mechanisms, but frequently
directly or indirectly initiate alternative cell death pathways that may provide thera-
peutic tools to combat cell death related with infectious diseases, neurodegenerative
diseases, and ischemia-reperfusion pathologies, and may also enable the creation of
alternative cytotoxic strategies in cancer treatment (Vandenabeele et al. 2006).

Zebularine (1- (β-D-ribofuranosyl) -1,2-dihydropyrimidin-2-one, DB03068)
is an experimental analog of cytidine. Its synthesis was described as early as
1961. It was invented and synthesized as a cytidine deaminase inhibitor for the
reason that it has no amino group at the C-4 position. Zebularine, like most
cytidine analogues, was found to possess DNA methylation inhibitory properties.
Zebularine became the subject of study because of its sufficient stability in acidic
and neutral media. Zebularine has a lower cytotoxicity compared to 5-Aza-CR and
5-Aza-CdR—the dose of zebularine containing the same demethylation activity
as 5-Aza-CR and 5-Aza-CdR is minimally toxic (Marquez et al. 2005). The need
for higher doses of zebularine is influenced by its slow conversion to deoxy form
by ribonucleotide reductase. This results in faster incorporation into the RNA. In
addition, the liver enzyme aldehyde oxidase oxidizes zebularine at a relatively rapid
rate. The cytotoxicity is reduced by the fact that the pyrimidinone ring is more
stable than the 5-Aza-CR ring, i.e., zebularine forms hydrogen bonds with the
guanine base (like cytidine), whereas the unstable 5-Aza-CR ring can hydrolyze
and form hydrogen bonds with the cytosine base, which increases the likelihood of
mutagenicity (Van Bemmel et al. 2009). Other studies have shown that zebularine
is relatively selective in action, with cancer cells consuming it more rapidly than
normal cells (Cheng et al. 2004),
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Appendix D
Identified and Associated into
Interactome Proteins

1433B – 14-3-3 protein beta/alpha, YWHAB;
1433E – 14-3-3 protein epsilon, YWHAE;
1433F – 14-3-3 protein eta, YWHAH;
ABLIM1 – Actin-binding LIM protein 1;
ABLIM3 – Actin-binding LIM protein 3;
ACP1 – Low molecular weight phosphotyrosine protein phosphatase,

LMW-PTPase, (PPAC);
ACTB – Actin, cytoplasmic 1, Actin, beta;
ACTBL2 – Beta-actin-like protein 2;
ACTG1 – Actin, cytoplasmic 2, Gamma-actin;
ADAM17 – Disintegrin and metalloproteinase domain-containing pro-

tein 17;
ADAM21 – Disintegrin and metalloproteinase domain-containing pro-

tein 21, ADAM 21;
ADAMTS19 – A disintegrin and metalloproteinase with thrombospondin

motifs 19;
ADAMTSL4 – ADAMTS-like protein 4;
AGO2 – Protein argonaute-2;
AIMP2 – Aminoacyl tRNA synthase complex-interacting multifunctional

protein 2;
ALB – Serum albumin;
ALDOA – Fructose-bisphosphate aldolase A;
ALYREF – THO complex subunit 4;
ANXA1 – Annexin A1;
ANXA13 – Annexin A13;
ANXA2 – Annexin A2;

Data from Uniprot database (https://www.uniprot.org/uniprot).
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ANXA3 – Annexin A3;
ANXA4 – Annexin A4;
ANXA5 – Annexin A5;
ANXA6 – Annexin A6;
APAF1 – Apoptotic protease-activating factor 1;
APC – Adenomatous polyposis coli protein;
ARHGDIA – Rho GDP-dissociation inhibitor 1;
ARHGEF2 – Rho guanine nucleotide exchange factor 2;
ARHGEF25 – Guanine nucleotide exchange factor GEFT;
ARIH2 – Protein ariadne-2 homolog;
ARPC2 – Actin-related protein 2/3 complex subunit 2;
ATF3 – Cyclic AMP-dependent transcription factor ATF-3);
B4GALT7 – Beta 1-4-galactosyltransferase 7;
BCL2L1 – Bcl-2-like protein 1;
BID – BH3-interacting domain death agonist;
BLZF1 – Golgin-45;
BRAP – BRCA1 associated protein;
CALD1 – Caldesmon;
CALR – Calreticulin;
CAMP – Cathelicidin antimicrobial peptide;
CAPG – Macrophage-capping protein, (CAPG);
CAPN1 – Calpain-1 catalytic subunit);
CAPN10 – Calpain-10;
CAPN2 – Calpain-2 catalytic subunit;
CAPN9 – Calpain-9);
CAPZA1 – F-actin-capping protein subunit alpha-1;
CAPZA2 – F-actin capping protein alfa-subunit;
CAPZB – F-actin-capping protein subunit beta;
CASP10 – Caspase-10;
CASP3 – Caspase-3;
CASP6 – Caspase-6;
CASP7 – Caspase-7;
CASP8 – Caspase-8;
CASP9 – Caspase-9;
CAST – Calpastatin;
CFL1 – Coffilin 1;
CFLAR – CASP8 and FADD-like apoptosis regulator;
CH60 – 60 kDa heat shock protein, mitochondrial, HSPD1;
CLC – Eosinophil lysophospholipase, Galectin-10;
CLIC1 – Chloride intracellular channel protein 1;
CLIC4 – Chloride intracellular channel protein 4;
CNTN5 – Contactin-5;
COA7 – Hcp beta-lactamase-like protein C1orf163;
COF1 – Cofilin, COF1;
COMMD10 – COMM domain-containing protein 10;



D Identified and Associated into Interactome Proteins 387

CRABP1 – Cellular retinoic acid-binding protein 1;
CYCS – Cytochrome c;
DARS – Aspartate–tRNA ligase, cytoplasmic;
DES – Desmin;
DIABLO – Diablo homolog, mitochondrial;
DICER1 – Endoribonuclease Dicer;
DIS3 – Exosome complex exonuclease RRP44;
DTNB – Dystrobrevin beta;
EFHD2 – EF-hand domain-containing protein D2;
ENO1 – Alpha-enolase;
ENOA – Alpha-enolase, ENO1;
ENPL – protein Endoplasmin, gene HSP90B1;
EPS8 – Epidermal growth factor receptor kinase substrate 8;
EVC2 – Limbin;
EXOSC1 – Exosome complex component CSL4;
EXOSC2 – Exosome complex component RRP4;
EXOSC3 – Exosome complex component RRP40;
EXOSC4 – Exosome complex component RRP41;
EXOSC5 – Exosome complex component CSL4;
EXOSC6 – Exosome complex component MTR3;
EXOSC7 – Exosome complex exonuclease RRP42;
EXOSC9 – Exosome complex component RRP45;
FABP5 – Fatty acid-binding protein, epidermal;
FADD – FAS-associated death domain protein;
FAM32A – Protein FAM32A);
FAS – Tumor necrosis factor receptor superfamily member 6;
FASLG – Tumor necrosis factor ligand superfamily member 6;
FEN1 – Flap endonuclease 1;
FYCO1 – FYVE and coiled-coil domain-containing protein 1;
G6PD – Glucose-6-phosphate 1-dehydrogenase;
GAPDH – Glyceraldehyde-3-phosphate dehydrogenase;
GDI2 – Rab GDP dissociation inhibitor beta;
GDIR1 – Rho GDP-dissociation inhibitor 1, ARHGDIA;
GGTLC3 – Putative gamma-glutamyltransferase light chain 3;
GLO1 – Lactoylglutathione lyase;
GLT8D1 – Glycosyltransferase 8 domain-containing protein 1;
GNA11 – Guanine nucleotide-binding protein subunit alpha-11;
GOLGA3 – Golgin subfamily A member 3;
GPATCH3 – G patch domain-containing protein 3;
GRP75 – Stress-70 protein, mitochondrial, HSPA9;
GRP78 – Endoplasmic reticulum chaperone BiP, HSPA5;
GSN – Gelsolin;
GSTP1 – Glutathione S-transferase P;
GUCA1B – Guanylyl cyclase-activating protein 2;
H2AFV – Histone H2A.V;
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H2AFZ – Histone H2A.Z;
H2BFS – Histone H2B type F-S;
H3F3B – Histone H3.3;
H3F3C – Histone H3.3C;
HIST1H1B – Histone H1.5;
HIST1H1C – Histone H1.2;
HIST1H2AJ – Histone H2A type 1-J;
HIST1H2BB – Histone H2B type 1-B;
HIST1H2BD – Histone H2B type 1-D;
HIST1H4F – Histone H4;
HIST2H2BF – Histone H2B type 2-F;
HMOX2 – Heme oxygenase;
HNRNPA1 – Heterogeneous nuclear ribonucleoprotein A1;
HNRNPA2B1 – Heterogeneous nuclear ribonucleoproteins A2/B1;
HNRNPC – Heterogenous nuclear ribonucleoproteins C1/C2;
HNRNPK – Heterogeneous nuclear ribonucleoprotein K;
HP – Haptoglobin;
HSP72 – Heat shock-related 70 kDa protein 2, HSPA2;
HSP90 – Heat shock protein HSP 90-beta, HSP90AB1;
HSP90AB1 – Heat shock 84 kDa (HSP84);
HSP90B – Heat shock protein HSP 90-beta, gene HSP90AB1;
HSP90B1 – Endoplasmin (Heat shock protein 90 kDa beta member 1), Heat

shock protein Gp96 precursor;
HSPA2 – Heat shock-related 70 kDa protein 2;
HSPA5 – 78 kDa glucose-regulated protein (BiP, GRP-78);
HSPA6 – Heat shock 70 kDa protein 6;
HSPA8 – Heat shock cognate 71 kDa protein (Heat shock 70 kDa

protein 8);
HSPA9 – Heat shock 70 kDa protein 9B, Stress-70 protein, (GRP75);
HSPB1 – Heat shock protein beta-1;
HSPD1 – 60 kDa heat shock protein, Chaperonin (HSP60), mitochon-

drial;
HSPE1 – 10 kDa heat shock protein, mitochondrial;
HSPH1 – Heat shock protein 105 kDa;
IL12RB2 – Interleukin-12 receptor subunit beta-2;
JAK3 – Tyrosine-protein kinase JAK3;
KCNA4 – Potassium voltage-gated channel subfamily A member 4 (HK1,

HPCN2);
KCNA5 – Potassium voltage-gated channel subfamily A member 5;
LCN2 – Neutrophil gelatinase-associated lipocalin, (NGAL);
LCP1 – Plastin-2;
LGALS7B – Galectin-7;
LGUL – Lactoylglutathione lyase, GLO1;
LIG1 – Leucine-rich repeats and immunoglobulin-like domains pro-

tein 1;
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LIMCH1 – LIM and calponin homology domains-containing protein 1;
LIMK1 – LIM domain kinase 1;
LMNA – Lamin A/C, Splice isoform Lamin C of Lamin A/C;
LMNB2 – Lamin B2;
LPIN2 – Phosphatidate phosphatase LPIN2;
LRP1 – Prolow-density lipoprotein receptor-related protein 1;
LRRIQ4 – Leucine-rich repeat and IQ domain-containing protein 4;
LTF – Lactotransferrin;
LYZ – Lysozyme C;
MAB21L1 – Protein mab-21-like 1;
MARK1 – Serine/threonine-protein kinase MARK1;
MDH2 – Malate dehydrogenase;
MDP1 – Magnesium-dependent phosphatase 1;
MED10 – Mediator of RNA polymerase II transcription subunit 10;
MED14 – Mediator of RNA polymerase II transcription subunit 14;
MED17 – Mediator of RNA polymerase II transcription subunit 17;
MED18 – Mediator of RNA polymerase II transcription subunit 18;
MED20 – Mediator of RNA polymerase II transcription subunit 20;
MED22 – Mediator of RNA polymerase II transcription subunit 22;
MED29 – Mediator of RNA polymerase II transcription subunit 29;
MED6 – Mediator of RNA polymerase II transcription subunit 6;
ML12A – Myosin regulatory light chain 12A, MYL12A;
MYL12A – Myosin regulatory light chain 12A;
MYL4 – Myosin;
MYLPF – Myosin regulatory light chain 2, skeletal muscle isoform;
NCL – Nucleolin;
NDKA – Nucleoside diphosphate kinase A, NME1;
NDUAA – NADH dehydrogenase [ubiquinone] 1 alpha subcomplex sub-

unit 10, mitochondrial, NDUFA10;
NDUFA10 – NADH dehydrogenase 1 alpha subcomplex subunit 10;
NDUFA2 – NADH dehydrogenase [ubiquinone] 1 alpha subcomplex sub-

unit 2;
NDUFA6 – NADH dehydrogenase [ubiquinone] 1 alpha subcomplex sub-

unit 6;
NDUFB10 – NADH dehydrogenase [ubiquinone] 1 alpha subcomplex sub-

unit 10;
NDUFS1 – NADH-ubiquinone oxidoreductase 75 kDa subunit, mitochon-

drial;
NELFB – Negative elongation factor B;
NELFE – Negative elongation factor E;
NF2 – Merlin;
NME1 – Nucleoside diphosphate kinase A;
NPM – Nucleophosmin;
NPM1 – Nucleophosmin;
NUDT3 – Diphosphoinositol polyphosphate phosphohydrolase 1;
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NUP107 – Nuclear pore complex protein Nup107;
NUP133 – Nuclear Pore Complex Protein Nup133, nucleoporin 133;
NUP85 – Nuclear pore complex protein Nup85;
NUP98 – Nuclear pore complex protein Nup98-Nup96;
OASL – 59 kDa 2’-5’-oligoadenylate synthase-like protein;
P4HB – Protein disulfide-isomerase;
PCNA – Proliferating cell nuclear antigen;
PDIA1 – Protein disulfide-isomerase, P4HB;
PDIA3 – Protein disulfide-isomerase A3, ER-60 (disulfide isomerase);
PDIA6 – Protein disulfide-isomerase A6;
PDK3 – Pyruvate dehydrogenase kinase, (PDH);
PEBP1 – Phosphatedyethanolamine – b.p. 1, (PEBP-1);
PFN1 – Profilin-1;
PGAM1 – Phosphoglycerate mutase 1, (PGAMI);
PHB – Prohibitin;
PHB2 – Prohibitin;
POLA2 – DNA polymerase alpha subunit B;
POLR2M – DNA-directed RNA polymerase II subunit GRINL1A
POTEE – POTE ankyrin domain family member E;
POTEF – POTE ankyrin domain family member F;
POTEJ – POTE ankyrin domain family member J;
PPIA – Peptidyl-prolyl cis-trans isomerase A, (PPIA);
PPT1 – Palmitoyl-protein thioesterase 1;
PRDX1 – Peroxiredoxin-1;
PSME1 – Proteasome activator complex subunit 1 ;
PSME2 – Proteasome activator complex subunit 2;
PTAFR – Platelet-activating factor receptor;
PTK2B – Protein-tyrosine kinase 2-beta;
RAB2A – Ras-related protein Rab-2A, (RAB2A);
RAB2B – Ras-related protein Rab-2B;
RABGAP1 – Rab GTPase-activating protein 1;
REL – Proto-oncogene c-Rel;
RFC3 – Replication factor C subunit 3;
RFC4 – Replication factor C subunit 4;
RIPK1 – Recep tor-interacting serine/threonine-protein kinase 1;
RIPPLY2 – Protein ripply2;
RIT1 – GTP-binding protein Rit1;
RPL29 – 60S ribosomal protein L29;
RPL7 – 60S ribosomal protein L7;
S100A12 – Protein S100-A12, (Neutrophil S100 protein);
S100A7A – Protein S100-A7A, (S1A7A);
S100A8 – Protein S100-A8;
S100A9 – Protein S100-A9;
SCIN – Adseverin;
SCNM1 – Sodium channel modifier 1;
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SEC13 – Protein SEC13 homolog;
SGCG – Gamma-sarcoglycan;
SKIV2L2 – Exosome RNA helicase MTR4;
SLC12A6 – Solute carrier family 12 member 6;
SLC38A10 – Putative sodium-coupled neutral amino acid transporter 10;
SLC4A1AP – Kanadaptin;
SLPI – Antileukoproteinase;
SPECC1 – Cytospin-B;
SPRYD7 – Chronic lymphocytic leukemia deletion region gene 6 protein;
SREK1 – Splicing regulatory glutamine/lysine-rich protein 1;
SSX5 – Protein SSX5, (SSX5);
STAG1 – Cohesin subunit SA-1 (STAG1);
STMN1 – Stathmin;
SUN2 – SUN domain-containing protein 2;
SYNC – Syncoilin;
SYNE1 – Nesprin-1;
SYNE2 – Nesprin-2;
TAGL2 – Transgelin-2, TAGLN2;
TAGLN2 – Transgelin-2;
TBA1B – Tubulin alpha-1B chain, TUBA1B;
TBB5 – Tubulin beta chain, TUBB;
TBC1D10C – Carabin;
TBC1D32 – Protein broad-minded;
THUMPD2 – THUMP domain-containing protein 2;
TIMP3 – Metalloproteinase inhibitor 3;
TMPRSS11A – Transmembrane protease serine 11A;
TNFAIP6 – Tumor necrosis factor-inducible gene 6 protein;
TNFRSF10A – Tumor necrosis factor receptor superfamily member 10A;
TNFRSF10B – Tumor necrosis factor receptor superfamily member 10B;
TNFRSF25 – Tumor necrosis factor receptor;
TNRC6A – Trinucleotide repeat-containing gene 6A protein;
TPI1 – Triosephosphate isomerase;
TPM1 – Tropomyosin 1;
TPM3 – Tropomyosin 3, Tropomyosin alpha-3 chain;
TPM4 – Tropomyosin alpha-4;
TRADD – Tumor necrosis factor receptor type 1-associated DEATH

domain protein;
TSG6 – Tumor necrosis factor-inducible gene 6 protein, TNFAIP6;
TUBA1A – Tubulin alpha-1A chain ;
TUBA1B – Tubulin alpha-1B chain;
TUBA1C – Tubulin alpha-1C chain;
TUBA3C – Tubulin alpha-3C chain;
TUBA4A – Tubulin alpha-4A chain;
TUBA8 – Tubulin alpha-8 chain;
TUBAL3 – Tubulin alpha chain-like 3;
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TUBB – Tubulin beta chain;
TUBB4A – Tubulin beta-4A chain;
TXD12 – Thioredoxin domain-containing protein 12, TXNDC12;
TXNRD2 – Thioredoxin reductase 2, mitochondrial;
UBA52 – Ubiquitin-60S ribosomal protein L40;
UBB – Polyubiquitin-B;
USP6NL – USP6 N-terminal-like protein;
VAV3 – Guanine nucleotide exchange factor;
VCL – Vinkulin;
VIM – Vimentin;
WDR81 – WD repeat-containing protein 81;
XIAP – E3 ubiquitin-protein ligase XIAP;
YARS – Tyrosine–tRNA ligase, cytoplasmic;
YWHAB – 14-3-3 protein beta/alpha;
YWHAE – 14-3-3 protein epsilon;
YWHAH – 14-3-3 protein eta, (1433F);
ZC3H13 – Zinc finger CCCH domain-containing protein 13;
ZNF12 – Zinc finger protein 12;
ZNF80 – Zinc finger protein 80.



Appendix E
Identified Proteins in NB4 Cells

Table E.1 Description of proteins identified by mass spectrometry in NB4 cells treated with
HDACi BML-210 and fractionated by 2DE

Acc.
Nmb.Name Mw (Da)/pI Sequence cov. (%) & Peptides

1433B
_HUMAN
14-3-3
protein
beta/alpha

P31946 28179/4.76 30%
-.MTMDKSELVQK.A, K.AVTEQGHELSNEER.N,
R.VISSIEQK.T, R.YLSEVASGDNK.Q, K.EMQPTHPIR.L,
K.DSTLIMQLLR.D, K.VFYLKMK.G K.MKGDYFR.Y

1433E
_HUMAN
14-3-3
protein eta

P62258 29326/4.63 25%
K.VAGMDVELTVEER.N, K.LICCDILDVLDK.H,
K.AASDIAMTELPPTHPIR.L, K.DSTLIMQLLR.D,
R.YLAEFATGNDR.K

1433F
_HUMAN
14-3-3
protein eta

Q04917 28372/4.76 61%
-.MGDREQLLQR.A, R.EQLLQR.A, R.LAEQAER.Y,
R.YDDMASAMK.A, K.AVTELNEPLSNEDR.N,
K.ELETVCNDVLSLLDKFLIK.N, K.VFYLKMK.G,
K.MKGDYYR.Y, R.YLAEVASGEK.K,
K.NSVVEASEAAYK.E, K.DSTLIMQLLR.D,
R.NLLSVAYK.N, K.NVVGARR.S, R.VISSIEQK.T,
K.TMADGNEK.K, K.EAFEISK.E,
K.EAFEISKEQMQPTHPIR.L

CALR
_HUMAN
Calretic-
ulin

P27797 48142/4.29 36%
.LKEEEEDK.K, K.VHVIFNYK.G, K.DKQDEEQR.L,
K.FYGDEEKDK.G, K.GQTLVVQFTVK.H R,
K.EQFLDGDGWTSR.W, K.HEQNIDCGGGYVK.L,
K.IKDPDASKPEDWDER.A, K.KVHVIFNYK.G,
K.DKGLQTSQDAR.F

(continued)
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Table E.1 (continued)

Acc.
Nmb.Name Mw (Da)/pI Sequence cov. (%) & Peptides

ACTB
_HUMAN
Actin,
cytoplas-
mic 1

P60709 42052/5.29 46%
K.AGFAGDDAPR.A, R.AVFPSIVGRPR.H,
R.HQGVMVGMGQK.D, K.IWHHTFYNELR.V,
K.DLYANTVLSGGTTMYPGIADR.M, R.EIVRDIK.E,
K.SYELPDGQVITIGNER.F, K.CDVDIR.K,
R.VAPEEHPVLLTEAPLNPK.A, K.RGILTLK.Y,
K.EITALAPSTMK.I, K.IKIIAPPER.K, R.DLTDYLMK.I,
R.GYSFTTTAER.E, R.MQKEITALAPSTMK.I

CH60
_HUMAN
60 kDa
heat shock
protein,
mitochon-
drial

P10809 61187/5.70 56%
-.MLRLPTVFR.Q, R.LPTVFR.Q, R.QMRPVSR.V,
R.AYAKDVK.F, R.TVIIEQSWGSPK.V, K.YKNIGAK.L,
R.KPLVIIAEDVDGEALSTLVLNR.L,
K.LVQDVANNTNEEAGDGTTTATVLAR.S,
K.GANPVEIR.R, R.RGVMLAVDAVIAELK.K,
K.EIGNIISDAMK.K, R.KGVITVK.D,
K.TLNDELEIIEGMK.F, K.KISSIQSIVPALEIANAHR.K,
K.ISSIQSIVPALEIANAHR.K, R.LKVGLQVVAVK.A,
K.VGLQVVAVK.A, K.APGFGDNR.K,
K.APGFGDNRK.N, K.VGEVIVTK.D, K.AQIEKR.I,
R.GYISPYFINTSK.G, K.CEFQDAYVLLSEK.K,
K.IPAMTIAK.N, K.NAGVEGSLIVEK.I,
K.GIIDPTKVVR.T, K.RIQEIIEQLDVTTSEYEK.E,
R.IQEIIEQLDVTTSEYEK.E, K.LNERLAK.L,
K.LSDGVAVLK.V, K.DRVTDALNATR.A,
R.VTDALNATR.A, R.AAVEEGIVLGGGCALLR.C,
K.IGIEIIK.R, K.IGIEIIKR.T

CLIC1
_HUMAN
Chloride
intracellu-
lar
channel
protein 1

O00299 27248/5.09 70%
KLCPGGQLPFLLYGTEVHTDTNKI,
R.EEFASTCPDDEEIELAYEQVAK.A,
K.LAALNPESNTAGLDIFAK.F,
K.VLDNYLTSPLPEEVDETSAEDEGSQR.K,
R.KFLDGNELTLADCNLLPK.L, K.LHIVQVVCK.K,
R.GFTIPEFR.G, R.YLSNAYAR.E, K.IEEFLEAVLCPPR.Y,
K.GVTFNVTTVDTK.R, K.NSNPALNDNLEK.G

COF1
_HUMAN
Cofilin-1

P23528 18503/8.2 74%
K.VFNDMKVR.K, K.SSTPEEVK.K, K.AVLFCLSEDK.K,
K.MLPDKDCR.Y, R.YALYDATYETK.E,
K.EDLVFIFWAPESAPLK.S,
K.EILVGDVGQTVDDPYATFVK, K.MIYASSKDAIK.K,
K.HELQANCYEEVK.D, K.LGGSAVISLEGKPL.-
K.KNIILEEGK.E

EFHD2
_HUMAN
EF-hand
domain-
containing
protein D2

Q96C19 26795/5.15 35%
R.ADLNQGIGEPQSPSR.R, R.DGFIDLMELK.L,
K.AAAGELQEDSGLCVLAR.L, K.VQAINVSSR.F,
R.FEEEIKAEQEER.K, K.EVDEDFDSK.L,
R.LSEIDVSSEGVK.G

ENOA
_HUMAN
Alpha-
enolase

P06733 47481/7.01 16%
R.GNPTVEVDLFTSK.G, R.AAVPSGASTGIYEALELR.D,
K.VVIGMDVAASEFFR.S, R.YISPDQLADLYK.S,
K.LAQANGWGVMVSHR.S

(continued)
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Table E.1 (continued)

Acc.
Nmb.Name Mw (Da)/pI Sequence cov. (%) & Peptides

ENPL
_HUMAN
Endoplas-
min (Heat
shock
protein
90 kDa
beta
member 1)

P14625 92469/4.76 20%
R.EEEAIQLDGLNASQIR.E, K.FAFQAEVNR.M,
K.LIINSLYK.N, R.ELISNASDALDK.I,
R.LSLNIDPDAK.V, R.GLFDEYGSK.K,
K.GVVDSDDLPLNVSR.E,
R.FQSSHHPTDITSLDQYVER.M, K.AEASSPFVER.L,
K.DISTNYYASQK.K, K.SGTSEFLNK.M,
R.GTTITLVLK.E, K.EEASDYLELDTIK.N,
K.EVEEDEYK.A, R.SGYLLPDTK.A

GDIR1
_HUMAN
Rho GDP-
dissociation
inhibitor 1

P52565 23250/5.02 9%
K.EGVEYR.I, K.YIQHTYR.K, R.FTDDDK.T

GNA11
_HUMAN
Guanine
nucleotide-
binding
protein
subunit
alpha-11

P29992 42124/5.5 26%R.GFTKLVYQNIFTAMQAMIR.A,
R.TIITYPWFQNSSVILFLNK.K,
-.MTLESMMACCLSDEVKESK.R, K.KDLLEDK.I,
R.MVDVGGQR.S, K.YYLTDVDR.I, K.DLLEDK.I,
K.ANALLIR.E

GRP75
_HUMAN
Stress-70
protein,
mitochon-
drial

P38646 73920/5.87 25%
R.TTPSVVAFTADGER.L, R.LVGMPAKR.Q,
K.NAVITVPAYFNDSQR.Q, K.DAGQISGLNVLR.V,
K.STNGDTFLGGEDFDQALLR.H,
R.ETGVDLTKDNMALQR.V, K.SDIGEVILVGGMTR.M,
K.VQQTVQDLFGR.A, K.LLGQFTLIGIPPAPR.G,
R.AQFEGIVTDLIR.R, R.VREAAEK.A, R.LVGMPAK.R\,
K.YAEEDR.R, K.EEISKMR.E, R.ELLARK.D,
K.KMASER.E, R.NTTIPTK.K

GRP78
_HUMAN
78 kDa
glucose-
regulated
protein

P11021 72402/5.07 36%
R.ITPSYVAFTPEGER.L, R.TWNDPSVQQDIK.F,
K.TKPYIQVDIGGGQTK.T,
K.KVTHAVVTVPAYFNDAQR.Q,
K.VTHAVVTVPAYFNDAQR.Q, K.DAGTIAGLNVMR.I,
R.IINEPTAAAIAYGLDKR.E,
R.IEIESFYEGEDFSETLTR.A, K.FEELNMDLFR.S,
K.VLEDSDLKK.S, K.KSDIDEIVLVGGSTR.I,
K.SDIDEIVLVGGSTR.I, K.DNHLLGTFDLTGIPPAPR.G,
K.IEWLESHQDADIEDFK.A, R.ALSSQHQAR.I,
R.AKFEELNMDLFR.S, R.IPKIQQLVK.E,
K.EFFNGKEPSR.G, K.VYEGERPLTK.D,
K.ITITNDQNR.L, R.LTPEEIER.M, R.VEIIANDQGNR.I

HSP72
_HUMAN
Heat
shock-
related
70 kDa
protein 2

P54652 70022/5.6 7%
R.ARFEELNADLFR.G, K.STAGDTHLGGEDFDNR.M,
R.FEELNADLFR.G, R.TTPSYVAFTDTER.L

(continued)
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Table E.1 (continued)

Acc.
Nmb.Name Mw (Da)/pI Sequence cov. (%) & Peptides

HS90B
_HUMAN
Heat
shock
84 kDa
(HSP84)

P08238 83264/4.97 32%
K.HNDDEQYAWESSAGGSFTVR.A, R.ADHGEPIGR.G,
K.EDQTEYLEER.R, K.FENLCK.L,
K.LGLGIDEDEVAAEEPNAAVPDEIPPLEDEDASR.M,
K.EQVANSAFVER.V, K.YIDQEELNK.T,
R.NPDDITQEEYGEFYK.S, K.SLTNDWEDHLAVK.H,
R.ALLFIPR.R, R.GVVDSEDLPLNISR.E,
K.LGIHEDSTNR.R, K.EGLELPEDEEEK.K, K.EIFLR.E,
R.ELISNASDALDK.I, R.YESLTDPSK.L,
K.IDIIPNPQER.T, K.ADLINNLGTIAK.S, K.SLVSVTK.E,
K.SIYYITGESK.E

HSPB1
_HUMAN
Heat
shock
protein
beta-1

P04792 22783/6.0 40%
R.VPFSLLR.G, K.DGVVEITGK.H, R.QLSSGVSEIR.H,
R.LFDQAFGLPR.L, R.VSLDVNHFAPDELTVK.T,
K.LATQSNEITIPVTFESR.A, R.DWYPHSR.L,
R.GPSWDPFR.D

LGUL
_HUMAN
Lactoyl-
glu-
tathione
lyase

Q04760 20992/5.12 18%
R.VLGMTLIQK.C, R.GFGHIGIAVPDVYSACK.R,
K.RFEELGVK.F

ML12A
_HUMAN
Myosin
regulatory
light chain
12A

P19105 19839/4.67 29%
K.EAFNMIDQNR.D,
R.LTGDAFR.KACFDEEATGTIQEDYLR.E,
K.GNFNYIEFTR.I, R.FTDEEVDELYR.E

NDKA
_HUMAN
Nucleo-
side
diphos-
phate
kinase A

P15531 17149/5.8 20%
R.NIIHGSDSVESAEK.E, R.VMLGETNPADSKPGTIR.G,
R.TFIAIKPDGVQR.G

NDUAA
_HUMAN
NADH
dehydro-
genase 1
alpha sub-
complex
subunit 10

O95299 41067/8.67 28%
K.LAATSASARVVAAGAQR.V,
R.SIFSDFVFLEAMYNQGFIR.K, R.TLYHLRLLVQDK.F,
R.GIHSSVQCKLR.Y, R.SRVITVDGNICTGK.G,
K.FYDDPRSNDGNSYR.L, R.VLHQFRELPGR.K,
R.LLKLAATSASAR.V

PCNA
_HUMAN
Proliferat-
ing cell
nuclear
antigen

P12004 29092/4.57 40%
R.NLAMGVNLTSMSK.I,
R.AEDNADTLALVFEAPNQEK.V,
K.LMDLDVEQLGIPEQEYSCVVK.M,
R.DLSHIGDAVVISCAK.D, R.LVQGSILK.K,
R.SEGFDTYR.C, R.YLNFFTK.A, K.YYLAPK.I,
K.MPSGEFAR.I

(continued)
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Table E.1 (continued)

Name Acc.
Nmb.

Mw (Da)/pISequence cov. (%) & Peptides

NPM
_HUMAN
Nucle-
ophosmin

P06748 32726/4.64 62%
K.ADKDYHFK.V, K.DYHFK.V, K.VDNDENEHQLSLR.T,
R.TVSLGAGAK.D, K.DELHIVEAEAMNYEGSPIK.V,
K.VTLATLK.M, K.MSVQPTVSLGGFEITPPVVLR.L,
K.LLSISGK.R, K.DSKPSSTPR.S, K.DSKPSSTPRSK.G,
R.MTDQEAIQDLWQWR.K, K.RSAPGGGSK.V,
K.SIRDTPAK.N, K.NAQKSNQNGK.D,
K.SNQNGKDSKPSSTPR.S, R.SKGQESFK.K, K.GQESFKK.Q,
K.QEKTPK.T, K.GPSSVEDIK.A, K.AKMQASIEK.G,
K.MQASIEK.G, K.GGSLPKVEAK.F, K.FINYVK.N

PDIA1
_HUMAN
Protein
disulfide-
isomerase

P07237 57480/4.76 54%
R.KSNFAEALAAHK.Y, K.SNFAEALAAHK.Y,
K.ALAPEYAK.A, K.LKAEGSEIR.L, K.AEGSEIR.L,
K.VDATEESDLAQQYGVR.G, K.FFRNGDTASPK.E,
R.NGDTASPK.E, R.EADDIVNWLK.K,
K.YQLDKDGVVLFK.K, K.HNQLPLVIEFTEQTAPK.I,
K.SVSDYDGKLSNFK.T, K.TAAESFK.G,
K.ILFIFIDSDHTDNQR.I, R.LITLEEEMTK.Y,
K.YKPESEELTAER.I, R.ITEFCHR.F, K.NFEDVAFDEK.K,
K.QLAPIWDK.L, K.LGETYK.D, K.LGETYKDHENIVIAK.M,
K.VHSFPTLK.F, K.IFGGEIK.T, K.THILLFLPK.S,
K.SVSDYDGK.L, R.ILEFFGLK.K, K.KEECPAVR.L,
K.EECPAVR.L, K.KFDEGR.N, R.NNFEGEVTK.E,
K.ENLLDFIK.H, K.FFPASADR.T, K.DGVVLFK.K,
R.TVIDYNGER.T

PDIA3
_HUMAN
Protein
disulfide-
isomerase
A3

P30101 57146/5.98 58%
R.LALFPGVA, R.DGEEAGAYDGPR.T, LLLAAAR.L,
R.LAPEYEAAATR.L, K.YGVSGYPTLK.I,
K.KQAGPASVPLR.T, K.QAGPASVPLR.T, K.KFISDK.D,
K.DASIVGFFDDSFSEAHSEFLK.A, K.AASNLRDNYR.F,
K.DLLIAYYDVDYEK.N,
R.KTFSHELSDFGLESTAGEIPVVAIR.T,
K.GEKFVMQEEFSR.D, K.VVVAENFDEIVNNENK.D,
K.DPNIVIAK.M, K.MDATANDVPSPYEVR.G,
R.GFPTIYFSPANK.K, R.EATNPPVIQEEKPK.K,
K.KAQEDL.-, R.TEEEFK.K, K.FVMQEEFSR.D,
R.DGKALER.F, R.FLQDYFDGNLK.R,
K.SEPIPESNDGPVK.V, R.VMMVAKK.F, K.KFLDAGHK.L,
K.FLDAGHK.L, K.LNFAVASR.K, K.KYEGGR.E,
R.ELSDFISYLQR.E

PDIA6
_HUMAN
Protein
disulfide-
isomerase
A6

Q15084 48490/4.95 22%
K.NRPEDYQGGR.T, R.TGEAIVDAALSALR.Q,
K.LAAVDATVNQVLASR.Y, K.FALLKGSFSEQGINEFLR.E,
K.GSFSEQGINEFLR.E, R.GSTAPVGGGAFPTIVER.E,
R.EPWDGR.D, K.GESPVDYDGGR.T, K.MKFALLK.G,
R.ELSFGR.G

PHB
_HUMAN
Prohibitin

P35232 29843/5.57 40%
-.MAAKVFESIGK.F, K.VFE R.AVIFDR.F, SIGK.F,
R.IFTSIGEDYDER.V, K.AAIISAEGDSK.A,
R.KLEAAEDIAYQLSR.S, K.DLQNVNITLR.I,
R.ILFRPVASQLPR.I, R.FDAGELITQR.E, K.EFTEAVEAK.Q,
K.QVAQQEAER.A

(continued)
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Table E.1 (continued)

Acc.
Nmb.Name Mw (Da)/pI Sequence cov. (%) & Peptides

TAGL2
_HUMAN
Transgelin-2

P37802 22548/8.41 44%
K.QM, EQISQFLQAAER.Y,
R.YGINTTDIFQTVDLWEGK.N, R.TLMNLGGLAVAR.D,
R.DDGLFSGDPNWFPK.K, R.NFSDNQLQEGK.N,
R.GPAYGLSR.E, K.NVIGLQMGTNR.G

TBA1B
_HUMAN
Tubulin
alpha-1B
chain

P68363 50804/4.94 39%R.AVFVDLEPTVIDEVR.T,
K.EDAANNYARGHYTIGK.E, R.NLDIERPTYTNLNR.L,
R.FDGALNVDLTEFQTNLVPYPR.I,
R.AFVHWYVGEGMEEGEFSEAR.E,
R.IHFPLATYAPVISAEK.A, R.HGKYMACCLLYR.G,
K.YMACCLLYR.G, K.DVNAAIATIKTK.R,
R.AVCMLSNTTAIAEAWAR.L, K.EIIDLVLDR.I,
R.LSVDYGK.K, K.CDPRHGK.Y, R.LISQIVSSITASLR.F,
K.EDAANNYAR.G

TBB5
_HUMAN
Tubulin beta
chain

P07437 50095/4.78 52%
R.EIVHIQAGQCGNQIGAK.F, R.ISVYYNEATGGK.Y,
R.AILVDLEPGTMDSVR.S,
R.SGPFGQIFRPDNFVFGQSGAGNNWAG,
K.GHYTEGAELVDSVLDVVR.K, K.IREEYPDR.I,
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