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Introduction

Technological and Industrial Applications Associated With Industry 4.0 is a novel,
innovative, and adequate source of information that compiles interdisciplinary
perspectives about diverse issues related with Intelligent Logistics on different ways
about Intelligent Optimization, Industrial Applications in real world, Social appli-
cations, and Technology applications, each one with a different perspective about
the correct solution of this kind of methodologies. This book is a collective effort
to introduce new ideas and paradigms from a variety of perspectives using inno-
vative techniques related to Bioinspired Algorithms and methodologies associated
with Artificial Intelligence. An innovative and detail book specialized in optimiza-
tion that considers diverse aspects to realize a more relevant “Intelligent Optimiza-
tion to improve Logistics” tries to improve with innovative techniques and method-
ologies in different daily aspects of our lives, in each one of them is possible under-
stand the necessity of improve distances, time, costs, spaces and a plethora of features
associated with the modern life (labor associated with delivery of goods, materials
or products). We received manuscripts from renowned researchers from all around
the world associated with Theoretical foundations of Logistics to understand many
paradigms on different Optimization implementation kinds. In addition, we received
many manuscripts with expertise on improving optimization related to Logistics
of products and services, Optimization of different elements in time and location,
Social Applications to enjoy our life in a better way, and finally, Technology Appli-
cations of diverse ways to increase our Life Quality. The book starts with a section
entitled Mobile Applications and Web Applications to Improve Competitiveness in
Industry 4.0, featuring seven chapters on the theoretical ideas related to the correct
implementation of a diverse range of Logistics applications in real world Industries.
The first chapter of this section is “Implementation of an Intelligent Model Based
onConvolutionalNeuralNetworkfor theDetectionofDiseases inCitrusCropsCaused
by Bird Pests Using an Intelligent Drone” which is aboard the theoretical fundamen-
tals of an adequate decision support system under uncertainty. In the chapter “Intel-
ligent Application to Detection of Arachnid Bites in Children Implementing Deep
LearningTechniques, anAmI-BasedSolution” is shownamodelbasedonBioinspired
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vi Introduction

Algorithms to improve a specific stochastic model demand. The chapter “Evacua-
tion Route Optimization in the Plaza de la Mexicanidad, Using Humanitarian Logis-
tics” is presented with a mathematical resolution to a business company. The chapter
“Automatic Fall Detection for the Care of Older Adults in Smart Cities” deter-
mines actions to improvement an innovative model of humanitarian logistics consid-
ering uncertainty. The chapter entitled “Automatic Tumor Segmentation inMammo-
gram Images for Healthcare Systems in Smart Cities” explains different models to
prevent problemswith geopolitics associated with their decision support system. The
chapter “Impact of Industry 4.0: ImprovingHybrid Laser-ArcWeldingwith BigData
for Subsequent Functionality in Underwater Welding” details different strategies to
modelsofuncertainty scenarios.Finally, the last chapter of this sectionentitled“Meta-
heuristics for Order Picking Optimisation: A Comparison Among Three Swarm-In-
telligenceAlgorithms” explains differentmodels to organize transportationwith extra
dimensions to reduce spaces.

Thenext sectionof this book is namedModernTechnologyApplications Including
Metaheuristics and Artificial Intelligence Based Applications for Industry 4.0,
featuring seven chapters related to different comparatives of Logistics in the search to
improve resources in diverse aspects of our transportations or improve process to this.
The chapter entitled “Brainwaves Behavior During the Learning Curve Associated
with theManufacturing of a ProductwithLegos” explains amodel related to its routes
of delay using Mathematical models and specialized software. The chapter “Audio
Features Extraction to Develop a Child Activity Recognition Model Using Support
Vector Machine to Monitoring Security in a Smart City” proposes an innovative
Visualization Tool to analyze heuristics related to Intelligent Logistics. The chapter
entitled “Sentiment Analysis Using Natural Language Processing Through a Speech
Recognition SystemUsing a HybridMobile App” describes different models associ-
ated with the reactive Logistics under uncertainty situations. The chapter “Logistics
of Hospitalization Patients with COVID and Ambulances Required” explains a real
problem about the logistics to organize times in a novel model of humanitarian logis-
tics in a Smart City. The chapter “A Heuristic Method for Oil Distribution Networks
Applied to the Switching Behavior in the Oil Industry” details novel specifica-
tions to reduce time to distribution in a Mathematical Model. The chapter entitled
“Metaheuristics for Order Picking Optimisation: AComparison Among Three Swar-
m-Intelligence Algorithms” explains a model hybrid to solve problems with time
and space. Finally, the last chapter in this section is “Implementation of an Intelli-
gent Framework for the Analysis of Body Movements Through an Avatar Adapted
to the Context of Industry 4.0 for the Recruitment of Personnel” which analyzes a
model to control the different exogenous aspects in the selection of personnel using
an intelligent avatar.

The third and final section is named Industry 4.0 Optimization and Its Future
Effects on Z Generation Focused on the Paradigm Shift of an Innovation Ecosystem,
featuring seven chapters related to different comparatives of Logistics Models in
the search to improve resources in diverse aspects of companies and to improve
our lives. The first chapter of this section is “Selection of Factors Influencing
for Reliable Electrical Power Transmission Design in Industry 4.0” which explains
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different models to solve general problems in Logistics. The chapter entitled
“Analysis of Transport Logistics Operations at a Link in a Reverse Supply Chain
that Values Used Cooking Oil” details a novel model of design of experiments to
reduce costs in Logistics of services. The chapter “The Transformation of Supply
Chains in the Circular Economy from International Experiences to the Mexican
Cases” explains a real problem with the support to an isolated society and the best
options to organize this service on the time takes as an important factor the locations
and ubiquities in the Container Ship and problems of each point to send the correct
goods. The chapter “Nanostores’ Density and Geographical Location: An Empir-
ical Study Under Urban Logistics Approach” describes a model to improve times
and costs associated with the management in an Aerospatiale project. The chapter
“Implementation of a Blockchain Model Implementation to Select the Best Bid
in an Industrial Supply Chain” explains a specific topic related to problems on the
exogenous costs in a Vehicle routing problem in a Logistics System and its distri-
bution of reordering industrial materials. The chapter “Sociodemographic Analysis
of the Location of MSW Collection Centers in Mexico City” details a model to
improve Logistics in a Smart City. Finally, in this section is presented the chapter
“Classification System toDetectDiseases inApples byUsing aConvolutionalNeural
Network,” which proposes new ideas related to the delivery of products and details
a novel technique to analyze the restriction of Time Windows.

The research community must be alert to investigate all these issues in a timely
fashion, opening avenues for subsequent edition of this interesting book. The chapters
were selected following a rigorous analysis done by the book editors, and each chapter
was double- or triple-blind peer-reviewed by at least two experts in the area.

For the content of the research associatedwith each of the chapters included in this
book, the authors are solely responsible. The views, opinions, or positions expressed
by the chapter authors are solely those of the authors, and do not necessarily reflect
the views, opinions, or positions of the editors. All trademarks, trade names, service
marks, and logos referenced in the chapters of this book belong to their respective
companies.

Dr. Diego Oliva
diego.oliva@cucei.udg.mx

Dr. Aboul Ella Hassanien
Alberto Ochoa-Zezzatti

mailto:diego.oliva@cucei.udg.mx
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Implementation of an Intelligent Model
Based on Convolutional Neural Network
for the Detection of Diseases in Citrus
Crops Caused by Bird Pests Using
an Intelligent Drone

Antonio Romero, Eddy Sánchez-DelaCruz, and Alberto Ochoa

Abstract The incorporation of an intelligent drone that replaces one of the main
tasks of farmers, direct visual inspection in order to reduce future damage to citrus
productiongenerated bybird pests,where the use of a convolutional neuronal network
will serve to extract characteristics and generate a classification model capable
of distinguishing between healthy tree foliage from that which is not and which
consequently presents some type of pest produced by birds taking into account the
coloration of the leaves, as well as, extracting the coloration of the leaves that present
diseases, with the aim of optimizing and improving the activities immersed in the
cultivation of citrus fruits. In addition, to reduce the damage of bird pests, which
will significantly increase productivity in the agricultural sector annually, therefore,
through the implementation of unmanned aerial vehicles, provide visual recognition
to reduce the indirect effects generated by the type of pests and with this, optimize
the activities and techniques involved in citrus cultivation.

Keywords Smart drone · Citrus cultivation · Bird pests · Convolutional neural
network

1 Introduction

One of themain problems that farmers have to face is pests in their crops that generate
great losses and threaten food security, as well as economic problems for the farmer
due to losses. Currently, the technique used to detect bird attacks on crops is a
traditional method of control in the fields, direct visual inspection, which consists of
personally supervising the planting, that is, the farmer has to go to the area of interest
in order to watch and monitor the crops, this method is slow and is not applicable to
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large areas of land [1]. However, there are other methods that experience efficiency,
but at a higher cost, therefore, the detection of attacks on crops is suitable for viewing
from the altitude with the help of an application that allows easy use and detection
of the damaged crop.

On the other hand, drone technology provides a solution to the conflicts or diffi-
culties that currently exist for a farmer because they allow for a more extensive and
complete expansion of inspections, thus helping to work in the agricultural sector,
in addition, manual work is reduced with the implementation of this collaboration,
since it benefits them in the field activities due to the fact that the unmanned aerial
vehicle becomes the eyes of the citrus grower in order to make this task easier, since
with the help of the cameras it captures images showing if the crop has pests and
showing the state of the plantation and improving the crop control techniques [13].

On the other hand, there are a variety of artificial intelligence techniques that can
be implemented and that can help improve the agricultural sector, so we worked with
a Neuronal Convolutional Network, which was trained with images of citrus crops
to achieve greater accuracy in pest detection and that after this, this classification
model was intended for a mobile application for greater control and also to allow
better management [3].

In contrast, once the detection of the disease caused by bird pests has been made,
this analysis serves as a repository for a new classification, which is stored directly
in the cloud. The different diseases that this pest causes to citrus plantations were
analyzed and recognized by expert growers in the area of Misantla, obtaining a
coincidence of recognition that exceeds 98% of identification in which the coloring
of the foliage is taken into account, as well as the citrus fruit.

2 Project Development

2.1 Object Classifier and Object Detector

Firstly, it is important to know how to differentiate between an object classifier and
an object detector. An image classifier is an algorithm that is dedicated to classifying
images within a specific category. For example, a group of images of a crop with
pests were assigned and this only mentions that the predominant object in the photo
is the particular damage, while an object detector is an algorithm that is responsible
for identifying various elements within the image and thus classifying them, for
example, they receive an image containing a citrus crop and identify that there is a
pest, bird, tree, etc. within the image [5].
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2.2 Artificial Neural Network

Artificial Neural Networks are part of Artificial Intelligence, they are also networks
trained through the inputs obtained from external or internal scenarios in the system
and these inputs are multiplied by randomly assigned weights, a neural network
is an integration of various learning systems, that is why they have the ability to
learn through previous training, the ANNs are programming objects that mimic the
functioning of biological neurons [10].

On the other hand,NNAshavemany advantages such as adaptive learning inwhich
you learn to perform tasks from a set of data being that in the process of learning
these data are represented as inputs and weights, In addition, self-organization as
you can create your own organization or representation of information received, the
neural networks self-organize their information they receive during the learning of the
operation using the mathematical methods Adeline, Madeline and Perceptron among
others. Additionally, tolerance to partial failures knowing that the partial destruction
of the network damages its operation, but does not destroy it completely. This is due
to the redundancy of the information contained, that is, this leads to the information
not being lost since it works like the human body. Similarly, their operation is in real
time, as they can be carried out by computers or special hardware devices to take
advantage of the capacity of the NNAs [6].

2.3 Convolutional Neural Network

CNNs are similar to ordinary neural networks such as the multi-layer perceptron,
they are composed of neurons that have weights and biases that they can learn. Each
neuron receives some input, performs a scalar product and then applies a trigger
function. What distinguishes CNNs is that they explicitly assume that the inputs are
images, which allows us to encode certain properties in the architecture; favoring
efficiency gains and reducing the amount of parameters in the network. CNNs even
solved the problem that ordinary neural networks do not scale well for high definition
images. CNNswork by consecutivelymodeling small pieces of information, and then
mixing the information in the deeper layers of the network, so they are able to model
complex variations and behaviors giving fairly accurate predictions [2].

The CNN is a type of Artificial Neural Network with supervised learning that
processes its layers imitating the visual cortex of the human eye to identify different
characteristics in the inputs that ultimately make it able to identify objects and “see”.
For this, CNN contains several specialized hidden layers with a hierarchy: this means
that thefirst layers candetect lines, curves and specialize until they reachdeeper layers
that recognize complex shapes such as a face or the silhouette of an animal [8].
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Table 1 Comparison between ANN and CNN

Characteristic Artificial Neural Network Convolutional Neural Network
(CNN)

Input data in initial layer The characteristics that were
analyzed for example: width,
height, thickness, etc.

The pixels in the image. If it is
in color, it will be 3 layers for
RGB (red, green, blue)

Hidden layers A number of neurons are
chosen for the hidden layers

Available in type:
Convolution (with a kernel size
and a number of filters)
Subsampling

Output layers The number of neurons to be
classified, for “healthy” or
“pests” will be 2 neurons

Must flatten the last convolution
with one or more layers of
hidden “traditional” neurons
and make an exit through
SoftMax to the exit layer that
classifies “healthy” and
“plagues” will be 2 neurons

Learning Supervised Supervised

Interconnections Between layers, all the neurons
in one layer with the next

There are far fewer connections
needed, as the weights we
adjust will actually be those of
the filters/kernels being used

Meaning of the number of
hidden layers

It really is something unknown
and does not represent
something in itself

Hidden layers are image feature
detection maps and have a
hierarchy: first layers detect
lines, then curves and
increasingly elaborate shapes

Backpropagation Used to adjust the weights of
all layer interconnections

It is used to adjust the weights
of the kernels

2.4 Comparison Between an Artificial Neural Network
and a CNN

The followingTable 1 shows someof the characteristics that encompass both artificial
intelligence techniques, on the right side the common Artificial Neuronal Network
and on the left the Convolutional Neural Network (see Table 1).

2.5 Pixels and Neurons

To start, the network takes the pixels in the image as input. Here you have an image
with 4000 × 3000 pixels high and wide, that’s equivalent to 12,000,000 neurons.
And that’s in case you only have 1 color (grayscale). If you had a color image, you
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Fig. 1 RGB example

would need 3 RGB channels (network, green, blue) and then you would use 4000 ×
3000 × 3 = 36,000,000 neurons as input (see Fig. 1).

Before feeding the grid, it is convenient to normalize the values as input. The
colors of the pixels have values ranging from 0 to 255, a transformation of each pixel
will be carried out: “value/255” and there will always be a value between 0 and 1.
This range, due to the operation of convolutional networks, makes it possible to iden-
tify the characteristics for each vector incorrectly. To correct this, it is convenient to
previously normalize the image, in a process known as zero mean and unit variance
normalization. To summarize, it refers to a 3-dimensional matrix where each dimen-
sion represents a layer of color, and each of these layers has values ranging from 0
to 255, and represent the intensity of that color, where the computer to display takes
a value and draws a pixel of the resulting color of the mixture (see Fig. 2).

2.6 Choice of the Crop to Be Analyzed

Below, you will find statistical information on agricultural production in Misantla,
Ver. on an annual basis in the products it generates, the information offered is on
area sown, area harvested and the value of production, for seasonal crops in the area
[11]. The study includes crops with better production in the municipality, which are
ordered in a descending manner, that is, from more to less production, which will
help define the crop to be covered by the project (see Fig. 3).

It is possible to identify in the previous graph, four different types of products,
which are: the lemon, the orange and the tangerine, being these first two elements
those that produce more the region of Misantla, which gives to understand that as
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Fig. 2 Persian lemon tree

A g r i c u l t u r a l  p r o d u c t i o n  i n  M i s a n t l a 

 Lemon   Orange   Tangerine 

155936687 

99277070 

3167104 1138469000 65490061215 

Produc�on ($) Sown state surface Harvested state volume 
(Hectares) (Tons or value 

expressed) 

Fig. 3 Agriculture production in Misantla

much the orange and the lemon are two of the fruits that but are cultivated, for that
reason, they are taken like reference to be compared with the other products, in
where the planted surface takes part, the production in weights, which is taken to
determine the type of culture thatwill be towhich the intelligent drone is implemented
(see Fig. 4).

Based on the data provided by the Secretariat of Agricultural, Rural and Fishing
Development (SEDARPA) and taking as reference the analysis of the graph, it is
concluded that the crop to work on the project and which will be implemented the
use of drone, will be the citrus, since it presents a greater production in the city of
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Fig. 4 Lemon planted area

Misantla, as well as a larger area of cultivation than the other fruits. On the other
hand, it is proposed that in this type of citrus fruit is also affected by bird pests.

2.7 Process to Be Automated

According to citrus growers in the Misantla area, Ver., the greening of citrus fruits
can cause the shoots and foliage to die, giving them a scarce and untidy appearance,
as well as not growing as much as they should or blooming at the wrong time of year,
for example in summer or autumn instead of spring. Citrus greening, also known
as Huanglongbing, is a bacterial infection transmitted by an insect called the Asian
citrus psyllid [7].

In summary, the damage caused by HLB is as follows:

1. Economic death of the plant.
2. Severe fruit and leaf drop.
3. Decrease in fruit weight.
4. Decrease in the sugar level.
5. Increase of the acidity level.
6. Decrease in size and percentage of juice
7. A young plant does not produce fruits.

The symptoms can be found throughout the year, however, are easier to see from
September to March because in this season the color of the leaves changes and the
pest becomes visible, the disease affects all parts of the tree’s crown: leaves, twigs and
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fruits, as the disease progresses, it will cause the whole tree to decrease. In addition,
leaf symptoms include mottled spots, yellow veins, clogged veins or green islands,
yellow veins, clogged veins or green islands are not diagnostic alone, on the other
hand mottled spotting is the best diagnostic symptom of green leaf. And spotting is
a random pattern of yellowing that occurs on leaves that is not the same on the right
and left sides of the leaf [4] (see Fig. 5).

A simple procedure to determine if the symptoms are the same in both halves
of a leaf is the following, draw two circles in opposite halves of the leaf in order
to appreciate if the pattern is the same in both circles as in the following figure
(see Fig. 6).

Figure 6 shows two types of problems, on the left side a green problem and on
the right-side problems with nutrient deficiency with a line as suggested above.

In addition, the pest problem does not only affect the appearance of the leaf. The
external appearance of the fruit can also be affected, whether it is deformed or looks
small and green. Taste problems, a variation of salty and bitter. And the internal
appearance may have aborted seeds, a yellow spot under the calyx button and/or a
curved central core (see Fig. 7).

Finally, the identification of the problems that include all the tree, begin-
ning to present/display yellow buds, death in its branches, delays in the growth,
present/display flowering out of season and a remarkable general reduction of the
tree (see Fig. 8).

Fig. 5 Leaf simptoms
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Fig. 6 Greening and
nutrient deficiency problems

Fig. 7 Fruit problems

Fig. 8 Foliage problems
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3 Materials and Methods

The following Table 2 describes the characteristics of the laptop, as well as the drone
and the system requirements of the two devices mentioned (see Table 2).

The following process was determined from the literature review that was done
taking into account work related to digital image processing for the detection and
analysis of images in precision agriculture, where the stress that plants present is
taken into account to analyze the images.

First, the dataset was built up from images obtained by the DJI Mavic Mini drone.
Once the dataset was built, a pre-processing of images was applied to filter and
delimit regions of interest, followed by the application of segmentation to the images
to identify the regions affected by the pests, in order to extract the characteristics and,
here, a label was made to obtain the most relevant characteristics and identify them.

Table 2 Material specifications

Personal computer

Model MacBook Pro (13-inch, Early 2011)

System macOS High Sierra

Type of system 64 bits

Procesador 2.3 GHz Intel Core i5

Graphics card Intel HD Graphics 3000 512 MB

RAM 8 GB 1600 MHz DDR3

Hard disk drive 240 GB SSD

Drone

Model DJI Mavic Mini

Take-off weight Folded: 140 × 82 × 57 mm (length × width × height)
Unfolded: 160 × 202 × 55 mm (length × width × height)
Unfolded (with propellers): 245 × 290 × 55 mm (length × width × height)
Camera

Sensor 1/2.3′′ CMOS Effective Pixels: 12PM/2.3′′ CMOS

ISO range Video:
100–3200 (automatic)
100–3200 (manual)
Photo:
100–1600 (automatic)
100–3200 (manual)

Photo size 4:3: 4000 × 3000
16:9: 4000 × 2250

Video resolution FHD: 1920 × 1080 25/30/50/60 p
2.7 K: 2720 × 1530 25/30 p

Maximum bit rate 40 Mbps

Photo formats JPEG
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Fig. 9 Persian lemon harvest

Finally, to achieve the classification, the crops with pest in order to later determine
the damage they present.

3.1 Acquisition of the Images

Were carried out 8 flights with a DJI mavic mini, the images taken by the drone are
stored in jpeg format with a size of 5,438,160 bytes and dimensions of 4000 × 3000
pixels each, have a focal length of 4.49, are sectioned by folders according to the
type of citrus, including 2 main, the Persian lemon and late orange valencia and a
sub-folder within each type of citrus which refer to whether the crop has or not pest
(see Fig. 9).

3.2 Development of the Application

The development of the application is the process of classifying images or recog-
nizing them. In this process, an image is shown to the device’s camera sensor and
it will tell you which class the image belongs to. By means of image classification
and training a deep learning model of convolutional neural network and the help
of a google online tool, the model is exported to the TensorFlow lite version that
is compatible with the Android device in order to implement it in the application
(see Fig. 10).



14 A. Romero et al.

Fig. 10 General description

To perform the training of themodel the platform to perform the image classifier is
teachable machine from google. At the end of the training, you can export the model
of your choice. The model was exported to the Lite version of TensorFlow. Google’s
Teachable Machine was used, which is an Artificial Intelligence platform that allows
the user to train independently to a neural network, while the system can react to
known images with sounds or GIF animations. At least 30 frames are required for
the Teachable Machine to learn movement recognition. To start the training, the user
must hold down the “train” button for a few seconds and make a certain gesture or
show something to the computer [12].

The tool allows you to immerse yourself in the definition of the model, algorithm
and data processing as well as, focus only on the deployment of the model that is
generated, the tool works in the browser, with a webcam or with files that are hosted
locally or in Google Drive, and in a few minutes you can quickly understand how a
model “learns” through a simple classification demonstration.

To start training the classification model, first different categories or classes were
created to carry out the training and have it learn. Four classes were created as shown
in Fig. 3, which are two types of citrus fruits with their respective healthy and pest
variables. With the classes or labels defined, from the local storage the samples of
each class are uploaded to the platform so that the training can begin. More than 200
images were uploaded with 4000 × 3000 resolution per class (see Fig. 11).

After having the classes ready, it is already possible to train the classification
model. The model takes only a few minutes to train. Not only is the speed of training
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Fig. 11 Citrus harvest

excellent, but you are given valuable dynamic metrics such as accuracy, training loss
and dataset test with the observed class accuracy.

The network “input” block comes first. Here, the digital media enters the system
(in Fig. 12 on the top left). Then there is the “learning” block (top, middle), where
the model learns and interprets the input. The “output” block (top right), is where the
interpretation of the model does something like recognizing the inputs and catego-
rizing the results, so it is important to prepare and load the data set in the teachable
machine platform with the Google site as well as define the number of classes, for
the case of the project were defined 4 classes. The image classification model was
trained there and finally, it was exported.

During the training, you can change the number of hyper-parameters as:

1. Number of periods
2. Lot size
3. Learning rate.

Then, it was necessary to export the model in TensorFlow lite format for imple-
mentation in Android devices. The “.tflite” files must be placed in the assets folder
of the Android project directory and renamed in the java file that is reading it. In
addition, you can download the tflite quantified and FLOAT file format.

4 Results

The identification of the type of culture has been obtained by means of the model
as well as the classification of the images by means of the convolutional neural
network as shown in Fig. 13. Summarizing: it is possible to say that the important
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Fig. 12 Training the model

Fig. 13 Exporting the model

elements that were used to create the CNN were the input layer, this is the pixels of
the image, providing height, width and depth working with 3 for Red, Green, Blue.
The Convolution Layer then performs the process of the output of neurons that are
connected in “local regions” of input (i.e. nearby pixels), calculating the product scale
between their weights (pixel value) and a small region to which they are connected in
the input volume. On the other hand, the Relu layer will apply the activation function
on the elements of the matrix and the sampling or subsampling will be in charge of
making a reduction in the height and width dimensions, but the depth is maintained,
finally the traditional layer of feedforward neuron network that will connect with the
last layer of subsampling and will end with the amount of neurons that we want to
classify (see Fig. 14).
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Fig. 14 Image processing

Due to the incorporation of the images and the training of themodel it was possible
to obtain an identification of the type of culture of 98%, while for the classification of
healthy culture and culture with plague the precision in minor, obtaining 88% since
at the moment the set of data is unbalanced and this affects the accuracy of the model
(see Fig. 15).

Previously in the Fig. 10, the operation of the system is appreciated in a general
way, starting from the top left, the detection of the type of citrus tree, the sensors
of the drone are activated, later it makes the specification of the type of fruit to be
analyzed within a range determined by the user, later, it carries out the identification
of the damage of the foliage from taking characteristics of color, as following step a
multivariate analysis with the purpose of determining the contribution of the factors.

5 Experimentation

The factors that intervene in the operation of the system and from which they could
affect or improve the performance of the same one is analyzed, for it, the following
table is taken into account, in which the amount of space and what a photo in JPEG
will occupy is deduced. In this table, it is possible to estimate an average occupation
value under normal conditions, and therefore a card capacity.
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Fig. 15 System layout

A general use table could be the following (note: a compression ratio of 1:8 has
been taken for such calculations) (see Table 3).

Nowadays it is of vital importance to develop computer applicationswith different
functionalities and high complexity in a fast and efficient way in all aspects.
Performing tests to the software during the development process is a guarantee for
the operation of the systems; besides corroborating the degree of reliability before
being delivered to the final users; which reduces the defects by using appropriate
techniques that enable effective software development processes, minimizing time
and costs (see Table 4).

Table 3 Estimate number of photos

Number of estimated photos

Camera resolution

SD Card 12 MP 14 MP 16 MP 20 MP 24 MP

1 227 195 171 137 113

2 455 390 341 273 227

4 910 780 683 546 455

8 1.820 1.560 1.365 1.092 910

16 3.641 3.121 2.731 2.185 1.820

32 7.282 6.483 5.461 4.369 3.641

64 14.564 12.483 10.923 8.738 7.282
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Table 4 System factors

Factors affecting system performance

Factor Description Level 1 Level 2 Level 3

A Battery life 30 min 20 min 18 min

B Flight time 90 min 70 min 68 min

C Processing 10 MB/s 6 MB/s 4 MB/s

D Storage 7.282 6.242 5.461

E Camera resolution 1080 mp 720 mp 720 mp

F Flying distance 2 km 1.5 km 1 km

G Speed without wind 14 km/h 10 km/h 8 km/h

H Height 120 m 100 m 80 m

On the other hand, the orthogonal table will be applied as an alternative for the
continuous improvement of the testing strategies and the decrease of the time required
in their execution [9].

When evaluating the literature on robust testing based on orthogonal arrays,
emphasis was placed on the techniques employed by Dr. G. Taguchi for the improve-
ment of product and process quality; applying them to engineering processes for soft-
ware development. Planning and executing the test cases with the previous proposal
guarantees the detection of the highest number of errors in the double and triple
interactions of the system’s functionalities (see Table 5).

For the table above, the type of design is selected, which corresponds to 3 levels
and the number of factors which is 8 in order to obtain an experimental table or
orthogonal arrangement. In order to enter the parameters to obtain the best factor for
the operation of the system (see Table 6).

From the previous data, the following figure is obtained, which contains a graph
of points in which one experiments with the parameters exposed in Table 6, with the
purpose of obtaining the best results (see Fig. 16).

6 Conclusions and Future Research

The original approach of the project has been the study in the fields of deep learning
as well as convolutional neural networks. The different methods and techniques used
during the development of systems for image recognition have been explored. During
the development several of the original decisions were alternated such as taking into
account the recognition of objects within the image. It has been possible to verify
the importance of the performance of a neural network since it is not only based on
the architecture of the network but the data set available alters the final result, so a
balanced data set with a large amount of samples is critical.
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Table 5 Experiments

Battery life Flight time Processing Storage Camera
resolution

Flying
distance

Speed
without
wind

Height

30 90 10 7.282 1080 2 14 120

30 90 10 7.282 720 1.5 10 100

30 90 10 7.282 720 1 8 80

30 70 6 6.242 1080 2 14 100

30 70 6 6.242 720 1.5 10 80

30 70 6 6.242 720 1 8 120

30 68 4 5.461 1080 2 14 80

30 68 4 5.461 720 1.5 10 120

30 68 4 5.461 720 1 8 100

20 90 6 5.461 1080 1.5 8 120

20 90 6 5.461 720 1 14 100

20 90 6 5.461 720 2 10 80

20 70 4 7.282 1080 1.5 8 100

20 70 4 7.282 720 1 14 80

20 70 4 7.282 720 2 10 120

20 68 10 6.242 1080 1.5 8 80

20 68 10 6.242 720 1 14 120

20 68 10 6.242 720 2 10 100

10 90 4 6.242 1080 1 10 120

10 90 4 6.242 720 2 8 100

10 90 4 6.242 720 1.5 14 80

10 70 10 5.461 1080 1 10 100

10 70 10 5.461 720 2 8 80

10 70 10 5.461 720 1.5 14 120

10 68 6 7.282 1080 1 10 80

10 68 6 7.282 720 2 8 120

10 68 6 7.282 720 1.5 14 100

Table 6 Optimal parameters

Optimal system parameters

B. life F. time Proc. Storage Camera R. Flying D. Speed no W. Height

30 min 90 min 10 MB/s 7.282 1080 mp 2 km 14 km/h 120 m
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Fig. 16 Experimentation results

The main complications presented are divided into twomore relevant ones, image
processing and the model. The constructed data set has largely overwhelmed the
final accuracy of the application, requiring a much larger data increase than what
has been done currently. However, despite providing non-optimal results in some
cases, it offers a clear insight into the importance of the available data, as well as the
functioning of the neural networks in terms of image perception and how they are
treated.

The task of predicting what an image symbolizes is called image classification.
An image classification model is trained to recognize various kinds of images. An
example of this is the model that has been worked with previously which was trained
to recognize images of citrus crops. Thus, when a new image is provided as input
to the model, it will generate the probabilities that the image represents each of the
crop types it was trained with. In addition, during training, an image classification
model receives images and their associated labels, where each label is the name of a
different concept, or class, that themodel will learn to recognizewith enough training
data often hundreds or thousands of images per label, an image classification model
can learn to predict whether the new images belong to one of the classes in which it
has trained to what this prediction process is called inference.

To perform the inference, an image is passed as input to a model. Then, the model
will generate a series of probabilities between 0 and 1. Each number in the output
corresponds to a label in the training data. By associating the output with the labels
with which the model was trained, it was possible to see that the model predicted a
high probability that the image represents a pest crop.
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The accuracy of the model measured in terms of the frequency with which the
model correctly classified an image, which generates a set accuracy of 98%, the
performance in terms of the amount of time it takes a model to run inference, which
it does in real time since the less time, the faster the model. Also, the disk size varies
with its performance and accuracy. The size can be important formobile development
where it can affect the download sizes of the application or when working with
hardware where the available storage can be limited, this is the case of the 3.4 Mb
model used.
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Intelligent Application to Detection
of Arachnid Bites in Children
Implementing Deep Learning
Techniques, an AmI-Based Solution

Ivette Mendoza, Eddy Sánchez-DelaCruz, and Alberto Ochoa

Abstract Misantla, is a city located in the state of Veracruz, Mexico. It is located
in the mountainous region of the central zone of the state and is a region of warm-
humid-regular climate, it has a great ecosystem with great diversity of species. Here
the arthropods play an important role in the ecosystem. The arachnids are chelated
arthropods and represent one of the largest classes of invertebrates that exist within
the classification of animals. Most spider venoms do not harm people by being too
weak, and can cause a sharp or stabbing pain, such as a bee sting. However, in cases
of severe bites, the surrounding skin can die within a few hours. The reason for
the project is the detection of accidents caused by arachnid bites, especially among
children in the Misantla region, who are often severely damaged by the venom of
a spider bite. It is worth mentioning that there are very few studies devoted to the
analysis of the detection of any arachnid worldwide. And, in the country, it is not
known, until today, a work of investigation whose objective has been; to identify the
bite of a spider, as well as of its species and to suggest at the moment of the bite,
some center of specialties to be treated. The importance of environmental intelligence
within this study is related to the fact that it is currently in charge of solving this type of
problems related to daily life, and with the correct functioning of the implementation
of Deep Learning techniques for the detection process, to obtain a classification with
the best precision and with a minimum margin of error. For all the above reasons,
it is necessary to implement an intelligent application for the citizens of the city
of Misantla. Citizens would then have more information about possible arachnid
accidents and which medical facilities to go to before an accident occurs.
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1 Introduction

According to the literature, it is feasible to use a mobile application to determine the
possibility of a spider bite accident, using the data associatedwith themost frequented
areas. Users will then be aware of the locations within the city of Misantla where
such incidents occur, as well as what to do before an accident. The use of techno-
logical tools [1], would reduce the chances of infants suffering an accident caused
by arachnids. The objective of this project is to create a classification model that
uses these tools about accidents by the main poisonous spiders (black widow spider,
violinist spider, hobo spider, brown widow spider and golden silk weaver spider),
of Misantla [2]. An exhaustive analysis of other similar research was carried out,
the only similar context is explained in [3], where the authors created a geographic
viewer, a tool for the prevention and care of accidents caused by arachnids, which
allows the community, healthworkers, and other actors in general to be kept informed
about aspects related to the origin and dimension of health problems caused by acci-
dents caused by spiders and scorpions; As well as on the effects obtained from the
actions oriented to the protection and prevention of these toxicological accidents and
their best alternatives of treatment and mobility for their opportune attention; and in
this way to guide, support and improve the management of the health services, but
this investigation does not consider its development in application if not, simply in
a web tool besides that it is not developed in Mexico, if not in Colombia.

This project was developed as a proposal to improve accidents in infants since they
are more affected in summer seasons when children are exposed to the environment
[4], thus causing an incident regarding an arachnid bite, since, in those seasons,
these insects go out to hunt or to reproduce, or if the spider has just moved, eat or
mate, then the venom will have a greater effect on the infant [1]. All this, through the
classification of personalized images by training a simplemodel of deep learningwith
the help of an online tool from Google [5]: teachable machine, and then exporting
the model to the TensorFlow Lite version that is compatible with the Android device.
Finally, this model was implemented on an Android device. The tool, which consists
of three different stages, is the result of an analysis and research carried out as
part of a Master’s program in Computer Systems at the Tecnológico Nacional de
México, Misantla Campus. The objective of this experiment is to identify how the
proposal works, using a large number of images and making use of the Neuronal
Convolutional Networks (CNN) and Ten-sorFlow Lite [6]. Through this experiment,
a beta application was used [7], so that volunteer users could make use of it and
recognize with the application from their gardens or in the environment where they
encounter a spider, what type of species it is or in case of suffering from an arachnid
accident, know who caused it and where to go for its case study. This application
is still in the development phase and not in a final version. To qualify the project as
successful, the application had to be taken to field practices to provide an accurate
identification of some of the species to be identified.
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2 Implementation of the Intelligent Application

There are several aspects to consider when designing mobile applications: both
limited screen size, different resolution and screen sizes between devices. There-
fore, the de-signer has to develop the interface in a uniform way to fit most of the
devices to be used. In addition, the number of users using Android has had a clear
growth of 87% in recent years [8].

For this work, the Android Studio platform for the Android API was used. The
programming interface we worked on is XML with the Java-based language.

With respect to the choice of the five different species of arachnids [9], selected
for this paper, these were chosen because they are the most dangerous in theMisantla
region and because they concentrate the largest number of bites as they are the most
common (see Fig. 1).

On the other hand, a classification of images or image recognition was required
since it is a concept in which you show an image to the device’s camera sensor
and it will tell you what is present in that image or tell us what class it belongs
to. Therefore, through the classification of hundreds of images by training a simple
model of deep learning you get an intelligent application which identifies the types
of arachnid species and their bites, from an Android device (see Fig. 2).

The proposed classification model, as can be seen in Fig. 2, as a first step you
must have hundreds of images of what you want to classify, that is, a varied dataset
of images, in this case you download images of three types; arachnids, spider webs
and their bites, of at least five types of the most poisonous arachnid species of the
city of Misantla. After that, the images are loaded fromGoogle’s TeachableMachine
platform in which the classes to be classified are labeled and after that, the model

Fig. 1 Most dangerous arachnids in the region of Misantla, Veracruz
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Fig. 2 Proposed classification model

is trained. Thirdly, the trained models are exported as TensorFlow Lite and, finally,
they are migrated to the mobile application developed from Android Studio for its
correct operation.

3 Spider Bite Recognition

3.1 Diagnosis, Prognosis and Follow-up

The diagnosis is based, in most cases, on the clinical picture. Unspecific comple-
mentary examinations contribute to the diagnosis and follow-up. The clinical exam-
ination should be accompanied by a detailed history, including the epidemiological
characteristics of the accident and the chronology of symptoms. The capture and
identification of the aggressor animal is recorded in less than 5% of cases [10]. Skin
necrosis is the cutaneous manifestation of several clinical entities. Early diagnosis
and early identification of the etiology are key to treatment [11].

The epidemiology of a spider bite depends on the interaction between the spider
and humans, the ecology of the spider and the environment. The distribution of medi-
cally important spiders is the most important factor in identifying where clinically
important arachnids occurs worldwide and is analyzed for each group of spiders.
The diagnosis of a spider bite [12]. The diagnosis of a spider bite [13] is usually
clinical, and bites indefinites should be based on a clear history of a spider biting the
person and then identified by degrees of intoxication. The following Table 1 gives a
summary of the above.
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Table 1 Degrees of intoxication from spider bites

Degree of intoxication Clinical picture

Grade I/mild Pain at site of injury, in lumbosacral region, abdomen. As thenia,
adynamia, diaphoresis, sialorrhea, hyperreflexia

Grade II/moderate Accentuated dyspnea, epiphora, headache, spasm, muscle
contracture or stiffness, priapism

Grade III/severe Myosis, mydriasis, trismus, heart rhythm disorders, bronchospasm

The development these conditions [14] and the release of mediators from the
inflammatory process have been associated with a deficiency in the enzyme glucose-
6-phos-phate dehydrogenase, although it is not clear why some people only develop
skin conditions while others develop systemic poisoning. However, the ELISA for
detecting circulating poison and in the lesion presents the greatest advantages, due
to its speed and simpler instrumentation [10].

The latency period between the bite and the appearance of clinical signs can vary
fromminutes to a few hours in the cutaneous form and up to 12 to 48 h in the systemic
form. Poisoning can occur in two clinical forms: Cutaneous or cutaneous-necrotic
loxoscelism and systemic, visceral cutaneous or viscera-haemolytic loxoscelism
[11]. In most cases, the diagnosis should be based on the clinical picture, associ-
ated with the compatible laboratory, because the history of the bite usually goes
unnoticed. The clinical examination should be accompanied by a detailed history,
including the epidemiological characteristics of the accident and the chronology of
signs and symptoms [14].

3.2 Treatment

There is no unanimous view on the most appropriate treatment for humans. Several
factors affect this: time between the accident and the consultation, clinical form
(cutaneous or systemic), evolutionary stage (pre-necrotic, necrotic, ulcerative) and
the appearance of complications (renal failure, superinfections) [10].

Antivenins are an important therapeutic intervention for poisoning syndromes,
and antivenins are available for many groups of spiders [15]. However, antivenins
have been less successful in treating arachnidism than those for snake or scor-
pion poisoning. Antivenin use is based on clinical experience, which has led to
discrepancies in the pro-portion of patients treated [14].

The following Table 2 provides an overview of the two types of treatments,
according to the spider bite.

It should be noted that the approximate dose of antivenin is always the same for
children and adults [14].
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Table 2 General and specific treatments for spider bites

Treatment and general measures Remove all elements that may compress and aggravate the
edema in the affected area
In injuries located in the members maintain the Trendelenburg
position
Perform local antisepsis
Assess the need for tetanus prophylaxis
Use analgesics if necessary
The use of steroids is controversial, but may be useful in the
early hours specially to reduce the inflammatory component
Use of antibiotics in cases of bacterial superinfection

Specific treatments The rapid establishment of the specific treatment, which is the
application of the corresponding antivenom. Its usefulness
would be related to the indication of the adequate dose and its
administration in due time (precocity) in order to avoid or
limit the necrotic picture and/or eliminate or reduce hemolysis
in systemic cases

3.3 Prevention

Regular cleaningof homes and removal of intradomestic arthropods is essential. Like-
wise, if spiders are known to exist in neighboring gardens or farms, it is important
to meticulously examine objects (hanging clothes, chairs or other furniture, toys,
etc.) that are brought into the home from those sites. The custom of shaking clothes
and extended tablecloths to dry in the sun before folding them is a good measure.
In addition, it is advisable to keep beds away from walls and windows, as well
as the presence of mosquito nets on windows and doors, especially if there is a
history of these arthropods in the area. As recommended to prevent other accidents
by poisonous animals, when moving objects that have been stacked or accumulated
for a while (boxes, firewood, dis-carded objects, clothing, among others), this should
be done with gloves and appropriate footwear.

The use of chemical products for combat must be done very carefully because
arachnids are resistant to substances commonly used for the elimination of intrado-
mestic arthropods. It is advisable to consult before using biocides. Sometimes no
active ingredients, formulations or appropriate forms of application are used, since
unless the hard-to-reach fabric where Loxosceles resides is sprayed intensively, its
contact with any residual insecticide isminimal. Given the sensitivity of these spiders
to environmental moisture, infested peridomestic sites can be treated by watering or
flooding [10].
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3.4 Methodological Proposal for the Recognition
of an Arachnid Bite

According to the evidence, it is feasible to use amobile application to identify the bite
of a spider and know which has been the aggressor, using photographs in real time
for the cases. This investigation tries to recommend the patient with this problem, to
the place where it is necessary to resort to this type of emergency and with it, to avoid
amputations or even the death by the bite of a poisonous spider in some children.
Since, it is impossible to know what type of spider has been the aggressor, to the
moment in which this one bites and the idea of not knowing which species has been
is one of the main problems for this work. That is why with AmI, a series of tools
arise to achieve this problem, which in this case is technology, information, image
processing, among others (see Fig. 3).

The case study presented of the model proposed to this research, leads to children
under 12 years, suffer from the bite of a spider in one of the extremities of the body,
which requires then the identification of the species as the bite of this and through the
proposal to develop a mobile application of environmental intelligence to determine
the behavior of the spider bite in children. Focused on a diagnosis and prognosis for
medical follow-up through a geolocalized repository of other patients with similar
spider bites, it will be feasible.

From the analysis of the different conditions that cause skin necrosis, it can be
concluded that it is very important that a doctor, when faced with a skin necrosis
syndrome, thinks about and identifies the causes that can cause this similar clinical
manifestation, since the beginning of an adequate and timely therapy will avoid
complications and favor the patient’s prognosis. Most of these conditions require

Fig. 3 Proposal of the model associated with research
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hospitalization inmore complex units, since they can evolve rapidlywithmulti-organ
failure. The role of the dermatologist and dermatopathology is of special importance,
since the skin biopsy can be fundamental to determine the early diagnosis.

4 Test Development

The data with which the model was trained was prepared. For this purpose, about
1500 images were downloaded from the web (see Fig. 4) of five different types
of spiders, among them; the black widow spider, violin spider, hobo spider, brown
widow spider and the golden silk spider (100 images for each species mentioned),
as well as their bites of each of these species and their webs, for each of the objects
that are required to be detected.

On the other hand, in terms of image processing and resizing, these are left at a
fixed size of 400 wide by 350 high. Three folders were created, one of the arachnids
and, within this one, five more folders of the five types of spiders, another folder of
the spider webs and its five more folders of the five different species of webs and
finally the third folder of the bites and, within these, five more folders with their bites
of the different species to work with.

Next, the characteristics to be taken from each type of spider, its bite and the web
it weaves are described, which was taken into account for its pre-processing in the
classification model.

The following Table 3 gives a summary of the characteristics of each species that
were taken into account.

Fig. 4 Dataset built with images from the web; arachnids, bites and spider webs
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Table 3 Characteristics that the CNN model takes into account in the classification

Species Characteristics to be identified

Black widow spider (Latrodectus
Mactans)

It is distinguished by its black color and a red
hourglass on the abdomen. Its web is irregularly
shaped, tangled and sometimes funnel-shaped. When
it bites, it leaves a reddening of the skin, a swelling.
A central blister forms at the site of the bite,
extravasated blood under the skin (like a bruise). The
lesion may enlarge into deep, pus-filled ulcerations

Violinist spider (Loxosceles Laeta) It can be distinguished by the violin in the central part
of the body. Its web has a disorderly and irregular
design, and is located in right-angled profiles
(corners), where it weaves a horizontal net in the
shape of a short hammock. When it bites, it leaves a
red or lilac coloration in a circle that will be in the
middle of the bite, or it creates an ulcer in the first
hours of the bite

Hobo spider (Eratigena Agretis) It is distinguished by its brown body with yellow
spots on its abdomen, as well as having slightly
longer legs and a hairy body. Their web is
funnel-shaped, they do not climb vertically, they
usually build their webs at ground level or under the
floor in basements. When they bite, they leave a small
red bite that looks like a mosquito bite, and within the
first few hours, blisters will appear around the bite,
then burst leaving open wounds

Brown widow spider (Latrodectus
Geometricus)

It is distinguished by its brown or beige color with a
spotted pattern and by having grooves on its legs. It
also has an hour-glass on its lower abdomen, but it is
bright yellow or orange. Its web is three-dimensional
(instead of flat) and these create sticky webs. When it
bites, it leaves a small red mark in the area of the bite,
causing an infection, such as a rash, pus, or sores

Golden silk spider (Tricho-nephila) It is distinguished by the shape of its body, its
abdomen is like a rigid, elongated armor with
combinations of dots or stripes in black, white and
gold. Their web is distinguished by the color of the
silk they produce, the threads of their web shine like
gold in the sunlight. When chopped, it leaves a slight
reddening of the skin that will disappear completely
over time

Once the convolutional neural network takes into account the characteristics
described in the table above, a model is obtained that can be migrated to the appli-
cation. There-fore, the CNN was used to carry out the training. From Google’s tool,
Teachable Ma-chine, for Machine Learning, this allowed to abstract the definition
of the model, algorithm and data processing, since it focuses the deployment of the
model to be generated. This tool works in the browser, in this case, with files that
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Fig. 5 Starting to train the model for a classification

are hosted on the computer, and in a few minutes, you can quickly understand how
a model learns through a simple demonstration of classification.

To start training the classification model, first of all, the categories or classes to
teach it must be created (see Fig. 5). For this training, classes were given on the types
of arachnids to be identified, as well as the stings that these insects generate.

Once the labels are well defined, the samples for each class are uploaded from
the local area so that training can begin. And, creating the training with the classes
would look like this (see Fig. 6).

The model takes time to train, sometimes it gets stuck, but the result is quite
good. And, after the model training phase is finished, the models are exported as
TensorFlow Lite (see Fig. 7), of two different types; the first as model.tflite and the
second as model_unquant.tflite, and the third as labels.txt.

On the other hand, making the development of the application on the Android
Studio platform, it is as follows (see Fig. 8).

The model label.txt, contains all the classes for the training of the CNN so that
there is a correct identification of what is intended and, are used to be called from
the Android mobile application (see Fig. 9).
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Fig. 6 Classification model training

Fig. 7 Exporting the TensorFlow Lite model

4.1 Module for the Recognition of Arachnids and their Bites

Convolutional Neural Networks (CNN), are the algorithm to give the computer the
ability to “see”. Thanks to this, it is now possible to classify images, detect various
types of tumors automatically, teach autonomous cars to drive and a host of other
applications. The inputs are images, which allows to code certain properties in the
architecture; allowing to gain in efficiency and to reduce the number of parameters
in the network. Convolutional neural networks are efficient because they scale well
for high definition images [16].

What a convolutional neural network does is too simple, you pass it an image,
and it classifies it for you (see Fig. 10).
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Fig. 8 Code for the development of the intelligent application for the recognition of arachnids and
their bites

Fig. 9 Models exported and migrated to the Android Studio application for identification

Fig. 10 Process performed by a convolutional neural network
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Fig. 11 Simplified diagram of the CNN used for the classification/segmentation of image. In the
diagram, the network generates three types of output, the box where the arachnid is located, a binary
mask that delimits the arachnid and the type (genus) of arachnids found or, failing that, the type of
bite to which it corresponds

In order to make the convolutional neuronal network functional, a dataset of
images of five different arachnid species, of spider webs and of the bites that each
one of these species leaves after biting a person, was provided to it. Then, a new
image that is not found in the dataset representing a bite or a spider was passed
to it, so that the convolutional neuronal network was able to know which species
corresponds to that image.

This module for the mobile application (see Fig. 11), has an exchange with the
spider image recognition and the rest of the data. The arachnid identification stage
consists of a deep learning architecture. An input image of the bite or arachnid is
then segmented into several groups which are then classified as the recognition of
the type of spider or the type of bite. The architecture is based on the convolutional
neural network for the recognition.

In this paper, it was already proposed that the network will focus only on the
recognition of arachnids and to identify what species the bite was from, simplifying
the module to make it easier to train and less computationally burdensome. The
proposed architecture consists of three convolutional channels, where each channel
aims to select different feature sizes: a large channel with 11 × 11 size cores, a
medium size channel with 4 × 4 size output filter and finally a small channel with
2 × 2 output filters. The outputs of the different channels are concatenated into a
feature map that contains information at different scales of the input image, so for
concatenation, the output of the medium and small channels is sampled so that the
output of all three channels is the same size. Then the output is fed to a couple of
convolution layers to recover the size of the original image and finally a 1 × 1 filter
size convolution layer to have an image of the spiders or their bite effect.

The details of the architecture described are shown in Fig. 12.
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Fig. 12 Proposed architecture for the module. It consists of three channels of convolutional layers
that are concatenated to have a good feature map with information at different scales

4.2 Results

The beta version of the application called Spider Bite, was developed based on the
minimum requirements, which were the delivery of a very basic application with
the ability to interact with the user using a simple but practical interface, where the
user enters automatically without the need to log in and run it, This has the option
of pro-cessing the image taken in real time in the case of seeing an arachnid species
so that the application can define, by means of the camera, what type of species it is,
or, in the case of an arachnid bite accident, suggest a nearby health center to go to
immediately (see Fig. 13).

In Fig. 13, you can see how the application is composed, which has a dataset
of the species that are being addressed, its operation is basic, then, the user enters,
choose the option to upload an image from your gallery to process it and that the app
throws the species or bite that is, or capture it in real time with the device’s camera
in the event of encountering the arachnid or having been stung at the time and thus

Fig. 13 Intelligent application developed to determine the most poisonous spider bite accidents in
infants in the Misantla region
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Fig. 14 Results obtained that are shown in the application once the generated TensorFlow Lite
models are exported

this application gives us what we expect and also shows us the location of the person
and the health center closest to him/her in Misantla.

The function that has the option of processing images within the application, is
that, with the camera of the device, it shows an image and in automatic the application
will say what is present in that image, the species of the arachnid, as well as the bite
to which type of arachnid it corresponds (see Fig. 14).

One more example of the application’s functionality is shown (see Fig. 15), in
which the application was taken to field tests where it was presented with an arachnid
species in a garden, which our intelligent application recognized as the next species.

Finally, the mobile application developed in the Android Studio platform gives
feasible results of the model exported by TensorFlow Lite, which is called from
the application, since it achieves 90% accuracy in terms of correct identification of
arachnid species.

5 Conclusions and Future Work

It is through this whole validation process that we learned the potential of this intel-
ligent application. According to the experiment, it is confirmed that it is possible to
implement a technology platform for the recognition of arachnid stings in infants in
real time using a mobile device that captures the part of the sting and this application
will be able to identify which has been the arachnid to act immediately avoiding
a misfortune in the affected part. Similarly, the lenses meet the following specifi-
cations: the use of a mobile device, Sony Xperia XA2 Ultra, with the 23Mpx rear
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Fig. 15 Mobile application used in a garden for the identification of arachnid species

camera, f/2.3 with LED flash and 4 K recording. The Android 8.0 Oreo operating
system and a QualcommSnapdragon 630Octa-Core 2.2 GHzCortex-A53 processor.

The result of this could be used, in this case, to focus strategic measures to prevent
accidents in conflict areas. If the measures are implemented in areas where a higher
probability of accidents is predicted, the impact of the measure will be greater. This
provides a very good sense of how useful and practical the proposed methodology
can be. With the use of this innovative application that combines Deep Learning and
a mobile device-based model, it is possible to determine the places to go in the event
of a child spider bite accident in the city ofMisantla. Themost important contribution
is the possible prevention of future infant deaths in the city caused by spider sting
accidents. We believe that this innovative technology has a promising application in
other Latin American cities with similar problems of severe arachnid bites.

This project is very important for the city ofMisantla because of the type of region,
since it ismountainous and its climate iswarm-humid-regular, and the children, being
in the middle, are the most exposed to suffer from this problem because of the great
diversity of species that live there. In addition, there is no intelligent system in place
to help citizens with regard to an arachnid bite. And, until now, no work like the
one presented above has been carried out in the country. On the other hand, the
contribution that we have is the inclusion of image pre-processing techniques, in
addition to the study in the fields of Deep Learning for the case study, as well as
convolutional neural networks, the incorporation of three datasets into one and the
creation of the classification model which uses images from three datasets, which
are in one. The different methods and techniques used during the development of
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systems to recognize images have been explored. During the development several of
the original decisions were alternated such as taking into account the recognition of
objects within the image.

It was possible to confirm the great importance of the performance of a neural
net-work, since it does not lie exclusively in its architecture but, in the set of data
available it alters the final result. The two main complications that were presented
more relevant in this work were: the model and image processing by how they are
treated.

As future research to be incorporated into this project in terms of the mobile
application, it is recommended that more existing arachnid species be added for
recognition in terms of the arachnid bite. At the same time, this application should be
implemented to detect and recognize other types of stings, such as those of poisonous
snakes or even scorpions, and not only to recognize spider bites. That the application
is capable of providing recommendations for the surveillance, prevention and care
of accidents by the various types of bites according to the species to be detected.
And, that it is developed in iOS devices, that it is multiplatform.
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Evacuation Route Optimization
in the Plaza de la Mexicanidad, Using
Humanitarian Logistics
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Abstract The article focuses on the Plaza de la Mexicanidad in Juarez City,
Chihuahua. This plaza provides the town with an open area, where its inhabitants
satisfy their commercial, social, cultural, recreational and family needs. Leading
to large crowds of different features such as age, gender and distinct physical and
emotional characteristics. Thus, providing the bases for a humanistic logistic simu-
lation research topic for measuring the interrelated factors with the probability of
occurrence of a potentially destructive phenomenon, based on the masses attitude
during an event. Considering that JuarezCity has a population of 1,428,508 according
to the 2018 JuarezStrategic Plan report, being the largest city in the state ofChihuahua
and the eight largest metropolitan area in Mexico.
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1 Introduction

With the eminent technological development in software application, the use of crowd
simulation programs [1] for urban development has been rapidly consolidated in both
planning and designing of infrastructure and emergency exits. Thus, providing the
bases for simulating alternative evacuation routes in case of possible accidents.

The article’s objective is to design an evacuation route simulation for optimizing
the key points to evacuate concertgoers in an event of an accident in the Plaza de la
Mexicanidad, considering one factor such as an outdoor concert. The simulation will
present agents embodied in real life behavior, representing groups of autonomous
characters, called virtual agents. Among one of the objectives, is to generate an
optimize algorithm capable of producing real-time visualization, which means that
the frame rate must be at least 30 Hz [2]. Within the simulation design, was taken
into account the monumental work of Enrique Carbajal (inaugurated on May 24th,
2013), a sculpture in the form of a colossal X with a height of 62 m.

The use of simulation can sharpen the planning of different scenarios in cities
based on the design, development and implementation of emergency exit doors
and infrastructure, for better evacuation. It can determine the reflected impact by
designing more efficient routes and alternative routes for safeguarding the people’s
integrity within agglomerations in public events. The government can make use of
crowd simulation to prevent disaster situations in public events, airports, and under-
passes [3], leading to today’s line of research regarding large crowds. However,
other uses are the simulation of scenes in movies and video games as mentioned by
Groenewegen [4].

2 Behavior of the Masses

There are two types of simulations (1) Microscopic, considered for individual
or personal movements and (2) Macroscopic, regarding mass movements [5].
Macroscopic models are solved using analytical mathematical techniques, while
microscopic models consider individual behavior and interactions between agents.
However, as humans are rational beings, must of their behaviors are predictable; and
this predictability allows analysts to observe people movements across the stage.

In the other hand, mass behavior presents a psychological speaking predictive
behavior, as specific as the individual behavior. Such behavior determines how
resilient and cooperative the crowds will be in each situation. For this, the culture of
each crowd must be taken into account in order to determine behaviors that may lead
to risker situations. In this type of cases, is essential not to introduce external agents,
as they may trigger a catastrophic event by modifying the crowd’s usual pattern. In
other words, crowds move with predetermined patterns defined by culture, taste and
interest, which help members not to create risk situations.
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2.1 Stampedes of the Masses

The proper and accurate implementation of optimal contingency plans can safeguard
the lives of people in a catastrophe situation, preventing irreversible damage caused
by human stampedes. History shows evidence of endless dead, injured people and at
high risk due to human stampedes.

One thing to improve, is to eradicate the lack of information and knowledge of
the events’ staff, who play a crucial role in mass mobilization. This can be achieved
through constant training and education in contingency plans. These training should
be based on activities that allow the individual to create a greater degree of resistance,
avoiding negative situations towards the masses and thus causing accidents as losing
someone life [6].

The first step towards identifying the potential and magnitude of a risk within a
mass event, is to determine the initial assessment by asking: What is the purpose of
knowing what is going on and what could go wrong? This, to determine the possible
extent of the risk and how to minimize the possible damage, thus containing the
negative impact. Next, the second step is the mobilization of resource, that is to say,
to correctly organize the activities in the scene of the incident.

The fundamental thing is to identify and know the factors for determining the
procedure to carry out in an effectivemanner to satisfy the alert needed forminimizing
human damage and loss.

These factors are listed below:

• The first person responding to the alert must be trained to perform an initial
evaluation and proceed according to the established evacuation methodology.

• After the initial evaluation, the person must determine the scope of the possible
events. The initial evaluation is a sequence of activities aimed at obtaining the
following information:

– Precise location of the event
– Time it occurred
– Type of incident
– Estimated number of victims
– Potential risk
– Exposed population

• The initial evaluation must be notified immediately. The bad decisions of the
people who arrive at the place as a first instance could affect the mobilization.

• Information dissemination: To inform those involved andmobilize both resources
and institutions that can provide timely help.
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2.2 Pre-disaster Planning

To establish the procedures in case of an accident, based on the personnel training,
it must incorporate the link between the assistance facilities and a multi-sectoral
approach for stabilizing the victims.

Planning alternate evacuation routes through simulation, helps determine different
behaviors of those involved in the incident, allowing for better preparation as to what
to do, how to act, when and where to locate the personnel. With this, the target
is to improve the timely information and decision-making. At this point, for the
simulation process, past experiences can be taken into account allowing anticipation
of unexpected events and minimizing its consequences.

Another factor to consider, is the event’s staff as they are key role in the emer-
gency’s mobilization. Considering previous evacuation route scenarios, meeting
points, space time coordination and assertiveness through their rapid response.

The goal of the evacuation planning is to minimize the total response and
evacuation time, as well as minimizing any loss, especially human losses.

2.3 Implementation of a Mass Victim Assistance System

The Pan-American Health Organization considers five important points in its victim
care model.

• Phase 1: Adoption of the system as a national policy.
• Phase 2: Sensitization.
• Phase 3: Training.
• Phase 4: Institutionalization of the system.
• Phase 5: Maintenance of the mass victim assistance system.

Considering the following codes:

• Red alert: Indicates fire.
• Yellow alert: Indicates earthquake or landslide.
• Blue alert: Indicates flood.
• White alert: Indicates chemical disaster.

3 Simulation Models

The model presented by Reynold, agents are considered to move individually and
improvise, classifying this behavior as direction. Reynold mentions in previous
research as the starting point of an investigation, triggering random movements in a
symbolic way that reflects the external behavior on a reactive way, before a stimulus
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Fig. 1 Trajectory simulation

is provoke outside the environment causing the mass reaction [7]. Currently, space–
time predictions, reactive behaviors, and direction movements have been combined
on platforms dedicated to crowd simulation [8].

For this work, Menge simulation software is used where the agents’ trajecto-
ries involved on stage are specified, placing them within specific mass and weight
characteristics; and also considering velocity of slow or fast movements. Within the
simulation of the scenario, the agents must find their way through the various obsta-
cles that appear in the symbolic scenery of the Plaza de la Mexicanidad in Juarez
City. Although, the agents must consider other agents in their path and avoid a colli-
sion (Fig. 1). In this work the hierarchical structures were considered, and the agents
were placed in certain areas near the main stage [9], these by verifying their adjacent
cells in search of their neighbors [10].

Using the Voronoi diagrams, calculations can be made by means of distance maps
for the surfaces of each agent, coding the distances with the nearest neighbors [11],
to determine the approximate ones with other individuals, obtaining themost optimal
alternate evacuation routes.

In this simulation, an outdoor concert is represented, somost of the agents involved
are close to themain stage. It is also considered the stimuli that the agents can receive,
weather is known or new; in the same way, the agents’ behavior can be altered in two
ways, to act normal or to act in panic. In panic situations people tend to move faster
and sharper and shorten the distances between individuals causing collapse between
them. So, determining the agents’ routes, factors and specifications is essential to the
system’s success or failure since their behavior triggers different decision-making and
actions [4]. Without neglecting the existing obstacles in the simulation environment
that reflect the behavior of new alternative evacuation routes of the masses.
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3.1 State of the Art

For this information the official sources were collected and analyzed from the state of
the art, finding several actors who have studied the behavior of the masses, providing
symbolic characteristics to each proposed model which generates a diversity of alter-
natives in the mass simulation processes. It is mentioned below, with the objective of
serving as a reference point for possible future investigations, determining the scope
of each behavior a similated to that required by the end user at the time of simulation
by computer means.

The models presented consider that the human being has physical, psychological
and emotional vulnerabilities strongly influenced by his behavior, his personality and
mood to reduce, mitigate and prevent in a clear and timely manner in situations of
accident causing the eviction of the place (Table 1).

Table 1 State of the art models and features [2]

Articles Model Features

Stephen Chenney [12]. Representation and design of
velocity fields using cellular
automata

Agent flow movements

Shuai Zhang, Manchun Li,
Feixue Li, Aili Liu, and Dong
Cai [13].

Model in which the cells of a
cellular automaton represent
discrete positions in space

Allows agents to move from one
cell to another

Hubert Klupfel [14]. Cellular models in the
simulation of large events

Slots are implemented where
agents can move through them

Adrien Treuille, Seth
Cooper, and Zoran Popovi´c
[15].

Model continuum crowds Real time simulations, uniform
movement and emerging
behaviors are achieved

Yanbin Wang, Rohit Dubey,
Nadia Magnenat-Thalmann,
and Daniel Thalmann [16].

Interactive navigation for
crowds

Allows a user to select a avatar
from the crowd and control your
movement through the virtual
environment

Dirk Helbing and P´eter
Moln´ar [17].

Social forces model The psychological and mental
process to decide
Pedestrian speed is modified to
reflect the decisions made during
that stage

Olfa Beltaief, Sameh El
Hadouaj, and Khaled Ghedira
[18].

Psychological factors of
perception and speed and
objectives and preferences

Agents’ behavior in three factors:
interaction with the environment,
collision avoidance interacting
with each other and finally they
are aware of their trajectory

(continued)
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Table 1 (continued)

Articles Model Features

Nuria Pelechano, Kevin
O’Brien, Barry Silverman, and
Norman I. Badler [19].

Communication model and
roles for agents

The following factors are
considered: communication,
stress, emotions, personality, and
decisions

3.2 Mathematical Model

People are constantly being manage in groups without them realizing it. This can
be observed in the main avenues, shopping centers, parks, among others. Therefore,
more than 50% of the people, in small or large groups, move constantly within a
direct or surrounding approach. The mathematical model below is presented by De
Gyves from [20], which includes social forces to keep the group together:

f groupi = f visi + f atri + f repi (1)

where:

f groupi Represents the response of agent i to other group members.
f visi It is the force that keeps the group members in the field of vision.
f atri It is a term that directs agents to the center of the group.
f repi It is a force of repulsion to keep group members apart.

Individuals in a crowd behave differently when they are alone or when they are part of a
group. Within a multitude phenomenon such as polarization can occur, which occurs when
two or more groups adopt divergent attitudes, opinions, or behaviors. In that case it is quite
likely that the behavior among the groups of the crowd will result in confrontations if an
agreement is not reached [21].

Being part of a crowd can be uncomfortable, but it can be even lethal in a possible
accident.

3.3 Simulated Case Studies and Comparison with Reality

The simulation is the representation of the Plaza de la Mexicanidad maximum event
of 10,000 people, in front of a concert. Menge was used to carry out the simulation
process during the evacuation. To determine the behavior of the crowds in the eviction
process using computer simulators.

This software allows you to configure the scenarios based on the number of agents
involved, scenarios and obstacles. In Menge you can configure specific character-
istics such as mass, weight, and speed of the simulated agents. Marking different
assimilated behaviors based on their specific characteristics previously established
in the program. All agents aim to reach the exit, traveling the most optimal route,
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minimizing the travel time, according to their physical and attitudinal response possi-
bilities. The agglomerations that agents face puts them in a situation of waiting for
the transfer process, which in this simulation we have in doors one and two corre-
sponding to the areas that the agents selected as the nearest exit. Calculating the
routes based on the specifications of the programmers, avoiding coalitions between
those involved and the existing obstacles, calling it an evacuation plan.

Agents have a decision behavior like that of real people, considering their environ-
ment and objective. The environment or scenario involves both agents and obstacles
within the virtual representation. The agents have a specified position at the beginning
of the simulation (Fig. 2) that places them in the Cartesian plane in the dimensions of
“x” and “y” establishing the speed and the structure parameters, such configuration
can be altered to Programmer’s disposition for a better simulation of the environment.

In this study, the scenario ismade up of black rectangles that simulate the obstacles
such as setting, stall selling food, or some merchandise and the points arranged by
sections represent the agents involved. We can consider the agents as “i” to the wall
as “w” and the obstacles as “x”.

The simulation shows in Fig. 3 how the agents begin to move looking for the
most optimal output.

Fig. 2 Initial representation
of agents, scenarios, and
obstacles

Fig. 3 Selection of the most
optimal route
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In Figs. 4 and 5 the agents present the speed difference according to their physical
characteristics, the interesting thing is to see how regardless of the location on the
stage, all the agents look for the same exit route, towards the nearest door.

Figure 6 shows us how the agents move around the stage, avoiding obstacles and
forming a new tendency of movement assimilated and integrated by them.

In Fig. 7, the fastest agent passes through the first door, followed as shown in
Fig. 8, of the other agents.

Figures 9 and 10 shows us how the agents are looking for a new exit, taking exit
two as the access route.

However, it can be seen in Figs. 11, and 12 the beginning of the agglomeration of
the masses, wanting to evict the place, it is here where situations that endanger the
security of the agents can occur.

Figures 13 and 14 show us how to the last irrigation situations.
Finally, to Fig. 15, it shows the last agents leaving the place, however it is worth

mentioning that these agents have characteristics of higher weight and lower speed,
so it can be considered as the most vulnerable agents.

There is a considerable discrepancy in the amount of time needed for agents with
more agile characteristics against agents with specifications that tend to limit their
reaction capabilities.

Fig. 4 Agent displacement

Fig. 5 Rearrangement of
agents on the evacuation
route
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Fig. 6 Evasion of first
obstacles

Fig. 7 Selection of the first
exit door

Fig. 8 First agent to leave
the risk scenario

3.4 Trajectory Simulation

Figure 16 shows a cellular automaton model, simulating the evacuation and flow
of agents during the incident in the Plaza de la Mexicanidad. Each box with arrow
pointing indicates the position each agent can have at a given time, the black boxes
indicate the obstacles that the agents have in their environment. The agents are
autonomous and could navigate avoiding collisions with static or dynamic obstacles,
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Fig. 9 First group of people
to find the nearest exit door

Fig. 10 First agglomeration
at door one. Agents select
door two

Fig. 11 Door agglomeration
two

moving when the cells are free [11]. The cells can be occupied by different people at
different times; however, the flow is the same with any member, determined by their
escape decision and behaviors learned before.

The blue lines showus the best route estimating the time required for eviction,with
the main objective of minimizing the number of victims during the displacement, as
well as the evacuation time. It is considered an orderly behavior of the crowd, which
minimizes evacuation times.
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Fig. 12 Agents tend to cross

Fig. 13 Possible agents
coalition

Fig. 14 Agents with greater weight and lower speed takes longer to leave

Agents can present two types of behavior: High level behavior: Agent decision
making based on communication and learning [22] and Low-level movement: Based
on the perception to move in a defined area avoiding collisions.

This leads to the factors that determine the processes to estimate the distribution
of trained service personnel required in the affected area, to help the most vulnerable
or at-risk people.
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Fig. 15 Last agents to reach the goal

Fig. 16 Trajectory simulation

All this to safeguard the safety of people considering the generation of culture
of prevention at spaces where the population acquires knowledge to form informed
and aware citizens. “Educate the population with planning to generate a culture of
prevention”.
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4 Voronoi Diagram

The Voronoi diagram is a structure inherent to the concept of proximity and/or
influence on nature having the following points as a computational procedure:

• Generate a set of random points.
• These points are calculated your Voronoi diagram.
• The center of mass of each of the resulting regions is calculated (this gives us a

new set of points).
• The Voronoi diagram of the new set is calculated.

In the simulation the points of the model would be reflected for each agent, where
each of them is assigned its Voronoi region that is formed by the coordinates of the
location corresponding to each agent located on the stage. As they move the diagram
will be modified according to the mobility presented, it should be mentioned that
it does not mean that you get better or worse position in the representation, it only
represents your new location [19] (Fig. 17).

The positional advantage of each agent may tend not to be clear to the naked eye,
however, by capturing the Voronoi diagram, you can determine the space to which
it belongs and the proximity of both obstacles, agents and emergency exits. Flavio
et al. [23] mentions that to validate the model, the following must be considered:

• The numerical value averaged over the time of density, speed, and the flow of
agents in each scenario.

• The relationship through the time of density and speed of the agent.
• The space–time profiles of the density, speed, and flow of agents.

Fig. 17 Voronoi
diagram [22]
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5 Future Research and Works

Consolidating an education in prevention culture within the field of natural disasters,
accidents and risk situations in places where crowds of people assist, can reduce the
risks of discrepancies and threats that endanger human lives. Encouraging the values
and attitudes towards providing efficient tools for the population’s well-being, taking
into account a risk management education focused on emergencies’ prevention.

You can simulate new scenarios, with a greater number of agents involved, with
different characteristics, and locate them in more distant areas, increasing the area
of the door two and three to visualize if the displacement of the masses presents a
greater mobility and also validate it with the Voronoi model.

6 Conclusions and Future Challenges

In conclusion, the behavior of the masses seems to move by disorderly and irra-
tional impulses, however, the behavior of the multitudes responds to certain patterns,
both psychological, emotional and attitudinal, not to mention previous events,
which resemble the current one. Conditioning the mobility of the masses in an
understandable, adaptable, and even possibly predictable way.

There are currently a large number of models that determine behaviors, patterns
and routes with different impact factors that have been investigated and analyzed
to achieve a better simulation of reality in an event that involves large numbers of
people in a specific place, developing strategies that help minimize risks in catas-
trophic situations or natural disasters. For example, to develop mass simulations
where the agents have a reactive behavior towards the other agents, when a similar
pattern between the behavior of the agents is presented, a new binding group can be
generated. Same that can tend to dominate the other groups or to follow.

Determining the interaction of different groupswithin the crowd, considering their
behavior, emotions and aptitudes is essential in the investigation of mass simulation.

The simulation of the Plaza de la Mexicanidad, the behavior pattern of the agents
that use the first two exit doors can be observed as the busiest option, which can
cause bottlenecks. Thanks to this simulation, you can conclude that the first two
doors would be essential to extend your space to be able to evict the crowd in a faster
and more efficient way, since these are the busiest.
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Automatic Fall Detection for the Care
of Older Adults in Smart Cities

Sara Judith Ríos Dueñas, Jose Mejia, Alberto Ochoa, Jose Díaz,
Lidia Rascon, Nelly Gordillo, and Eddy Sánchez-DelaCruz

Abstract As the number of elderly people increases, it is a necessity for smart cities
to take care of elder special needs.As people age, the likelihood of accidents increases
because of their motor skills decrease over time, this risk is not only latent when they
live alone but also exists within the nursing homes. Because of this, constant care
for older adults is a necessity for smart cities, this may not always be possible due to
the lack of family members who can care for the elder or in the case of the nursing
homes, the staff may not be enough to care for all adults. This leaves the need for
systems that can constantly monitor older adults and respond and alert automatically
in the event of accidents. In order to find a means to improve the quality of life of
older adults who may suffer accidents, in this chapter it is presented an algorithm
based on neural networks for the automatic fall detection of older adults in nursing
homes. The implementedmodel was trained and tested on a database of video images
containing fall situations.

Keywords CNNs architecture · Fall detection · Smart city

1 Introduction

One of the smart cities aims, is to provide more flexible, efficient, and sustainable
services to its citizens. These services include (Mohanti et al. 2016) [24] smart infra-
structure, smart transportation, smart energy, and smart healthcare. In this chapter
we will focus on this last aspect of smart cities.

As life expectancy has increased the number of elderly people has also increased,
this creates a necessity for smart cities to take care of elder special needs [8]. Older
people are more prone to suffer accidents or put themselves in risk situations because
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theirmotor skills decrease over time, thus they needed a constant attention [5, 25, 26].
The risk is not only latent when they live alone but also exists within nursing homes.
Older adults who are residents of the nursing homes may also suffer falls, among
other accidents, or put themselves in risk situations, because they cannot be constantly
taken care of. The absence of staff could be because they can be found attending to
someone else patient, thus neglecting the other residents, or because insufficient
personnel, therefore, it is important that those in charge of these residences improve
their accident prevention and care system [7, 27].

These problems prompted for the incorporation of algorithms that can carry out
automatic fall detection in older adults in real time, by means of portable devices.
In recent times several proposals have opted for the use of neural networks to track
people [1]. For example, structures were proposed to achieve the detection of falls
using an Elman’s neural network, that monitor older adults using portable devices
[2]. Similarly, in [6] a system was designed and implemented for the fall detection
in indoor spaces using WiFi devices. The main contribution is that it has greater
comfort for users since they do not have to be charged with a device, which allows
them to perform their daily activities with greater comfort and safety, in addition
to that it was implemented in the design a base signal with greater sensitivity for
the detection of activity, which allows to have a greater segmentation for the fall
detection or activities similar to these.

Here, the design of an architecture, based on convolutional neural networks, is
proposed for the detection of falls in older adults.

2 Theory

In this section is carry out a revision of the subjects of machine learning and specif-
ically the topic of deep learning architectures. Additionally, a revision of the basic
concepts of video processing is done.

2.1 Machine Learning

In the area of computer science, variousmethods have been created for the purpose of
facilitate complex processes carried out by human beings. This area is calledmachine
learning (ML), which is a set of techniques for training machines that are capable of
learn to solve several problems. In Fig. 1, it is shown a graphic representation of the
basic components of ML [3, 9].

Deep learning is a branch of the ML that has been developed for the design
of algorithms based on artificial neural networks (ANN), in this branch different
architectures have been de-signed that resemble biological ANN, thus creating a
computational counterpart focused on the resolution of all kinds of problems, besides
that this allows massive handling of information.
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Fig. 1 Graphic representation of the basic components of ML

Fig. 2 Basic components of deep learning architectures, a “N” layers network

In deep learning, the word architecture refers to structures that have been designed
in which neurons are connected within it, these structures also determine the
behaviour of the network for carry out different tasks [9]. The general structures
of the deep learning architectures are the layers, activations functions, and training
parameters (Fig. 2).

2.2 Layers

The grouping of neurons is referred to as a layer and the number of layers used will
determine the degree of an architecture [9, 10].

In [10] it is mentioned that the basic neural network structure must have three
basic elements based on layers, which are: input layer, in which all the information
from the external environment is received; the hidden layer, in which the informa-
tion is processed and has no contact with the outside environment; and the output
layer, which delivers a response from the neural network. The connections weighs
of neurons within a network are changed during the learning stage to adapt to the
problem at hand [10].

In [9] it is mentioned that the design of different neural networks architectures is
important since the complexity of certain problems can vary. Neural networks are
compared to Lego blocks since with these you can build almost any structure you
want, like-wise with neural networks. The way in which a neural network is designed
will depend on the skill and mastery of the designer.
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There are several libraries focused on the management and design of neural
networks such as tensorflow and keras [9].

There are multiple types of neural networks, among which the most essential are
the multilayer perceptron neural network (MLP) that was one of the first models
of neural network; the recurrent neural network (RNN), used mainly for language
modelling due to their gradient re-duction characteristics; and the convolutional
neural network (CNN), which is used, among other applications, for object tracking
in videos [9, 11]. The CNN will be the most relevant for the porposes of the present
chapter.

The CCNs are used for the processing of topology information in grid form, exam-
ples of these are time series data such as 1D cells, image data, such as 2D pixel cells,
image classification, tracking and recognition of objects, the use of convolutional
neural networks have had great success in practical applications [12, 13]. The term
convolutional refers to a mathematical operation called convolution that is a type of
linear operation [12].

3 Proposed Methodology

An architecture based on a convolutional neural network, consists of twomain stages,
the convolution stage and a second stage called pooling or reduction, which is used
in most convolutional neural networks [12, 13].

The convolution function is an operation of the arguments of two functions, in the
case of neural networks, the first argument would be the input layer (input) and the
second argument a filter (kernel) between which they are applied. In the convolution
operation, one of the advantages of this method is that the filter is used to obtain
the same characteristics throughout the entire layer and this is of great help since it
allows the reduction of training parameters and neural connections [12–14].

In [12] it is mentioned that convolution can help improve a neural network archi-
tecture by reducing interactions or reducing weights since the kernel is smaller than
the input.

The pooling function consists of a reduction in size of the input matrix, this is
done by means of a statistical extraction like the maximum of the blocks of the input
matrix, or the average, or the minimum, among others. It is important mention that
just as this technique has its advantages in reduction it also contains disadvantages
such as loss of precision [14].

A typical convolutional layer is made up of several parallel convolutions that
produce linear outputs, these are fed to a nonlinear input function, that optionally is
followed by the application of the pooling function to modify the output in a layer
[12].
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3.1 Activation Functions

In [15] it is mentioned that the biological counterpart of artificial neural networks has
states, when they are active or vice versa, likewise artificial ones have this character-
istic. In the case of artificial neural networks those states are generated by “activation
functions”, these functions express when the state in which the architecture neuron
is working is active or inactive. These functions can be linear or nonlinear such as
the functions sigmoid or hyperbolic tangent. Linear: in the linear activation function,
the output is a linear function of the input, while in the case of nonlinear functions,
several types are used for example: the Sigmoid activation function where the output
is mapped within the range of 0 to 1, so this affects the activation function on its
slope [15]; The Hyperbolic tangent activation function where the output is within a
range from −1 to 1 [15].

3.2 Training Parameters of a Neural Network

Neural networks have a great capacity for learning and to achieve their proper func-
tioning must go through a stage called training patterns. The objective of the training
is the adjustment of the network with the data and the proper development of the
network to make it capable of performing a task [16, 17].

Training can be classified into two types, supervised training, unsupervised
training.

• Unsupervised learning: In this type of training the weights of the network must
be adjusted according to the correlation that exists in the input data, in this type of
network training data is entered at the input, but it is not known what the output
will be [17].

• Supervised learning: in this type of training the neural network is presented with
certain data at the entrance, for training. This mode of training the network has the
purpose of adjusting weights so that the output generated by the neural network
is similar enough to the input. Supervised training in a few words performs the
function of network supervision [16].

3.3 Tools Used for the Development of ANN Architectures

There exist several tools facilitating the programming of architectures (see Table 1),
in the next section we describe some of the most common.

Pyhton Programming Language
In [21] it is mentioned that Python is a program for the design of algorithms and is a
“high-level, interpreted andmultipurpose programming language”. This programhas
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Table 1 Available software to implement ANN

Software Open source Link

Computational Yes cntk.ai

Network toolkit

Deeplearning4j Yes deeplearning4j.org

Caffe Yes caffe.berkeleyvision.org

Theano Yes deeplearning.net/software/theano

Torch Yes torch.ch

Python Yes python.org

TensoFlow/Keras Yes tensorflow.org

WEKA Yes cs.waikato.ac.nz/ml/weka/

great versatility because it can be operated on various operating systems or platforms.
Python has several libraries, for the development of different types of algorithms,
so it is important to have them to start a project as this will facilitate the design.
This program has special libraries for the design of neural networks, for example:
tensor flow; pytorch; and keras, which allow the management of highly complex
architectures. In the following subtopics, some of the libraries used for the design of
neural networks will be discussed.

Tensor Flow
It is a platform designed towork and designMLarchitectures, since it is an ecosystem
with varied libraries and tools that facilitate the design of this type of algorithms. This
platform is focused on solving real-world problems by applying deep learning [22].

Keras
It is a Python library designed for the management of neural networks, in addition
that its main focus is to speed up the process of developing an algorithm by reducing
the time to design and allows working on tensorflow. It is a highly friendly library for
the design of neural networks and allows the management and creation of CNN and
RNN type networks, including the combination of both. Keras has a special library
for the design of convolutional neural networks called “keras api functional” [23].

3.4 Video Processing

There are several video formats and each one has different characteristics; it is impor-
tant to know this information since if you want to work with video in neural networks
youmust have a library that has the ability to read the format that is being used. Below
is a list of some common video formats:

https://www.cntk.ai
https://www.deeplearning4j.org
https://www.caffe.berkeleyvision.org
https://www.deeplearning.net/software/theano
https://www.torch.ch
https://www.python.org
https://www.tensorflow.org
https://www.cs.waikato.ac.nz/ml/weka/
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• AVI: Audio Video Interleave, one of the advantages of this format is that it can be
read by almost all decoders, however, the weight of the videos is high, occupying
more memory space compared to other formats.

• WMV: this type of digital video format was created by the Microsoft company.
• FLV: this format was developed by the adobe flash player company and is of high

quality, one of the most important advantages is that it is accepted by almost all
operating systems.

• MOV: format developed by the Apple company, audio and video; this format is
exclusive for devices belonging to the company

3.5 Action Recognition Through Video Sequences

The line of investigation of the recognition of actions in humans has focused on the
processing of signals and images, in recent times the analysis of video images has
been incorporated for the recognition of actions for the development and design of
strategies to analyse images of video, in order to be able to detect threats or risk
situations through video surveillance using cameras [18].

Strategies have been investigated that allow the automatic recognition of activities
and patterns in which there is movement in order to track objects or people, for the
detection or analysis of events [18]. The techniques frequently used for recognition
of actions are, Fisher vectors, Hof system, neural networks and dense trajectories,
among others [19].

The recognition of actions can be carried out in different ways, either by robot
visionor a humancomputer interaction.Most of the studies that recognize actions, use
video recordings in 2D cameras, even though, human actions are generally performed
in a 3D space, this is mainly due because 2D video recording is pervasive, in this
chapter we focus on this type of input (2D), since is the most commonly used in
nursing homes.

For the analysis of actions, the human body must be recognized, the human body
could be considered as a system in which limb and trunk movements are combined.
Some methods that perform the recognition used the joints and trunk of the skeleton,
such as the work of [6] which use Temporary Pyramids to organize and analyse joint
data.

The recognition of actions has become a highly active, and most of the new
developments are done using ANN, however, these developments have not had the
same progress in recognition as the methods based on more classic methods. Part of
the use of neural networks not having the same progress is because in some cases
the databases used are too small for network train-ing or have noise [6].

The use of neural networks for the recognition of actions has had a greater chal-
lenge compared to the simple classification of images due to the variations of move-
ment in the video, in addition to the need for a greater number of examples in the
training of the network to extract as much information as possible and classify the
actions. On most architectures, this has been solved by applying an architecture of
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two channels, one temporary and one spatial to separately train the networks inwhich
the actions and appearances are separated, that is, the area where the action is taking
place. In the temporal channel the network is classifying everything that entails
the action, while in the spatial channel, the space where the action is performed is
observed [19].

4 Methods

In this section, the scheme of the procedure for the development of a convolutional
architecture for the aim of detect falls will be presented. The algorithm was trained
with video images for the detection of falls of older adults.

The database was obtained from Lei2- Laboratoire Electronique, Informatique
et image UMR CNRS 6306 Fall detection Dataset [20, 28]. This database shows
different situations of daily life where accidents happen. It was designed for the
prevention of reports of injuries, falls of older adults which are of the main causes
that considerably reduce mobility and independence. The video is recorded at 25
frames/s and each with the resolution of 320 × 240 pixels, with different lengths
of each video. The database consists of 191 videos in Audio Video Interleave (.avi)
format. Also, note that for the making of this dataset, “videos are anonymous, and
all those visible in the videos signed an authorization of diffusion and use of these
videos for research purpose only” [20].

4.1 Fall and Non-fall Labelling

In this stage, the classification of the frames of each video was done manually. Each
video was observed frame by frame until it is found the moment of the fall, then the
video was di-vided into two parts (fall/no fall).

It is important to mention that in the videos provided by the database, after the
fall, the actors who starred in the fall do not rise again, therefore, it is considered to
be within the fall stage In Fig. 3, it is show the two parts (fall/no fall) of the same
video.

4.2 Pre-processing

A maximum of 50 frames were set per video, this to reduce the computational cost
and reduce training times, there were 206 videos of which only those that were more
than 50 frames in length were selected Fig. 4.

Videos that had more than 50 frames were cut to have only 50 frames long. The
next pre-processing step consisted in a resize of each frame. A 70 × 70 size change
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Fig. 3 Video classification into fall and not fall, the left image is a video segment with not fall, and
the image on the right is a fall, images taken from videos in the dataset [20, 28]

Fig. 4 From the database all videos were cut to 50 frames and videos with less than 50 frames
were discarded

Fig. 5 Each video frame was reduced to a size of 70 × 70 pixels

was made to each frame of the videos (Fig. 5) this also was done to reduce the
computational cost.

4.3 Architecture

Amodelwas designed for the detection of falls, it was trainedwith video images from
the database. The model has several layers which are composed of 3D convolutions,
pooling stages, and dense layers. The use of 3D convolution instead of the more
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Dense layers Input (50,70.70,3) 

Fig. 6 Artificial neural network proposed architecture

common 2D convolution, is because of the video add another dimension (time) to the
input image, thus, this extra dimension is used to obtain additional features from the
video. It should be noted that in the 3D convolution, the kernels are three-dimensional
structures. Each layer of the proposed architecture performs an important function
for proper functioning of the model. The convolutional layers in the architecture,
extract features in the video that help to classify the video, max-pooling layers are
used to decrease the size of the data and computational cost, and dense layers classify
the video type (fall/no fall).

The model was coded in Keras. Figure 7, provides an outline of the input
dimensions and number of parameters for each layer.

Next, each layer of the model is described

Stage 1: Input

• The input has a dimension of [50 × 70 × 70 × 3] which means that the input
consists of 50 frames of a size of [70× 70] pixels× 3 channels corresponding to
the RBG colors.

Stage 2: First convolutional layer (Conv3D_1)

• It is composed of 55 3D filters/kernels with each kernel of size [2 × 2 × 2].
• The output feature maps have dimension of [49 × 69 × 69, 55] obtained, which

means that 55 layers of 49 frames with a size of [69 × 69] were obtained at the
output, the input dimension was decreased because of the convolution operation.
A linear activation was used.

Stage 3: first pooling layer (Maxpooling3D_1)

• Themaxpooling layer, as shown in Fig. 6, decrease the size of the data by applying
the maximum to blocks of 2× 2× 2 pixels, resulting in an output of [23, 34, 34,
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Fig. 7 Keras listing of the parameter for the proposed mode

55] which are 55 layers with 24 frames of a size of [34 × 34], which are half the
size of each frame of the previous layer

Stage 4: second convolutional layer (Conv3D_2)

• As can be seen from Fig. 6, the second convolution layers has 35 filters of size [2
× 2 × 2], the output dimension is now of 23 frames with a size of [33 × 33].

• This layer has the ReLu activation function, since it has a good performance with
convolutional networks. This is a nonlinear function that make zero all negative
values [29].

Stage 5: Max pooling (Maxpooling_2)

• The pooling layer as an output of [11, 16, 16, 35], which are 35 layers with 11
frames of a size of [16× 16] which are half the size of each frame of the previous
layer.

Stage 6: third convolutional layer (Conv3D_3)

• In Fig. 6, it is shown that in the third convolution has an output of 20 layers each
with 10 frames with a size of [15 × 15].
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Stage 7: Max pooling (Maxpooling_2)

• In this pooling layer the is deceased to a size of [11, 16, 16, 35], which are 35
layers with 11 frames of a size of [16× 16] which are half the size of each frame
of the previous layer.

Stage 8: Flatten

• In this stage a grouping of the characteristics of the last layer is made as a single
column vector, this is needed in keras to be able to make connections with the
dense layer.

Stage 9: Dense layers: These are the classifying layers:

• Dense layer (30): 30 neurons, with ReLu activation function.
• Dense layer (27): 27 neurons with ReLu activation function.
• Dense layer (20): 20 neurons with ReLu activation function.
• Dense layer (7): 7 neurons with ReLu activation function.
• Dense layer (2): there are 2 neurons, in this layer it is classified whether an input

is “fall” or “not fall”, the Softmax activation function was used, which give a
probabilistic output [29]. The training of the model was carried out within 10
epochs. The training was carried out using the google Colab platform and using
a Tensor Processing Unit.

4.4 Evaluation Metrics

The Binary crossentropy metric was used to assess the model during training (loss
function), this function gives the value of loss at each epoch, this to know the prob-
ability of the predictions of the model, that is to say how good or bad is the model.
The predictions when having high loss values will mean that the prediction is bad
otherwise if the values are low it will mean that the predictions are good [23, 30].

The Accuracy metric was also used as evaluation of the performance of a model
to know the accuracy of a model [23].

Additionally, the training was carried out using the optimization method of adap-
tive moments, “Adam”, which is a stochastic optimizer, that is, it optimizes randomly
the parameters [23, 31].

To assess the model with the test data, the confusion matrix and the area under
the curve (AUC) of the receiver operation characteristic (ROC) curve were used.

5 Results

This chapter will discuss the results obtained from the neural network model for
the detection of falls. The first section presents the results of the training, accuracy
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obtained in the last peri-od of training, and the second section describes the results
of the evaluation with the test set using the ROC curve and the confusion matrix
[33, 34].

5.1 Training Results

• It was obtained as a result of 10 training periods with an accuracy of 0.971 in the
last period of training.

• Training time was approximately 3 min per epoch.
• The training set was 178 videos among which there were 85 fall and 93 non-fall

videos.
• Figure 8 presents the confusionmatrix which shows the performance of the model

using the 178 videos of the training set.

As a result, it was obtained that of the 178 videos evaluated:

True Positive (VP):
83VP

False Negative (FN):
2 FN

False positive (FP):
3 FP

True Negative (VN):
90 VN

Fig. 8 confusion matrix of
the training stage
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From the confusion matrix it is possible to calculate the following metrics:

Sensitivity = VP/(Total Positives) = 83/86 = 0.965

Specificity = VN/(Total Negatives) = 90/92 = 0.978

Accuracy = (VN+ VP)/Total = (90+ 83)/178 = 0.971

As training results, an accuracy of 0.971, a sensitivity of 0.965 and a specificity
of 0.978 were obtained, as well as successfully achieving 173 videos of 178 and only
err in 5, these results are indicative of how functional it can be the model created.

It is mentioned in [4] that the larger the training set, the greater the possibility of
a neural network to learn, when a large amount of training data is not used, it may
be that the model is over-adjusted or over-trained, that is, it will learn characteristics
which are not the ones that the model wants to learn and when new scenarios are
presented it does not achieve the detection objective.

In this model, an activation function called ReLu was used for training, which as
mentioned earlier, this function helped to reduce training times [29], since prelimi-
nary tests were carried out with different models in this project without using ReLu
activation function and training times ranged from 8 to 12 min.

The ReLu activation function helped the model to train since without this
activation function the model stagnated at an accuracy of 0.55.

The results obtained from the confusion matrix of the training set are not the
validation results of the model, this test was performed to know how the model
behaved with the data used in the survey.

Of the 178 videos used in the training set, the model was successful in 175 videos
and only failed in 5, this could be because the detection of people or actions implies
a great challenge due to the variability in the funds of the scenarios, In addition to the
lighting changes or if there are partial or total occlusions within the video images,
all these may be factors that may affect the detection, causing the detection results
to be incorrect [4].

5.2 Test Set Evaluation

Two methods were used to evaluate the proposed model with the test set. The first
method used is the ROC curves and as a second method a confusion matrix was used
[32]. To perform these tests a set of 40 videos was separated from the dataset.

ROC curve
This validation method was used as it tests the model by means of the true positive
rate and false negative rate. As a training set, 40 videos were separated from the
database, these videos were used only for the evaluation of the model’s performance.
Figure 9 shows the evaluation of the performance of the model evaluated with the
ROC curve, the highest point of sensitivity is between 0.3 and 1, so it is an indicator
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Fig. 9 ROC curve of the proposed model

that the model has good performance for the Fall detection also shows that this result
shows that the model was correct in most of the videos in the test set.

Confusion Matrix
The confusion matrix validation method was performed in order to complement the
validation of the model. The performance of the model is shown in Fig. 10.

Fig. 10 Confusion matrix
over the test set
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As a result, it was obtained that of the 40 videos evaluated, and we can see that
only one element was confused:

True Positive (VP):
20

VPFalse Negative (FN):
1 FN

False positive (FP):
0 FP

True Negative (VN):
19 VN

The sensitivity, specificity and accuracy of the model were obtained from the
results of the confusion matrix.

Sensitivity = VP/(Total Positives) = 20/20 = 1

Specificity = VN/(Total Negatives) = 19/20 = 0.95

Accuracy = (VN+ VP)/Total = (20+ 19)/40 = 0.975

It was validated with 20% of the videos used in the training set since it gives
us greater confidence in the operation of the model performed. Using a matrix of
confusion allows us to see how many videos he evaluated as falling or not falling
and in which ones, and in how many he failed, so in this way he gives us quantitative
results. From the validation results it can be seen that from 40 videos, themodel failed
in 1, and correctly classify the others, thus the model has an Accuracy of 0.975, a
specificity of 0.95, and a sensitivity of 1.

These results are promising since they indicate that the model works as expected
as it manages to discriminate a fall from a non-fall.

6 Conclusions

In this chapter an architecture of a convolutional model for the detection of falls of
older adults in smart cities by means of video images is presented. The Architec-
ture was composed of 3D convolutional layers to take advantage of the volumetric
structure of the video scenes.

The model function correctly in addition to achieving each of the objectives set at
the beginning of the project, the model was trained with video images obtained from
a database and an accuracy of 0.97 was obtained which indicates that the model is
able to detect a fall, and at the time of validating the model, it was only wrong once,
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this is an indicator that the model implemented is highly competitive in relation to
[2].

As a future work, the proposed architecture is planned that not only manages to
detect the falls, but that it manages to track the test subjects through gait recognition
[35–37] as well as distinguish faces, this would be a great contribution to the care of
older adults. Also, it is planned to increase the number of videos in the test, to better
assess the generalization of the proposed network.
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Automatic Tumor Segmentation
in Mammogram Images for Healthcare
Systems in Smart Cities

Alberto Ochoa-Zezzatti and Jose Mejia

Abstract Breast cancer is one of the leading causes of cancer in women, thus this
is an important issue for smart cities health systems. The aiming of smart cities is to
offer a better quality of life of its citizens, by means of technology thus it is important
to develop methods to diagnose breast tumors in shorter periods of time and with
high degree of confidence. For this end, in this chapter, it is proposed to develop a
newmethod for automatic segmentation of breast cancer tumors using deep learning,
in order to be part of a modules focused on detection and automatic diagnosis or as
an aid to medical staff as a support for diagnosis.

Keywords Breast cancer · Deep learning · Smart cities

1 Introduction

Breast cancer is one of the leading causes of cancer in women, approximately 15%
of all cancer deaths among women is due to this ailment, according theWorld Health
Organization [1]. One of the challenges in healthcare services in Smart Cities consist
in give to the users a diagnostic in the shortest possible time and automatically, in
the case of breast cancer detection, currently in some regions, this is not yet possible,
with reporting waiting times of up to several months before having a diagnosis [2].
This is an important issue because an immediate attention increases the survival rate
of patients.

The development of a breast cancer monitoring systems is a current effort to-
ward an automatic system for health in smart cities [3–6]. With the advent of new
technologies, powerful tools are provided in a smart healthcare framework. These
new technologies aim to provide a seamless, usability, and accurate healthcare service
to citizens of the smart cities [7]. One of these new enable technologies is Deep
Learning.
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The screening of mammographic images is a difficult process, and it is believed
that around 10–30% ofmasses missed [8]. This is partially due because of the images
acquired during the screening process are not perfect and usually have blur and low
contrast. This may cause difficulty for the medical staff in classifying the different
tissues. Additionally, in some cases the contrast be-tween normal and malignant
tissues is minimal causing a false negatives diagnosis [9].

Another factor hinders the interpretation of a mammogram, is the experience
of the radiologist at interpreting images, also, fatigue and routine, can reduce the
effectiveness of manual diagnoses. It is estimated that approximately in 9% of the
positive cancer detections, tumors were already visible on mammograms acquired
from two years ago [10]. The problems outlined above, make a necessity to develop
approaches to automatically segment malignant tissues, in order to help to reduce
mistakes at interpreting images and to have a timely diagnosis. The use of comput-
erized systems, for segmentation of tumors, is thus a key to en-able the automatic
diagnosis and timely treatment of breast cancer.

One of the current trends in computer vision is the Deep Learning approach
[11] which is used for almost all tasks in automatic image processing [12], these
techniques are also applied to medical image processing and automatic diagnosis.
The actual trend for the automatic segmentation or detections tumors is employing
artificial neuronal networks [12] and deep learning networks [13, 14].

In this chapter we proposed to employ deep learning to segment mammary tumors
in by using layers of deep convolutional networks. Our architecture is based on a two
channel network and each channel includes convolutional depthwise layers to reduce
the computational effort and non-local modules to capture long-range dependencies
in the mammogram image. The proposed methodology is shown in Fig. 1.

2 Literature Review

Here we reviewed some of the most relevant algorithms for segmentation of
mammogram tumours using deep learning.

In [15] they proposed a conditional Generative Adversarial Network for segmen-
tation a breast tumor in a region of interest. The network is trained to recognize the
tumor area and then creates a binary mask around it additionally it distinguishes
between real and synthetic segmentations, thus it is capable of creating binary masks
with realistic shapes. They noted that their networkworks evenwith a limited number
of training samples.

In [13] proposed a pixel-based segmentation method using supervised and unsu-
pervised approaches. Their semi supervised method is aimed to tumor segmentation,
they used pixel information for the classification. As features for the classification
they used the static and gray level run length matrix of each pixel and for feature
reduction a Fisher discriminant analysis. Finally, they use a support vector machine
with Bayes for tumor segmentation.
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Fig. 1 Diagram of the methodology

In [16] it is developed an automatic image segmentation method based on deep
networks for breast tumor segmentation, the method combines U-Net with attention
gates, and a autoencoder scheme that contains a encoder-de-coder. The encoder is
composed of a convolutional network while the decoder is a U-Net combined with
the attention gates. In [17], they propose another attention-guided dense up-sampling
network for breast tumor segmentation in mammograms images. In their proposed
network they employ a structure they called asymmetrical encoder-decoder followed
by an up-sampling block, and an attention-guided dense up-sampling block. This last
block is designed to have three capabilities: compensates the information loss after
a bilinear up-sampling, to fuse high- and low-level features, and finally to includes
a channel-attention function in order to process different channels.

3 Theory Background

In this section, we described some of the building block used to develop the propose
deep learning architecture, which are the depthwise layers of [18] and the non-local
blocks of [19].
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Fig. 2 A typical deep learning architecture

3.1 Deep Learning

Deep-learning neural networks that allows a set of neuron layers to be present-ed
with raw data and to automatically determine features or representations need-ed to
perform a classification [20]. The word deep means that multiple levels of represen-
tations are used by stacking non-linear layers such that each transform the represen-
tation at an initial level into a representation with possibly richer in features. These
deep layers are supposed find important aspects or features of the input that could be
determinant for discrimination tasks. Figure 2 shows a typical deep learning architec-
ture, this network is composed of two convolutional layers (Conv), two maxpooling
layers (Max Pooling) and three layers of dense networks of 120, 84, and 10 neurons,
respectively.

The two layers of convolutional networks convert the input in a new representation
with features that can help to classify the input. A key aspect of these convolutional
layers that the features that they found are not designed by human engineers and
instead are learned from the input data by training. The pooling layers are mainly
for data reduction, generally are placed after each convolutional layer, and work by
aggregating components by using a statistic like mean, variance or maximum value,
the maximum is the most used statistic in the pooling operation. it is common to use
the name of the statistic used as a prefix of the word pooling. Finally several layers of
dense networks or multilayer perceptron are used to classify the input, these layers
make use of features in the data operate, that is why convolutional layers placed
before, in order to provide features to the dense layers.

There exist several improvements to the convolutional layers, next we revised
two important types of recently suggested convolutional layers: deep wise layers
and non-local layers.

3.2 Depthwise Layers

Depthwise convolution was introduced in [18] for use in the network MobileNet,
which consist of convolutional layers with a more efficient model aimed to mobile
and embedded vision applications.
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Fig. 3 Diagram for the
depthwise convolution.
Given an input tensor a filter
is applied to each channel

The depthwise convolution uses separable convolutions which are factorized form
of a standard convolution into a convolution for each channel and a 1 × 1 convolu-
tion called a pointwise convolution. The depthwise convolutions component ap-plies
to each input channel a unique filter, this is show in Fig. 3.

After applying the filter, a pointwise convolution consisting of a 1× 1 convolution
is used to combine linearly the output of the depthwise layer. By using separable
components, the depthwise convolution is very efficient as compared to standard
convolution. The use depthwise convolution was tested in the MobileNet network
by [18] demonstrating superior speed and accuracy when applied to a wide variety
of tasks.

3.3 Non-local Processing

The non-local module for deep learningwas developed by [19]. This block is inspired
by non-local means algorithm introduced in the celebrated work of [21] where was
proposed to capture the long-range dependencies of patches in an image and using
these to average the real value of a pixel or path in a noise image. Similarly, this
idea is applied to deep learning to extract features taking into account long-range
dependencies between zones in the input image. The use of non-local in deep learning
offers several advantages: non-local operations can capture long-range dependencies
regardless of positional distance, non-local operations are efficient and are capable
of obtain good result by using a few layers, and can be easily combined with other
operations to increase the performance in any network.
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4 Mammogram Database

Mammogram databases are used to train and initially test architectures of deep
learning. In this chapter we use image data from the CBIS-DDSM database which
is a processed subset of the Database for screening Mammography (DDSM).

The CBIS-DDSM database consist of 2620 mammography studies. Each case is
catalogued in normal, benign, and malignant it also contains a verified pathological
information.

This database has been used to train and test many algorithms of the literature
be-cause this subset includes data selected by a trainedmedical doctor. The images in
the database are in DICOM format which is usually used in biomedical applications.
The database also includes a defined ROI delimitation of pathological mass-es and
its diagnosis by medical staff [22].

Annotations for anomalies are given for each ROI and it is provided the exact
position of the lesions by means of coordinates, this greatly eases the task of two
generating the segmentation mask for each lesion.

5 Deep Learning Architecture for Breast Tumor Detection

In this section we describe in detail de steps outlined in Fig. 1 for the proposed
method.

5.1 Architecture Design

Thenetwork architecture is basedon [23] and [24].However, in thisworkwemodified
each channel to include convolutional depthwise layers to reduce the computational
effort and non-local modules to capture long-range dependencies in themammogram
image. As in [23] each channel obtains different kinds of features from the input
image. The proposed architecture consists two channels (X1, X2):

• Channel X1: Consist of a depthwise input layer of kernel size (4 × 4) and depth
multiplier of 3, followed by a maxpooling with kernel size of (2× 2) and stride of
2. A second depthwise layer of kernel size (3× 3) and depth multiplier of 35, and
a third depthwise layer of kernel size (5 × 5) and depth multiplier of 65. Finally
a Upsampling layer of (2 × 2) kernel.

• Channel X2: Consists of a convolutional layer of kernel size (2 × 2) with 10
ker-nels and activation ReLU, followed by a Non-Local block, a convolutional
lay-er with 30 kernels of size (2 × 2) and a maxpooling with kernel size of (2 ×
2) and stride of 2, then another convolutional layer with 35 kernels of size (2 ×
2) and finally a convolutional transpose layer with 35 kernels of size (32 × 32).
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Fig. 4 Diagram of the proposed network

The two channels are concatenated and then the output goes through two convo-
lutional transpose layers, with 5 kernels of (15 × 15) and 7 kernels of (7 × 7)
respectively. Finally, as output a convolutional layer consisting of 1 filter with a size
of 5× 5 with sigmoidal activation. The network has as output, an image with a mask
over the tumour. Figure 4 shows the architecture diagram.

5.2 Training

For training the architecture, first the images of the database were pre-processed
before fed the network and then hyperparameter of the layer were selected, training
set consisted of 800 images and a validation set of 200 images. The number of
epochs require was 750. Since segmentation can be posed as a binary classification,
the selected loss functionwas theCross entropy. The training algorithmwasAdaptive
moments.

5.2.1 Prepossessing

The pre-processing consists of two steps: clipping the region of the tumor and
decrease the image size. The size of the images from CBIS-DDSM database are
6511× 4801 pixels and are images in grey scale. Also, de database provides a mask
for the tumour. Using this information, the region containing the tumour, on both,
image and mask were trimmed. The resulting region was reduced to a 60× 60-pixel
image. This was repeated for all images in the database. In Fig. 5, illustrated this
process.
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Fig. 5 Pre-processing of acquired images. Left, original mammographic image. Centre, trim
delimiting the tumour area. Right, tumour mask located by the given coordinates

5.3 Implementation

The architecture was implemented in python employing the Keras library [25]. The
module of depthwise layer of Keras was employed and the source code of [19] was
used to implement the non-local module in the proposed architecture.

6 Validation

The results of the segmentation were evaluated using the Intersection over the Union
Metric (IoU)metric [26]. Thismetric is frequently employed tomeasure the accuracy
of segmentation task or object detection. The IoU is calculated dividing the intersec-
tion area between the segmented and true objects, by the area of its union [27]. The
metric is commonly utilized to evaluate performance for the task on segmentation in
convolutional neural network [28, 29]. The IoU is given by:

I oU = I ntersection Area

Union Area
(1)

The images employed to validate consist of 200 mammograms. Figure 6 shows
sample images of the test set and the result when it is processed by proposed
architecture.

In Fig. 7, it is presented the results of the proposed network, In the last column,
green is tumoral region correctly identified (true positive), blue is tumoral region no
identified by the network (false negative), and red is false tumoral region identified
by the network (false positive).

From Fig. 7, the green area, where tumoral region correctly identified is much
greater than the areas with error, this could be sufficient for the medical staff to be
aware of suspicious mass in the mammography.

Also, given that the network output is an area, this could be used to evaluate a
quantitative measure in order to assess the response of the tumor to the treatment.
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Fig. 6 Images of the test set,
first column is the
mammogram image and
second column its associated
mask

Figure 7 shows results from the proposed network. Each row shows the same
region, first column is the region on the mammogram, second row is the ground truth
segmentation, third column is the output segmentation from the network, and fourth
column is a superimposed image from the first tree columns together. In the last
column, green is tumoral region correctly identified (true positive), blue is tumoral
region no identified by the network (false negative), and red is false tumoral region
identified by the network (false positive).

Finally, in Fig. 8 we present the overall performance of the proposed network in
the test set by using a boxplot. The method has a median of 0.89 in terms of IoU
metric. Also, from the boxplot it can be seen that there is a small variance, this also
correspond with the results show in Fig. 7 where the green area cover most of the
tumor mass in the mammogram.

7 Conclusions

This research presents a new deep learning architecture for segmentation of masses
in mammogram images. The proposed architecture consists of two channels, the first
channel has several depthwise layers while the second it is designed for processing
non-local features by using a non-local module. The performance of the proposed
network is evaluated by using the IoU metric, results show a median of 0.89.7%. As
a future research, it is planned to improve network performance adding more layers
and channels.
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Fig. 7 Results from the proposed network. Each row shows the same region, first column is the
region on the mammogram, second row is the ground truth segmentation, third column is the output
segmentation from the network, and fourth column is a image from of the first tree columns together.
In the last column, green is tumoral region correctly identified (true positive), blue is tumoral region
no identified by the network (false negative), and red is false tumoral region identified by the network
(false positive)
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Fig. 8 Boxplot of the summarizing the performance of the network in the test set
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Impact of Industry 4.0: Improving
Hybrid Laser-Arc Welding with Big Data
for Subsequent Functionality
in Underwater Welding

Alberto Ochoa-Zezzatti, Raúl Méndez, and Elías Carrum

Abstract This chapter shows the importance of different branches ofArtificial intel-
ligence (AI) in the development of the industry around the globe specifically in the
welding processes. Making possible to take advantage of the humungous sets of data
generated by the production lines, reducing costs in energy of raw material, thus
increasing benefits.

Keywords Artificial intelligence · Industry 4.0 · Hybrid laser arc welding

1 Introduction

The artificial intelligence is growing faster, some of its applications are hidden in
the shadows, while others are in front of us. The industry, being a bastion of the
development, couldn’t be left behind. We are already living the fourth industrial
revolution; the automation is more present each day in the production lines. It is
due to this that the different branches of AI (Big Data, Machine Learning, and Deep
Learning) are taking more importance, improving the methods and technologies
involved in the manufacture.

A. Ochoa-Zezzatti (B)
Universidad Autónoma de Ciudad Juárez, Av. Hermanos Escobar, Omega, 32410 Cd Juárez,
Chihuahua, México
e-mail: alberto.ochoa@uacj.mx

R. Méndez
Instituto Tecnológico de Parral, Avenida Tecnológico No. 57, Colonia Centro, Colonia Centro
C.P. 33850 Hidalgo del Parral, Chihuahua, México

E. Carrum
COMIMSA Centro Conacyt, Saltillo, México

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Ochoa-Zezzatti et al. (eds.), Technological and Industrial Applications Associated
With Industry 4.0, Studies in Systems, Decision and Control 347,
https://doi.org/10.1007/978-3-030-68663-5_6

87

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68663-5_6&domain=pdf
mailto:alberto.ochoa@uacj.mx
https://doi.org/10.1007/978-3-030-68663-5_6


88 A. Ochoa-Zezzatti et al.

2 Industry 4.0

In this section, we are looking to introduce themain challenges that led to the creation
of the idea of Industry 4.0, and what this involves.

2.1 The Origins

As mentioned by Roblek et al. industry 4.0 was first mentioned in 2011 in Germany
as a proposal for the development of a new concept of German economic policy [1].
This way, the German industry was looking to introduce high-tech strategies into
the manufacturing process. The main challenge the industries deal with is the rapid
decision-making to improve productivity using different techniques of big data [2].

At this point, we could mention many of the innovations included in the improve-
ments made when a production line is involved in the industry 4.0, but which care
us the most is specifically one: how to optimize the processes: attempting to reduce
costs and get the best final product possible.

2.2 Industry 4.0 Techniques

It is well-known that industry 4.0 has many techniques, the big data and data mining
are some of them. The best definition of Big Data is “a comprehensive term for any
collection of data sets so large and multifarious that it becomes difficult to process
them using conventional data processing applications” [3].

The HACE theorem used to model the characteristics puts a problem explaining
the difficult big data deals with and is shown in [4]: Imagine that several blind men
are trying to size up a giant camel, whichwill be the BigData in this context. The goal
of each blind man is to draw a picture (or conclusion) of the camel according to the
part of the information he collects during the process. Because each person’s view is
limited to his local region, it is not surprising that the blind men will each conclude
independently that the camel “feels” like a rope, a hose, or a wall, depending on
the region. To make the problem even more complicated, let us assume the camel is
growing rapidly and its pose changes constantly. Just like an proof of how fast this
“camel” can grow, Bernard Marr mentions in his note [5], there are 2.5 quintillion
bytes of data created each day at our current pace, but that pace is only accelerating
with the growth of the Internet of Things (IoT). Over the last two years alone 90%
of the data in the world was generated.
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3 Welding Technologies

There are so many things we can do with Big Data, but which would be the sense
of investing in all this analysis if it won’t be used practically. In this section, we
introduce two welding techniques, the Laser Beam Welding (LBW) and the Gas
Metal Arc Welding (GMAW).

3.1 Laser Beam Welding (LBW)

In the site of The Open University [6], is shown how an LBW works: A high energy
laser beam is focused onto the surface to be welded, usingmirrors and lenses (Fig. 1).
The laser beam is coherent (in-phase waves), monochromatic (single wavelength)
and highly collimated (parallel beam). The output can be continuous or pulsed. Solid-
state lasers pulse by turning the flashlamps on and off or by “Q-switching” (Nd-YAG),
where an optical shutter opens and closes to give a pulsed output (Fig. 2).

TWI, a laser provider for the industries, shows [7] that it can be used in the auto-
motive industry as well. This kind of weld is used in the manufacture of components
that cover engine parts, transmission parts, alternators, solenoids, fuel injectors, fuel
filters, air conditioning equipment, and airbags.

From another point of view, MECCO, also a provider of laser technology says in
[8] that evenwhen the processes and applications of laserwelding aremost prominent
in the automotive industry, where lasers boosts productivity at a low cost, these are
also used in the jewelry and medical industries to put together metals on a smaller
level. Any material with a high heat conductivity can be laser welded.

Fig. 1 LBW structure
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Fig. 2 Data generated by Medina

3.2 Gas Metal Arc Welding (GMAW)

Before defining GMAW, it is important to define Arc Welding (AW), which is the
base of the first one. TWI establish in [9] that AW as a welding process using an
electric arc to create heat to melt and join metals. A power supply creates an electric
arc between a consumable or non-consumable electrode and the base material using
either direct (DC) or alternating (AC) currents.

The electric arc from the power supply creates an intense heat of around
6500 °F which melts the metal at the joint between the two workpieces.

During this process the metals react chemically with the gases in the air (mainly
oxygen and nitrogen), due to this effect, theGMAWwas created, where a gas behaves
as a shield between the molten metals and the atmosphere.

In his thesis, Liratzis [10] shows that the most common gases used in different
combinations are:

• Argon (Ar).
• Carbon dioxide (CO2).
• Oxygen (O2).

3.3 Hybrid Welding

Medina proposes in [11] an analysis of the behavior of the mechanical properties and
depth penetration using hybrid welding which combines both LBW and GMAW. In
the same article, he made a simulation for which he left an opportunity to improve
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the work by looking for a tool that allows adjusting the parameters and getting the
best results.

4 Optimization

In this section, the different behavior of the methods tested by Medina with his
provided data [11] will be shown. Although they are few tomake a Big Data analysis,
this processing will show some ways in which the data could be handed. To simplify
the process of data we used Weka.

4.1 Database

In the data used as training set we have as independents variables:

• Laser power.
• Welding speed.
• Wire feed rate.
• Current.
• Voltage.
• Stick out.
• Defocus.
• GAP.

And the result variable is mainly the Ultimate Tensile Strength (UTS).
Due to the small dataset, was chosen to split it in 66% to train and 34% to test.

4.2 Multilayer Perceptron (MLP)

A multilayer perceptron is one of the basic deep learning algorithms. In a single
layer perceptron, the input variables are multiplied with weights and add Bias. The
weights are updated when an error is detected in the output. In a multilayer, the
process of multiply is made sometimes. For example, a MLP with 3 layers could be
represented as f(x)= f(3)(f(2)(f(1)(x))). Just like Kain shown in his publication [12],
each layer is represented as f(Wx + b), where f is the activation function, W is the
set of parameters or weights in the layer, x is the input vector, which can also be the
output of the previous layer and b is the bias vector.

After applying a MLP to process the existing data we have the results shown in
Fig. 3.
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Fig. 3 MLP results

Fig. 4 SMO results

4.3 Sequential Minimal Optimization (SMO)

The sequential minimal optimization surged as a solution to support vector machines
(SVM). Platt describes in [13] that SVMs have empirically been shown to give
good generalization performance on a wide variety of problems such as handwritten
character recognition, face detection, pedestrian detection, and text categorization.

SMO decomposes the overall QP problem into QP sub-problems, using Osuna’s
theorem to ensure convergence [13].

After defining superficially what’s and how works SMO, the result of evaluating
the dataset output the results of Fig. 4.

4.4 Other Techniques

Even if artificial intelligence (AI) provides many techniques to calculate values from
the variables known, as was said before, it is an important part of the engineer to
analyze the problem and to choose the best one, either by experience or by testing
the candidates (just like before).
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(a) (b) 

Fig. 5 Virtual training using an intelligent system a and real practice in shallow waters for
equipment of a deep-draft ship

5 Conclusions and Future Challenges

In this paper, the main demonstration is how much the AI impacts the industry,
giving rise to the fourth revolution in the industry, where it starts taking advantage
of the large amount of information generated each minute by the machinery around
the globe. Making these huge sets of data in an industry more sustainable, fast and
overall, with bigger profits.

Also, it is presented how a relatively simple problem like the hybrid welding that
has “just” eight input variables is out of the range of human ability. It is here where
the machine processing of information demonstrates its utility.

In contrast, we have the popular fear that in the future the industry starts requiring
fewer and fewer employees, which is false. The truth is that what will be needed is an
even more skilled workforce. It is of utmost importance to perform a Virtual Model
of Underwater Welding to achieve cognitive skills as part of a Virtual Training in
workers who require welding in shallow waters and for processes of the Industry 4.0
and to improve the competitiveness of organizations, as is shown in Fig. 5.

References

1. Roblek, V., Meško, M., Krapež, A.: A complex view of industry 4.0. SAGE Open 6(2), 1–11
(2016)

2. Lee, J., Kao, H.-A., Yang, S.: Service innovation and smart analytics for industry 4.0 and big
data environment. Procedia 16, 3–8 (2014)

3. Tamhane, D.S., Sayyad, S.N.: Big data analysis usingHACE theorem. Int. J. Adv. Res. Comput.
Eng. Technol. 4(1) (2015)

4. Khan, S.: Hace theorem based data mining using big data. Res. Inventy Int. J. Eng. Sci. 6(5),
83–87 (2016)

5. Marr, B.: Forbes. 21May 2018 [En línea]. https://www.forbes.com/sites/bernardmarr/2018/05/
21/how-much-data-do-we-create-every-day-the-mind-blowing-stats-everyone-should-read/#
c2b6ac060ba9 [Último acceso: 21 December 2019]

https://www.forbes.com/sites/bernardmarr/2018/05/21/how-much-data-do-we-create-every-day-the-mind-blowing-stats-everyone-should-read/%23c2b6ac060ba9


94 A. Ochoa-Zezzatti et al.

6. The Open University.: OpenLearn. The Open University, 6 March 2018 [En línea]. https://
www.open.edu/openlearn/science-maths-technology/engineering-technology/manupedia/
laser-beam-welding [Último acceso: 21 December 2019]

7. TWI Global.: Industrial Lasers and Applications in Automotive Welding (n.d.) [En
línea]. https://www.twi-global.com/technical-knowledge/published-papers/industrial-lasers-
and-applications-in-automotive-welding [Último acceso: 21 December 2019]

8. MECCO.: LaserWeldingApplicationsMECCO (n.d.) [En línea]. https://www.mecco.com/app
lication-laser-welding [Último acceso: 21 December 2019]

9. TWI Global.: What is Arc Welding?—Definition and Process Types (n.d.) [En línea].
https://www.twi-global.com/technical-knowledge/faqs/what-is-arc-welding [Último acceso:
21 December 2019]

10. Liratzis, T.: Tandem Gas Metal Arc Pipeline Welding, Cranfield. Cranfield University, United
Kingdom (2007)

11. Medina, G.Y.M., Siller, E.G.C., Pérez, A.F.M., Garces, R.S.: Mechanical Properties and Depth
PenetrationOptimizationUsingNSGA-III inHybridLaserArcWelding.CambridgeUniversity
Press (2019)

12. Kain, N.K.: Understanding of Multilayer Perceptron (MLP). 21 November 2018
[En línea]. https://medium.com/@AI_with_Kain/understanding-of-multilayer-perceptron-
mlp-8f179c4a135f [Último acceso: 21 December 2019]

13. Platt, J.C.: Sequential minimal optimization: a fast algorithm for training support vector
machines. Microsoft (1998)

https://www.open.edu/openlearn/science-maths-technology/engineering-technology/manupedia/laser-beam-welding
https://www.twi-global.com/technical-knowledge/published-papers/industrial-lasers-and-applications-in-automotive-welding
https://www.mecco.com/application-laser-welding
https://www.twi-global.com/technical-knowledge/faqs/what-is-arc-welding
https://medium.com/%40AI_with_Kain/understanding-of-multilayer-perceptron-mlp-8f179c4a135f


Interpersonal Relationships
and Reciprocity: Their Influence
in Knowledge Transfer Inside of Mexican
Hotels

Aurora Máynez, Hilda Zorrilla-Nuñez, Alberto Ochoa-Zezzatti,
and Andres Hernández Gómez

Abstract Knowledge stands out as a strategic asset that has been employed from
past times up to the present age. Its management began in recent decades, with
an increasing business interest, except in the case of the tourism and hospitality
sector. Knowledge transfer is one of the vital areas of this field. Interpersonal rela-
tionships, reciprocity and the intention to share are among the factors that affect it.
To advance knowledge, in the context of hotels located on the island of Cozumel,
Mexico, this work aims to establish whether the first two parameters influence the
transfer of intra-hotel knowledge, through themediation of the intention to share. The
research design was quantitative, non-experimental, cross-sectional, correlational-
causal, with an intentional non-probabilistic sample. Surveys were employed as the
preferred data collection technique, applied through a self-administered question-
naire. The variables were measured with scale items available in literature, trans-
lated into Spanish, and adapted to the context. They were valued with a Likert-like
measurement scale. Modeling structural equations (SEM) with partial least squares
(PLS) was used as a statistical analysis technique. Interpersonal relationships have a
significant impact on the intention to share and the expectation of reciprocity, but do
not directly affect knowledge transfer. The expectation of reciprocity significantly
influences the transfer and the intention to share. The intention to share knowledge
impacts knowledge transfer. The strongest relationship arises between interpersonal
relationships and the intention to share knowledge, mediated by an expectation of
reciprocity. Interpersonal relationships influence the expectation of reciprocity both
in a direct and indirect manner. Sharing knowledge is not only essential to improving
the performance of individuals and businesses, it is also a moral challenge for orga-
nizations. Our findings show that, because of sharing knowledge, new services and
work activities are created, and that knowledgebecomes a part of normalwork tasks in
Mexican hotels.Moreover, we agree that interpersonal relationships favor knowledge
transfer. On the expectation of reciprocity, we identify that these variable influences
knowledge transfer. In this context, the variable was conveyed through people’s trust
to share their knowledge with their co-workers in their certainty that, in doing so,
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they strengthen their relationship with them. Finally, the intention to share was the
main direct antecedent of knowledge transfer inside hotels; is further reflected in the
confidence of employees on the importance of sharing their knowledge and in their
certainty that they can provide important knowledge for the hotel.

Keywords Competitive advantage · Corporative strategies · Smart business in a
smart city

1 Introduction

To compete in the markets, for decades the most used assets were material, physical
and tangible. However, for some time now, organizations have been increasingly
using intangible resources for their ability to create value and to promote sustainable
competitive advantage [63, 65]. Today, emerging technologies like internet of things
(IoT), cloud computing, big-data, and cyber-physical systems, is radically changing
the conventional business processes [61]. Therefore, the ability of organizations to
promote knowledge transfer is crucial for their adaptation to industry 4.0 to transform
their activities into smart business [33]. Undoubtedly, social capital is a relevant
factor for knowledge sharing, also for this intangible asset to be stored in electronic
repositories, that is, social capital is useful to explain the use of technology for
knowledge management [53]. Thus, the hotel sector cannot ignore the application of
knowledge transfer processes to generate competitive strengths.

This intangible good, createdwithin firms, is used in particular contexts, at specific
moments of time and space [63], which strengthens its contribution in strategic terms,
since knowledge asymmetries derive in performance differences between firms [5,
80]. Knowledge management always entails challenges. On the one hand, poorly
shared and inadequatelymanaged knowledge is easily eroded [6].Moreover, a signif-
icant component of this asset is people [5]: sharing knowledge depends on the will
of everyone [81]. On the other hand, when employees leave (by personal decision
or corporate strategies such as downsizing or automation) [47, 62], knowledge is
lost, which affects the quality of the goods or services produced and the renewal of
organizational capacities [34, 78]. Consequently, there is a clear need for means to
protect and preserve this intangible asset [15]. One alternative for this is knowledge
transfer.

Knowledge transfer is one of the vital areas of knowledge management [6]. This
academic field was created in recent decades [44, 68, 85] and there is a growing
business interest in it [62], because of its impact on the performance and competi-
tiveness of firms [10, 85]. This discipline has grown rapidly in most industries (both
in theoretical and empirical terms), for example Guofeng et al. [33] highlighting
importance of the transfer knowledge for the construction join ventures context with
the exception of the tourism and hospitality sector, despite the fact that, by the nature
of its services, this sector is knowledge-intensive: in order to compete in it, firms
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must be able to generate new knowledge that will enable them to meet the needs of
their clients [63].

Among the factors that influence the transfer of knowledge are the interpersonal
relations between the sender and the receiver, the expectations of reciprocity and the
intention to share this intellectual asset. On the one hand, it is argued that reciprocal
relationships can facilitate the exchange of knowledge [14, 49]. In addition, it is
indicated that individuals share more with those with whom they have personal
relationships, with those united by friendly ties [42]. Finally, another immediate
antecedent to transference is intention: people must be willing and motivated to
share their knowledge [13, 28, 54].

In the context of hotels located on the island of Cozumel, Mexico, the objective
of this research was to investigate the influence of individual aspects on knowledge
transfer. Particularly, the work tries to answer if the interpersonal relations and the
expectation of reciprocity influence the transfer of knowledge within the hotels,
through themediation of the intention to share. The document is organized as follows:
in the first part, the theoretical framework of the variables studied is presented; in
the second part, the methodology used in the research work is presented; in the third
part, the findings are shown and finally the discussion and conclusions are presented.

2 Literature Review

Organizations should encourage and facilitate knowledge sharing activities, thereby
seeking to improve their performance [46]. Several authors acknowledge that many
of the initiatives tomanage knowledge fail due to the lack ofwillingness of employees
to share knowledge, both in technologicalmeans [53] or in a tacit way.Although there
are efforts and progress in identifying the factors associated with intra-organizational
knowledge transfer, there is still a need to continue with their research [18, 67, 76],
since in some of them little is known about the topic [51]. Specifically, and because
of its practical importance, it is essential to investigate why employees are willing
and motivated to share their knowledge with their colleagues [9, 14].

Within the organization there are different types of knowledge, but due to its
strategic attributes, the tacit knowledge stands out. Organizational knowledge is an
integral part of the activities carried outwithin firms and comes from the integration of
individual knowledge of its members [12, 32, 58]. Although for taxonomic purposes
it is classified both tacitly and explicitly, both types coexist and interact continuously
in different situations [12, 79].

Tacit knowledge is distinguished by its strategic contribution. It is an asset that
is difficult to transfer or imitate, valuable, unique, non-substitutable, imperfectly
movable, and causally ambiguous and is therefore considered a highly valuable orga-
nizational resource for building and maintaining sustainable competitive advantage
[3, 26, 28, 58]. Compared to the explicit, the tacit one is more difficult to express,
as it is intuitive and cannot be verbalized; it consists of mental models, beliefs and
perspectives that are difficult to transmit [70]. Moreover, it is impossible to find it in
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databases, textbooks, ormanuals and therefore it is internalized in people’sminds and
souls [36]. In this research work, this type of knowledge is analyzed. This is because
it is inferred that explicit knowledge is documented and available to employees, in
manuals and other types of instruments.

Knowledge transfer is defined as the process through which organizational actors
(senders and recipients) exchange, apply and are influenced by the experience and
knowledge of others [58, 82]. Although it is carried out by individuals, the impli-
cations are greater for the groups involved [5]. Thanks to the transfer, knowledge is
shared, disseminated and accumulated and, consequently, productive capacities are
renewed, which in turn allows tasks to be carried out in more effective and efficient
ways [58, 60, 78, 82]. It should be noted that in order to be classified as a value-adding
activity, it must bring about changes in existing practices, policies and behavior, as
well as develop new processes, ideas, practices and policies [28].

The intention to share knowledge is a fundamental condition for the successful
transfer of knowledge and is conceptualized as the willingness of the sender, indi-
vidually, to share this intellectual asset; this is because a necessary condition is to
reveal parts of one’s knowledge [28, 37]. Originally, the process is complicated by
the characteristics of tacit knowledge, but the situation becomes even more complex
when the person refuses to share [51]. Therefore, although there aremany advantages
to sharing knowledge, it must be clear that the intention to share is not a pre-existing
condition in the organizational environment but is associated with the will of the
people. Other works, postulate variables such as intra-organizational navigation of
employees (understood as a proactive behavior that affects job performance and
that implies the discovery and use of other employees, resources and organizational
skills), highlighting the need for proactive interactions to occur with different people,
groups or functional areas [72]; that is, the individual performance of people depends
on their ability to relate to others.

There are several barriers to individual knowledge sharing. On the one hand,
people do not always share what they know, because they are not willing to do
so [51]. In addition, sometimes employees do not share because they think their
knowledge is at risk, or they fear that it will be considered irrelevant or unimportant
[14]. Moreover, because of the intrinsic value of knowledge, people avoid sharing
it and thus generate a hoarding of experience [31, 39]. In short, knowledge sharing
depends on the intrinsic motivation of the sender to share, it cannot be forced [45].

Motivation plays a fundamental role when it comes to sharing knowledge. In
this sense, it is necessary to understand why individuals choose to share in certain
cases and avoid it in others [74]. On the one hand, if employees believe that their
knowledge will contribute to organizational performance, their willingness to share
will be greater [59]. In addition, if the parties to the exchange have an expectation that
value will be created, their willingness to participate will be greater, so they should
anticipate that interacting, exchanging and combining knowledgewill beworthwhile,
even if they are not certain [69]. On the other hand, by sharing knowledge, the sender
enjoys thinking that the receiver values what is offered [25, 38]. Finally, another
relevant aspect is the perception of competence or self-efficacy [59]: if the issuer
feels that his or her ability will contribute to improved organizational performance,
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his or her attitude toward sharingwill bemore positive [13]. In summary, the intention
to share predicts knowledge transfer [13,50]. Therefore, it is proposed that:

H1. The intention to share knowledge positively and significantly influences the
transfer of knowledge.

Knowledge transfer is a complex activity, product of prerequisites and contextual
factors [60]. One of the factors that influences it is reciprocity, which is defined as
the practice of giving and receiving something that is valuable to the parties [73].
This concept refers to the mutual reinforcement between two parties, regarding the
actions carried out between them [27]. Socially, it is a component of the person’s
cognitive system (values, ideas and experiences), which collects information, facts
and feelings associatedwith past exchanges; based on it, the expected value of current
and future decisions is evaluated and commitments are determined [71, 77]. In short,
reciprocal relationships are personal ties that can be improved through contributions
or support, from which help is expected in the future [53].

Reciprocity is a fundamental aspect of human activities. On the one hand, indi-
viduals engage in social exchanges, anticipating that their efforts will encounter
reciprocity [7]. Moreover, they think that in return for their actions, they will receive
a reward that justifies the costs they incur [57]. In this type of exchange one party
benefits another and although there is a general expectation of reciprocity, the exact
nature of the return is not specified, nor is there an exact price, so it is impossible to
negotiate about it [11, 19].

The expectation of reciprocity influences the intention to share and the transfer
of knowledge. The relationship of giving and receiving encourages the sharing of
knowledge between people [2], and influences the quantity and quality of shared
knowledge [55]. By transferring knowledge, the issuer is confident that its conduct
will be reciprocated through a benefit in the future [17]. This is because recip-
rocal relationships between co-workers increase communication and the exchange
of this intangible asset [2] and can facilitate exchange [14]. Therefore, the attitude
to exchange knowledge will be more positive in people who seek more and better
relationships with their colleagues and in those who trust their colleagues and are
interested in reciprocity (i.e., expect to receive something from others in the future)
[13, 14, 54]. Then, it is considered that:

H2. The expectation of reciprocity influences knowledge transfer positively and
significantly.

On the other hand, the willingness to share also depends on reciprocity [64]. When
employees believe that they are working in an equitable environment, and that their
reciprocal relationships with others can be improved through their sharing of knowl-
edge, they will exhibit a positive attitude towards that activity [48]. Finally, it has
been observed that reciprocal benefits can be an effective motivator to facilitate the
intention to share knowledge and thus achieve mutual cooperation: if employees
believe that by sharing their knowledge they can obtain reciprocal benefits from
other colleagues, they will be more likely to perceive that activity as favorable and
positive so motivational factors such as self-efficacy of knowledge, reciprocal bene-
fits and enjoyment or joy in helping others, are those that drive the employee to
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have the intention of sharing what he knows with his colleagues [59]. Therefore, it
is suggested that:

H3. The expectation of reciprocity has a positive and significant impact on the
intention to share knowledge.

Interpersonal relationships impact the achievement of the firm’s goals. In first
instance, they constitute a valuable organizational resource for the conduct in social
affairs since they provide to their members a capital of collective property, which is
embedded within the networks of knowledge and mutual recognition [16]. On the
other hand, they motivate people to act in a way that generates mutual benefits [6].
Although formal and informal relationships coexist in the organization, the latter
has attracted greater interest from researchers. This type of interpersonal relations is
understood as any kind of contacts, voluntarily initiated by the actors [1]; the original
purpose is to strengthen bonds of empathy and solidarity in the environment of work.

3 Methodology

The research design was quantitative, non-experimental, cross-sectional,
correlational-causal in scope. Quantitative, because latent variables were measured
and hypotheses were tested with inferential statistical techniques; non-experimental,
because no changes were provoked in the independent variables, but only existing
situations were observed; correlational, because we sought to determine andmeasure
the degree of relationship between variables; and finally, transversal, because data
were collected at a moment in time [43].

The samplewas intentional non-probabilistic. The fieldworkwas carried out from
September 26 to 30, 2016. Voluntary collaboration was sought from hotel employees
who allowed access to carry out the survey. A total of 187 people participated, of
which 1 questionnaire was eliminated, as it was incomplete; therefore, 186 useful
responses were available, representing 99.5% of the responses received. This sample
size was adequate, since it met the minimum recommended sample for the proposed
model (the highest number of structural relations received by an endogenous variable
was multiplied by 10, in this case 3) [21].

As a data collection technique, the survey was used, through a self-administered
questionnaire, with three sections: informed consent, assessment of the variables
studied and demographic data. In the first section, the objective of the work was
communicated, and the participant was asked for his or her consent to use the
information in an aggregate form. In the second section, the variables to be studied
were presented, which were measured through statements that were assessed with a
Likert-type measurement scale, with five points of response assignment, from totally
disagree to totally agree. Finally, items were presented with demographic aspects
regarding sex, age, schooling, position in the hotel and age of the participant, and
category and type of hotel chain. The variables of the study were measured with
items from scales available in the literature, translated into Spanish, and adapted
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to the context. Table 1 shows the items used to measure the variables. Twenty-four
items were included in the initial measurement model: the expectation of reciprocity
was measured with 5 items from the Kankanhalli et al. [53] and Lin [59] scales;
interpersonal relationships were assessed with 6 items built from the Plouffe and
Grégoire [72], Vaux and Harrison [83], Requena Santos [75], Chua [23] and Chow
and Chan [22] scales; intention to share knowledge, with 6 items from the Lin [59]
and Maynez Guaderrama [66] scales; and knowledge transfer with 7 items from the
Maynez Guaderrama [66] scale.

As a statistical analysis technique, structural equation modeling (SEM) with
partial least squares (PLS) was used. Among the main reasons are its ability to
modelmultiple relationships simultaneously and its ability to control the endogeneity
problem. PLS is also a preferred technique to model relationships when one variable
is dependent and independent at the same time. Also, this statistical technique is
considered highly robust against non-normal data [61]. The analysis was performed
in two stages: in the first stage, the (external) measurement model was reviewed to
ensure the reliability and validity of the constructs (variables); then, in the second
stage, the (internal) structural model was evaluated to assess the predictive relevance
of the model and thus test the research hypotheses [4, 35]. Smart PLS 3 statistical
software was used. As a first step, the convergent validity of the proposed measure-
ment model was reviewed. Because it exhibited low factorial loads or generated
discriminant validity problems, five items were eliminated: one from the expectation
of reciprocity (reci1); two from interpersonal relationships (rel4 and rel5); one from
intention to share knowledge (int3), and one from knowledge transfer (tran1). Then,
the final measurement model had 19 items. Table 2 shows the final statistics of the
refined measurement model; in all cases, the statistics met the recommended cut-off
criteria.

In addition to the above, the discriminant validity of the measurement model was
evaluated. The Fornell-Larcker criterion and the Heterotrait-Monotrait ratio were
used for this purpose. The results of both tests are shown in Table 3.

In the first section of the table, the value of the square root of the Analysis of
Variance Extracted (AVE) is shown; this value was compared with the correlations
between constructs (shown under the diagonal of the first section of Table 3). In none
of the cases did the construct correlation exceed the AVE square root, indicating
discriminant validity. In addition, the value of the heterotrait-monotrait ratios was
checked to ensure that they did not exceed the established cut-off point of 0.85. In
all cases the values of the ratios were lower than the cut-off point. According to this
statistical test, it was proved that the measurement model has discriminant validity.

4 Results

The demographic statistics of the sample are the following: themajority of the partici-
pantsweremen (62.3%); 77.8%of the participantswere between 20 and 40 years old;
38.2% had the equivalent of high school education or a professional career that had
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Table 1 Operationalization of variables

Construct Items

Expectation of reciprocity When I share my knowledge, I expect my co-workers to help me
when I need it. (reci1)

I share my knowledge with my co-workers with confidence (reci2)

When I share my knowledge with colleagues, my relationship with
them becomes stronger (reci3)

When I share my knowledge, I think I will get an answer when I
have doubts (reci4)

When I share my knowledge with colleagues, I expect them to share
what they know, when I need it (reci5)

Interpersonal relations I am good at relating to the people who make decisions in the hotel
(rel1)

I have a good relationship with the decision makers (rel2)

I take time to develop relationships with others (rel3)

I use my personal relationships to sole work situations (rel4)

I have a good relationship with the people I work with (rel5)

I often communicate with my co-workers (rel6)

Intent to share knowledge When I am asked to share my knowledge, I am generally willing to
help and to teach (int1)

I am willing to help any colleague, as I am sure he appreciates the
value of what I share with him (int2)

I am confident in my ability to share knowledge with my co-workers
(int3)

I have the experience to share valuable knowledge (int4)

I am sure it is important to share my knowledge (int5)

Knowledge transfer I am sure I can share important knowledge for this hotel (int6)

It is common for employees to share their knowledge (tran1)

Thanks to the shared knowledge, the activities that are developed are
increasingly efficient (tran2)

Based on shared knowledge, we make changes in the way we work
(tran3)

Shared knowledge becomes part of normal work activities (tran4)

By sharing new knowledge, we are able to create new services
(tran5)

By sharing knowledge, we are able to create new work activities
(tran6)

By sharing knowledge, we are able to better perform the services
(tran7)

Source Own elaboration
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not been completed; 13.5%worked as waiters, 13.0% as managers or area managers,
and 10.3% as administrative assistants; 31.1% had less than one year’s seniority and
19.7% had 1 or 2 years working in the hotel. 84.9% of participants reported working
in Mexican chain hotels and 52.2% indicated that the hotel category was 5 stars.

Figure 1 shows the magnitudes of the structural relationships described in the
model. According to the results, five of the six proposed scenarios were not rejected.
This implies that in the context of hotels in Cozumel Island, interpersonal relation-
ships influence the intention to share knowledge (path = 0.459, t = 7.067) and
the expectation of reciprocity (path = 0.469, t = 6.969), but do not directly affect
knowledge transfer (path = 0.145, t = 1.758). That is, interpersonal relationships
do influence the transfer of knowledge, but this occurs through the expectation of
reciprocity and the intention to share knowledge, which are derived from relation-
ships of trust and empathy between subjects. The expectation of reciprocity directly
influences the transfer of knowledge (path= 0.225, t= 2.520, p < 0.05) therefore H2
was supported. Moreover, the structural link between the expectation of reciprocity
and the intention to share knowledge was significant at a level of p < 0.001 (path
= 2.30, t = 3.321), which implies that H3 was supported; that is, this expectation

Table 2 Convergent validity of the measurement model

Construct Average factorial
load

Cronbach’s
Alpha

Composite
reliability

Analysis of
variance
extracted

Expectation of
reciprocity

0.736 0.723 0.826 0.544

Interpersonal
relations

0.730 0.711 0.821 0.536

Intention to share
knowledge

0.733 0.786 0.855 0.544

Knowledge transfer 0.765 0.859 0.895 0.587

Source Prepared by the authors based on Smart PLS results

Table 3 Discriminant validity of the measurement model

Construct Fornell-Larcker criterion Heterotrait-Monotrait ratio

IC ER RI TC IC ER RI

Intention to share
knowledge (IC)

0.737

Expectation of
reciprocity (ER)

0.445 0.737 0.569

Interpersonal
relations (RI)

0.567 0.469 0.732 0.756 0.629

Knowledge transfer
(TC)

0.481 0.426 0.420 0.766 0.567 0.537 0.523

Source Own elaboration based on results of Smart PLS 3.0
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directly and indirectly affects the transfer of knowledge, The aim of the project is to
promote the development of the community, through themediation of the intention to
share knowledge. Finally, the intention to share knowledge has a positive and direct
impact on the transfer of knowledge within the hotels (path = 0.299, t = 2.955, p <
0.05) thus H1 was supported.

According to coefficient R2, the structural relations of the model explain 0.220 of
the variances of the expectation of reciprocity, 0.363 of the variances of the intention
to share knowledge, and 0.301 of the variance of knowledge transfer within hotels.
In other words, interpersonal relationships explain in a way: weak to the expecta-
tion of reciprocity; moderate to the intention to share knowledge, together with the
expectation of reciprocity; moderate to the transfer of knowledge within the hotels,
simultaneously with the expectation of reciprocity and the intention to share.

To determine the predictive validity of the model, the Stone Geisser Q2 indicator
was reviewed and calculated through the blindfolding procedure in the Smart PLS 3
software [20, 41]. The results indicate the existence of predictive validity since the
Q2 values (Table 4) of the endogenous variables of the model were greater than zero
[8, 20].

Table 5 shows the direct, indirect, and total effects of the proposed relationships.
The strongest relationship is between interpersonal relationships and the intention
to share knowledge (0.567), through the mediation of the expectation of reciprocity
(0.108). In addition, interpersonal relationships also directly and indirectly influence
the expectation of reciprocity (0.469). Finally, interpersonal relationships, through
the mediation of the two previous relationships, indirectly impact the transfer of
knowledge (0.275).

Our results are in line with the approaches that emphasize that knowledge is not
a commodity, and in order to use it in problem solving, it needs to be shared among
colleagues, friends and experts [40]. Likewise, thefindings show the need for business
support, if what is sought is collaboration and work in informal networks [24]. Thus,
it is reiterated that social interaction and close, cooperative, reliable, reciprocal and

Fig. 1 Contrasted model. Source Smart PLS
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Table 4 Indicator Q2 of the endogenous variables of the model

Construct Sum of squares of
prediction error (SSO)

Sum of squares of the
error using the average
for the prediction
(SSE)

Cross validation of
Redundancy construct
Q2 = 1 − (SSE/SSO)

Intention to share
knowledge

930,000 764,483 0.178

Expectation of
reciprocity

744,000 665,303 0.106

Knowledge
transfer

1,116,000 944,297 0.154

Intention to share
knowledge

930,000 764,483 0.178

Source Own elaboration based on results of Smart PLS 3.0

Table 5 Direct, indirect, and total effects of the relationships proposed

Structural path Direct effect Indirect effect Total effect

Intention to share knowledge →
Transfer of knowledge

0.299 (2.955)* 0.299 (2.955)*

Expectation of reciprocity →
Knowledge transfer

0.225 (2.520)* 0.069 (2.127)* 0.293 (3.562)*

Expectation of reciprocity intention →
Share knowledge

0.230 (3.321)* 0.230 (3.321)*

Interpersonal relationships Intention →
Share knowledge

0.459 (7.067)** 0.108 (2.719)* 0.567 (10.844)**

Interpersonal relations → Knowledge
transfer

0.145 (1.758) 0.275 (4.512)** 0.420 (6.395)**

Interpersonal relations → Expectation
of reciprocity

0.469 (6.969)** 0.469 (6.969)**

*p < 0.05; **p < 0.01
Source Own elaboration

healthy interpersonal relationships favors knowledge transfer, which coincides with
various studies [6, 22, 29, 30, 37, 52, 56, 74, 81].

On the other hand, it isworth noting the direct and indirect influence of the expecta-
tion of reciprocity on the transfer of knowledge (0.293), through the mediation of the
intention to share this intangible asset (0.069). These results converge with academic
precedents published in the early works of Han and Pashouwers [37] and later of
Wills and DePaulo [84], which indicate that informal networks involve frequent and
lasting interpersonal relationships where it is possible to find reciprocity. In other
words, people seek out their friends when they need help and share their knowledge
with them as this strengthens their expectation of future benefits [29, 37, 52, 84]. In
terms of intent to share and transfer knowledge, reciprocity is relevant because the
sender believes that personal ties with the recipient can be enhanced by contributions
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or support that occur in the present and expects that their conduct will be reciprocated
in the future. In this sense, some studies have offered evidence [17, 53]. Our findings
support the postulates that the tacit culture of ‘give and take’ encourages the sharing
of knowledge and influences the quantity and quality of knowledge shared [2, 14,
55]; it enables employees to have a more positive attitude towards sharing what they
know, because they believe that their relationships of solidarity can be improved
through the sharing of knowledge [48, 59].

To conclude, it only remains to indicate that the variable with the greatest direct
influence on knowledge transfer was the intention to share. These results coincide
with previous work indicating that workers will be more likely to transfer, when
they think they are competent and effective and consider that it will be worthwhile,
since they perceive that their knowledge will favors the performance of the firm
[13, 59, 69].

5 Conclusions

Sharing knowledge is not only essential for improving the performance of individuals
and companies, it is amoral challenge for organizations; it is also a pro-social activity
that benefits cooperation among employees and group effectiveness [9]. When indi-
vidual knowledge is communicated, social acceptance and friendship is encouraged
and promoted. In this research work, we investigated, in the context of hotels located
on the island of Cozumel, whether interpersonal relationships and the expectation
of reciprocity influence the transfer of knowledge, through the mediation of the
intention to share this intangible asset. The findings show that, because of sharing
knowledge, services and work activities are standardized and create a new added
value to the client. Then, from this shared knowledge of new ways of doing things,
productive processes are transformed, and these renewed activities become part of
everyday life. In the hotel context, this can happen in the improvement of customer
check-in or check-out times or in follow-up programs to customer complaints.

In this research, the intention to share was the main direct antecedent of knowl-
edge transfer within hotels. This variable was mostly reflected in two aspects: the
employees’ confidence in the importance of sharing their knowledge and their
certainty that they can contribute important knowledge to the hotel in which they
work. On the other hand, the greatest effect on knowledge transfer is caused by
interpersonal relationships. This is mediated by the intention to share. This construct
was reflected, to a greater extent, both in the favorable perception of workers of
their relationship with decision-makers and in the time, they spend on developing
relationships with their colleagues. In that sense, these findings lead to emphasize
the importance of this type of relationship in the organizational context.

Finally, reciprocity also directly and indirectly influences the transfer of knowl-
edge. This variable is expressed in people’s confidence in sharing their knowledge
with their co-workers and in their certainty that, in doing so, they are strengthening
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their relationship with them. In this paper, it became clear that interpersonal rela-
tionships impact on reciprocity. As with other research, this effort has limitations.
This is a transversal analysis, in a reduced time horizon, carried out in the Mexican
tourism sector located in Cozumel Island, Mexico. In addition, people were accessed
in a non-probabilistic way. This limits the possibility of generalizing the results to
other contexts and these could change over time. Therefore, it is recommended to
replicate the work in other contexts, in a probabilistic sample and try to carry out the
analysis with a longitudinal perspective.
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Brainwaves Behavior During
the Learning Curve Associated
with the Manufacturing of a Product
with Legos

Félix Lira-Casas, Ana García-Acosta, Jorge de la Riva-Rodríguez,
and Marco Gallo

Abstract Within the workplace, it is essential to have prior training for the making
of a product, either for the training of new staff or improvement in a process. The only
disadvantage is that the learning task needs repetition several times until the worker
can carry out the assigned task efficiently and within the set time. Unfortunately,
in the literature review performed in the area of neuroergonomics, information has
not been found regarding the workload effects within the brainwaves during the
attainment of a task learning curve. Therefore, this work focused on a learning curve
experiment that consists of the manufacture of a product with Legos in an assembly
line involving seven people. A wireless Emotiv headband comprised of fourteen
Electroencephalogram (EEG) electrodes along with the Emotiv PRO software were
used for the brainwaves recording. After performing the statistical analysis, it was
found that the presence of more significant brainwave changes occurred during the
first ten minutes of the product manufacturing, and these changes were located in the
frontal region of the cerebral cortex. The results of this study also indicated higher
activity within the Low Beta, High Beta, and Gamma brainwaves than with respect
to other brainwaves. This research will assist in the future implementation of more
efficient processes based on repetitive tasks

Keywords Brainwaves · Learning curve · EEG · Repetitive tasks

1 Introduction

It is well-known that nonstop improvement is essential nowadays to remain compet-
itive; it is, therefore, necessary for companies to develop strategies and techniques
that focus on competitiveness trough process optimization and innovation.
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A fundamental feature associated with process optimization involves the manu-
facture learning curve, in other words, the human repetition of task during the appren-
ticeship stage associated with the standard time attainment in the assembly line. This
accurate timing allows costs minimization and improves productivity.

The learning curve for a manufacturing process, very often involves long times,
and also several repetitive tasks before reaching the standard time, creating a
monotonous, tired and stressful environment for the workers.

A study conducted by theUniversity of Shanghai, byNdaro andWang [1], concen-
trated on the fatigue displayed during the training of a laparoscopic surgical simula-
tion, and the learning curve was monitored using an electroencephalogram system.
This experiment, involved twenty students in the range of 24–26 years of age, each
person lacking emotional problems, alcoholism, drug abuse, etc. Besides, none of
these students had any experience in the use of surgical simulations, during four
continuous hours at room temperature conditions; the students performed the simu-
lation for 20 times, intending to elicit fatigue. At the end of the experiment it was
concluded that therewas significant learning and fatigue effectswhen the trainingwas
repeated for a series of tests. However, for the training to be effective and efficient,
continuous monitoring is necessary, to identify the point within the learning curve of
maximum apprenticeship. In addition, the presence of fatigue is a significant signal
for the efficiency in terms of the necessary time taken to complete the laparoscopic
task and the accuracy obtained in terms of the errors displayed while performing the
task. Although these results concentrated only in the laparoscopic surgical training,
these principles also apply to doctors involved in patient surgeries. The results of this
experiment can also be extrapolated to the manufacturing workplace, to identify the
presence of fatigue associated to the learning curve.

The goal of this work is the study of the brainwaves behavior associated with the
learning curve of a series of people in the assembly of a product with legos until the
standard time attainment.

1.1 Theoretical Framework

In the industry sector, the product needs to complywith the appropriatemeasurements
to fulfill the quality and customer requirements; this goal is obtainable when thework
is performed efficiently.

When a new operator is hired or new techniques are implemented within the
assembly line, it is necessary to determine the amount of time required, even for the
assembly of only part of the product. The obtainment of the standard time can take
hours or even weeks; This time is measured using a learning curve [2]. However, the
quality of the tasks performed might deteriorate if the human factor is not taken into
account; therefore, it is crucial to know to what extent the complexity of the work
learned can lead to exhaustion on the workers, its effect on the brainwaves [3].

The human brain in any state produces electrical impulses traveling through
neurons. These impulses are called brainwaves, displaying different patterns that
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can be read and interpreted using an electroencephalogram and are involved with
different states of consciousness. These signals are captured using electrodes that are
located in specific places on the scalp. [4], and divided into five different frequency
periods: delta brainwaves, these signals have the lowest frequency between 0.5 Hz
and 3 Hz; theta is frequency is comprised in the 4–7 Hz; alpha between 8 and 13 Hz;
beta, being one of the fastest brainwave, ranges between 14 and 30 Hz; gamma
brainwaves are associated with frequencies higher than 30 Hz [5].

Also, the cerebral cortex presents five divisions classified into different parts
or lobes; These lobes are associated with the performance of certain daily basis
functions, such as The Frontal lobe, region located in front of the brain, is function
involves reasoning, decision making and its related with the work processing speed
at any moment. The Temporal lobe is located on the bottom section of the brain,
possesses the function of memorization, auditory senses, as well as the sense of
balance, which allows a person to walk appropriately [6].

TheParietal lobe is located behind the frontal lobe, involves the function of sensory
perception, such as touch, it is involved with pain and discomfort. The Occipital lobe
is related to the temporal lobe and is responsible for visual sense [6].

The study of the effect of brainwaves in an assembly line can be carried in a labora-
tory setting instead of an industrial site, using legos for the making of a product. The
use of Lego blocks for research and education purposes has been well-documented.
There exist studies that use Legos in educational and research settings for the simu-
lation of manufacturing processes, creation of virtual prototypes and as test compo-
nents [7]. The use of Lego blocks is called MIB Dynamics (Interactive Assembly
of Blocks), and it has been applied at the Federal University of Itajubá since 2003,
using Toyota’s production system [8].

2 Methodology

In this work seven students between 19 and 25 years old participated, they did
not present any addictions, such as drug usage, and did not consume any alcoholic
beverage during the past 48 h. All people slept an average of eight hours before
experimenting. The learning curve method was performed separately in each of the
participants while assembling 40 pieces of legos in a workstation, and their amount
of time was measured using a chronometer.

During the assembly process, in each of the participants the Neuroheadest Emotiv
EPOC [9]was placed, consisting of 14 electrodes and using the Emotiv PRO software
[10]. the brain signals were monitored and recorded until each person attained its
standard time.
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2.1 Standard Time Determination

To determine the standard time that all participants have to attain, a test subject
was trained until he arrived at a constant pace in the construction of several pieces,
then video recording was taken to be able to time each of the hand movements
performed during the assembly of each Lego car. In order to determine the sample
size necessary for each time (Fig. 1) the following formula was used [Reference [11]
and the following reference http://egyankosh.ac.in//handle/123456789/31711]:

n =
⎛
⎝40

√
n′ ∑ x2 − ∑

(x)2∑
x

⎞
⎠

2

(1)

where:
n = Sample size (number of observations),
n’ = Number of preliminary observations
x = value of each observation
40 = constant for a 95% confidence interval.

Fig. 1 Sample size of every
element during the assembly Element Sample Size Element Sample Size 

    

1 2.56877465 13 0.83931935 
    

2 0.34814917 14 0.48500639 
    

3 0.38137431 15 0.5969151 
    

4 0.23067728 16 4.11393746 
    

5 0.16471228 17 0.10906495 
 

6 1.36301561 18 2.66642804 
 

7 0.20593005 19 0.89384592 
    

8 0.48166578 20 0.1354259 
 

9 0.7749821 21 0.6507919 
 

10 0.68276765 22 2.62566446 
    

11 2.7335267 23 1.06641776 
 

12 0.96370503 24 2.64480291 
 

  25 2.18445709 
    

http://egyankosh.ac.in//handle/123456789/31711
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Fig. 2 Normal time in
seconds associated to each
elememt

Element Normal Time Element Normal Time 

1 6.014735 13 6.3175 

2 6.9033365 14 6.175 

3 3.3572335 15 1.659935 

4 4.11407 16 2.6847 

5 5.380895 17 5.2955945 

6 8.237545 18 2.8979655 

7 6.051215 19 5.80602 

8 3.290895 20 6.61352 

9 4.82049 21 5.417185 

10 6.5436 22 7.190645 

11 4.87027 23 6.47159 

12 3.09358 24 7.29847 

25 7.666405 

Once the sample size is determined, the normal time of each hand movement is
obtained (Fig. 2) and finally the standard time is calculated, resulting in 2 min with
28 s.

2.2 Participants Involved in the Study

Once the standard time was determined, participants were recruited for the experi-
ment; Seven students were recruited in the range of 19 and 25 years old. Each partic-
ipant had to fill a form (Fig. 3), registering the following information: sleep hours,
smoking habits, alcoholic beverage consumption, and theywere also asked about any
drug of medicine consumption, for allergies or other diseases. After completing the
form, the Emotiv EPOC system was placed in their head for EEG recording (Fig. 4).
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Fig. 3 Registration form for each person involved in the experiment

Fig. 4 Photo of a person perfiorming the experiment, and using the Emotiv EPOCNeurohead band

2.3 Experiment and Data Processing

During the experiment, each participant data corresponding to the assembly times
were recorded until the standard time established previously was reached. A stop-
watch was employed during the recording and it was monitored that each of the
finished cars contained all of the lego pieces in their respective place in the assembly.

In the next step, all the data obtained during the experiment were saved and
exported to a European Data Format (EDF), for its subsequent use with the Matlab
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Fig. 5 Summary of imported data using the EEGLAB graphical user interface

software. Reference [12] and the EEGLAB toolbox [13]. Within this application,
the data extracted from the Emotiv PRO software is imported, and in the graphical
user interface the following data are displayed: the number of channels, frames per
epoch, the frequency of the sample, the recording time, etc., (Fig. 5).

The data obtained during each test presents external artifacts not related to brain
signals, such asmuscular, respiratory and even cardiac. It is important to eliminate the
noise associated with these artifacts using different techniques such as the ICA (Inde-
pendent ComponentAnalysisMethod) [13] andASR (Artifact SubspaceReconstruc-
tionMethod) [14].The ICAmethodanalyzes thedifferent neuronal components in the
brain, from the signals recorded by the electrodes on the surface of the head (Fig. 6).
In order to eliminate the noise components from the data analysis, it is necessary to
detect the corresponding activity, either the ocular movement of component one or
the irregular behavior that component number 14 presents. For signal elimination,
different judgments are explored using either the spectrogram display of each of the
components (Fig. 7) or through statistical analysis (Fig. 8).

The ASR method continuously detects irregular signals throughout the study
according to specific conditions, for example, if the signal displays a flat behavior
during a certain amount of time, are poorly correlated or present excessive amplitude,
they will be eliminated. At the end of the filtering process, a clean EEG is obtained
for subsequent statistical analysis (Fig. 9).
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Fig. 6 Active components during the experiment and noise elimination with the ICA method

Fig. 7 Power versus Frequency plot of extracted components using the ICA method
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Fig. 8 Statistical information of an extracted component using the ICA method

Fig. 9 Noise signal removal using the ASR method
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2.4 Statistical Analysis

After filtering the EEG data, the EEGLAB toolbox was used to obtain the Power
Spectrum Density in units of μv2/Hz (Fig. 10). The time length for each participants
was divided into five equal segments, corresponding to the time employed to reach
the standard time, and to determine significant brainwaves associated with different
periods, for example period “A”where themanufacture takes considerable amount of
time, and point “B” in which the learning curve is more established. The brainwaves
and their associated power, were grouped into different parts that comprise the cortex
(frontal, temporal, parietal and occipital lobe).

For the statistical analysis of the data, it is necessary to test their normality to
determine whether a parametric or non-parametric test is subsequently employed.
All the samples were analyzed with a significance level of 0.05; From Fig. 11, it can
be observed, the variance and and brainwaves power did not display normality. This
condition was resolved by the transformation of non-normal data, using either the

Fig. 10 Power μv2/Hz and frequency values during a period of time associated with the learning
curve
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Fig. 11 Non-normality plot for the alpha brainwave in the frontal lobe

square root or the natural logarithm of the data. Reference [15]. It should be taken
into account that the data resulting from this transform (α of 0.146) were used in the
statistical analysis (Fig. 12).

To determine the significance between brainwaves from different periods along
the learning curve, the paired t student was employed and shown in (Fig. 13). In
this figure brainwave powers (real data without transformation) are shown for each
period within the different lobes. The p-values, from the paired t-student method, are
also presented in Fig. 13, where the values with significant change are highlighted

Fig. 12 Normality plot, obtained after data transformation for the alpha brainwave in the frontal
lobe
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Fig. 13 Significance brainwave values (red) and their associated p-values

in red color (p-value < 0.05) and a graphical representation could be visualized in
Fig. 14.
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Fig. 14 Chart graph of brainwaves p-values during the manufacture learning curve

3 Results

A comparative analysis of the most significant p-values in all brain regions (frontal,
temporal, parietal and occipital) was performed. From the values determined, it was
found that the brain waves that predominates over all the values in the frontal region
are the High Beta and Gamma.

4 Discussion

A large sustained activity with Beta waves can be detrimental for a worker, either in
his normal day or when being trained with a new product or industrial process; One
of the findings for the participants in this experiment was the difficulty associated
during the assembling of the first LEGO cars, but as time passed the subjects rapidly
became familiar with the location of each piece within the assembly and their timing
improved considerably.

5 Conclusions and Future Challenges

Throughout this study, brainwaves were analyzed during the manufacture learning
curve, by developing a lego product from zero knowledge at the start of the training
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until reaching the standard time. Even though the behavior of the waves varies
depending on the person and their ability to learn, the results obtained in this work
provide insight about the brainwaves associated with the learning process, fatigue,
stress and their corresponding location within the brain cortex. From the statistical
analysis, it was found the presence of significant statically change associated with the
Low Beta, High Beta, and Gamma brain waves than in Delta, Theta and Alfa during
most of the experiment. However, the levels of significance varied according to the
different periods covered by the learning curve, that is, the more they approached
the standard time the less change in the brainwaves was detected.

When comparing all periods, the following changes were observed: the temporal,
parietal and occipital lobe, displayed more incidence during almost the entire study,
but unlike these parts of the brain, the frontal lobe presented in the first and second
periods a remarkably significant behavior.

The learning curves of each test subject were divided into five equal periods and
using the paired t statistic, it was found that at the beginning of the assembly, the lobes
and brain waves showed a significant activity. However, it was detected, that in the
last periods the brainwaves remained unaltered and without much change compared
to the start of the learning curve.

It is recommended that for higher accuracy, the learning curve should be divided
into more periods. Also, it is recommended that an EEG device with more electrodes
and higher resolution should be used.
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Audio Features Extraction to Develop
a Child Activity Recognition Model
Using Support Vector Machine
to Monitoring Security in a Smart City

Antonio García-Domínguez, Carlos E. Galván-Tejada,
Laura A. Zanella-Calzada, Jorge I. Galván-Tejada, Alberto Ochoa-Zezzatti,
and Javier Martínez

Abstract Children activity recognition and classification is a subject of novel
interest on which different works have been presented, where the data source used
to classify the activities is determinant to define the other components of the classi-
fication model. This work uses environmental sound as data source to perform the
recognition and classification of activities. A model for classifying children’s activ-
ities is presented based on the Support Vector Machine (SVM) algorithm, which
is trained with features extracted from the audio samples of each of the activities
defined for analysis: running, playing, crying and walking. As a result, a model able
to predict, based on its contained information, the class to which a new sample of
analyzed audio belongs is obtained.

1 Introduction

The human activity recognition and classification is a subject of recent interest,
on which many works have been presented and proposed different applications,
as works presented by Aggarwal [1] and Hamid [2], to facilitate the daily life of
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human beings by promoting an automated interaction with their environment. An
important aspect to be considered in human activity recognition is the data source to
be used since it depends on the processing of the data and the classification models
used. As data source, the use of different types of sensors has been proposed, as in
the work presented by Arnon [3]. In recent years, for the area of recognition and
classification of children’s activities, has been proposed the use of different data
sources, such as video cameras, accelerometers, and radio-frequency devices, as in
the work presented by Kurashima and Suzuki [4]. Most of the works described in
this area collect information for analysis by embedding the sensor directly into a
child’s garment to record activity data, such as the works presented by Nam and Park
[5]. This way of data capture has the disadvantage that the devices or sensors used,
which are placed in the garments, can interfere directly with the natural action of the
children, not allowing them to perform normally the activities to be analyzed.

One way to solve the problem mentioned above is to change the data source to
one that does not interfere with the activities to be performed by the study subjects.
Under this idea, the environmental sound has been used as data source to recognize
and classify human activities, as in the work presented by Salomons et al. [6], since
data capture passes inadvertently to the study group, thus not interfering with the
activities to be analyzed. The use of environmental sound as data source for the
recognition and classification of children’s activities is an approach not yet addressed
and on which the present work is centered.

Environmental sound as data source in child activity classification models is a
major challenge due to the complexity of the audio signal analysis process as well as
due to the different environmental factors that may interfere during the data’s capture
process, causing that the samples taken do not have the necessary characteristics for
their analysis. For this reason, the adequate data processing (audio samples) and
the choice of an appropriate model that optimizes the activity recognition process
becomes of vital importance. For the correct audio signal processing, it is necessary
to perform a feature extraction process on which the classification model will be
based. Given these features, it is possible, with a set of training dara (samples), to
label the classes (the type of sound to which the samples belong), to construct and
train a model that predicts the class of a new sample. In the present work, Support
Vector Machines (SVM) are used as the learning algorithm for the model.

2 Materials and Methods

This section describes the features of the dataset used for the creation and training of
the classification model, as well as the methods that define how the model is created
and its operation for the child activity recognition process.
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2.1 Dataset Description

For thiswork, the dataset is composed of audio recordings of four activities performed
by children in the age range of 12–36 months. This age range is chosen based on the
pediatric ages defined by the World Health Organization (WHO), which define that
from 12 months old they cease to be babies and from 36 months old they become
in pre-school children, the intermediate period being a stage in which most children
share very similar behaviors, allowing a more precise analysis of the activities they
perform.

The activities to be analyzed are: walking, running, crying and playing (manipu-
lating plastic blocks), and audios were captured in a controlled environment (inside a
room). Table 1 shows a description of each of the activities included in the analysis.

2.1.1 Metadata

The recorded audio is in WAV (WaveForm Audio File) format, in order not to expe-
rience loss of quality that other formats present due to the compression process. The
general features such as sampling rate, channels and resolution are shown in Table 2.

The features presented in Table 2 ensure an acceptable quality for recorded audio
files, and they define the parameters required for future recordings in order to expand
the dataset.

2.1.2 Devices

For the data acquisition process, the audios of the activities were recorded using the
microphones present in two mobile devices. The main features of the devices used
are shown in Table 3.

Table 1 General description
of activities

Activity Description

Crying Emitting crying sound in reaction to some event

Playing Handling plastic pieces

Running Moving quickly from one place to another

Walking Moving from one place to another at medium speed

Table 2 Metadata Activity Sampling rate (Hz) Channels Resolution

Crying 44,100 Stereo 16 bit

Playing 44,100 Stereo 16 bit

Running 44,100 Stereo 16 bit

Walking 44,100 Stereo 16 bit
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Table 3 Recording devices Device Processor OS

Lanix Ilium s620 MediaTek MT6582
quad-core

Android 4.2.2

Motorola Moto G4 Snapdragon 617 Android 6.0.1

Table 4 Commonly audio
features used

Time-domain features Frequency-domain features

RMS (Root Mean Square) Fundamental frequency

Energy Frequency components

ZCR (Zero Crossing Rate) Spectral centroid

Maximum amplitude Spectral flux

Minimum energy Spectral density

Spectral rollof

2.2 Data Analysis

Once the audio signals are captured, it is necessary to perform the features extraction
process with which the classification model is generated. For this work, a feature
extraction approach and a Support Vector Machine (SVM) algorithm to generate the
classification model are proposed. This process is explained in detail below.

2.2.1 Feature Extraction

An audio feature is any qualitatively or quantitatively measurable aspect of a sound,
these measures are a series of parameters that compactly represent the sound infor-
mation and can be used to characterize it. It is possible to obtain many features that
can be used to classify audio signals [7], these features can be separated into two
types: time-domain and frequency-domain. Table 4 shows some of the audio features
commonly used for analysis.

2.2.2 Classification Model

SVM is a supervised machine learning algorithm that can be used for both classi-
fication or regression challenges. However, it is mostly used in data classification
problems as in the works presented by Kallas et al. [8], Qi et al. [9], and Misumi
et al. [10], and in works of sounds classification as the work presented by Tran and
Li [11]. As is explained by Yu and Kim [12], SVM is a type of linear classifier that
can be used to solve binary classification problems. It works by correlating data to
a large feature space so that data points can be categorized, even if the data cannot
be separated linearly in another way. A separator is detected between the categories
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and the data are transformed so that the separator can be extracted as a hyperplane.
Thereafter, the features of the new data can be used to predict the group to which the
new record belongs.

2.3 Model Validation

The classification model is generated by an induction process, training it with the
dataset (features extracted from the audios), which is called training dataset, to have a
model that can predict the class to which belongs a new sound evaluated. The training
of the classification model refers to the process of taking audio samples of which it
is known to which class they belong and based on them to generate the classification
model, this is called a supervised classification system. The validation process of
the model is a process of deduction that consists of performing tests of classification
of sounds that represent the activities analyzed, in order to determine the degree of
certainty with which the model classifies the audio samples in the correct classes.
Figure 1 shows the previously described process.

3 Experiments

3.1 Audio Recordings

As the first step in the experimentation process, it is necessary to obtain the audio
recordings of the activities to be analyzed. Through the process of audio capture
for the activities in the present work, a total of 31 recordings were obtained, the
quantities of audio files for each activity are shown in Table 5.

3.2 Feature Extraction

For the generation and training of the classificationmodel to be used it wasworked on
the Python programming language because it has features and specialized libraries
that facilitate this type of analysis. In particular, it was used the library PyAudio-
Analysis which contains a large number of features for audio analysis, included
[13]:

• Extract audio features and representations
• Classify unknown sounds
• Detect audio events and exclude silence periods from long recordings
• Perform supervised segmentation
• Perform unsupervised segmentation
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Fig. 1 Training process and model validation

Table 5 Audio file by
activity

Activity Recordings

Crying 8

Playing 8

Running 8

Walking 7
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Table 6 Extracted audio features

Feature ID Feature name Description

1 Zero crossing rate The rate of sign-changes of the signal during the duration of
a particular frame

2 Energy The sum of squares of the signal values, normalized by the
respective frame length

3 Entropy of energy The entropy of sub-frames normalized energies. It can be
interpreted as a measure of abrupt changes

4 Spectral centroid The center of the gravity of the spectrum

5 Spectral spread The second central moment of the spectrum

6 Spectral entropy Entropy of the normalized spectral energies for a set of
sub-frames

7 Spectral flux The squared difference between the normalized magnitudes
of the spectra of the two succesive frames

8 Spectral rollof The frequency below wich 90% of the magnitude
distribution of the spectrum

9–21 MFCCs Mel Frequency Cepstral Coefficients form a cepstral
representation where the frequency bands are not linear but
distributed according to the mel-scale

22–23 Chroma vector A 12-element representation of the spectral energy where the
bins represent the 12 equal-tempered pitch classes of
western-type music (semitone spacing)

34 Chroma deviation A The standard deviation of the 12 chroma coefficients

• Extract audio thumbnails
• Train and use audio regression models
• Apply dimensionality reduction to visualize audio data and content similarities.

Before starting with the generation and training of the classification model, it was
necessary to extract the features of the audio signals that were to serve as input to
the model. Table 6 shows the extracted features implemented in the library; these
features later served as a basis for generating the classification model.

3.3 Classification Model

The next step is the generation of a classificationmodelwith the data arranged for that
purpose, which in this sense refers to the features extracted from each of the audio
files captured from the activities. As mentioned previously, for this work the SVM
algorithm is used to generate the classification model. This is how the classification
model is created and trained from the audio files previously captured.
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Table 7 Confusion matrix

Cry Play Run Walk

Cry 21.75 0 3.25 0

Play 0 19.5 0.5 5

Run 3.5 0.75 14.5 6.25

Walk 0 5.25 1.25 18.5

3.4 Classification Process

Once the classification model has been generated and trained with the data extracted
from the audio files, the process of classifying audio is done by performing the
extraction of features, to load the classifier model and tries to classify the audio
file into one of the classes with which the model was previously generated and
trained. Table 7 shows the resulting confusion matrix in the creation and training
of the classification model. It is common to use confusion matrices for problems of
classification and selection of features, as in the work presented by [14], since in
these it is possible to visualize the behavior that has the classification model when
trying to classify the test data.

From the confusion matrix obtained it can be interpreted that the model classifies
most of the sounds in the correct class, this can be observed by analyzing the percent-
ages of the main diagonal of the matrix, which indicates in which classes (columns)
are being classified the sounds (rows). It can also be observed that some of the sounds
are not classified in the correct class, this is normal behavior since the audios may
present variations or strange noises that do not allow the correct classification.

4 Conclusion and Future Research

From the experimentation presented above, it can be concluded that the model gener-
ated by the use of the SVM algorithm and trained with the extracted features of the
captured audio, acceptably classifies audio recordings of the activities performed by
infants from 12 to 36 months, achieving a 74.25% of correct classifications, which
can be observed in the confusion matrix. As future work, it is proposed, first, to
expand the size of the dataset so that the model created is more robust, in addi-
tion, to include more activities and thus have a more complete classification model.
Another important aspect to be considered is the feature selection process, to opti-
mize the model, including only features really useful in the process of generating the
classification model and improve the percentage of correct classifications.

A complementary aspect of the Intelligent ActivityMonitoring System is to cross-
reference the information with IoT data in order to identify and prevent accesses in
recreational parks, as can be seen in Fig. 2.
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Fig. 2 Our intelligent system can monitor up to 47 children at the same time and identify possible
risk activities in a child park

A future research goal is to adapt our Intelligent System to identify possible
risks or imminent hazards in water parks where the noise of water can distort the
monitoring of children’s activities, as can be seen in Fig. 3.

Fig. 3 Identification of dangerous or high-risk activities in children in a water park
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Considering that by 2050 there will be 27 million boys and girls aged between 1
and 15 years is an activity highly demanded by the generation Z for the care of their
infants.

Acknowledgements The authors would like to thank the peoplewho provided the audio recordings
of children’s activities, through which the classification model was created in this research.
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Sentiment Analysis Using Natural
Language Processing Through a Speech
Recognition System Using a Hybrid
Mobile App

Alejandro Acosta, Alberto Ochoa-Zezzatti, Lina M. Aguilar-Lobo,
and Gilberto Ochoa-Ruiz

Abstract Determining people’s feelings when they speak is relatively easy due to
the tone and language with which they express themselves. This happens if another
person is listening and understanding what the first person wants to imply. However,
for an algorithm that is capable of capturing the sound of a person’s voice, it is
difficult on its own to interpret the feeling or even analyze what the person wants to
say. To achieve this, it is necessary to rely on some computer science and linguistics
techniques such as Natural Language Processing (NLP). With sentiment analysis
algorithms in combination with voice recognition and the general use of NLP, it is
possible to create intelligent systems that allow the interpretation of people’s feelings
based on the audible message that they emit.

Keywords Natural language processing · Voice recognition · Sentiment analysis ·
AI algorithms

1 Introduction

According to Bonastre et al. [1], The voice is the most casual and important way
for people to communicate between humans and as lately also between humans and
machines. One thing that sometimes might be underrated but it is important, voice
becomes part of the personality of the persons itself.

A. Acosta (B)
Universidad Cuauhtémoc, Cuauhtémoc, Mexico
e-mail: alejandro.acosta@uabc.edu.mx

A. Ochoa-Zezzatti
Universidad Autónoma de Ciudad Juarez, Ciudad Juárez, Mexico

L. M. Aguilar-Lobo
Universidad Autonoma de Guadalajara, Zapopan, Mexico

G. Ochoa-Ruiz
ITESM Campus Guadalajara, Zapopan, Mexico

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Ochoa-Zezzatti et al. (eds.), Technological and Industrial Applications Associated
With Industry 4.0, Studies in Systems, Decision and Control 347,
https://doi.org/10.1007/978-3-030-68663-5_10

141

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68663-5_10&domain=pdf
mailto:alejandro.acosta@uabc.edu.mx
https://doi.org/10.1007/978-3-030-68663-5_10


142 A. Acosta et al.

In the tech industry, is very known that Voice-based solutions exists in order to
improve the process of businesses and the industry in general. These type of solutions
or systems are limited. Systems are pre-programmed to support sort of type of voices
that were configurated in order to work efficiently once installed. Let’s draw the
following scenario. A security system can recognize the voice of a person that was
setup at the beginning when it was installed. After that, the user (person) can use the
voice recognition system by using its voice as can be noticed. However, the limitation
in this is that the user can only dictate the programmed commands that the actual
system supports. The system will not understand or do anything else but what it was
configurated by the engineers that designed it. Going back to Bonastre et al. [1],
there are a few types of voice base systems such as: Automatic speaker verification
(ASV). Text-to-text speech (TTS). Voice conversion (VC). Computer speech and
language (CSL). Each of these have their very own characteristics, limitations, uses
and applications.

In order to enhance the normal voice recognition systems, the current work
contains 3 main sections to present. The first one it will be about how to recog-
nize voice and convert into text by using an algorithm created in Go. The second
part contains the explanation to analyze text and can tell what the sentiment of that
message is by using a rating system developed in Go. And the last part is about to
create a hybrid mobile app to record voice messages and display the sentiment of it
using Google Flutter framework to develop the mobile app.

2 Voice Recognition Algorithm Using Go

Overview. In this section, voice recognition works in a way that it can be treated
like a new topic, but it is not, voice recognition exists from 1952 when the system
“Audrey” [2] was created by Balashek, Biddulph and Davis. Voice recognition also
can be applied by many different ways in the nowadays. The way that now it will be
presented is to create a Go algorithm that recognize some voice commands in order
to be analyzed after.

There are other ways to consider but those are not going to be implemented at this
time. The work done by Dhakal et al. [3] that is about a real-time speaker recognition
user interface, stands to exploit the advantages of hybrid feature extraction techniques
that contain the features of Gabor Filter (GF), Convolution Neural Networks (CNN),
and statistical parameters as a single matrix set. This is a great option for the future
of this work that will be explain further below.

Let’s see how the architecture of this solution will look. See the next diagram
(Fig. 1).

There is no doubt that using the offered power that current PaaS does such as
Amazon with their AWS, will allow to create reliable, trustful, powerful and great
services to provide an optimal solution like the one shown in the diagram above.

User having an App installed in their smartphones, will upload a voice messages
up to the API where that message will be stored in the S3 (Storage) service, then
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Fig. 1 Diagram of connectivity and voice processing architecture

processed and compared with proper datasets stored in the database to be able to
recognize and analyze the sentiment of the message provided.

Now, let’s see how the Speech Algorithm look like in Go. First of all, we will use
IBM Cloud Watson API SpeechToText API service to synthetize voice in order to
get the text from voice message.

The piece of code above uses Watson Speech to Text synthesize speech input
process to retrieve the result text. Uses audio format “audio/flac” to recognize based
on an English from United States.

Watson service return a response that look like this:
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This service usesWatson Artificial Intelligence with an NLP algorithm to process
audio and transform it to text. The response results contain an attribute with the final
transcript with the % of confidence that the service is able to recognize.

3 Sentiment Analysis Using a Rating System with Go

Overview, in this section we are going to talk about what sentiment analysis is, how
it is important and how it can be applied to text. In particular, text processed by the
previous algorithm that transform voice into text.

Troussas and Virvou [4] said that Sentiment analysis refers to the use of expert
methods (such as natural language processing, text analysis, computational linguis-
tics) to systematically identify, extract, quantify, and study affective states and
subjective information [4].

Habimana et al. [5] also said that the sentiment analysis appeared to be an impor-
tant tool that allows the automation of getting insight from the user-generated data. In
this occasion it ismessages that peoplemay record somewhere andbyhaving its senti-
ment score, decisions of any kind can bemade. There aremany techniques thatmakes
sentiment analysis possible, such as deep learning. With that, the need for sentiment
analysis ranges from individuals to large organizations [5] and deep learning is used
tomake this possibleworldwide andwith an incredible power and scalability because
it can be deployed over most (all) platforms around the cloud. This gives the proper
solutions for problems that requires big data analysis or high-performance solutions.

According to Habimana et al. [5]: “Conducting sentiment analysis is more than
classifying a document or a sentence into positive or negative classes. Indeed, finding
the sentiment discussed in every aspect or feature of the entity is of prime importance.
Therefore, depending upon the granularity required, the sentiment analysis task is
performed at the document, sentence and aspect level” [5].

We are going to continue working with Go, at this point the next algorithm is
receiving a text value that correspond to the voice text transformed.
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This algorithm uses a library that already contains a trained model of NLP in
English language that is able to apply a clustering method to identify written words,
analyze them and detect a score to indicate if the text is interpreted either positive or
negative.

Here is the response when the algorithm processes the text “the situation with the
virus is really bad”.

By having this feedback, we can assume that a Negative sentiment the score is 0.
To perform these sentiment tasks, exists a diverse type of datasets that allow

systems to integrate them. See the following table (Table 1).

4 Hybrid Mobile App with Google Flutter Framework

With the rise of smartphones and tablets, travelers now have remarkable connectivity
that allows them to make travel arrangements and share information before, during,
and after their trips. Companies recognize that mobile is increasing in importance,
they do not yet understand its full reach and impact. Compared to PCs, mobile
use patterns, behaviors, and expectations are different, and each phase of the travel
cycle requires a distinctive approach for mobile [6]. Said by Linton et al. [6]. Islam
et al. [7] states that mobile application uses, and development is a new and rapidly
growing sector. The use of mobile apps is becoming facilitate and people, society
of developing are upgrading themselves and making a new type of IT infrastructure.
Mobile apps are running on a small hand holdmobile device which is moveable, easy
to use and accessible from anywhere and any place. Many people are using mobile
application to contact friends, browse internet, file content management, document
creating and handling, entertainment etc. People can do many things of his daily life
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and business life. Not only the mobile application has an impact for user but also it
plays an important role in business [7].

Having this in mind, we can conclude that smartphones and mobile apps are one
of themost interesting inventions from the last years. Nowwith all of this explanation
about mobile apps, let’s talk about what this mobile app is going to be about.

First of all, the framework that is going to be used to build it. Flutter, is a framework
from Google that allows to create productive and powerful apps that can be used on
the 2 more mobile platforms these days, iOS and Android.

Flutter uses Dart programming language to build its components. This is the
main variables that handles the messages and scores to display the proper sentiment
visualization, happy or sad emotion.

Then when click the play button when the message gets analyzed, the following
code evaluate the score by switching its value.

Finally, this piece of code build the UI (User Interface) on the mobile device
simulator.
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Also, emoticons and other icons need to be declared in the project configuration.

Below you will find the screens that shows the idea of the entire process when
the message is being recorded and then it is uploaded to be analyzed as positive or
negative and the proper emoticon is shown (Fig. 2).

These screens above, allows the user to record a voice message by clicking in the
button on the right corner at the bottom. For first versions, it is recommended to only
record voice messages up to 6 s so the backend services processes can operate within
an optimal time frame.

Also, the recording is going to be stored in the local storage of the mobile device.
Once the recording is done, it will be ready to be uploaded (Fig. 3).

When is ready to be uploaded, it is enough to only push the button at the bottom
and the mobile app will push it into the API gateway (Fig. 1). It is important to have
a good internet connection on the mobile device to have a good experience during
this process.
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Fig. 2 Screen to recording voice message

While the voice is being uploaded, a new screen appears with a message. There
is a button to cancel the processing to tell the web service to stop processing and the
mobile app will go to the main screen again.

During the processing, the web services are connecting to Watson IBM speech
to text service and running the sentiment analysis after that to cluster and rate the
transformed message returning the response needed to the mobile app (Fig. 4).

Having the process finalized, now the mobile app has the response from the web
service. If the score detected by the sentiment analysis is “1”, the app will assume
that it is a “Good” message, but if the score detected is 0, then the app will assume
that it is a “Bad” message.

For both cases, the app will display the emoticon that represents the proper
analyzed score.

Future Research

For the next steps on this work, we are looking to deploy all the projects into the
proper platforms.

Go projects.
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Fig. 3 Screen to upload and process the voice recording

• Speech recognition and Sentiment analysis into an API mounted on AWS ECS
service.

• Create an API gateway to connect as third-party service.
• Audio file conversion from mp3 into flac.

Flutter project.

• Record audio from smartphone microphone.
• Save the recording into the local storage of the device.
• Send recording as mp3 to be converted by the API.
• Use API endpoints to analyze and display the right results given the response.
• Design the final UX and UI of the app to converge all the screens shown above.
• Publish mobile app in main stores, Apple Store and Google Play.

Other part that will be created in the near future is the support for S3 storage and
the Databases.

S3 storage, it is going to be used to store the recordings so the web services can
save it there and the speech to text process by Watson can read from. This service
will store both original and converted files (mp3 and flac).
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Fig. 4 Screens when analyzing text is being displayed with a proper emoticon

Databases are going to be used to keep track of the recordings processed like main
data: IP address, Device, recording length. Also, some result metadata like analysis
score, text transformed, accuracy, length of process and more (Fig. 5).

The API Gateway diagram will be modular and will have concrete functionality
each. It needs an HTTP POST endpoint for the devices to access and upload voice
recordings. Then the endpoint will convert the file into “flac” format and store them

Fig. 5 API gateway internal functionality
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in Amazon S3 service (storage). Once it has the converted file, it will be passed into
Watson service API in order to get the response of that result. The response will
contain the text needed to be analyzed by the sentiment analysis module. When the
score is calculated and the other data is grabbed, all of it will be stored in a Amazon
RDS database service based onMariaDB (open source) in order to have all the record
of the process.

The approach that was made about the developed environment in which the situ-
ations described in this work are simulated, is easily extensible to environments
with a greater number of agents without more than increasing or modifying the deci-
sion variables and even the criteria itself. Undoubtedly, guaranteeing its reliability by
means of personal assistants for scenarioswith high uncertainty is away to counteract
any malicious manipulation in the process of correct decision making.

It will be necessary to act, on the one hand, in the formative scope, preparing the
new generations in technical knowledge able to create and to sustain the necessary
technological infrastructures; but also, specially, in the promotion of creative abili-
ties, of social relation, of decision making in uncertain surroundings, of facilitating
leadership, among others; abilities necessary for the management of the complexity
of the new productive surroundings. An important aspect is to describe a Business
Model that contemplates vital aspects in the improvement of productivity as it can
be observed in Fig. 6.

It should be considered that in the very near future Industry 4.0 will require
planning with well structured strategies and stratagems for strategic and tactical
plans, much more than for operational plans.

Fig. 6 A proposed model for the implementation of competitiveness improvement in Industry 4.0
considering the factor of generation Z
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Logistics of Hospitalization Patients
with COVID and Ambulances Required

Marco Del Moral, Alberto Ochoa, Alberto Lasserre, and Gastón Cedillo

Abstract The shortest path problem is a typical problem of optimization. This
chapter presents an innovative model associated with the use of case-based reasoning
to solve a problem of routing vehicles in a Hospital of El Paso, United States. In this
research, diverse components are described to characterize this problem through the
use of a Knowledge system. The algorithm was developed in Java, thus obtaining a
tool which determines the best tracks to the vehicles associated with ambulances. An
experiment was realized to probe the validations; the results were used to compare
it with the Dijkstra algorithm and determine the quality of the results. The future
research of this intelligent tool is to determine an innovative perspective related to
episodic knowledge applied to resolution of diverse ambulances and as this topic
is determinative to find and remember the best solutions quickly, additionally we
compare it with a code from other postgraduate students trying to implement an
algorithm similar to Logistics but using a Hybrid Intelligent system.

Keywords Distribution of ambulances in a hospital · Vehicle routing problem ·
Case-based reasoning · Ant colony algorithm · Shortest path

1 Introduction

COVID’2019 pandemics is a novel sickness where the city of El Paso, in Texas, is
located and affects about one million people, in a database obtained by DSHS and
associated with 47,500 records compiled in different events of eleven months. Each
patient hospitalized in the main hospital of the city of El Paso and linked to at least
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27 symptoms whose involvement is associated with this type of pandemics events, it
is crucial to know this for this research project, each of the scenarios that occur each
time a COVID’2019 pandemic occurs in order to adequately link a requirement of a
set of ambulances for the population at risk during this climatological event and that
is recurrent during the minus seven months of the year. Nowadays, digital maps are
increasingly common to greatly improve the optimization of evacuations performed
by emergency vehicles such as ambulances or fire trucks [1]. With the progress that
has been made in technology, these maps are becoming more sophisticated, in the
way that they are able to find specific locations, draw routes and so forth [16]. Another
thing that is noteworthy is that they show how the information has improved dramat-
ically, as they changed from traditional maps to maps with real images taken from
the air, satellite, or even a hybrid version of these two. The motivation of this project
is specifically focused on the use of this increased interaction nowadays, in order to
achieve an improvement in the logistics after a huge COVID’2019 pandemic which
affects many people and determine what is the best way to organize the ambulances
to move patients to diverse hospitals [18]. The objective of this work is to develop a
system to help create routes on the basis of the emergencies given in El Paso, Texas,
through the use of a system of neighborhoods of ants that allows them to create routes
to take care of patients affected by a COVID’2019 pandemic or other types of emer-
gencies in a quick way. This is important because the life of the people is at risk. In
the United States, to minimize the time to arrive to the place of the accident, they do
a comparison according to three possible emergencies at the same time and require
other vehicles to respond to them. To provide assistance to citizens, paramedics in
an ambulance need a route to arrive as quickly as possible to the place of the inci-
dent [17]. If there are many emergencies, they are classified in order of importance:
Hospitalization related to a COVID’2019 pandemic, Rescue, and Prevention Action
on public hazard. In all these activities, the time is vital because with a timely arrival
the effect of the damage in a COVID’2019 pandemic can be decreased to prevent an
explosion in the leak case and find alive persons among others. The bio-inspired algo-
rithms are a technique of artificial intelligence focused on the solution of different
problems, especially optimization problems. One of these algorithms is the swarm
intelligence algorithm, where we can find the algorithm of the ant colony (ACO),
particle swarm optimization (PSO), bees and so on [19]. The proposed algorithm to
solve the routing problem in El Paso city is an Ant Colony System.

2 Descriptions of the Model Components

In this section, we offer details of each component related to the application domain
that is involved in the problem, in our case we solve a Logistics problem related to
the El Paso Health System’s Hospitals by the use of a bioinspired algorithm to create
routes of vehicles to attend emergencies.
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2.1 The Shortest Route

The problem known as the shortest path or the shortest route, as its name suggests,
tries to find the minimum or shortest route between two points. This minimum may
be the distance between origin and destination points or the time to travel from
one point to another. Mathematically, this system is described as a weighted graph
G = (V, A, d) where vertices are represented by V = {V 0, V 1, . . . , Vn}, and arcs
are represented by A = {(vi, v j )|i = j} The distances associated with each arc are
represented by the variable Ci j measured by the Euclidean distance. The objective
functions of the problem [7] are

minZ = All the defined arcs Ci j Xi j (1)

Decision variables are as follows: Xi j : action to move from node i to node j 0
indicates that there is no displacement and 1 indicates that yes there is movement.
Ci j : cost or time to get from node i to node j. Restrictions for the Total input flow =
total output flow (external input into node j) + i All the defined arcs (i, j)

Xi j = (external output from node j) + k All the defined arcs( j, k) X jk (2)

This type of optimization problems cannot be solved using exact methods. We
cannot find its optimal solution with acceptable computational efforts. Since the
early 50s, many algorithms have been developed to find a solution to this problem
by finding good solutions but not necessarily optimal solutions. In the 80s, the solu-
tion techniques focused on the implementation of general-purpose meta heuristics
including, among others, the ant colony, genetic algorithms, and taboo search.

2.2 The Shortest Path Algorithm

The shortest path algorithm, also called the Dijkstra algorithm, is an algorithm for
determining the shortest path given in a source vertex to other vertices in a directed
graphwithweights on each edge. The shortest path algorithm belonging to the greedy
algorithm [9] is an efficient algorithm of complexity O(n2), where n is the number
of vertices, used to find the least cost path from a source node to all other nodes in
the graph. It was designed by the Dutchman Edsger Wybe Dijkstra in 1959 [13]. The
foundation on which this algorithm sits is the principle of optimality; the solution is
built with the election of local optima in the hope of obtaining a global optimum.
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3 Proposal Methodology

It is important to define that among a plethora of artificial intelligence techniques,
the most appropriate one and the one that was selected for the present research was
combinedCase-basedReasoning andAntColonyOptimization algorithm to improve
a correct solution, which was validated with other similar investigations. The internal
structure of the CBR systems is composed of two parts: the obtaining of the case
and the reasoning of the case [20]. The first is responsible for finding the appropriate
cases in the base of cases and the second is responsible for finding a solution to the
problem given its description (see Fig. 1).

The CBR fulfills a cycle from the beginning of the problem until the solution is
obtained, the cycle covers four parts: recover, reuse, review and retain (see figure
two). This is also known as the 4 Rs (Retrieve, Reuse, Revise and Retain), according
to [21]. The parts that comprise the CBR cycle depend on the case base or case library
since in this case the previous cases that contain valuable information are stored for
the CBR to be successful. We must remember that cases are problems that have a
solution, for that it is necessary to obtain a representation of the cases so that they
are stored in the base of cases since not all the information that is available about the
problem is important to solve the problem. For this reason, we add one more part to
CBR model that is the representation of cases, as is shown in Fig. 2.

Case representation: It is one of the most important parts of the CBR because the
four parts of the CBR life cycle depend on it. Its importance lies in the fact that a
case is a piece of knowledge that represents an experience and includes a problem,
which is the description of the task to be solved and a solution, which corresponds to
how the task was solved [21]. In turn, a set of cases is called case base or case library.
Usually, a case is represented as an attribute-value pair; this represents the problem
and the solution of the case. In some cases, the case contains a third element that is the

Fig. 1 Basic structure of an CBR system according to [21]
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Fig. 2 Life cycle of the CBR according to [24]

result, that is, the state of the problem once the solution was applied. The experience
can be represented in a different way; the classic one includes vector form, frame-
based, object-oriented and textual, although there are already more sophisticated
representations that are hierarchical cases, generalized cases, cases based on the
based design, cases based on planning [22]. Recover cases: The quality in the result
of the CBR systems depends on the similarity measures used for the recovery of
similar cases. The soft computing techniques used in this part of the CBR are: diffuse
indexing, diffuse grouping, case classification, probability, Bayesian models for the
selection of cases [20], the nearest neighbor. In this phase, the current problem is
checked against the problems stored in the base of cases. The comparison is a process
of comparing two cases among themselves and determining the degree of similarity
(DOS, for its acronym in English degree of similarity). Besides the measures of
similarity, knowing the domain helps determine the similarity of the new case with a
previous case and having the degree of similarity lead us to a degree of adequacy of
the solution of the problem or current case [24]. Reuse cases: The reuse can be given
by means of copying or integrating the solution of the cases that were recovered in
the previous part. In reuse, interactive and conversational diffuse reasoning can be
used, learning to reuse case knowledge and diffusional approaches [20]. This part
is also known as adapting the solution since the solution that was obtained in some
occasions is necessary to adapt it to be given a solution to the case, as explained by
[24].



160 M. Del Moral et al.

3.1 Case-Based Reasoning to Solve Route Problems

There are three forms of adaptation that are the most used: substitution, transforma-
tion, and generative adaptation, this is indicated in [21]. Review cases: The evaluation
of the solution originated in the reuse of the case is carried out, this is usually carried
out by domain experts. In case the solution needs some modification, this is done in
this phase, and it is called repair. Must remember that the success or failure of the
solutions originated is useful information to improve the CBR [21]. The techniques
used here are neural networks and evolutionary approach, rules of adaptation using
set theories. Retain cases: Then the new case or problem and its solution are retained
or stored in the base of cases for future use [24], that is to say, that the solution was
already confirmed or validated by domain experts. The decision whether the new
case is stored in the case base also depends on how useful the knowledge of that case
will be in the future [21]. The techniques that can be used in this part are fuzzy rules,
neural networks, set theory [20]. This learning is incremental, thus we must bear in
mind that the more cases stored in the database, the CBR will increase, as it will
reach the time needed to maintain the database, and continues fulfilling its function
[21]. Many authors described different applications to resolve this kind of problem.
Lianxi Hong proposed an algorithm which permits to determine the time to reach
a specific point in a city according to different possible scenarios [8]. On the other
hand, in [24] is proposed a concept similar to ours, with relation to “emergencies,”
whichmay occur in any time and place [11], and organize the demand to the vehicles,
in our case is to the rescue units, try to minimize the effort to attend the demands in
a day with the estimation of arrive, and solve another emergence, for example bee
swarm which can be damage to children. In Fig. 3 is proposed our model inner a
Smart City.

Fig. 3 An ambulance in a transport model in a Smart City
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4 The Proposed Model of Our Hybrid Algorithm

An intelligent tool was developed using Case-based Algorithm based on Ant Colony
Algorithm and the programming language Java (J2SE) and as the first step we begin
with the creation of the graph for the central area covering the Main Hospital in
El Paso, a total of 2451 streets, avenues and boulevards (edges) and 1710 nodes.
Subsequently, an entity was designed called “object” to store information about each
node, as the impact to neighboring nodes and their respective distance.

These objects were related to a data structure called a multidimensional array
which saves computer resources because this structure does not cause the overflow
ofmemory relatedwith the cells which compound the grid and generate a square inci-
dence matrix, it stores only the necessary track which is visualized in their analysis.
The Ant Colony algorithm has been proved effective to solve NP-Hard problems [3]
when they use multidimensional arrays [2]. The structure of the generic algorithm is
as follows [5]: Algorithm:

1. Optimization based on Ant Colony
2. Initialize parameters ()
3. while not stop condition ()
4. for ant = 1 to n construct solution ()
5. evaluate solution ()
6. update pheromones ()
7. end for end while
8. Theoptimizationquantity is the distanceof the route. Thus, the truckmovement

cost between loading spots i and j is a function of all separate costs for each
factor which affects the track route:

9. di j = αdai j + βdbi j + γ dci j + · · · . (3)

10. Let tij (t) be the intensity of trail on edge (i, j) at time t. Each ant at time t
chooses the next node, where it will be at time t + 1. Therefore, if we call
an iteration of the ACO algorithm the n moves carried out by the n ants in
the interval (t, t +1), then for every n iterations of the algorithm, each ant has
completed a tour. At this point the trail intensity is updated according to the
following formula:

11. τ i j (t + n)ρ · τ i j (t) + �τ i j , (4)

12. where ρ is a coefficient that represents the evaporation of trail between

13. k = 1ki j. (5)
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The coefficient ρ must be set to a value < 1 to avoid unlimited accumulation of
trail (see note 1). In our experiments, we set the intensity of trail at time 0, tij (0), to
a small positive constant c. In order to satisfy the constraint that an ant visits all the
n different loading spots, we associate with each ant a data structure called the hlist,
that saves loading spots already visited up to time t and forbids the ant to visit them
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again before n iterations (a tour) have been completed, as is proposed in [12]. When
a tour is completed, the hlist is used to compute the ant’s current solution (i.e., the
movement cost of the path followed by the ant). The hlist is then emptied, and the
ant is free to choose again,

ηi j = 1/di j (6)

We call visibility hi j the quantity 1/di j . This quantity is not modified during the
run of theAS, as opposed to the trail, which instead changes according to the previous
formula (4). We define the transition probability from loading spot i to loading spot
j for the kth ant as

pk i j = τ i j (t)α · ηi jβk ∈ allowed kτ ik(t)α · ηikβ (7)

The software implements the ability to block and alter the meaning of the streets,
a fact that occurs in the central city of El Paso because of events, accidents, public
works and so on. The method Initialize parameters enters the source node, the desti-
nation node, blocked streets and the number of ants involved in the search for the
solution similar to the proposal in [14]. Construct solution takes place when ants
move randomly with both probabilities using the Monte Carlo method if there is
already a trail of pheromone as in [4, 6, 15]. Once an ant has found the evaluate
solution, the destination node determines if the journey is of good quality, discarding
those paths that do not decrease the distance obtained by other ants, and Updating
the pheromone if you have found a shorter route.

The user interface displays the found routes to the destination, with the option
of display all of them or one in particular in a map (Fig. 4), which has the options
of adding landmarks (churches, schools, hospitals, parks, rivers), zoom, viewing the
different layers, storing in the route file [10], exporting the map as an image and

Fig. 4 a Drawing of a single route. b Drawing of five routes
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Fig. 5 ACO and Case-based Reasoning and Dijkstra comparison

sending it via Bluetooth to a mobile device. A comparative related with performance
of our proposed model and Djikstra algorithm is presented in Fig. 5.

5 Experimental Results

The proposed algorithmwas compared to the algorithm of Operations Research: The
shortest path (Dijkstra). The comparison was carried out with the generation of 20
runs starting from the central zone associated with El Paso Hospital (node 759) to
different nodes (Table 1).

The results were obtained with μ = 25.15 seg and σ = 15.65 seg, in 35% of
cases. While the Ant Colony gives better results than the shortest path algorithm
(1, 4, 7, 10, 11, 14 and 18), in 20% the results were similar (8, 9, 12 and 17) and
45% was surpassed by the shortest paths as in Fig. 4. We select from a list of 1487
sickness related with the effects of a COVID’2019 pandemic, two incidences and
with a Kriging Model used in ArcGis, determine the expected value of patients that
required an ambulance to travel to Hospital, as it is shown in Fig. 6.

Another comparison was using the same instances and information obtained from
Table 1 of twenty different ambulances from El Paso Health System’s Hospitals,
with the intention of building a robust design of experiments to try to understand the
accumulative number of optimal solutions to reach the best track using the search
space to three different codes of Hybrid Algorithm, PSO and Cultural Algorithm.
The results will be observed in Fig. 7.

6 Conclusion and Future Research

The algorithm currently implemented gives good quality solutions to an NP-hard
problem, improving by 35% of cases the routes provided by the shortest path
algorithm. The 45% where the shortest path algorithm exceeds the ACO which
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Table 1 Result for each ambulance travel from the houses of the patients to a Hospital in El Paso

# Origin Destination Dijkstra Hybrid Algorithm

1 945 222 212

2 614 464 507

3 903 755 841

4 941 732 698

5 1044 693 709

6 1202 984 1093

7 1094 953 927

8 1057 538 538

9 1418 231 231

10 170 759 338 328

11 526 347 324

12 462 718 718

13 846 859 1030

14 524 359 333

15 809 365 406

16 1107 886 1011

17 698 302 302

18 1062 517 499

19 1342 519 564

20 1199 885 984

Fig. 6 Incidence of a specific sickness in Neighborhoods of El Paso, and a Kriging Model of
incidence of this sickness in the future with the necessity of more ambulances to transport more
patients during a COVID’2019 pandemic
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Fig. 7 Comparative analysis of a Hybrid Algorithm, a PSO and a Cultural Algorithm for an nstance
of three emergencies dataset associated with a COVID’2019 pandemic at the same time, when we
consider its performance on the basis of Table 1

is attributed to not yet implementing the evaporation of the pheromone [15], the
pheromone amount in nature may remain a few hours to several months depending
on different aspects, such as ant species or soil type [7], causing a minor influence
on the effect of evaporation in the process of finding the shortest path. Due to the
long persistence of the pheromone, it is difficult for the ants to “forget” a path that
has a high level of pheromone but have found a path even shorter. Keep in mind that
if this behavior is transferred to the computer to design a search algorithm some-
times, it can converge quickly to the local optimum. In this section, the results of the
trial are presented. First of all, the data collection and the measurement of variables
are described. Based on the results obtained, we recommend the implementation of
heuristic algorithms such as ant colony, which have demonstrated to do well on a
variety of problems [3, 4]. As future work, it would be important to implement the
evaporation of the pheromone, find benchmarks that are being used at international
level and prove to those instances of the problem, replicate the project using Java
(J2ME) for the system to operate on mobile devices which provide advantages to
the system in units of El Paso Health System’ Hospitals. Making an Intelligent Tool
requires Access from any device including cellphones with different screen size and
reorganizing the correct decisions in a mobile device as is shown in Fig. 8.

We decide to make a comparison of our algorithm with relation to a PSO Algo-
rithm and a Cultural Algorithm. We discovered the proposal of combining Case-
based Reasoning, as is proposed in [23] and ACOAlgorithm to obtain three different
paths to a successful number of emergencies occurring at the same time, and that
its performance improves by 22% the performance of PSO Algorithm and by 37%
the performance of Cultural Algorithms. In the future research, it is important to
describe the different times in other quadrants (the city is divided into four regions
named Quadrants) of the city in the border zone which covers Hospitals and covers
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Fig. 8 Using Bluetooth, it is possible to use our proposed model of ambulances in a huge
contingency related to a COVID’2019 pandemic

only the 48.7% of territorial space of the city. Additionally, there are several sub-
problems associated with research that need to be improved, among them are ambu-
lance drivers’fatigue as a groutier [25], the change of epidemiological traffic lights
that can determine additional waiting times to normal ones, the accommodation of
patients in the same ambulance to optimize space, this will be proposed with a Bin
Packing model adapted to the context, and the management of respiratory equipment
in an ambulatory way to be able to specify waiting times in a time window according
to the health of the patients, a project of a framework for humanitarian logistics is
the goal to achieve in a short term. However, the development of a holistic frame-
work that considers each crucial aspect of humanitarian logistics in the midst of the
Covid’2019 pandemic is a titanic task due to the complexity of determining what
is the best technique to apply for each sub-problem and the appropriate response
time for proper decision making including an output through a narrative script in
an appropriate and specialized intelligent dashboard that allows to offer the greatest
amount of detailed relative data to specify the appropriate approach for the proposed
solution.
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A Heuristic Method for Oil Distribution
Networks Applied to the Switching
Behavior in the Oil Industry

Mario M. Monsreal-Barrera and Oliverio Cruz-Mejía

Abstract This work develops a novel method of designing distribution networks for
petroleum distribution. The method takes advantage of techniques including outliers
filtering as well as traditional methods combined into a single heuristic. One of the
main contributions of this study is the fact that the method has the ability to group
client nodes based on their reachability, which is a local density measure derived
from outliers’ detection, and refers to the typical distance at which a point can be
reached from its neighbors. The novel algorithm is able to offer much better results
reducing distribution costs significantly.

Keywords Distribution network · Petroleum distribution · Center of gravity ·
Reachability

1 Introduction

Due to the raise of competition stemming from industry’s constant globalization
process, organizations constantly need to develop new and better ways of delivering
their products to their clients. A clear example of this is the transition many coun-
tries are undergoing in the energy sector. The opening of the oil industry in some
regions represents an important opportunity to emerging or global companies to enter
local markets, and a huge challenge for those already established. Considering the
complexity of the energy sector and industry, the investment of large amounts of
capital is necessary in order to increment its efficiency, thus assuring that the benefits
will be higher than the investments and operations costs.

One of the main characteristics of the oil/hydrocarbon industry is the fact that the
products of the competing companies are extremely similar, so companies can only
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bemore competitive by finding, extracting, producing and distributing petroleum and
its derivatives in a more efficient way than their competitors [11]. Consequently, the
organization and the management of the supply chain are crucial for the competition
between the different oil/hydrocarbon companies: They don’t compete in products
but in service and price. This type of competition is more critical because of the
magnitude and volume of the operations, so any improvement in their processes may
result in substantial benefits. Very few industries can benefit more from an efficient
chain supply management than the oil and hydrocarbon industry [11].

Another key issue for the industry is its environmental impact. A better design of
the distribution network and amore efficient use of the assets not only represent a cost
reduction, but also a lower impact on the environment stemming from a better use
of energy and lower greenhouse gas emissions. A country’s efficient and sustainable
distribution network of energy, conditions its competitiveness within a globalized
context.

The present work introduces a new method of designing networks, applied to
the analysis of a hydrocarbon distribution network. The method uses techniques of
outliers filtering, and traditional methods combined into a single heuristic. One of the
main contributions of this study is the fact that the method has the ability to group
client nodes based on their reachability, which is a local density measure derived
from outliers’ detection, and refers to the typical distance at which a point can be
reached from its neighbors. However, the difference is that in our case reachability is
calculated based on vehicle autonomy, which makes it more realistic for application
purposes. An additional advantage of this newmethod, besides its simplicity and that
it can be easily applied to any industry, is that the method determines simultaneously
the capacity and location of the distribution hubs (e.g. depots)—based on demand and
client’s location. Because hub location and capacity depend on demand, location, and
on the number of the clients nodes that it will serve, traditional methods generally
require first either the hub capacity to determine the hub location, or the location
to determinate the capacity, which result in sub-efficiencies. The study uses data
of actual and current distribution network of gasolines in Mexico. Results show
substantial savings in distribution costs for this product, when using the newproposed
method.

2 Literature Review

Facility location problems are normally strategic in nature and implicate long-term
decisions and investments, binding organizations to many uncertainties during the
operational lifetime of a facility [5]. Due to the importance and impact of the decision
manymodels and approaches to facility location have been developed over the years.

Singh et al. [3], for example, construct their model considering a set of risk factors,
their probability of occurring and their expected cost impacts, with the objective of
reducing the total cost of the supply chain. Lim et al. [10] take the issue a step further,
they investigate the impact of wrongly estimated disruption probabilities. With a
continuous location model they conclude that the increase of the expected total costs
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of the disruptions is greater due to the underestimation than the overestimation of
the disruptions’ occurrence probability.

Baron et al. (2010) for their part center on the demand and its uncertainty, and
apply robust optimization to the problem. They consider a multi-period fixed-charge
network location problem and apply a robust optimization approach in which they
formulate the problem to include alternative levels of uncertainty over the periods.
Martinez-Gomez et al. [8] propose a mathematical programming formulation for
the optimal location and reallocation accounting for future growth of the organi-
zation based on a multi-annual framework. Athawale and Chakraborty [6] employ
preference ranking organizationmethod for enrichment evaluation, which is an effec-
tive multi-criteria decision-making tool often used to solve complex manufacturing
problems, for the selection of the location out of a set of alternatives.

Another approach is the one of a greener supply chain. Elhedhli and Merrick
[9] focus on reducing the carbon emissions with their model, along with fixed and
variable location and production costs. The authors employ a Lagrangian relaxation
to decompose the general problem into a capacitated facility location problem with
single sourcing and a concave knapsack problem. Zhang et al. [7] present a two-stage
methodology to identify the best location for a biofuel production facility in which
stage 1 uses a Geographic Information System to identify feasible locations and stage
2 employs a total transportation cost model to identify the preferred position.

Important also to location problems is the nature of the objective network. Zhang
et al. [2] introduce a model for a supply chain with bidirectional flows, their model
is a nonlinear mixed-integer program that optimizes the location of the distribution
centers and the allocation of the retailers. The model considers the possibility for
retailers to return the products directly to the supplier for reprocessing without going
through the distribution centers. Lopez [1] develops amodel based on a hybrid-mixed
integer programming method to solve the Territory Design Problem, the problem
which is focused on grouping small geographical areas into lager clusters. From
a large group of basic areas with specific attributes and certain restrictions for the
resulting territories, an optimal districting plan is obtained.

A key aspect of the solution of facility location problems is the impact of outliers,
i.e. very distant clients. Charikar et al. [4] recognize the effect of outliers can have on
the possible solutions for a facility location problem. In their work, the authors study
various generalized facility location problems, K-center, K-median, non-capacitated,
etc., where only a specified fraction of the customers are to be served, and provide
various approximation algorithms that take that constraint into account.

3 Methodology

The methodology consists in developing three scenarios to compare the perfor-
mance of the newmethod: Actual, Center of Gravity and NewMethod. The “Actual”
scenario calculates incurred costs when supplying to the different client nodes (termi-
nals) with the current network configuration considering actual demand for each
terminal. The “Center of Gravity” scenario uses the well-known center of gravity
method, which determines the best facility location (supplying refineries) based on
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the actual geographic location and demand of the client nodes (terminals). However,
this method does not considers transportation costs for the allocation, and it uses the
current grouping of client nodes because it requires that the group of client nodes be
already established in order to calculate the location of the service node [12].

The “NewMethod” scenario uses the same demand data and location of the client
nodes; however, this new method considers the reachability criteria to perform the
terminal grouping, the assignment, and to define the location and capacity of the
service nodes. This method uses also the Center of Gravity method for the last step.
Figures 1 and 2 show the steps for the “Center of Gravity” and the “New Method”,
green shaded boxes in Fig. 2 show the different and additional steps of the new
method.

At the heart of the new method lies the reachability grouping. This reachability
is determined by considering the maximum vehicle autonomy as a threshold. Then
clients are sorted by X and Y coordinates, calculating the distance between each of
them per spherical Earth axis (the study employs spherical distances considering the
Earth curvature for all scenarios). The algorithm determines the grouping based on
these spherical distances and the threshold, by assessing the nearest neighbor and
either accept it in current group or reject it. This grouping simultaneously deter-
mines the required capacity of the service node. Once the groups are created the
Center of Gravity technique is applied to determine the service node location. We
use Pseudo Code to describe the reachability grouping decision of the algorithm,
(due to document size constraints we kept other parts of the algorithm unaddressed
in this description, also for confidentialitywe do not disclose the threshold or vehicles
autonomy).

Fig. 1 Steps of the center of
gravity method
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Fig. 2 Steps of the new
method

We define:

K: Client nodes set to be evaluated

D0: Distance set in the generated group

R0: Client nodes set to visit in the generated group

�: Generated group set

{()}: Empty set

dj,i = Transit distance in meters from client node j to client node i, (or from origin
when j = 0 to client i, or from last visited client node to the origin when i = 0)

k = Maximum values of indixes j and i in the set

i: Index of client nodes as destination I

j: Index of client nodes as origin J

I: 0, 1, 2, … k

J: 0, 1, 2, … k.



174 M. M. Monsreal-Barrera and O. Cruz-Mejía

Step 0 Initialisation

0.1 Set K = {(1,2,3…k)}

0.2 Set K´ = K
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4 Results

Results are in the form of savings, which in turn are based on the distribution costs.
All distribution costs are calculated using the same and current unitary values as well
as the same capacities and vehicle mixes.

Due to the Reachability criteria, and based on the costs, the new method can
discriminate the customer nodes or terminals that can be cost-efficiently served, as
opposed to those “out of the reach” or “too expensive”. In this case, the method
suggests that 41% of the terminals should not be attended.

The following table presents the annual savings in distribution costs for both
methods: Center ofGravity andNewMethod,when compared to the current network.
The amounts are shown in US Dollars for the terminals identified with cost-efficient
distribution (Table 1).

The service discrimination for profitability is useful in industries where the
strategy is focused on operative performance. Gasoline distribution, however, has
a social and competitive function. Therefore, the priority is demand fulfilment. For
this reason, Table 2 shows results (annual savings) when performing the adjustment
for 100% of demand (all terminals).

It is important to point out that the present study focuses on the analysis of network
designs and their impact on distribution costs (exclusively), but does not analyze
the cost–benefit. The previous is relevant since, for decision making on network
design, the savings offered by the new method should be assessed in light of the
implementation costs.

The present analysis offers a new perspective for distribution network design by
using real data of the gasoline commerce inMexico. The application to this industry is
not randomsince currentlyMexicofinds itself in important changing period regarding
the hydrocarbon industry, where the operations and resources optimization is a key
issue.

The study presents a considerable improvement in operational costs of the
analyzed distribution network,which points to the existence of important areas oppor-
tunity needed to be evaluated to continue the logistic development of the industry.
More sophisticated algorithms could be explored to increase accuracy and saving;
however the tradeoff may be the applicability of these new tools.

Table 1 Annual distribution
costs savings—cost-efficient
distribution terminals

Annual distribution costs savings (USD millions)

Center of gravity New method

$173.3 $456.2

Table 2 Distribution costs
annual savings—all terminals

Annual distribution costs savings (USD millions)

Center of gravity New method

$363.1 $863.3
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Metaheuristics for Order Picking
Optimisation: A Comparison Among
Three Swarm-Intelligence Algorithms

Jared Olmos, Rogelio Florencia, Vicente García, Martha Victoria González,
Gilberto Rivera, and Patricia Sánchez-Solís

Abstract Nowadays, the Order Picking Problem (OPP) represents the most costly
and time-consuming operation of warehouse management, with an average ranging
from 50 to 75% of the total warehouse management cost. So, OPP is being anal-
ysed to improve logistics operations in companies. The OPP consists of dispatching
a set of products, allocated in specific places in a warehouse, based in a group of
customer orders. In most traditional warehouses, the optimisation methods of order
picking operations are associated with time, whose model is based on the Traveling
Salesperson Problem (TSP). The TSP is considered as an NP-Hard problem; thus,
the development of metaheuristics approaches is justified. This chapter presents a
comparison among three different optimisation metaheuristic approaches that solve
the OPP. An analysis is used to evaluate and compare ant colony optimisation,
elephant herdingoptimisation, and the bat algorithm.This study considers the number
of picking aisles, the number of extra cross aisles, the number of items in the order,
and the standard deviation in both the x and y axis of the product distribution in the
warehouse.

Keywords Order picking problem · Ant colony optimisation · Bat algorithm ·
Elephant herding optimisation · Traveling salesperson problem · Swarm
intelligence

1 Introduction

Nowadays, production and distribution companies are continually searching for inno-
vative ways to generate the highest possible profit. So, the right management of a
wide variety of processes throughout the product’s lifecycle is essential. This study
is focused on the Order Picking Problem (OPP), a phase of the product’s lifecycle
process, and its resolution using different optimisation algorithms. Order Picking
is defined as the recollection of products stored in a warehouse, satisfying a set of
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customer orders, and it is considered as themost costly and time-consumingoperation
of warehouse management [1, 2].

Consequently, the OPP is a high priority area in warehouse logistics to improve.
Optimisation techniques play an essential role when company managers search for
minimising cost ormaximising profit. Some of themost used optimisation techniques
are the ones based on swarm intelligence (SI-based metaheuristics) [3]. These algo-
rithms exploit the collective intelligence and behaviour of self-organised systems
such as foraging of social insects or other animals.

The objective of this study is to run, evaluate and compare three SI-based algo-
rithms: Ant ColonyOptimisation (ACO), Elephant Herding Optimisation (EHO) and
the Bat Algorithm (BA), facing an set of instances.

The remainder of this chapter is organised as follows: In Sect. 2, we present a
literature review. Section 3 describes the instances. Section 4 presents the computa-
tional experiments and results. Finally, In Sect. 5, we discuss some conclusions and
directions for future work.

2 Literature Review

This chapter compares three optimisation algorithms to solve the OPP. Hereafter, in
this section, it is presented a literature review of order picking and the three SI-based
metaheuristics evaluated.

2.1 Order Picking

In the OPP, there is a set of orders, consisting of a subset of items stored in the
warehouse; each order must be supplied [4]. The “picker” is the element that collects
the articles in the order, starting from the depot and finishing in the same spot.
Beroule in [5] stated that optimisationmethods of order picking operations aremostly
associated with time and are based on the Traveling Salesperson Problem (TSP). The
literature specialised in OPP assumes that the travelled distance is the element that
mainly affects the performance; thus, optimising lengths is the main objective [5].

The TSP is defined by a salesman who must find an optimal route that passes
through a set of costumers; the vendor must visit each of them only once, and (s)he
starts and finishes at the same place. The aim is to find an optimal route in terms of
cost, usually focusing on the distance, satisfying the restrictions described above. In
our context of order picking, each location of a product is like a customer to visit.
The TSP is classified as an NP-hard problem; so, metaheuristics are usually used to
face it in a reasonable time [6].

The TSP is formalised as, given a positive integer n—number of cities—and a
bidimensional distance matrix c, there exists a tour defined as a sequence of integers
where each subsequent integer, taken from the set [1, 2, 3,…, n] appears at least once



Metaheuristics for Order Picking Optimisation … 179

(the initial and final integers are identical). The tour can be represented as follows:

t = (i1, i2, i3, . . . in−1, in, i1), (1)

where t represents the tour and i j represents the jth costumer; t has a sequence of
traversed edges x; so, the optimal solution is sought by minimising the objective
function described in Eq. 2.

z(x) =
∑

(i, j)∈x
ci, j (2)

Here, x is composed of the ordered pairs of t as follows:

x = 〈(i1, i2), (i2, i3), . . . , (in−1, in), (in, i1)〉. (3)

2.2 Ant Colony Optimisation

ACO is a well-known approach for solving combinatorial problems such as the OPP.
Dorigo et al. [7] proposed this algorithm, and several variants have emerged from it
[8–10]. This algorithm is inspired by the behaviour of ant colonieswhen searching for
food supplies. Ants have the ability to produce and release a pheromone to commu-
nicate with each other. Ants start exploring the surface at random, emitting traces of
pheromones while finding routes to the food supply [11]. Once the pheromone trail
is on the surface, subsequent ants follow this trace. However, the pheromone trail
tends to disappear over time, which causes shorter routes to be selected by the ants.
The chosen pathways receive reinforcement of pheromones from each ant that walks
on.

For this reason, more and more ants choose these shorter routes. The probability
of selecting a path increases proportionally with the number of ants that walks by
that route [12]. Figure 1 represents this behaviour.

In summary, the ACO algorithm contains two rules or phases [14]. The first one
is the update of local pheromone while constructing the solutions. The second one
occurs when the pheromone is globally updated once all ants have built the solution
[15].

The following equation describes the probability of choosing a path by an ant.

Pk
i j =

(τα
i j )

(
nβ

i j

)

∑
l∈(Nk

i )

(
τα
i j

)(
nβ

i j

) , if j ∈ Nk
i (4)
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Fig. 1 Representation of the
release of pheromone.
Source [13]

Equation (4) calculates the probability of success of an ant k reaching a position
j from a position i. In the first iteration, ants have the same likelihood of getting any
node j because of the lack of pheromone trail on the routes. The term τi j represents
the value of the amount of pheromone that exists between i and j, reflecting the
attraction of moving from node i to node j [7]. The term ni j is a heuristic value
between nodes i and j, and it is inversely proportional to the distance between the
two nodes. It is calculated as ni j = 1

di j
. The relative importance of the pheromone trail

is represented by the parameter α; and the parameter β is the relative importance of
the heuristic information. Here, Nk

i is the set of nodes that the kth ant has not visited
(while standing in position i); so, the end of the iterative process of visiting the nodes
occurs when Nk

i = ∅. The pheromone update on the routes is affected at the end of
the process [14].

The evaporation rate is represented by Eq. 3 and is bounded, so its value must be
between 0 and 1. The term ρ is a parameter that avoids the unlimited accumulation of
pheromone. This process causes the reduction of pheromones, where the ant traffic
is lower.

τi j = (1 − ρ)τi j ,∀(i, j) ∈ L , 0 < ρ < 1 (5)

Equation 6 and Eq. 7 are used to update the pheromone trace of the routes given
ants’ traffic.
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τi j = τi j +
m∑

k=1

�τ k
i j ,∀(i, j) ∈ L (6)

�τ k
i j =

{1/
Lk if (i, j) ∈ T k,

0 otherwise.
(7)

The pheromone value of the selected routes is increased, favouring the probability
of choosing that route. The ants will prefer ways with intense pheromone, which
positively reinforces the pheromone trails on the best routes [16]. The term Lk is
used to represent the sum of the length of the edges that belongs to a route T k .
According to Eq. 4, the increase of pheromone is inversely proportional to the length
of the path, using the lim

Lk→+∞
1
Lk = 0 to represent it. Finally, when this process is

repeated—ants travel the graph, the evaporation is performed, and the pheromone is
updated—it results in near-optimal solutions [10, 12, 17].

2.3 Elephant Herding Optimisation

Elephant Herds have the following behaviour when searching for food: they divide
into two groups, one consisting of male elephants that forage for food in large
distances, and the other one composed of female elephants that form groups,
performing local searches near their matriarch [18–22]. Once the first group of male
elephants finds a food source, the matriarch and the whole group moves toward it.

Wang in [18] lists four main assumptions used to model the elephant’s biological
behaviour; these assumptions are described below.

1. Each elephant has a particular visual range, which helps them to look out for
other animals that might threaten their personal space. Male elephants have a
wider visual range due to the instinct of protection they should have, allowing
them to move randomly while searching for food. This range, in the algorithm,
is calculated by the Euclidean distance.

2. When two elephants see each other, a contest begins to demonstrate who is
the strongest one. This action is represented in the algorithm by comparing the
fitness value of both elephants. The one with the highest value is considered
the strongest one, and the loser must leave the area. Figure 2 illustrates that
behaviour.

3. A clan is made up of only one female group, and they are always together.
4. There exists a maximum lifespan in each elephant. When an elephant dies, a

new baby must be born. An impressive characteristic is that the gender of this
new baby is inherited from the elephant that just died; this keeps balanced the
clan’s gender.

5. EHO splits elephants into k clans, considering that each jth member in the ith
clan follows themovement of the clan’s matriarch. Thematriarch is the elephant
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Fig. 2 Elephant with the lowest fitness flees from another elephant with better fitness. Source [23]

with the best value in each generation. The EHO algorithm identifies four types
of elephants: the baby, the male, the female, and the matriarch.

Matriarch
The oldest living female elephant is considered the leader; this elephant—a.k.a. the
matriarch—has the best fitness value, which enables her to dictate the direction that
the whole clan must follow. Equation 8 describes the matriarch elephant movement
[24, 25].

(8)

In Eq. 8, is the index of the clan, X centre
i represents the matriarch move-

ment. The parameter β is a binary value that controls the influence of X centre
i ={X centre

i,1 ,X centre
i,2 , . . . ,X centre

i,D

}
, defined by [24] as:

(9)

where 1 ≤ d ≤ D indicates the dth dimension, represents the number of elephants
in the clan , X centre

i,d is the centre, calculated by the average of the whole current
solutions in the clan, and represents the dth dimension of the point of elephant
j belonging to the ith clan.

Female Elephants
The female elephants always follow the matriarch staying close to the clan. They
perform a local search under the direction of thematriarch of the clan. Their moving
behaviour is represented by [24]:
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(10)

where represents the new position for elephant of the clan, represents
the last position, X best

i represents the best solution in the ith clan, the parameter
α ∈ [0, 1] indicates the matriarch influence over the clan, and [0, 1] is a random
number, used to diversification.

Male Elephants
Male elephants are responsible for searching for food in a more profound sense
(randomly). They expand the search scope by exploring the area. The algorithm
represents the elephants with the worst fitness movement, , as follows [24]:

X worst
i = Xmin · (Xmax − Xmin

) · random() (11)

The termsXmax andXmin describe the upper and lower bound, respectively, and
a random-number function is used to represent randomness.

Baby Elephants
These baby elephants are born with the same gender of the most recently dead
elephant, inheriting its fitness value. Usually, they stay with female elephants until
reaching adulthood; then, they must leave the clan if they are male.

2.4 Bat Algorithm

Yang in [26] proposed the BA to solve combinatorial optimisation problems. This
algorithm is based on the echolocation behaviour of bats while searching for prey.
The author establishes three premises described below:

1. Bats use echolocation to trace their preys and hunt them.
2. There exists a fly randomly made by bats. This fly has a velocity vi at a certain

position xi and a frequency fmin with a variation of the wavelength λ and
loudness A0 to search for their prey.

3. The parameter of the loudness varies reaching an Amin.

With these premises, the author proposes the following equations to model the
behaviour of bats

vti = vt−1
i + (

xti − x∗) fi (12)

fi = fmin + (
fmax − fmin

)
β (13)

xti = xt−1
i + vti (14)
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xnew = xold+ ∈ At (15)

Equation 12 helps to describe the random velocity at a specific time.
The term xi represents a position at a fixed frequency fmin. Thewavelength varies

and the volume A0 is taken tofind the prey.The loudness frequency canvary randomly
in many ways. The position xi , velocity vi and the frequency fi are initialised, and
Eq. 10 is used to update and find the best solutions. The term β represents a random
vector, and x∗ represents the current best solution. This process is iterated, updating
the loudness and the frequency of the impulse emission as follows [27]

At+1
i =∝ At

i r t+1
i = r0i

[
1 − exp(−γ t)

]
, (16)

At
i = 0, r ti → r0i , as t → ∞, (17)

where ∝ and γ are constant.

3 Data Description

The set of instances used in this work has been adapted from [28]. There are four
different files per test instance, which represent different features. The first one is
the “list” file, which is a list of the products and their description; it is illustrated
in Fig. 3. The second one is the “order” file, which is a set of customer orders
specifying the number of products to be ordered, the identifier of the product, and
the quantity needed; it is illustrated in Fig. 4. The third file, named “productloc”,
describes the location of the products in the warehouse, each product is allocated
in a single location; it is illustrated in Fig. 5. The final file, named “warehouse”,
describes the warehouse configuration, and it’s the most important one because it
includes eight parameters to be set and five data variables that will guide our tests;
it is illustrated in Fig. 6. The parameters and their ranges are the following:

1. The number of aisles: Represents the total of corridors in the warehouse.
2. The number of extra cross aisles: Represents the total of additional cross aisles

in the warehouse (not considering both the front and the rear corridors).
3. The number of shelves: Represents the total shelves per rack position, the value

doesn’t vary.
4. Minimum of products required: Represents the number of products needed in

the list archive to fill the warehouse.
5. Aisle width: This parameter doesn’t vary and is set in three units.
6. Rack depth: This parameter doesn’t vary and is set in one unit.
7. Location width: This parameter doesn’t vary and is set in one unit.
8. Cross aisle width: This set doesn’t vary and is set in one unit.
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Fig. 3 List file. Source https://homepages.dcc.ufmg.br/~arbex/orderpicking.html adapted by
authors

Fig. 4 Orders file. Source https://homepages.dcc.ufmg.br/~arbex/orderpicking.html adapted by
authors

The data variables are the following:

1. The number of locations per aisle: Represents the total location per corridor in
the warehouse.

2. Total number of locations: It is calculated bymultiplying the number of locations
per aisle side times the number of shelves times the double of the number of
aisles.

3. The number of vertices: Represents the sum of product vertices—where the
picker can get a product—and artificial vertices—the ones used to help build
the graph.

https://homepages.dcc.ufmg.br/%7earbex/orderpicking.html
https://homepages.dcc.ufmg.br/%7earbex/orderpicking.html
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Fig. 5 Productloc file. Source https://homepages.dcc.ufmg.br/~arbex/orderpicking.html adapted
by authors

Fig. 6 Warehouse file. Source https://homepages.dcc.ufmg.br/~arbex/orderpicking.html adapted
by authors

4. The number of product vertices: Represents the vertices where the picker can
pick a product.

5. The number of artificial vertices: Represents the new vertices added.

https://homepages.dcc.ufmg.br/%7earbex/orderpicking.html
https://homepages.dcc.ufmg.br/%7earbex/orderpicking.html
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Fig. 7 Graph-oriented model configuration. Source https://homepages.dcc.ufmg.br/~arbex/orderp
icking.html adapted by authors

6. Cross aisles positions: Represents the vertex number or position of the cross
aisles.

The configuration described above is used and transformed into a graph-oriented
model representing the pick points based on the locations of the warehouse. This
transformation from anOPP to a TSP simplifies the problem-solution process. A Java
program is used to transform the configuration. The graph-oriented model considers
the possibility of picking up a product of either side of the aisle at every vertex.
Figure 7 illustrates an example of this model.

In Fig. 7, it is described as a warehouse with eight aisles, one cross-aisle, and a
centred depot. The black nodes represent the product picking vertices, the grey nodes
represent the artificial vertices, and the white node represents the depot. With this
model, we can quickly compute the distance travelled by a picker given a solution
route. Once we have this graph model, a reduction process begins. This reduced
graph is built based on the products of each order, eliminating the vertices that have
no item in that specific order, and leaving the ones that have a product associated
with them. An example of a reduced graph of Fig. 7, with eleven items in the order,
is illustrated in Fig. 8. This reduced graph only indicates the product vertices needed
to pick the items in the order.

This reduced graph simplifies the solution process of the problem; however, an
extra reduction is needed to remove the artificial nodes that we do not need to use to
solve the TSP. The elimination process uses a computation of the distance between
the two types of nodes, the product, and the artificial ones. The length is evaluated,
and then the shortest distance among every possible path from a node i to a node j is
used. This resultant graph is used then to represent the instance as a TSP using the
depot node as the starting and closing node of the solution. An adjacency matrix, as
described in Fig. 9, is used to represent this graph in the different programs that run
the algorithms.

https://homepages.dcc.ufmg.br/%7earbex/orderpicking.html
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Fig. 8 Example of a simplified graph. Source https://homepages.dcc.ufmg.br/~arbex/orderpicking.
html adapted by authors

Fig. 9 Example of the adjacency matrix and distance matrix. Source https://math.stackexch
ange.com/questions/1890620/finding-path-lengths-by-the-power-of-adjacency-matrix-of-an-und
irected-graph adapted by authors

4 Computational Tests

A computational test evaluates the performance and the runtime of the algorithms
to determine which one is the best given specific scenarios. Five parameters vary to
generate the test instances. These features are:

1. The number of aisles, from 3 to 15.
2. The number of extra cross aisles, from 1 to 9.
3. The number of products in the order, from 16 to 405.
4. The standard deviation in the horizontal axis of the product’s distribution, from

1.12 to 25.19.
5. The standard deviation in the vertical axis of the product’s distribution, from

1.13 to 8.82.

https://homepages.dcc.ufmg.br/%7earbex/orderpicking.html
https://math.stackexchange.com/questions/1890620/finding-path-lengths-by-the-power-of-adjacency-matrix-of-an-undirected-graph
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The parameter’s configuration of each algorithm remained static, using the best
setting for each one reported in [6]. For the ACO algorithm, it was established a
parameter setting with five ants, 500 iterations, and the evaporation rate of 0.5, α

= 1, and β = 5. For the EHO algorithm, it was established 100 elephants, 800
generations, and ten clans. For BA, it was designated a loudness of 0.8, a rate of 0.3,
50 bats, and 100 generations. Table 1 describes the results of the algorithms giving
the best result after 30 runs.

The ACO and EHO algorithms were implemented in NetBeans IDE 8.2 running
JAVA, while the BA was implemented in Matlab R2013b. It was used a platform
with the following specifications: Intel Core i3 7th generation at 2.4 GHz, with 8 Gb
of RAM and Windows 10 Home version.

Table 1 summarises the results obtained by each algorithm; Column 1 contains
the instance ID, Columns 2–6 present the values of the five features for each instance,
andColumns 7–12 includes two data on the performance for each algorithm: distance
traversed by the picker in the proposed route and run time. ACOhad the best results in
every instance run, excluding the first onewith 16 products, onwhichEHOperformed
better. The BA was only executed on three instances (1, 25, 31) because of the delay
in run time (the program was stopped after running three days).

5 Conclusions and Further Research

In this work, it is presented a comparison between three SI metaheuristic for solving
an OPP. The OPP was transformed into a TSP to simplify its resolution. An analysis
of the performance and the runtime of these three algorithms were made using the
best parameter configuration of each one of them. Five features were varied in the
instances: the number of aisles, the number of extra cross aisles, the number of
items in the order, and the standard deviation in both the x and y axis of the product
distribution in the warehouse to evaluate and analyse the algorithms. Based on the
results, we conclude that the ACO algorithm is the best in performance and execution
time, given the proposed parameter variations. The contribution of this work is to
suggest an SI-based metaheuristic to OPP, and this choice is backed by simulation
and based on the results of three SI metaheuristics: ACO, BA, and EHO.

As future research, more metaheuristics used in the literature could be compared
to the ACO algorithm to identify which implementation is better for this kind of
warehouse layout and orders.
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Implementation of an Intelligent
Framework for the Analysis of Body
Movements Through an Avatar Adapted
to the Context of Industry 4.0
for the Recruitment of Personnel

Javier Andres Esquivias Varela, Alberto Ochoa-Zezzatti,
and Humberto Garcia Castellanos

Abstract In the Industry 4.0 is decisive the implementation of technology of
great value that can determine correctly incorrect positions in workers of industrial
processes that require of specialized attention constantly, in the present investigation
we developed an application for mobile device that identifies possible future acci-
dents when determining incorrect actions of a set of steps to assemble a harness, our
proposal is an intelligent system that canmonitor inadequate and incorrectmovement
and specify of a better form preventive actions to make.

Keywords Mobile device application · Intelligent ergonomics · Smart
manufacturing

1 Introduction

The analysis of body movements is a key to success for companies in terms of cost
savings due to adjustments to workstations that in theory need ergonomic modifica-
tions, in some cases the workstations are in full functionality, but the worker who
operates them is the one who has some problem in performing their natural move-
ments, this could be due to an accident he has had or if some muscle wear untreated.
If it is determined first the analysis that the worker can make, the company will be
able to redirect him to an area where it does not cause some conflict to the worker,
therefore its labor efficiency in a labor day will not be affected and thus its efficiency
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of production will be full and consistent. It is necessary to analyze the body move-
ments of workers in their work stations, this waywe can determine if the work station
needs an aesthetic improvement or if it is necessary to relocate the worker to another
area where it does not cause any problem in their movements.

Today the usefulness of technology within the ergonomic issues has marked a
decisive change in data capture issues, as well as the agility of data processing,
with these implementations we can use its advantages to help workers in their daily
problems, as well as companies to improve their quality standards. It is of utmost
importance to know the body movements that workers can make in order to redirect
them to work areas where they can fulfill a full work efficiency without the need
to be suffering from body pains. In most cases, when recruited, workers do not say
that they suffer from fractures or muscular problems for fear of not being hired,
but this omission of information leads to two problems in the long run: one is the
discomfort that the worker will present during his or her workday, and the other is
the inefficiency of the work that will cause the pain, which will significantly lower
the worker’s productivity.

In order to guarantee a better analysis of the data we will use recent technology in
conjunction with computer equipment capable of processing the virtualizations and
handling the data in the most efficient way. Using an avatar represented on a screen
we will be able to make the worker replicate his movements that were previously
predisposed for the analysis, this way we can determine if the worker fulfills the
necessary requirements for the workstation. All this can be done with a set of deep
cameras (Kinect Azure) that will be in charge of capturing the body movements
through a system development software SDK that is provided by Microsoft, so the
follow up of the worker’s body movements can be analyzed with greater certainty.

These equipments would work in such a way that the data is managed through
the database libraries together with the Python software, which can comply with the
requests of the movements to be analyzed according to the task to be performed;
that is, the system can be modified in order to be able to perform the necessary basic
movements that will be evaluated. Modern optical technologies, such as 3D laser
scanning by means of depth cameras, make it possible to capture measurements of
the human body independently of physical contact [1].

The laser light projected on the human body is reflected and captured by the
cameras to bemapped as a large set of points (point cloud) in a 3D coordinate system.
These coordinates can be used to identify the body’s reference points to extract linear,
surface and volume measurements with greater accuracy and consistency than is
possible with direct manual measurements [2, 3].

A set of software development tools (software development kit or SDK), allow
the application developer to create a software package for a specific specialized
system to visualize the 3D digital model and manually extract the anthropometric
measurements, in conjunction with the analysis of the data captured and stored in
individual worker libraries.

The Microsoft Company provides an SDK created for the implementation of the
analysis in the movements of the human body and will work together with the depth
cameras of the same company (KINECT Azure) to ensure good levels of quality and
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productivity, standard procedures are needed for the extraction of anthropometric
data. Obtaining anthropometric measurements for even a small population based on
manual extraction poses a great challenge which is necessary for the improvement
of the worker’s work as well as cost savings due to ergonomic modifications to the
workstations.

The application seeks to be optimal and easy to use for both the operator and
the people who will be in charge of making the analysis of the workers, so we can
describe the following criteria to achieve this goal:

– Simple: Easy to use so that the user can replicate the basic movements that will
be simulated through an avatar.

– Dynamic: Dynamism is necessary to be able to instantly evaluate the results so
that the operator can obtain the necessary measures applicable to the worker being
analyzed.

– Flexible: The simulations can be modified in their virtualization according to the
necessary scenario to be analyzed, in an easy way and with the specific require-
ments according to the case of the analysis. This way, we can havemore flexibility
in the variety of tasks to be carried out within the simulation.

– Clarity: Storage of all data obtained in the analysis for verification and reproduc-
tion of results at any time.

– Integration: The connectivity of the scanner, computer and virtual reality equip-
ment that must work in symbiosis since it will work with products from the
Microsoft company, which have very high standards and quality levels both in
the software supplied and in the hardware (Kinect azure depth cameras). For the
acquisition of the 3D model, a digital file must be provided, which will be unique
for each test to be evaluated.

– Persistence: The simulation can be repeated several times in case the person to be
analysed does not understand the movements of the simulations.

2 Theory

Presence and realism are important concepts in relation to the experience of Virtual
Reality [4, 5]. Today, with the evolution of screen resolutions, miniaturization and
computing power, we are able to (re)producemore realistic VirtualWorlds. A combi-
nation of four technological dimensions (sensory, interaction, control and location)
is expected to increase the sense of realism or presence and enhance the experience
within Virtual Reality [6]. Yet realism is a construct with many competent param-
eters. On the one hand, it refers to resemblance, in which realism operates as the
reproduction of something that is known and familiar to the observer. The object,
environment or event in that case also exists in the “real” world, not mediated.

We can define realism as something that is perceived as real without any knowl-
edge or reference to an object or event that is known to the observer. Even to the
extent that the object or environment does not exist in the ‘real’ world [6]. In this
study we focus on the latter, that is, users “subjective sense of being in the place
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represented by the Virtual Environment” [5] without knowing the (similarity with
the) real situation, but reproducing a sensation in which the experience of Virtual
Reality is like the real world [4].

The recommended methodology to obtain a virtual reality application must be
committed to the basic parameters in technological issues and integration of human-
itarian issues in order to make them work in harmony, below are some important
points that will be implemented in the application:

• Audio technology
• Camera technology
• Display technology
• Ergonomics and user interfaces
• Geometric and trigonometric mathematics
• Image processing techniques and processes
• Optics and optometry
• Positional, tracking, and location methodology
• Processors (CPUs. GPUs, DSPs, FPGAs, and special purpose) and memory
• Projected augmented reality
• Semiconductor technology
• Software engineering, operating systems, APIs, drivers, computer graphics, game

engines.

Projected augmented reality is a technique where the augmented reality overlay of
information and/or graphics, is projected from the headset or head-mounted display
(HMD) out onto the real world and objects within it resulting in projective displays.
The three techniques may be applied at varying distance from the viewer: head-
mounted, hand-held and spatial. Visual perception is the key to understanding, infor-
mation transfer, and memory. Edgar Dale (1900–1985) was an American educator
who developed the Cone of Experience. He postulated that we remember 10% of
what we read, and 50% of what we see and hear (Fig. 1).

On the part of design tools, it should be specified that they refer to the technical
specifications of the hardware necessary to carry out the prototype, which must work
in complete harmony with the programs to be implemented, as well as the databases
of the different software’s that will be integrated into the prototype.

Within the design methodology, they refer to the basic needs that were raised to
be able to search for the project’s objective, thus giving a clear vision of the direction
in which, we should focus its analysis and specifications, wherein we can include
the scalability of the project.

Theprototypewhich represents the increase in improvements canbe implemented,
to design more simulation models to be followed by the personal then analyzed,
therefore we will have a selection of different changes without losing the essence
of the project, which is the measurement of Basic movements of the human body
to carry out operations without complications of free movement due to corporal
problem that the personnel presents.

Validation and verification of data are of utmost importance within the project,
the lines of the codes can be collected inside the parameters of each software used in
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Fig. 1 Edgar Dale’s Cone of Learning It relates to abstraction versus concrete and the greater use
of sense (Credit: Jeffrey Anderson)

the databases, it is assumed in the same way, they can be integrated between them,
and at the same time self-evaluate the movements captured by the depth cameras
(Kinect azure) in conjunction with the SDK provided by the Microsoft company for
the interpretation of data in the capture of images within the processed videos the
same program.

The research to be carried out requires information collected through data and
anthropometric surveys necessary for its veracity. According to Groves et al. [5], the
survey is “A systematic method to collect information from a sample of entities to
construct quantitative descriptors of the population of the quality of the entities that
are members”. In this research, it is proposed to use a comparative method where it
will be evaluated using the software that contains the databases with the previous and
established information.All anthropometric studieswill need somekind of appraisals
to compare and evaluate the results and see if the differences between individuals,
sub-groups, and samples are detected.

3 Equipment

To collect the anthropometric measurements data, we are going to use a Microsoft
Kinect Azure DK 2020 as seen in Fig. 2 the following components can be categorized
by:

1. Depth sensor (1 MP) with wide and narrow field of view options that can be
improved for an application.

2. Array of 7 microphones to capture far field sounds and voice.



200 J. A. E. Varela et al.

Fig. 2 Components Azure
Kinect DK

3. Video camera (12 MP RGB) for additional color sequence in line with depth
sequence.

4. Accelerometer and gyroscope IMU (specific type of sensor that measures an-
gular rate, force and sometimes magnetic field. IMUs are composed of a 3-
axis accelerometer and a 3-axis gyroscope) for sensor orientation and spatial
tracking.

5. Cable sync connections to easily sync detection sensor sequences frommultiple
Kinect devices simultaneously.

6. Azure Kinect DK hardware with minimum capabilities for operation.

Azure Kinect DK has no processing capabilities. It can be connected to the
computer of your choice, from a non-display device to a desktop workstation. The
system requirements are:

PC with Windows® 10 or Ubuntu 18.04 LTS with the 7th generation Intel® Core
™ i3 processor (Dual Core 2.4 GHz with HD620 or faster GPU), USB 3.0 port and
4 GB of RAM. Body monitoring and other experiences may require more advanced
PC hardware [6]. Azure Kinect hardware specifies integrating the latest Microsoft
sensor technology into a single USB-connected accessory.

The body tracking PC host requirement is more stringent than the general PC
host requirement. Recommended minimum Body Tracking SDK configuration for
Windows is:

Seventh Gen Intel® CoreTM i5 Processor (Quad Core 2.4 GHz or faster), 4 GB
Memory, NVIDIA GEFORCE GTX 1070 or better, Dedicated USB3 port [6].

3.1 Display

A digital screen with a movement speed of 144 Hz is necessary, so we selected a
model from the company LG 32GK850G-B 32 “Class QHD Gaming Monitor with
G-SYNC shown in Fig. 3 [4]”. That has the HDMI and USB necessary for the
necessary connections for Kinect Azure and the PC to be used. The use of the screen
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Fig. 3 LG display

facilitates the reproduction of the virtualization of the design made on the computer,
as well as the visualization of the avatar that the person represents at the time of
evaluation.

3.2 Virtual Reality Simulation Lens

A key part of the project hinges on a virtual reality glasses, which we will be using
Oculus Go Standalone Virtual Reality Headset Fig. 4. This can be connected via Wi-
Fi to the PC without the need for connection cables, this allows greater mobility to
the person under evaluation. The following describes the functions and specifications
of the lenses [7]:

• Personal Viewing: The littlest, big screen. Crystal clear optics 3D graphics.
• Portable & Easy to use: Experience portable, all-in-one VR. That means no PC,

phone, wires or hassles.
• Controller: Effortless control. Whether it’s navigating to your favorite shows or

to a far-off land, the intuitive controller makes getting there a cinch.

Fig. 4 Oculus Go VR lens
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• Built-In Audio: Surrounded by sound. Spatial audio drivers are built right into
the headset, providing dramatic, immersive sound without the need for bulky or
tangled headphones. Oculus Go also features a 3.5 mm audio Jack.

• Set up with the Oculus mobile app and you’re free to explore, watch, and play in
VR right out of the box. No wires, no PC, and no extra hardware needed.

• ThreeDegrees of Freedom: 3DoFmeans this headset tracks your headmovements
and translates them into VR for 360 viewing. Sitting recommended. No external
sensors needed.

3.3 The Mid-Range Cpu Intel Core I5-10600 K Versus Amd
Ryzen 5 3600

With the official launch of Intel’s 10th-generation Comet Lake-S processors, the
Intel Core i5 10600K vs AMDRyzen 5 3600 debate was inevitable. In the mid-range
processor class, it’s undeniable that the Ryzen 5 3600 isn’t as “fast” as the competing
Intel Core i5-9600K in terms of clock speed. But with hyper-threading technology,
higher IPC (instructions per clock) performance and a lower price point, the Ryzen
5 has become a popular choice among non-OEM and budget-conscious consumers.

Price and availability: Intel Core i5-10600K launch price is set at $362, which is
pretty much in line with the pricing for Intel’s previous generation Core i5 chips.
The Ryzen 5 3600, meanwhile, costs significantly less with a starting price of $205.

Specifications: The biggest change for the Core i5 10600 K over its predecessor
is hyper-threading. The 10600K is a six-core, 12-thread processor with a listed base
clock speed of up to 4.1 GHz, boostable to a maximum single-core turbo frequency
of 4.8 GHz.

It comes unlocked, so it can be overclocked, and includes an integrated Intel
UHD 630 GPU. Its Thermal Design Power (TDP) comes in at 125 W, 30 Ws higher
than its predecessor. It supports 16 PCIe 3.0 lanes, up to 128 GB of dual-channel,
non-ECC DDR4-2933 RAM, and has an L3 cache size of 12 MB. The AMD Ryzen
5 3600, mean-while, also has 6 cores and 12 threads, but with a lower base clock
speed of 3.6 GHz. Its max turbo speed is 4.2 GHz. It can also be overclocked but
does not come with an integrated GPU. Its TDP is much lower than the Intel Core
i5-10600K’s, coming in at 65 W, supports 20 PCIe 4.0 lanes, and up to 128 GB of
dual-channel ECC DDR4-3200 RAM.

Performance: According to Intel, the desktop Comet Lake processors will pro-
vide up to 33% higher frames per second (FPS) while playing Mount and Blade II:
Bannerlord over its predecessor, with up to 10% higher FPS in Player Unknown:
Battlegrounds and 13% higher FPS in Monster Hunter World. These video game
comparisons help us to better understand a virtualization of the kinekt body tracking
SDK. Intel Core i5 10600 K vs AMD Ryzen 5 3600: which is going to be the best
for the prototype?

The AMDRyzen 5 3600 was able to match the gaming performance of Intel’s 9th
generation Core i5 chips at a significantly lower price point, so how likely is it that
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Fig. 5 Comparison chart
Intel Core i5-10600K better
than AMD Ryzen 5 3600

Intel’s latest mid-range Comet Lake processor can bring gamers back to the Intel
fold? While the Core i5-10600K features 4K-capable integrated graphics, expecting
high-performance gaming out of an integrated GPU is a fool’s errand. Most gaming
consumers are going to be looking to utilize a more powerful discrete GPU for their
rigs, so one of Intel’s major advantages over the AMD Ryzen 5 3600 is someone
moot.

What’s more, the Ryzen 5 3600 matched the Core i9 9900K’s performance nearly
frame-for-frame so the 10–33% FPS improvements that Intel is promising for Comet
Lake processors, while important, are likely to be tinkering on the margins when the
Ryzen 5 3600 is already pumping out nearly 120 FPS. Assuming that the Intel Core
i5 10600K performs as well as the Intel Core i9, is the difference between 100 FPS
and 120 FPS. Comparison chart on Fig. 5.

On the high end, these kinds of performance differences might make sense, but
for a gamer on a budget, those extra 20 FPS look awfully expensive, especially when
your game already looks amazing—and that’s assuming Intel can deliver that kind
of performance bump at the Core i5 level, which still isn’t certain. At this point, it
still looks very much like the AMD Ryzen 5 3600 will remain the preferred CPU for
mid-range gaming rigs [8].

• 13.89% faster CPU speed, 6 × 4.1 GHz versus 6 × 3.6 GHz
• 0.6 GHz higher turbo clock speed, 4.8 GHz versus 4.2 GHz
• 16.99% higher Pass Mark result (single), 3016 versus 2578
• 0.5 s faster Blender (bmw27) result, 234.5 s versus 235 s
• 6.14% higher Cinebench R20 (single) result, 501 versus 472
• 5 °C higher maximum operating temperature, 100 °C versus 95 °C
• Has NX bit
• Has integrated graphics.
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3.4 Graphic Card

TheGTX1660Super has been a graphics card as interesting as it has been questioned.
By price it positions itself in an interesting level, since it is possible to findmodels for
a little more than 230 dollars, but it offers a performance so similar to the GTX 1660
Ti that it makes it almost meaningless. Controversies aside, thanks to the maturity of
the drivers and the improvements brought by the Turing architecture, the GTX 1660
Super has managed to face one of its great “indirect” rivals, the GTX 1070, a graphic
card that was once high-end and that cost more than 450 dollars.

The GTX 1070 has 1920 shaders, 120 TMUs, 64 ROPs, 256-bit bus and 8 GB of
8 GHz GDDR5, while the GTX 1660 Super has 1408 shaders, 88 TMUs, 48 ROPs,
192-bit bus and 6 GB of 14 GHz GDDR6. The differences at the specification level
are very clear, and so are the results. In gross performance the lightweight GTX 1070
has a very small advantage, and the GTX 1660 Super is almost at the same level as
that if we make a medium balance. Some games perform better in the first one and
others, the most current ones, work better in the second one. This confirms that driver
level optimization has played a key role in pushing the GTX 16 series (and also the
RTX 20) over the GTX 10. Comparison chart on Fig. 6.

This doesn’t mean that it’s worth upgrading from a GTX 1070 to a GTX 1660
Super, on the contrary, but it does confirm that with the price both have nowadays
it’s better to opt for the second one, even though it comes with 2 GB less graphics
memory. The Nvidia GeForce GTX 1070 is the second fastest Pascal based graphics
card in mid May 2016. It is a high-end desktop graphics card. The mobile pendant
is also called GeForce GTX 1070, but features more shaders and a lower core clock.
Both cards are based on a cut down GP104 chip as the GTX 1080 and manufactured
in 16 nm FinFET at TSMC. Compared to the GTX1080, the GTX1070 features less
CUDA cores (1920 versus 2560) that are clocked a bit lower (maximum Boost 1683
versus 1733). Instead of the new GDDR5X, the GTX 1070 uses slower GDDR5
graphics memory—but still 8 GB. The TDP is also reduced from 180 to 150 W.
Therefore, gaming in 4 k at high details is possible with the card and also VR gaming
is possible [8].

Fig. 6 Nvidia Geforce GTX
1660 Super better than
Nvidia GeForce GTX 1070
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• 24 MHz faster GPU clock speed, 1530 MHz versus 1506 MHz
• 6000 MHz higher effective memory clock speed, 14000 MHz versus 8000 MHz
• 80 GB/s more memory bandwidth, 336 GB/s versus 256 GB/s
• 25 W lower TDP, 125 W versus 150 W
• 102 MHz faster GPU turbo speed, 1785 MHz versus 1683 MHz
• 0.1 newer version of OpenGL, 4.6 versus 4.5
• 4 nm smaller semiconductor size, 12 nm versus 16 nm
• 1 higher version of GDDR memory. 6 versus 5.

4 Softwares

4.1 Body Tracking SDK Azure Kinect Integration

Use a body-tracking object to process Azure Kinect DK traps and generate body
tracking results. It also maintains the global status of the crawler, renders queues,
and output queue. There are three steps to use body tracker [9]:

1. Create a tracker: The first step to using body tracking is to create a tracker
and requires passing the sensor calibration structure k4a_calibration_t. Sensor
calibration can be queried with the k4a_device_get_calibration function of the
Azure Kinect SDK.

2. Capture of depth and IR images from the device: The images are captured from
the device in a correlated way. Each captured image contains a depth image,
an IR image, a color image, or a combination of images. By default, the API
will only return a capture once it has received all the images requested for
the streaming mode. It can configure the API to return partial captures with
only depth or color images as soon as they become available by deleting the
“synchronized_images_only” parameter from the k4a device configuration.

3. Queue the capture and pop the results: The tracker internally maintains an in-put
queue and an output queue to processAzureKinectDKcaptures asynchronously
more efficiently. Use the “k4abt_tracker_enqueue_capture ()” function to add a
new capture to the input queue. Use the “k4abt_tracker_pop_result ()” function
to extract a result from the output queue. The use of the timeout value depends
on the application and controls the queue timeout.

4.2 Procedure of Conducting the SDK Kinect Software

Traditional Anthropometric Data. All the measurements taken have to be capture
taking the following considerations:

1. The basic movements captures have to be taken according to the definitions of
the selected database in SQL attending the tacit knowledge and combining the
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Fig. 7 The twenty (20) anatomical landmarks incorporated in Kinect SDK

Interactive ontologies of the dimensions of the selected movement as given in
Pheasant [10] and adapting the human points of reference to the Kinect SDK
(see Fig. 7). _get calibration function of the Azure Kinect SDK.

2. When being measured, the personal has to wear light clothes with bodyweight
evenly distributed on both legs.

3. All Anthropometric measurements are based on protocols as outlined primarily
in [10–12].

4.3 SQL Environment

Currently the SQL language is accepted by most databases, it provides a simple and
intuitive way to read, enter or modify the information contained in the tables. Its
knowledge is essential since practically all applications have a data repository that
must be accessed at one time or another, using an SQL query. It could be said that the
SQL language provides a means to formally represent instructions. The objective of
the SQL language is to synthesize this natural way of expressing actions that refer
to tables in a database.

The SQL language uses an intuitive syntax to faithfully collect the meaning of
the colloquial phrases to which they correspond. Databases need to provide a means
for users to insert, modify, or view information. SQL statements allow you to relate
all the tables that make up a database, either to obtain a specific data set, ordered in
a specific way, or, for example, to determine the collection of elements that should
be removed.
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5 Implemented Intelligent Application

Chatbot VRs are programmed under the concepts of artificial intelligence and
machine learning. Therefore, beyond responding according to data stored in their
memory, they interpret what the person says or does, give coherent responses, and
learn from each of their interactions.

Virtual reality today is a technique that allows an improvement in the visual
processing of movements, as well as its structure, which can be modified for the use
of different scenarios. The key to the functionality of our prototype lies in the use of
a VR chatbot, in which the person who is making the movements to be analyzed is
in a friendlier environment, where the program will be integrated with the databases
necessary to process movements in real-time. The combination of the depth cameras
(Kinect Azure) will be those that capture the movements and provide us with the
necessary data to be able to be processed within the chatbot.

The prototype in question on Fig. 8, integrates the use of a friendly avatar with
features similar to that of human beings, where it’s likely to find that the personwho is
carrying out the movement tests has an environment of harmony without falling into
an environment full of camera cables and that can feel uncomfortable, achieving this
environment of harmony and working with WIFI technology it’s possible to inter-
connect the Kinect Azure, the screen with the person and the virtual reality glasses,
already described in the article, then it will be represented by an avatar. Being of
utmost importance the classification of the databases needed to create by means
of program-ming in SQL, where one database will be with tacit movements and

Fig. 8 An industrial process model related with Industry 4.0
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another with inter-active ontologies that will be collected through the SDK software
for tracking bodymovements. The companyMicrosoft, which works with the Kinect
at the same time, as described in the hardware section, requires a PC with minimum
specifications already clarified in order to make the prototype work smoothly and
without complications.

Including VR devices such as Oculus lenses that allow the collection of even
more external data can be very helpful in helping VR chatbots collect data on real-
life human actions and interactions. There will need to be a strong and consistent
backbone for that data to flow to ensure and improve the effectiveness of what these
VR chatbots can do.

To harness the power of new computing devices and cloud computing to create
virtual reality chatbots that have a “human” feel. A bot that looks, talks, gives hand
gestures, and facial expressions like a human. Furthermore, the virtual reality robot
must also fit into the application you are creating.

Today “AWSSumerian” provides a program for the virtual chatbot, it has a variety
of functions that help us explore and build in the shortest time possible. The service
helps you with direct connections to “Amazon Polly” and “Amazon Lex bot” [13].
The service is implemented in the cloud, so it will not need a high-configuration
computer either. It also helps with a bunch of assets like hosts and everyday objects
like a table ETC as seen on Fig. 9. And of course, you can always import external
assets into your Sumerian environment. It has over 20 different voices in different
ac-cents, to choose the correct voice based on where the bot would launch.

The virtualization of the prototypewill be designed in an environment usingUnity
in conjunction with the avatar designed to be able to generate the necessary scenario
thatwill be followedbyusers,where togetherwith theKinectAzure and theMicrosoft
SDK intended to capture the movements in real time, the measurements will be in
T = time, N = number of actions and Np = number of processes. The following

Fig. 9 Avatar on Amazon AWS Sumerian
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Fig. 10 An industrial process model related with Industry 4.0

case study shows how the information collected by the prototype can be adapted
and, results can be generated instantly from the evaluation. The forklift operator in
question, Fig. 9, will have to be able to perform basic body movements to perform
the necessary functions within the job. Likewise, it can make clear with the following
case virtualized in Unity, obtaining results in various capture modalities and with
these it was possible to solve the problem in question (Fig. 10).

5.1 Experiment and Implementation

For this research three factors (turns, units and days) to determine the load are
ana-lyzed. Turns for three moments (M, T and N) where M = 8 a.m., T = 12
p.m., and N = 6 p.m. This because it is desired to identify which route is the
must demanded. Three units (r5, r12 and r23) are analyzed. Finally discusses days a
week fromMonday to Friday (d1, d2, d3, d4, d5) where d1=Monday, d2=Tuesday,
d3 = Wednesday, d4 = Thursdays and d5 = Fridays. The image is displayed with
the analysis (Fig. 11).

The next step is to prepare the matrix in Excel with data prior to analysis in Stat
graphics Centurion XVI. The result is the preparation shown below in the Table 1.

Fig. 11 Factors to analyze
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Table 1 Excel matrix

The data within each table represent the sum of the charges that are defined by
the times defined in M, T and N. When the data is prepared, it’s sent to Statgraphics;
for the present work it has the version Centurion. The information of how the matrix
is created in such software is displayed in Table 2.

There is a total of 45 records identifying time, unit, day and capacity. The aim of
the experiment is to analyze the capacity variable and identify where there is more
demand turn. The results are shown in the following images.

5.2 Summary Statistics for Determine Industrial Process
to Model

In the Fig. 12 statistical capacity variables are displayed. Capacity distribution is
shown in Fig. 13 it is possible to appreciate indicating statistics.

The following Fig. 14, shows in what turn exist more loads. Means and 95.0%
LSD Intervals

The graph shows that the turn where more loads is in the M, approximately 290,
followed by T, in the turn of 12 p.m., to 200 and less charge in N, that is, that at
8 p.m., people do not demand equally. The following graph (Fig. 15) shows a greater
capacity per turn, identifying that M turn more capacity for r5 unit while for the same
turn the unit r12 is the lower demand has.
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Table 2 Excel matrix Time Unit Day Capacity

T r23 3 258

M r12 5 292

T r12 1 84

T r23 2 295

T r23 1 255

M r5 2 288

M r23 3 286

T r5 2 294

N r5 2 128

T r12 3 135

N r12 4 0

N r12 3 246

M r5 4 307

M r12 3 246

T r23 5 205

N r5 4 156

N r5 3 101

T r5 1 205

T r12 5 113

N r23 2 189

T r23 4 261

N r23 5 0

N r23 1 207

M r5 3 286

T r5 5 149

N r5 5 178

T r5 3 291

N r5 1 202

T r12 4 113

M r12 1 207

N r12 5 130

M r12 4 299

T r5 4 284

N r12 1 252

M r12 2 32

M r23 2 332

M r5 1 335

(continued)
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Table 2 (continued) Time Unit Day Capacity

M r23 1 292

N r23 3 183

M r23 5 164

N r23 4 164

N r12 2 341

T r12 2 168

M r5 5 285

M r23 4 228

Fig. 12 Factors to analyzed Count 45 
Average 210.356 
Median 207.0 
Variance 7722.69 
Standard deviation 87.8788 
Coeff. of variation 41.7763%
Minimum 0 
Maximum 341.0 
Range 341.0 

Fig. 13 Capacity
distribution
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Fig. 15 Capacity per turn

6 Conclusions

The evaluation of human body movements as a common practice is not yet adapted
to industry 4.0, observing within the natural parameters of corporate movements, to
determinate the final location of people to be hired, therefore, minimize Engineering
costs at workstations for an ergonomic fit. Being able to guarantee a job position in
the quality of the controlled person and without problems that prevents from having
free body movements that will allow to have better job performance.

The final standards for IoT have yet to be defined, in fact the protocols are in full
development and there are several projects that intend to define standards [2]. Today
a lot of business sectors are facing several communication challenges. Some appli-
cations are using Internet of Things with cellular modems just because it provides
a positive ROI even when users are paying few dollars per month per sensor for
the connectivity. But there are many applications with lower ROI requirements, and
it is still being unconnected because of traditional communication technologies do
not provide a positive return on investments with current monthly fees. Addressing
the abovementioned problem LPWA networks offer an effective solution. With this
technology, the initial cost of a radio module and amount of monthly service fee is
much lower (cents/month as opposed to dollars/month). Whereas a cellular modem
would cost over $30, and a WAVIoT IoT module can be built for a fraction of that.
As is possible see in Fig. 16.
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Fig. 16 Innovation model of a process involve an industrial process and industrial Internet of
Things

References

1. Wang, M.J., Wu, W., Lin, K., Yang, S., Lu, J.: Automated anthropometric data collection from
three-dimensional digital human models. Int. J. Adv. Manuf. Technol. 32, 109–115 (2007).
https://doi.org/10.1007/s00170-005-0307-3

2. Schranz, N., Tomkinson, G., Olds, T., Daniell, N.: Three-dimensional anthropometric analysis:
differences between elite Australian rowers and the general population. J. Sports Sci. 28(5),
459–469 (2010). https://doi.org/10.1080/02640411003663284

3. Stewart, A.D.: Kinanthropometry and body composition: a natural home for threedimensional
photonic scanning. J. Sports Sci. 28(5), 455–457 (2010). https://doi.org/10.1080/026404110
03661304

4. Rettie, R.: Using Goffman’s frameworks to explain presence and reality (2004)
5. Yu, I., Mortensen, J., Khanna, P., Spanlang, B., Slater, M.: Visual real-ism enhances realistic

response in an immersive virtual environment. IEEEComput.Graph.Appl. 32(6), 36–45 (2012)
6. Van Gisbergen, M.S.: Contextual connected media: how rearranging a media puzzle, brings

virtual reality into being. Breda: NHTV (2016)
7. Virtual Reality Lens Ocolus Specs, https://www.oculus.com/go/features/
8. CPU Comparison AMD Ryzen 5 3600 vs Intel Core i5-10600K, https://versus.com/en/amd-

ryzen-5-3600-vs-intel-core-i5-10600k (November 15th 2020)
9. Body Tracking SDK Azure Kinect, https://docs.microsoft.com/en-us/azure/Kinect-dk/get-

body-tracking-results
10. Pheasant, S.: Bodyspace, 2nd edn. Taylor & Francis, London (1996)
11. Hertzberg, H.T.: The conference on standardization of anthropometric techniques and termi-

nology. Am. J. Phys. Anthropol. 28(1), 1–16 (1968). https://doi.org/10.1002/ajpa.133028
0110

12. Roebuck, J.A.: Anthropometric Methods: Designing to Fit the Human Body, Jr. Santa Monica,
CA: Human Factors and Ergonomics Society, ISBN 0-945289-01-4 (1995)

13. Traditional Chatbot vs. Virtual Reality Bot | AWS Sumerian | by Vaibhav Malpani | Vaibhav
Malpani’s Blog | Medium; https://medium.com/vaibhav-malpanis-blog/traditional-chatbot-vs-
virtual-reality-bot-awssumerian-4866e4f51693

https://doi.org/10.1007/s00170-005-0307-3
https://doi.org/10.1080/02640411003663284
https://doi.org/10.1080/02640411003661304
https://www.oculus.com/go/features/
https://versus.com/en/amd-ryzen-5-3600-vs-intel-core-i5-10600k
https://docs.microsoft.com/en-us/azure/Kinect-dk/get-body-tracking-results
https://doi.org/10.1002/ajpa.1330280110
https://medium.com/vaibhav-malpanis-blog/traditional-chatbot-vs-virtual-reality-bot-awssumerian-4866e4f51693


Industry 4.0 Optimization and Its Future
Effects on Z Generation Focused

on the Paradigm Shift of an Innovation
Ecosystem



Selection of Factors Influencing
for Reliable Electrical Power
Transmission Design in Industry 4.0

Rubén Jaramillo-Vacio, Javier Cruz-Salgado, and Alberto Ochoa-Zezzatti

Abstract At present, electrical energy is a very important factor in the productive
chain of Industry 4.0, which is why guaranteeing the electrical supply, either by
conventional energy or by clean energy, is mandatory for the utilities. The ampacity
or current conduction capacity in underground cables can bemathematicallymodeled
based on the thermal behavior of its elements, however, the availability of dedicated
software that already has the programmed algorithm, helps make this task more
efficient. Therefore, it is possible to determine with great accuracy the ampacity of
lines that are currently in service. Tominimize calculation errors with respect to those
measured, parameters such as: characteristics of the power cable, configuration of
the layout and grounding of the line, construction conditions and the surrounding
environment, among others, must be recorded. In this chapter, an analysis of the
sensitivity of ampacity with respect to the variability of the input parameters will
be presented, in order to establish the statistical significance of the accuracy of the
information.

Keywords Design of experiments · Industry 4.0 · Energy · Ampacity

1 Introduction

Overhead lines are inexpensive to build, but not reliable in the continuity of service,
they are affected by environmental conditions, earthquakes, saline pollution, by local
fauna, among others.
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The choice of whether to use overhead line or underground cable must be consis-
tent with safety, reliability and operational constraints to ensure that the capacity of
the transmission grid efficiently matches the supply and demand of electrical energy.
The choice between overhead lines and underground cable is driven by technical,
environmental and economic considerations.

The evolution and enhanced performance of underground cables with extruded
insulations such as cross-linked polyethylene (XLPE) has refocused attention on the
installation of underground extra-high-voltage, high-voltage and medium-voltage
transmission circuits. The liberalization of the energy market and the need to connect
new power plants to the grid has stimulated growing requirements to extend existing
transmission systems.

The objective of determining the ampacity of an underground line is to knowwhat
the temperature rise within the conductor is due to the heat generated during nominal
cable operation. The temperature of the cable is limited by the insulation material, so
that if the limit is exceeded, the residual life of the insulation decreases exponentially.
For example, according to the Arrhenius equation, the reactions that occur at room
temperature increase twice when the temperature rises 10 °C [1]. Due to this change
in reaction rate, the power cable ages or deteriorates more rapidly under thermal
stress. By controlling this parameter of influence of the residual life expectancy,
the chargeability can be projected to always keep it within a safe operating range.
In [2] the operational thermal limits are established as a function of the duration
of the current, so that there are three standardized ranges: continuous operation, in
emergency condition and in short-circuit condition.

Something very important to point out is that the ampacity is not only defined by
the gauge or cross-sectional area, but also by the conductor material, the arrangement
of conductors, the interaction of nearby lines, the grounding, the depth of the instal-
lation, among others. Few studies of the variability of parameters have been carried
out, however, the consideration of how they interact between them is not verified [3].

1.1 Thermal Behavior of the Power Cable

To develop the thermal model of the power cable, it is necessary to divide it into
two generic groups: the heat generated by the conductor and the heat generated
by the insulation. At present, models as complex as the one presented in [3] have
been developed. Figure 1 shows the construction elements of a 115 kV aluminum
power cable, where the screens that constitute it are schematized. Losses in metallic
elements such as conductor and metallic screens are the most significant due to the
Joule effect.

The losses in the metallic elements of the power cable are a function of the
operating frequency (f) and temperature (t), and are proportional to the square of
the current. The expression that correlates the frequency and the temperature in an
equivalent model of resistance in alternating current (Rac) is the following [4]:
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Fig. 1 Power cable construction

W = Rac( f, t)I
2 (1)

It is important to mention that insulating materials also produce heat and it is
of great importance when operating at high voltage. That is why main insulation,
screens, semiconductor covers, trusses and covers are modeled based on dielectric
losses [4]:

Wd = ωCV 2tanδ (2)

Considering these concepts, it is possible to define the thermal model of the power
cable, subdividing the conductor into areas. Heat sources are replaced by current
sources, thermal resistances by electrical resistances and thermal capacitances by
electrical capacitances. Figure 2 shows the correspondence between the power cable
and the electrical elements for the calculation of the ampacity in steady state.

As seen in Fig. 3, the potential difference at the nodes is analogous to the tempera-
ture at the power cable elements. The potential difference of the terminalswith respect
to Wc is the temperature rise of the conductor with respect to the environment (�t),
this is represented by:

�t =
(
Wc + 1

2
Wd

)
T1 + (Wc +Wd +Ws)T2 + (Wc +Wd +Ws +Wa)(T3 + T4)

(3)

With the previous expression, an expression of the ampacity can be defined, since
the dielectric losses can be referred to a loss factor λ in proportion to the losses in
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Fig. 2 Electro-thermal model

Fig. 3 Electrical analogy of power cable

the conductor, so that:

Ws = λ1WcWa = λ2WcWc = Rac I
2 (4)

So re-grouping we have:

I =
√

�t −Wd
(
1
2T1 + T2 + T3 + T4

)
RacT1 + Rac(1+ λ1 + λ2)(T3 + T4)

(5)
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2 Underground Cable System in Industry 4.0

In the development of Industry 4.0, energymanagement and energy efficiency overall
has taken center stage. As a matter of fact, knowing the regulations, specific power
needs and increasing importance of energy to drive the smart factory and smart
industry, there is more attention than ever for energy efficiency in industrial markets.

It’s not exactly a secret that factories and many other industrial facilities are not
just among the main “consumers” of power, but that power is equally critical in
ensuring continuity and quality of the end-to-end manufacturing process. There is a
reason why in Industry 4.0 there is so much attention for topics such as maintenance
and asset management. There is also a reason why suppliers of industrial robots such
as ABB Robotics are among the first to have built IoT-enabled connected services to
enhance maintenance and minimize disruptions with regards to industrial robots in
a market where every second counts and downtimes need to be avoided.

Energy efficiency in Industry 4.0 is equally a matter of the integration of energy
sources and the connection of smart power networks in but also beyond the company.

Just as an unexpected failure in a critical component in the manufacturing process
of, for instance a large car manufacturer, results in enormous costs, so do issues with
regards to electricity and power.

In this scenario, underground systemsbecomean energy security option.However,
from the design and selection, all influencing factorsmust be considered to determine
the safest and most reliable installation.

There are a few factors that influence the proper performance of the underground
system, from its configuration, grounding, whether it is directly buried, whether it is
in concrete, among others.

Considering all the combination of factors that ensure an adequate performance
of the electrical supply, the techniques of design of experiments support to determine
the most optimal conditions in which our system will operate (Fig. 4).

Fig. 4 Schematic diagram of the need for a reliable power supply and Industry 4.0
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Fig. 5 Trefoil configuration

Fig. 6 Flat configuration

Below are some examples of basic configurations that should be considered when
designing an optimal system (Figs. 5, 6, 7, 8 and 9).

3 Design of Experiments

Manufacturing organizations today are required to understand their manufacturing
processes. To achieve this, it is common to use designs of experiments in order to
increase their knowledge about the process behavior. A series of tests are conducted
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Fig. 7 Flat—buried—adjacent combined

Fig. 8 Trefoil – concrete – adjacent configuration

to produce outcomes, as an experimental strategy. The main point is to establish
continuous improvement of process quality. It is mandatory to understand the amount
of variability an its impact on processes [5].

In an engineering environment, experiments are often conducted to explore, esti-
mate or confirm. Exploration refers to understanding the data from the process.
Estimation refers to determining the effects of process variables or factors on the
output performance characteristic. Confirmation implies verifying the predicted
results obtained from the experiment [6].

The most used experimental designs in most manufacturing companies, are
full and fractional factorial designs at 2-levels. These kinds of designs allow an
experimenter to study the effect of the studied factors over a response.

A full factorial designed experiment consists of all possible combinations of levels
for all factors. The total number of experiments for studying k factors at 2-levels is 2k.
The 2k full factorial design is particularly useful in the early stages of experimental
work, especially when the number of process parameters or design parameters (or
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Fig. 9 Trefoil—concrete—superimposed configuration

factors) is less than or equal to 4. One of the assumptions we make for factors at 2-
levels is that the response is approximately linear over the range of the factor settings
chosen [6].

Experimenters can choose a full factorial design or fractional factorial design.
This chapter is primarily focused on fractional factorial designs at 2-levels only.
However, if readers wish to learn about experimental design for full factorial design,
the authors would suggest them to refer to [7].

When an experiment is carried out for the first time, is normal that the experimenter
wants to include many factors in order to guarantee that the all possible source of
variability is going to be analyzed. Nevertheless, for 5 or more factors, the number
of necessary trials tend to be too large. Manufacturing organizations do not have
adequate time, resources or budget to carry out full factorial experiments. It can be
reasonably assumed that the main effects and two-order interactions can be obtained
by running only a fraction of the full factorial experiment, given that certain higher-
order interactions (third order and higher) are not important.

A type of orthogonal array design which allows experimenters to study main
effects and desired interaction effects in a minimum number of trials or experimental
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runs is called a fractional factorial design. These fractional factorial designs are the
most widely and commonly used types of design in industry. These designs are
generally represented in the form 2(k−p), where k is the number of factors and

(
1
2

)p
represents the fraction of the full factorial 2k . For example, 25−2 is a 1/4th fraction of
a 25 5 full factorial experiment. This means that one may be able to study 5 factors
at 2-levels in just 8 experimental trials instead of 32 trials [6].

4 Experimentation and Results

The following section describes an example of a fractional factorial design with
resolution III. This example involves an experiment to study the effect of eleven
factors at 2-levels using thirty-two trials. The response of interest for the experiment
is AMPACITY. Table 1 illustrates the list of factors and their levels used for the
experiment (Table 2).

The runs were performed in random order on eight successive days. This is a 211−7

fractional factorial design (1/128 fraction) resolution III, with one replica (i.e. main
effects are confounded with two-factor interactions). Statgraphics software is used
for statistical analysis of data. The first step in the analysis is to identify the most
important factors which influence the AMPACITY. A Pareto plot is constructed to
identify the key factors (Fig. 4). The graph shows that Ambient Temp (B), Thermal
Resistivity (C), Conduct Gauge (D), Material conductor (E), Grounding(F), Duct
Distance (H) and Pipeline Support (J) have a significant effect on the AMPACITY.

Figure 10 presents the main effects plot for the experiment. Main effects B, C and
E appear to produce higher conduction capacity on their lower levels, while effects
D, F, H and J appear to produce higher conduction capacity on their lower levels.

In Table 3 the analysis of variance (ANOVA) is presented. The ANOVA divides
the error variability into separate pieces for each effect, then, test the statistical
significance for each effect by comparing its mean square against an estimate of
experimental error. The ANOVA shows that the selected linel model adequately
represented the data obtained. In this case, 7 effects have a P-value less than 0.05,
indicating that are significantly different from zero with a confidence level of 95.0%.
The effect of a factor is defined to be the change in response produced by a change
in the level of the factor. This is frequently called a main effect because it refers to
the primary factors of interest in the experiment. Table 3 show that the seven main
effect have a statistically significant effect over the response (Capacity conduction).
On the other hand, the main effects Grounding(F), Conduct Gauge (D) and Thermal
Resistivity (C) has the strongest effects (Fig. 11).

The R-Squared in this case was 91.5%, and indicates that the model adjusted
explains 91.5% of the variability. The standard error of the estimate shows that the
standard deviation of the residuals is 66.19. The absolute mean error (MAE), that
is the average value of the residuals, is 44.11. The Durbin-Watson statistic (P =
0.5251) tests the residuals if there is any significant correlation based on the order in
which the data is presented in the file. Since the P-value is greater than 5.0%, there
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Table 2 List of factors and
their levels for the experiment

Factors Labels Low level High level

Duct type A 6 8

Ambient temp B 20 40

Thermal resistivity C 1.5 3

Conduct gauge D 800 1600

Material conductor E Aluminum Copper

Grounding F Cross B Multi

Ground level G 1.5 2

Duct distance H 0.3 0.5

Location I Superimposed Adjacent

Pipeline support J Buried Concrete

Provision K Trefoil Flat

Fig. 10 Pareto plot of effects of the experiment

Table 3 Analysis of variance (ANOVA)

Source Sum of Squares DF Mean Square F-Ratio P-Value 
B: Ambient Temp 6.827E4 1 6.827E4 15.58 0.0006

C: Thermal Resistivity 2.142E5 1 2.142E5 48.89 0.0000 
D: Conduct Gauge 2.433E5 1 2.433E5 55.53 0.0000

E: Material Conductor 5.628E4 1 5.628E4 12.85 0.0015
F: Grounding 4.613E5 1 4.613E5 105.30 0.0000

H: Duct Distance 4.104E4 1 4.104E4 9.37 0.0054
J: Pipeline Suport 4.728E4 1 4.728E4 10.79 0.0031

Total Error 1.051E5 24 4381.
Total (corr.) 1.237E6 31

R-square = 91.5 % 
R-square (adjusted for d.f.) = 89.02 % 
Estándar Error = 66.19
Mean absolute error = 44.11 
Durbin-Watson statistic = 2.11 (P=0.5251) 
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Fig. 11 Main effects plot
for the experiment

Table 4 Optimal factor
levels for AMPACITY

Factor Low High Optimum

B 20 40 20

C 1.5 3 1.5

D 800 1600 1600

E Aluminum Copper Aluminum

F Cross B Multi Multi

H 0.3 0.5 0.5

J Buried Concrete Concrete

is no indication of serial autocorrelation in the residuals with a significance level
of 5%. On the other hand, the normality, independence and nonconstant variance
assumption is fulfilled.

Table 4 show the factors levels combination, in which the conduction capacity, is
maximum in the indicated region.

5 Conclusion

In this chapter, an experimental procedure to optimize the performance of capacity
conduction has been proposed. A linear model was adjusted as a suitable approxima-
tion for the relationship between capacity conduction and the set of eleven indepen-
dent variables. The R-Square indicates that the model adjusted explains 91.5% of the
variability. TheANOVAshows that the selected linealmodels adequately represented
the data obtained, seven effects presented a P-value less than 0.05, indicating that
are significantly different from zero with a confidence level of 95.0%. Grounding (F)
has the strongest effect. The main effects plot for the experiment has been presented.
Finally, the factors levels arrangement that optimize the performance of conduction
capacity were determined.
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Analysis of Transport Logistics
Operations at a Link in a Reverse Supply
Chain that Values Used Cooking Oil

Benito Sánchez-Lara, Efraín Medina-Toribio, Reyna Gayosso-García,
and Mayra Elizondo-Cortés

Abstract Used cooking oil is a so-called special handling waste whose improper
handling causes severe environmental and social impacts. The Secretaría del Medio
Ambiente of Mexico City reported that more than two million liters were collected
during 2017. Used cooking oil requires differentiated treatment for final disposal
or, better yet, to be valued through reverse supply chains. Its recovery implies its
recycling and re-use. After a physicochemical process, it is incorporated as raw
material for the production of biodiesel, soap, and animal food, amongother products.
In reverse chains, transport logistics operations are carried out necessary for their
recovery. The empirical work presented was carried out in a company linking a used
cooking oil supply chain. Elements of some logistics operations were analyzed by a
company that values used cooking oil. The result of the analyses translates into the
formulation of recommendations for the company.
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1 Introduction

Used cooking oil is an organic compound that is generated in room houses, industrial,
commercial, and service establishments associated with cooking, frying, and food
preparation activities.

NOM-161-SEMARNAT-2011 refers to used cooking oil as a special handling
residue [1]. Special handling residues are a type of urban solid waste; they are
produced by large generators, i.e., individuals or legal entities (enterprises) that
generate ten or more tons per year. Besides, it is waste that does not meet the char-
acteristics to be considered hazardous. The above standard sets out the criteria for
classifying them and determining which ones should be subject to a management
plan.

Used cooking oil is a polluting agent of urban waters, when draining causes
affectations to the sewage system and makes wastewater treatment difficult; this
increases the costs of maintenance and operation of the sewer system. When used
cooking oil is spilled into soils and water bodies, it causes harmful effects due to its
low biodegradability. Also, it alters the physicochemical and biological conditions
of soil and water, which leads to loss of biodiversity.

Used cooking oil has been collected in Mexico City since 2010. Figure 1 shows
the liters collected per year.

From Fig. 1: it is notorious that the collection of used cooking oil has grown expo-
nentially; this could make think about the success of management plans; however,
with no data about how much is generated, it is not possible to calculate what the
magnitude of the achievement is. Once the used cooking oil is generated, it is neces-
sary to reduce its impact, even considering that the highest volume generated is
valorized at the end. By reference, the Secretaría del Medio Ambiente y Recursos
Naturales (SEMARNAT) reported that in 2012 84million tons of 14 different types of
special handling residues were generated [2]. In this context, emerge the following

Fig. 1 Used cooking oil collected between 2010 and 2017 in Mexico City. Source SEDEMA
(2017) Solid Waste Inventory, 2016
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questions: Which enterprises valorizes used cooking oil? How do transport logis-
tics operations carry out in the enterprises that valorizes used cooking oil? How is
the collected used cooking oil transport? In which conditions is the collected used
cooking oil transport? Which risk implies its transportation? This research addresses
these questions.

There are many agents and activities involved in the operation of reverse
supply chains; also, the relationships between these elements often generate some
complexity. However, one way to gain an understanding regarding the handling of
used cooking oil that is not finally available is the empirical work on reverse supply
chains that valorizes it. This document presents an analysis of elements of some
logistics transport operations; the study focuses on a used cooking oil company that
valorize it. This company is one of the links of a reverse supply chain. The anal-
ysis touches on elements of three logistics transport operations: the definition and
process of the appropriate mode of transport for the transport of used cooking oil,
the use of vehicle capacity, and transport risk. The results of the analysis of the first
two logistics operations allow an extensive risk analysis. The work is sectioned, as
described below. The introduction set out the definitions of special handling residue
and used cooking oil, provides collection data, and sets the objective of the work.
The second section, of methodology, describes the conceptual and methodological
framework for carrying out empirical work and presents the case study company.

In the third section, the analysis and their results are displayed. Finally, in the
fourth section, some conclusions are offered.

2 Reverse Supply Chains and Logistics Transport
Operations

Agents and processes for retrieving materials from a supply chain, when the product
is defective or when it becomes waste, are links of a reverse supply chain. From
a maintainable approach, reverse supply chains are elements of efficiency, drive
economic value creation, and do not emphasize social and environmental impacts.
The reverse supply chains are made up of processes aimed at reuse and final dispo-
sition [3]. It is determined that in addition to reuse, reverse supply chains include
recycling processes [4]. For their part, authors in [5] note that the procedures involved
in the reverse supply chains focus on recovering the surplus-value of the waste for a
given market. That is, recovering the materials from the waste for which there is a
market.

If a product is recycled, it is incorporated into a supply chain as raw material,
thus extending the life cycle of the product and reducing the volume of waste, this
constitutes a closed circuit [6].

Figure 2 illustrates a closed-loop supply chain that includes reverse supply chains
and reverse logistics. For López-Parada in [6], some of the activities included in the



234 B. Sánchez-Lara et al.

Fig. 2 The closed circuit of the supply chain. Source López-Parada (2017)

reverse supply chains are acquisition, transportation, inspection, handling, distribu-
tion, storage, and marketing. It is notorious that the operations indicated are the same
as those carried out in direct supply chains, but are carried out on waste and not on
products and performed by other economic operators, these agents are links of the
reverse supply chain.

With a process approach, reverse supply chains involve a process for collecting
waste and other to select between those to be finally available and those that can
be reused, recycled and, or remanufactured. Also, through ad hoc marketing and
distribution channels, the materials are incorporated into the same or another supply
chain.

Reverse supply chains process the waste recovery; as mentioned, reverse supply
chains are focused on assigning economic value to waste to be placed in a buying
and selling market or a supply chain. The Norma Ambiental para el Distrito Federal
(NADF-024-AMBT-2013) defines valorization as actions that allow recovering the
remaining value or calorific value of the materials contained in the waste [7].

The urban solid waste daily generated in Mexico City is valued at approximately
38.73% [8]. The potential for valorization is an area of opportunity for new economic
operators. In particular, the recovery of used cooking oil involves recycling and reuse;
some of the products derived from such recovery are biodiesel, soap, animal feed,
lubricants, paints, varnishes, and cosmetic products. A comparative analysis between
countries on the valorization of used cooking oil is being prepared. Unfortunately,
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Mexico is omitted, and although the reasons are unknown, it is likely because of the
unavailability of the information [9].

Based on the preceding paragraphs, it is notorious that describing the different
processes involved in reverse supply chains would require extensive study. For this
reason, this empirical work is restricted to logistics, in particular logistics transport
operations. Logistics is a discipline that studies how goods, people, or informa-
tion use time and distance resources efficiently [10]. Logistics includes the different
operations necessary to maintain a productive activity, including the associated with
special handling residues to transport, so-called transport logistics operations. The
transport logistics operations addressed in this document are the definition and oper-
ation of the mode of transport for used cooking oil transportation, the use of vehicle
capacity and transport risk, are three out of eight transport logistics operations.

Generally speaking, the reverse supply chain link company was considered as a
case study that provides data to the possible development of constructs and theories
on contemporary phenomena, in this case, reverse supply chain management that
includes waste recovery. The research is exploratory; that is, there is no rigorous and
well-controlled experimental design.

The analysis was carried out on a company that obtains used cooking oil from its
suppliers located in various states of the Mexican Republic. Then, they transport it
to its plant in the metropolitan area of the Valley of Mexico. The characterization
of the company is detailed in [11]. The study is focused on the link in the reverse
supply chain. In the absence of some point-data from the company, reference data
or estimates were considered.

3 Analysis of Transport Logistics Operations of Used
Cooking Oil

3.1 The Mode of Transport Definition and Operation

For the movement of load, supplies, goods, or waste, there are two alternatives:
multimodal and intermodal transport. The first involves the use of different modes
of transportation. In contrast, the second consists of the use of a single cargo unit,
especially containers that can be moved in various modes of transport. The selection
depends on aspects such as:

• Harnessing transport capacity,
• Price-to-volume ratio (Economy of scale),
• Shipment size,
• Profile of the carrier or transportation enterprise, and
• Relationship between mode of transport and value of what is transported.
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For example, high-value products require faster transport; low-value products
resort to multimodal transport. The last case corresponds to the transport of used
cooking oil.

The case study company carries out the transport of the used cooking oil that is
collectedwith two types of vehicles. Considering that the used cooking oil is a special
handling residue, three types of vehicles were analyzed for the transfer: tanker truck,
pipe, and truck. Tanker trucks include a compartment equipped with break-waters
that prevent the effects of sudden movements of the load and are equipped with
suction and eviction mechanisms of the contents. Besides, they have equipment for
the transfer of the load, the calibration of the tank, the automatic stop of the racking
pump, among others. See Fig. 3 [12].

There are different axle configurations and lengths of tanker trucks. Table 1
shows some settings considering vehicle weight, wheelbase, and recommended load
capacity [13].

On the other hand, the pipe is a variant of the tanker truck. In general, pipes
are associated with the transport of water for irrigation, gasoline, kerosene, liquid
chemicals, and others, its use is regulated in many industries. It has a cylindrical or
ellipsoidal section, horizontal axis, with shells or bottoms domed at its ends, equipped
with a valve, conductions, and loading and unloading devices.

Fig. 3 Tanker. Source Rigual [13]

Table 1 Code truck
configurations

Vehicle weight (t) Wheelbase (mm) Recommended load
capacity (t)

6 2500 Up to 2500

7.5 2800–3500 Up to 3000

12 3000–3800 Up to 6000

16 3600–4100 Up to 8000

18 3900–4200 Up to 10,000

26 3900–4500 Up to 13,000

Source Rigual [13]
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Fig. 4 Trailer truck tautliner
or curtain

Regarding the truck were considered two alternatives: tautliner trailer truck or
curtain truck and open platform truck. The tautliner or curtain trailer is similar to a
wagon, except that it facilitates access to the load with its sliding curtains. Access
to charge is facilitated with the heavy-duty back door and curtains on both sides;
with aluminum poles in the corners of the rear and rails on the ceiling are placed the
laminated tarps. Figure 4 corresponds to a tautliner trailer truck.

The open platform truck can be used if the transported material is collected in
individual containers with equal or different capacity; this is feasible for the used
cooking oil. The platform can be fully or partially open. Perhaps it is the most usual
truck, versatile but commonly used for transporting bulk materials and containers.

In the case of used cooking oil transport, multimodal transport and intermodal
transport is considered feasible. For now, the case study company can maintain
multimodal transport by considering the size of the shipment that depends on the
offer and how it consolidates the load. Intermodal transport should be considered
whether there was the possibility of implementing a cargo consolidation strategy,
i.e., if the number of suppliers of used cooking oil and other materials that can be
transported in the same containers was expanded [14].

3.2 Management of the Vehicle Capacity

This logistic transport operation refers to how the load is handled in modes of trans-
port, i.e., in the vehicle. In general, you can select from two alternatives: an LTL
(Less Than Truckload) scheme, that is, a consolidated load, and a full truckload
(FTL) scheme, i.e., truck or full load.

The LTL scheme can be chosen when loads from different customers and with
different volumes are combined into the same truck that goes to the same destination.
This scheme is thought of for shipments that do not occupy a vehicle in its entirety.
Partial load carriers operate by sharing the capacity of the trailer among multiple
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customers or suppliers.A typical partial-cargo carrier collects shipments fromvarious
customers and takes them to a central terminal. The load is segregated depending
on the number of destinations. The charge can be loaded and unloaded before its
final delivery according to the zoning that is done. Consolidated loads are called
over-sized loads.

The FTL scheme refers to a complete load, i.e., full load is required for shipping to
be economically viable. FTL implies that the cargo occupies a vehicle in full; either
the volume of the charge takes up the available space, the weight is the maximum
allowed, or because the load owner prefers to send the load even if the truck is not
fully occupied.

The analysis to define the form that management should take advantage of the
capacity of the vehicle was based on the characteristics of the used cooking oil. The
features of the used cooking oil are then widely described.

As mentioned in the first section of this article, the used cooking oil is a residue
that causes serious contamination problems. Spilling used cooking oil into the sink
or toilet is dangerous; it is difficult to degrade. Because it is less dense than water
oils, sunflower, soybeans, olive, and corn, cooking oil forms a film that makes it
difficult to pass oxygen which puts at risk the living beings of the ecosystem where
it is poured. Used cooking oil like other waste is generated in small quantities in
homes, and it is usually poured into drains; this makes it very difficult to manage and
control.

One liter of used cooking oil contaminates up to 40,000 L of water and has 5,000
times more pollutant load than wastewater. The cost of depuration of used cooking
oil can be 700 times higher than sewage treatment. One liter of used cooking oil
has the following average composition: 85% oil, 10% water with traces of oil and
organic matter, 5% of sludge whose structure is 60% oil, 30% organic matter, and
10% water. This composition results in a relative density of 0.91 [12].

The case study company, in addition to used cooking oil, collects other fatty
residues to complete the load that allows it to operate, including fats of animal and
plant origin, and waste from different industries. In the end, it transports a mixture
of fatty residues that may result in residue liquids special handling.

Despite collecting different fatty residues, in general, full-load trips are scheduled.
The company gathers from its suppliers the used cooking oil, and the other fattywaste
only does ensure the full load, so each trip requires that the charge occupies a vehicle
in full. The management is of the FTL type, and the amount takes up the available
space of the vehicle. For economic reasons, it is not considered an LTL scheme.
The movement of the load through the network that connects the origins with the
destinations is push-type, that is, it depends on the pressure of the preceding links:
the suppliers of used cooking oil and fatty residues, who want to get rid of the waste
and who partially finance the acquisition activities.

No need to say, the transport risk assumed with the movement of used cooking oil
determines full load trips compared to trips to different suppliers and with different
volumes. Transport analysis is the topic of the next section.
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3.3 Transport Risk Analysis

Moving a load presents three types of risks: those that would cause the shipment
to suffer delays in the path between the origin point and the destination, which
would cause the load not to reach its destination, in general, factors that alter the
origin-destination nodes, and, or route, and those associated with the transported
material.

This article considered only the transport risk, i.e., the risk associated with the
journeys between the supplier companies and the case study company. For reasons
of confidentiality, company names were omitted, and only integrated data is given.

Risk is a measure of the likelihood of adverse or severe events. For the trans-
port of hazardous materials, the risk is the probability of accident occurrence [15].
Accidents can occur in an area where the population, infrastructure, road network
or environment is exposed to the consequences of these. The risks are different over
a road network and are associated with so called risk factors, including congestion,
weather conditions, natural disasters, driver behavior.

On risk management, three questions need to be asked: how to prevent or reduce
the consequences if the risk becomes a reality, how to recover, and how individuals,
groups, and communities should organize and inform themselves to reduce risk
and improve confidence to deal with it [16]. Different individual and organizational
factors, prioritized in different ways influence riskmanagement. Individually, factors
range from risk perception to political affiliation; also organizational aspects, ranging
from environmental protection to technical and technological issues.

The transport risk analysis for the case study company was developed based on
the method of risk and vulnerability analysis. However, because it did not have
company data on some risk elements, it was not possible to carry out the valuation,
the qualification, and acceptance stage. Nevertheless, it was possible to illustrate
these stages.

The method of risk and vulnerability analysis involves thirteen steps [17]. The
steps include the definition of the system, the scope of the review and its applica-
bility; identifying vulnerabilities and threats; the formulation of scenarios and valu-
ation, qualification, and acceptance of risks. Once the analysis is done, management
involves, in different timeframes, driving risk scenarios to acceptable levels.

With the support of Google Earth©, taking as input data the origin-destination
collection pairs of the company, six routes were spatially located, and the territorial
scope of the collection network was identified. With data from the Instituto Nacional
de Estadística y Geografía (INEGI), in particular, data on land traffic accidents in
urban and suburban areas, and usingQGIS 2.1826, the accident ranges of cargo trans-
port vehicles per municipality were spatially located, only on Route 6 of collection
[18]. On the other hand, with data from the geostatistical framework ofmunicipalities
of Mexico of Instituto Nacional de Estadística y Geografía [19] and using Autocad
Civil 3D and Global Mapper, the number of accidents at sea level and road sections
was associated, this is shown graphically.
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Map 1 Used cooking oil
harvesting routes. Source
Medina-Toribio [20]

Using as input the source pairs-collection destination, six routes were spatially
located; this is shown in Map 1. The definition of routes considers, as the company’s
collection policy, transiting only on toll roads. Vehicle-occupied capacity was also
taken into account.

Having considered the risk of transport, the elements on which the analysis was
focused were: the load, i.e., the used cooking oil, the transport vehicle, the driver,
and the tracks. These elements were called internal; factors outside the contextual
conditions were called external factors, i.e., prevailing and, or emerging conditions,
when transiting the different routes. Based on internal and external elements, threats,
and vulnerabilities associated with transport risks were identified. Table 2 was used
to associate quantifiable weaknesses, threats, and likely harms with transport risks
and analysis elements.

Table 2 Framework for transport risk analysis

Elements Vulnerabilities Threats Measurable probable
damage

Type of risk

Internal Delayed on the
journeyExternal

Internal Don’t let the load
reach its destinationExternal

Internal Associated with used
cooking oil
transported

External
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From the analysis framework, there are identified and described transport risks.
In general, path risk is associated with internal factors. Vulnerabilities are associated
with a lack of or inadequate vehicle maintenance: weight, volume and distribution
load, lack of expertise, experience, and knowledge of the driver, as well as the status
of the roads for transit. Threats result in accidents on the road or by inter-action with
other vehicles, vehicle break downs, penalties for non-compliance with delivery
times, loss of suppliers, and customers. If crime, social nonconformity, and climatic
are considered as condition as external factors, the associated vulnerabilities are
congestion,manifestations, and detentions, and the related threats are theft, extortion,
and accidents.

On the other hand, the risk associated with transport considers as internal factors
the used cooking oil and the volume that is transported, that is, the load. The vulner-
ability is given by density, weight, viscosity, and volume loaded, also by load distri-
bution. Threats result in spills and their consequences. An external factor always
present is the climatic condition that, for example, associated with inadequate pack-
aging, causes difficulties in the subsequent treatment of used cooking oil and the
consequent costs.

The scenario associated with the most identifiable transportation risk is a spill;
however, there is no data on what the cost of remediation is. A benchmark was used
to estimate the cost of environmental remediation for a used cooking oil spill: the
2010 British Petroleum Deepwater Horizon spill in the Gulf of Mexico. It resulted
in an expense of $17.2 billion, expenditure per liter was estimated at $34; it must
be noted that the damage to economic sectors such as fisheries and tourism was not
quantified [21].

Finally, with the burden not reaching, the relevant elements are internal ones,
and the vulnerabilities and threats are similar to the risk of delay. Still, these are
maximized, i.e., they are the extreme cases; this remains true for external factors.

As mentioned in previous paragraphs, the extreme scenario is a spill of used
cooking oil. The spill would make the three transport risks a reality and a myriad
of consequences, from loss of load to failure of company reputation, this scenario
is unacceptable and not tolerable. Other scenarios can be classified as acceptable,
un-acceptable, tolerable, and non-tolerable. Scenario categories are reverted to the
method of risk and vulnerability analysis.

As mentioned, due to the unavailability of accident data at the time of the case
study company, it was not possible to develop in its entirety the method of risk and
vulnerability analysis, remained outstanding: the risk profiles and the distribution
pattern of these. Data on cargo vehicle accidents in Mexico were taken as a reference
in 2018 to illustrate these steps. Table 3 shows the number of accidents that are dis-
aggregated in fatal, non-fatal, and only caused by material damage. Based on this
disaggregation, the three method scenarios of the method of risk and vulnerability
analysis were defined: unacceptable, tolerable, and acceptable.

From the data in Table 3, the pattern of distribution of accident scenarios could
be illustrated, that is, how accidents are distributed in scenarios. Table 4 contrasts
accident percentage, grouped in scenarios, and the percentage that is considered as
a reference for the assessment of such scenarios. It is identified that the acceptable
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Table 3 Cargo vehicle accidents in Mexico in 2018

Type of accident Number of
accidents per
cargo vehicle

Unacceptable
scenario (fatal
accidents)

Tolerable
scenario
(non-fatal
accidents)

Acceptable
Scenario (material
Damage Only)

Collision with
motor vehicle

19,410 141 1,261 18,008

Collision with
pedestrian (hit)

366 60 306 0

Collision with
animal

37 0 4 33

Fixed object
collision

4,288 11 139 4,138

Rollover 802 32 143 627

Passenger fall 22 1 21 0

Exit the road 558 20 43 495

Fire 28 0 0 28

Collision with
railway

66 2 10 54

Motorcycle
collision

871 45 383 443

Collision with
cyclist

203 19 113 71

Other 512 3 13 496

Total 27,163 334 2,436 24,393

Source INEGI [18]

Table 4 The pattern of
distribution of accident
scenarios

Scenarios Number of
accidents

Calculated
distribution
(%)

Reference
distribution
(%)

Acceptable 24,393 89.8 60
(minimum)

Tolerable 2,436 8.9 30
(maximum)

Unacceptable 334 1.2 10
(maximum)

Total 27,163 100 100%

accident scenario prevails, the tolerable andunacceptable scenarios arewell below the
reference data. That is, the highest number of accidents cause material damage. The
scenarios are compatible to the method of risk and vulnerability analysis; however, it
is possible to define more categories, it depends on the number of accident data, how
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they are typified and the assessment that organizations give to accidents. Reference
values are also attached to the method of risk and vulnerability analysis.

To illustrate the accident ability on the routes that the used cooking oil collection
follows, Map 2 shows the range of load vehicle accidents in the municipalities that
includes Route 6. The municipalities with the most accidents are the origin and
destination of the route (Fig. 5).

A better illustration of the risk of transport by routewould involve having available
data on topography, slopes, climatic conditions, conditions of the rolling layer of the
pavement, unsafe areas, among others. However, from obtaining the contours and
topographic profile over Route 6, Fig. 5 shows how the number of accidents is
associated with height above sea level and road sections.

Figure 5 identifies that the number of accidents is not associated with higher-level
road sections over the sea; it seems to be more associated with interaction with other

Map 2 Range of cargo vehicle accidents per municipality on Route 6 collection of used cooking
oil
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Fig. 5 Accidents by municipality and topographic profile of the road sections

modes of transport. The highest number of accidents occurs in parts surely with the
greater vehicular flow, that is, the origin and destination of the route.

4 Results

The results of the analyses are listed below, focusing on those on transport risk.

1. Multimodal transport is suitable for the transport of used cooking oil given the
way the load is consolidated: a supplier a trip. The valuator company makes
a trip only if the supplier consolidates load, which implies storage costs for
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the supplier. Intermodal transport is economically feasible if the number of
suppliers of used cooking oil and other materials that can be transported in the
same containers, for example, plastic or metal barrels, is expanded.

2. Programming full cargo trips are used to calculate the capacity of the vehicle,
that is, an FTL scheme, the tanker is the convenient vehicle to mitigate the risk.
The convenience of a LTL scheme involves the use of trailer tautliner or curtain
with standard measuring containers that allow the handling and transfer of the
vehicle–vehicle and vehicle-warehouse load. It also means a higher number of
suppliers ormore significant amounts of used cookingoil andother fatty residues
collected. Under this scheme, the transport risk is significantly increased.

3. The risk of delay in the path is associated with the factors considered internal.
They are relevant: the maintenance of the vehicle; the weight, volume, and
distribution of the load; the expertise, experience, and knowledge of the driver;
and the state of the tracks. The extreme scenario is that the charge does not reach
its destination with the consequences that this implies.

4. The risk of the load not reaching its destination is also associated with internal
factors. This risk is the one that gives rise to the extreme scenario of the delay
in the path, i.e., that the load does not arrive.

5. As for the risk associated with transport, although internal factors remain rele-
vant, the amount transported is most relevant, this is, the load itself. Load char-
acteristics such as density, weight, viscosity, volume, and distribution take on
importance. The extreme scenario is a spill of used cooking oil. The spill would
bring the three transport risks to life and a myriad of consequences. A spill is
an unacceptable and non-tolerable scenario.

6. From Table 3, under the information restrictions already mentioned, the accept-
able scenario is where the higher number of accidents are located. As a
percentage, this scenario is well above the referring data. As mentioned,
the scenario categories of the method of risk and vulnerability analysis are
resumed; however, the acceptability assessment can be changed concerning the
preferences of each organization or company.

7. Two relevant conditions of the transport risk analysis are accidents or incidents
that occur by vehicle-vehicle interaction and by the topographical conditions of
the road that constitutes the route. Map 2 is identifiable that the spaces with the
most accidents are the origin and destination of the path; that is, the places where
the most vehicle-vehicle interaction is provided. From Fig. 3, it is identifiable
that the accidents would most likely occur in areas of higher topographic profile
above sea level.

The analyses were limited by the availability of data of the company case study.
In particular, a review of transport risks and beyond transport, between a pair origin-
destination, implies the availability of data associated with the recovery operations
of used cooking oil, such as acquisition, classification, and selection. The required
data to extend the scope to other logistics transport operations is topography, slopes,
route length, safe parking spaces, emergency, and rapid response services, weather
conditions, pavement conditions, unsafe areas, among others.
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5 Conclusions

Logistics transport operations are elements of analysis of logistics that considers
transport as an axis; its importance, however, remains in the behavior of the supply
chain. The transport logistics operations has systemic behavior.

The analyses carried out are linked. That is why some decisions can be made
considering the possible relationships between (1) the used cooking oil as a load, (2)
the vehicle in which it is transported and how it takes advantage of its capacity, and
(3) the risk that is assumed when carrying used cooking oil. Starting from a company
condition, for example, the availability of vehicles limits how it takes advantage of
its capacity, although this may not be true if the offer of used cooking oil is vast, and
containers that optimize the space of the vehicle are used.

Because used cooking oil is a waste grouped in the so-called special handling
residue, and its collection and transport are activities with inherent risks, transport
risk analysis takes importance in reverse supply chains that valorize those residues.
That situation also occurs with other types of waste, such as the hazardous ones and
even with urban solids.

With the above, it is recommended that the company case study and other compa-
nies of the same sector or that transport material with tacit risks focus on risk
responses. The mode of transport and how the capacity of vehicles are used are
decisions linked to the risk assumed when transporting used cooking oil. Responses
to each risk should be differentiated. The company already deals with the delay of
its cargo; this is natural in the transport activity. It may have already had to deal
with the fact that the shipment has not arrived, surely has solved it by modifying the
transformation process, with its economic and operational consequences. But, the
risk that results in a spill, although it is the risk with the least probability, must be a
scenario for further study, a discharge for the company and society is unacceptable
and intolerable. Knowing this to prevent it are the practical implications of this work.

In the previous context, other areas of work in logistics and supply chains come
into play, including humanitarian logistics and chain fluidity studies.
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Abstract In recent years, with the intention of reducing the demand for virgin raw
materials and the generation of waste, it has been promoting the transition from
a linear production model which is constituted by extraction, production and waste
operations, to a circular one inwhich the resources aremaintained asmuch as possible
in the production system. This transition has been called Circular Economy (CE), is
involving important and diverse challenges for different economic agents, in partic-
ular, supply chains have had to rethink and redesign their processes and practices. The
present work, based on a systematic review of the specialized literature, compiles a
set of experiences in different countries regarding the transition to a circular model,
in particular collects practices that are carried out in different links of the supply
chains. The analysis of the circular practices was carried out taking as criteria its
level of circularity and compliance with the objectives of the CE. The findings from
the analysis of circular practices are challenges, circumstances and the scope of
the transition to circular models, opportunities and challenges are also identified in
the supply chains. Associated with the analysis, based on data from the National
Statistical Directory of Economic Units, regions with potential were identified for
the shaping of circular supply chains. The potential is valued by the number and
industrial vocation of the economic units in the different sectors.
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1 Introduction

Circular economy (CE) is an emerging topic which has attracted the attention of
researchers, governments, communities and private initiative, because it is presented
as an alternative to reduce the environmental impact of productive activity through
a change in the mode of operation of a company, in which objectives such as
productivity, efficiency and corporate responsibility are preserved [1]. CE has gained
followers and support among different knowledge fields, being an alternative model
to change production and consumption, from the current mode of operation [2].

Because a completely accepted definition of CE is not available, this document
uses one based on reported works in [3–6], and therefore, CE will be understood as
a restorative economic R1 system, untying global economic development of finite
resources, with the objective of achieving sustainable development operating in
micro, meso and macro analysis levels. Where micro level corresponds to prod-
ucts, enterprises and consumers, meso level to industrial parks and other groups of
organizations and macro level to a city, region or country [6].

The R frameworks application on the different levels, requires compromise and
environmental awareness from the actors involved, being the government, private
initiative and society the most remarkable ones. In addition, particularly in micro
and meso levels, organizational and financial boundaries must be overcome [7]. In
[8] it is indicated, that introduction to circular model into the company requires
monitoring transition progress from linear economy to circular economy, which
requires to identify effects generated by the product during its whole lifecycle, as
well as all the other activities implemented by the companies. Thereby, it would be
achieved qualitative aspects to be part of the methods and tools used to determine
the business general success under circularity.

Although it is an innovative and increasingly studied topic, it still ambiguous how
the organizations have to move to a new circular economic system. In some cases,
clean production, efficiency increasing and costs reduction, is what have forced
companies to look for CE practices [9].

However, it has not to be loss of sight that moving away from linear paradigms
challenge ingrained patterns that can be an important obstacle to good practices
application, this is the importance of having studies that transcend from theoretical
plane to the practice.

Literature about application and effective CE operation can be divided on studies
which deal regional level implementation on a specific geographic place, and in
those that apply it on a sector, product or material [10]. In other words, practical
cases are dialed through industries and geographies, attached by a material likely to
form material supply loops into the company or in a supply chain (SC). To [11], the
successful application of CE requires rethink the production processes, distribution,
sales, consumption and waste, to create cooperation systems among the CE cases
which are currently operating.

1Good practices of sustainability: refuse, rethink, reduce, reuse, repair, refurbish, remanufacture,
repurpose, recycle and recover.
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As regards the sectoral study, a commonly explored line of research, it is to
prioritize the application of CE to sectors whose waste is a social and environmental
problem due to its abundant generation, while in the case of waste whose recovery is
feasible. In this work we chose to follow this trend and select four types of materials
that make up urban solid waste (USW), whose recovery processes are already in
operation such as glass, plastic, metals, paper and cardboard.

This work is in addition to these efforts and pursues two main objectives, on the
one hand, to analyze circular practices that allow to identify the scope of transition
to CE and on the other hand, to identify potential regions to shape circular SC, based
on quantity and kind of company’s activity on each entity. This approach intends
to explore the circumstances in which circular practices are presented and which
challenges are revealed from those experiences. For its part, the identification of
regions is made as a starting point to note regions which have minimum condition
to contain companies on different links of the SC.

In the following section are mentioned some considerations reported on literature
about actions, on international level, focused on applying CE and the topics about
SC applications, after that, on the third section, the methodological, the steps that
allowed to deal the objectives of the study are presented. On a fourth section are
presented the results of the literature review and the identification of companies, to
finish with a conclusion section.

2 Circular Economy and Supply Chains

SC are key to CE application because they involve going beyond the limits of the
company to obtain from suppliers, eco-friendly materials; and from customers, their
cooperation to post-consume products valorization [7]. Nowadays, CE has tried to
integrate itself into the SC on different geographic areas, for example, the European
Union, the United States, Japan and China, through the application of numerous
initiatives to high technology sectors [12].

While each SC has its own particularities in terms of scale and structure, it is
possible to make a generalization of them, under the CE, defining the materials
flow and its passage through the different links that form it. In such a way, it can
be observed five general links of the SC: i. material sourcing, ii. Both parts and
final product manufacturing iii. Distribution and sales, iv. consumption and use,
and finally v. service suppliers such as transport, repair, recycling and all related to
product handling, once it has been discarded by de consumer [10, 13].

The initiatives aimed to introduce CE into SC has been made in different anal-
ysis level, from the R frameworks in some of its links with the purpose of shape
loops of material reintegration, to formation of nets in which the SC share specific
objectives. The most widespread formation are the eco- industrial parks, ecolog-
ical or environmental SC, and close cycle SC [7]. In all of them it is intended to
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close resource flows (energy, raw materials, water) that allow increasing its utiliza-
tion, while reducing waste and environmental impacts. These objectives are rein-
forced in [14], where the authors point that in addition, it is required a systemic
change, together with non-technological changes and in the diverse actors, because
an increasing innovation by itself will not achieve a decoupling between economic
growth and environmental impacts, and only with development and the adoption of
more radical and systemic ecological innovations, it would be possible to achieve
the sustainable transformations and in long term.

On the other hand, it has to be mentioned that certain circular practices of product
recovery such as reuse, remanufacture and recycling, have become more common.
Its application can allow mitigation of negative environmental impacts, increasing
competitively, reducing production costs along the entire lifecycle, comply with
the current regulations and promote sustainable development [15]. These strategies
involve the existence of a close loop system for which is necessary enterprises to
compromise themselves to think about the product lifecycle from a holistic approach.

Figure 1 shows the expected structure for a closed SC and which are the R-
framework practices that are usually applied at the different links, highlighting that
practices such as Rethink and Reduce are performed when supplying, designing and
manufacturing the product, because these practices seek to modify and reduce the
materials used in the manufacture of the product, in addition to thinking about the
product lifecycle. On the other hand, practices such as Recycle and Recover are
carried out at the end of life, when waste recovery services are used once discarded
by the consumer.

The group that concentrates more practices while applying itself in more links of
the SC, is where Re-use, Repair, Refurbish, Remanufacture and Repurpose are used,
involving links ranging from manufacturing to disposal of waste. This is because
these Rs seek to take advantage of products already manufactured for general loops
that allow to prolong their service life or that of the parts that make up them.

Fig. 1 9R framework
practices inscribed in a
closed-cycle supply chain
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It should be mentioned that this does not mean that a link such as manufacturing
cannot perform practices such as Recycle, there are cases where different Rs are
implanted in the same organization. The goal of this figure is to show how all Rs can
be applied on the same SC.

The implementation of this initiatives has highlighted different challenges to SC
redesign, the authors of [13] group them into seven categories: finance, market,
product, legislation, chain management, technology and consumer behavior.

Stand out among them, challenges related to the product and chain management.
On this matter it is mentioned that we should be careful when making incremental
improvements in productive processes since, by making them more efficient, major
production could be encouraged, reducing environmental benefits.

Concerning to chain management, it has to be considered that SC redesign hardly
relapse in only one company, because this has limitations on its vertical integration
and production control, in view of that, it is clear the need of having information about
the involved actors on the differentmoments of productive process, aswell as the kind
ofmaterials used and generated on those processes.As part of this investigation, a first
approach to information available on Directorio Estadístico Nacional de Unidades
Económicas (DENUE)wasmade, obtaining as a result the number of economic units
(EU) related with a determined material and because of its vocation and geographic
location could shape a SC.

3 Methodology

This work has two main objectives; the first one is to analyze circular practices
that allow identifying the scope of transition to CE, as well as opportunities and
challenges to SC. This objective is dealed through literature review, following the
five steps methodology purposed by [16], which process is described below:

3.1 Literature Review

1. Question formulation: As already mentioned, this review focuses on circular
practices, seeking to know which scope has its application had on the transition
process to CE? in addition to identifying which opportunities and challenges do
this practices involve to shaping SC enrolled into CE?

2. Data harvesting: The research was made using the Biblioteca Digital de la
Universidad Nacional Autónoma de México,2 which shelter more tan 200 data
bases with about 22,000magazines, amongwhich are found: Journal of Cleaner

2https://bidi.unam.mx/.

https://bidi.unam.mx/
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Production,3 Resources, Conservation & Re-cycling,4 Journal of Industrial
Ecology,5 Waste Management6 y Sustainability,7 which concentrate almost 60%
of the overall publications about CE [17]. The search termswere“circular econ-
omy” AND “practice case” and “economía circular” AND “caso”, using three
filters: complete text, English or Spanish language, in the period between 2010
and 2020.

3. Selection and evaluation of studies: Since most practical cases only show partial
application of what has been previously defined as CE, it was considered to
include as circular practice those which met three criteria: to show an initiative
executed in an organization with the purpose of applying the CE, to meet with
some of the three circularity principles, and to fulfill some of the CE purposes.
The research yielded a total to 72 registers, from which 45 were extensively
reviewed since the reading of the summary denoted relationship with the topic
of interest. From this review 15 articles were discarded since they were not
practical applications, finally the analysis was carried out on the remaining 30
articles.

4. Analysis and interpretation: A comparative analysis was chosen, which consist
of three elements: comparators and variables, observations and data [18]. Were
defined as comparators and variables:

4.1. Circularity level. Established by priority order of R framework strategies
(refuse, rethink, reduce, reuse, repair, refurbish, remanufacture, repur-
pose, recycle and recover) purposed by [19] in which are defined the
three circularity levels described below in Fig. 2.

4.2. Stakeholder. Referring to the agents involved in the practice, three main
agents are distinguished in the CE: companies, society and govern-
ment. These agents can be involved in the practice individually or in
collaboration, what is sought is to distinguish whether their participation
exists.

4.3. Circularity principles. In [4] Ellen MacArthur Foundation points three
circularity principles:
a. Preservation principle. It refers to the search for efficient use of

natural and renewable resource flows.
b. Optimization principle. The greater rotation of the products and its

components is sought, achieving a greater use cycle and therefore a
longer lifecycle.

c. Efficiency principle. It involves reducing externalities of natural
resource utilization processes and seeking synergies between the
different agents.

3https://www.journals.elsevier.com/journal-of-cleaner-production.
4https://www.journals.elsevier.com/resources-conservation-and-recycling.
5https://onlinelibrary.wiley.com/journal/15309290.
6https://www.journals.elsevier.com/waste-management.
7https://www.mdpi.com/journal/sustainability.

https://www.journals.elsevier.com/journal-of-cleaner-production
https://www.journals.elsevier.com/resources-conservation-and-recycling
https://onlinelibrary.wiley.com/journal/15309290
https://www.journals.elsevier.com/waste-management
https://www.mdpi.com/journal/sustainability


The Transformation of Supply Chains … 255

Fig. 2 Circularity levels

4.4. Purpose of the practice. As these are circular practices, it seeks to fulfill
the CE purposes, which according to [6] are those shown in Fig. 3:

To complete the comparative analysis, the 30 chosen documents were considered
as observations and as data the subcategory in each case, in such a way that, for each
document were identified the correspondent subcategories, allowing its comparison.

5. Report and use of results: Are shown in the results section.

As mentioned at the beginning of this section, this work has two objectives, being
the second one the identification of potential regions to shape circular SC.

Fig. 3 Circular economy
purposes
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3.2 Economic Units (EU) Exploration by Kind of Material

The potential has been established by the number and industrial vocation of EU on
the different industrial sectors. To fulfill this objective, the following stepswere done:

Choice of material type: There are a lot of materials subject to valorization, all of
which are located at the end of the direct SC, the end-waste. However, this document
has considered only four materials, those which already have companies dedicated
to their valorization, and which represent more than 75% of USW [20], and their
reintegration on the SC would mean a significant reduction of pollution problems in
cities. The selected materials were paper and cardboard, plastics, metals and glass.

EU Identification: Once the materials of interest were identified, it was carried
out a review of the companies registered on the DENUE based on the Sistema de
Clasificación Industrial de América del Norte (SCIAN) used by Instituto Nacional de
Estadística Geografía e Informática (INEGI). The review allowed grouping compa-
nies into classes, such as related to some of the SC links: sourcing, manufacturing,
distribution and sales, or to some waste management service; for each of the selected
materials.

EU count by material, link and federal entity: Using DENUE records the EU
list of each class was obtained for each of the 32 entities of the country. Thus, by
adding the companies of the classified classes on each link for different materials,
an estimate of the potential unities that could shape a circular SC can be obtained.

Finally, are shown those entities where EU can be found for all links of the SC
and for the different materials under study. This establishes a starting point for the
identification of areas with high potential to form circular SC, based on the proximity
between the companies of the sector, which provides a similar context under which
it operates and, being entities with the highest percentage of EU, also allows for the
diversification of allies.

4 Analysis of Descriptive Statistics

In the following part, is presented the analysis of descriptive statistics, prepared in
accordance with the two stated objectives: the literature review of CE practices, and
the exploration related to companies in Mexico.

Distribution of the CE practice sample.Asalreadymentioned, the literature review
was carried out on a 30 article sample, Figs. 4 and 5 set out how the practices recorded
in these articles are distributed both regionally and by industry.While it is recognized
that is not a representative sample due to the bias that the process of collecting docu-
ments may entail, this distribution does follow situations already expressed on liter-
ature as determinants to circular practices application. With regard to geographical
distribution, stand out the 47% of this practices located on the European continent.
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Fig. 4 Percentage of
circular practices by
geographical region
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Fig. 5 Percentage of
circular practices by industry
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This can largely respond to the stimulus of a highly regulated and explicit CE-
oriented, besides to the commitment acquired by the European Union to the amend-
ment to its waste regulation, the Waste Framework Directive, which incorporated
objectives related to: USW recycling, reuse of the same, selective collection of
organic waste, modification of regulations throughout the region on producer respon-
sibility and the setting of targets to reduce waste generation by 2030. Associated whit
this, the commitment was enhanced by initiatives such as “An European strategy for
plastic in a circular economy”, which seeks to improve profitability and quality of
plastic recycling, reduce plastic waste and boost investment and innovation to find
circular solutions [21].

In this respect, stands out the low circular practices percentage founded in the
Asian continent (6.7%). However, a possible explanation is the filter generated by
the search terms and the selected period, in the time between 2010 and 2020, thus,
while it is known that China has formally adopted the CE model since 2002, in the
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large majority of publications where Chinese case is reported, they focus on public
policy publication and government-led industrial reconversion and not, on micro and
meso practices [7].

On the other hand, distribution by industry or economic sector, addresses themain
valuable waste, with electronics being the industry that groups the largest number of
circular practices (30%). On this respect it can be mentioned that this industry has
gained relevance for a number of factors: The growth of e-waste generation, almost
45 million tonnes per year globally [22], the great diversity of materials involved,
the high added value in such products, and the pollutants that derived from their final
disposition.

Circularity principle and purpose of the practice: These categories, in addition
to being part of the comparative analysis, served as a filter for the selection of the
articles to be considered; its importance is that in both recognize the circular nature
of the practices. While CE is a relatively recent concept, it has been nurtured by other
related concepts: “Life cycle assessment”, “recycling”, “cradle to cradle”, “industrial
ecology”, “sustainable development”, among others; and this similarity may lead to
a confusion about what can be considered as circular practice [10]. For this reason,
it was essential not only to define CE but having criteria to distinguish it from other
kind of practices.

Figure 6 shows the comparative analysis for the relationship between circularity
principle and purpose of practice. This relationship is interesting since the purpose
reflects the company´s intention to transit towards CE and the principles of CE are its
basis, so its relationship indicates the coincidence between the company’s intention
and how this is inscribed in the CE.

Looking the results, there is an absolute inclination to optimization principle,
regardless of the organization´s purpose to perform the practice, besides, it is
the purpose of reducing environmental impact the most frequent motivator of the
practices.

At the same time, stands out that 50%of the casesmentioned the search of reducing
environmental impact, applying practices that led to a greater product lifecycle.

Achieve sustainable development 3%

Unlink economic development from finite 13%resource consumption 

Restore social and cultural capital 3%
7% 3%

Reduce environmental impact 

50% 13% 7% 
Optimization Efficiency Preservation0% 10% 20% 30% 40% 50% 60% 70% 80%

Fig. 6 Percentage of circular practices by it purpose and the present circularity principle
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Fig. 7 Distribution of cases
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This result is further explored in Fig. 7, where the reported cases consistent with
the optimization principle and their location in the R frame are observed. Looking
Fig. 7, it can also be said that recycling is the most frequent action, thus causing
that, together the 5% represented by the action of recovery, as a result 46% of cases
with low circularity level, where the practice aims to take advantage of some of the
material that made up a particular product. This value contrasts with 14% of practices
located at the highest level of circularity, where it seeks to rethink a product so that its
cycle of use is longer or reduce the consumption of natural resources. In this sense, it
should be thought about whether to comply with an optimizer to transit to CE [23].

On the other hand, it is interesting to mention that practices corresponding to 14%
of higher circularity, were developed in micro and small companies, showing that
the belief that circular practices require high financing, is not a rule [24].

Circularity level: The scale purposed by [19] based on an extended R frame-
work, which, groups into three broad categories was used to place the company
at a higher or lower circularity level. In this regard, it has to be mentioned that
the authors include on their proposal the evaluation of type of transition: focused
on socio-institutional change, focused on technological innovation, or focused on
socio-institutional change but with a decisive institutional component. In this way,
the authors seek to integrate contextual elements into the evaluation as consumer
participation and local legislation are taken into consideration. This responds to the
level of circularity being related with different variables and not all of them depend
on the actions of the company itself.

Table 1 shows the percentage of practices in each level of circularity and in each
industry. Fort the level: “Smart product use and manufacturing”, the percentages are
low except for the service sector, this responds to the most commonly used models
at this level are those where product ownership is shared or where second hand
markets are generated [25], so strategies focused on customer service are required
or high duration products and such strategies cannot be applied to industries such as
construction or those related to organic products.
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Table 1 Percentage of
practices on different
industries for each level of
circularity

Industry Level 1 (%) Level 2 (%) Level 3 (%)

Construction 0 7 3

Electronics 3 13 13

Metal 0 7 3

Organic 0 3 3

Plastic 3 0 7

Services 10 7 10

Textile 0 3 3

Total 17 40 43

Note
Level 1: Intelligent use and manufacture of products
Level 2: Product life extension
Level 3: Useful application of materials

It is important to remember that, besides the sector influence, there are other
factors that affect the choice of the practice, inscribed in an R frame-work such as
technology and customer consumption habits, however, these factors are not part of
the study [26].

Stakeholder: The environmental and economic problems that generate the need
to propose a new economic system, such as CE, are of such magnitude that require
the collaboration of agents that, when working in a coordinated way, generate
and develop feasible proposals to be implemented. With this in mind, one of the
categories of this comparative analysis refers to stakeholders, who are explicitly
mentioned as essential participants in circular practices. Table 2 shows the percentage
of practices involving consumer, government, other economic units, or instead, those

Table 2 Percentage of the practices by stakeholders involved depending on the purpose of the
practice

Purposes of
the practice/
stakeholders

Company
(%)

Company-consumer
(%)

Company-government
(%)

Company-company
(%)

Purpose A 7 0 0 7

Purpose B 47 10 3 10

Purpose C 0 3 0 0

Purpose D 0 7 3 3

Total 53 20 7 20

Note
Purpose A: Unlink economic development from finite resource consumption
Purpose B: Reduce environmental impact
Purpose C: Achieve sustainable development
Purpose D: Social and natural capital restoration
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which worked independently. These percentages are associated to the purpose of the
practice.

Of these results, 53% of the practices carried out without the collaboration of
another agent, in this regard it is worth mentioning that, within the organization,
the commitment, technical knowledge and understanding of circularity, by senior
management, has shown an important effect on the adoption of CE [27]. Taking
into account the previously mentioned, the government, consumer or other business
participation can be considered as non-crucial.

Apart from the already mentioned agents, the authors of [24] expose the impor-
tance of having multidisciplinary knowledge to support the development of effective
innovations in the practice, that if not found into the organization can be obtained by
linking with other agencies such as research and development centers.

Figure 8 shows the cases found where the company collaborated with another link
of the CS for the realization of circular practice, in addition to showing the level of

Fig. 8 R framework
practices applied in
collaboration with another
SC agent
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circularity regarding the practice of the R framework that was carried out. It notes
that 40% of the practices included the consumer or another company, with the same
number of cases in both relationships.

On the other hand, it is observed that for Company–Consumer relations, practices
tend to have a higher level of circularity, this may seem confusing if it is recalled that
the actions of greater circularity occur in the design phase of the product, however
these initiatives refer to situations where the company modified its business model,
in collaboration with its client, to provide the service that was usually provided with
a product. This kind of practices are growing in different industries but it should be
emphasized that they are only possible when we have the acceptance of the customer,
situation that is not always possible, especially if they are environments where the
ownership of the product is very ingrained to consumption habits.

With regard to collaboration between enterprises, the opposite is the case, practices
are concentrated in low levels of circularity, in a number of cases where a provider
of transport, waste management and treatment services is used.

While such relationships are of great importance for the formation of a reverse
logistics infrastructure, relationships should be developed on both sides of the SC,
strengthening ties with material suppliers.

In addition to the analysis of these cases, the Ellen MacArthur Foundation in [3],
warns about the existence of the characteristics of the agents involved that can make
it difficult to adopt circular practices, including: misaligned incentives, short-term
cost evaluation and internal company habits.

In regard to agents outside the company, the mentioned characteristics prevail,
although themain ones are: the lack of infrastructure for reverse logistics, the absence
of enablers such as financing, legislation and consumer habits.

Although the results show low collaboration between companies, this linkage
must continue to be encouraged, among other reasons for its potential to meet some
challenges already raised such as the financial aspect [13], considering that initial
investment to apply the CE practices may represent a challenge to organizations,
both in their initial stage and in their implementation.

On the other hand, the analysis of the practices showed that in order to fulfill the
CE purposes, social and natural restoration, and to achieve sustainable development,
the company had to have the participation of another agent, since no cases were
foundwhere it could be done in isolation. This factwas observed particularly,with the
purpose of achieving sustainable development. Thepractice required the participation
of the consumer, who was already familiar with the sustainability concept and gave
it a high added value. With regard to government participation, it is observed that it
was low and deepening on the particular case, it is known that it focused on verifying
the environmental regulation accomplishment, since this was seen as a competitive
advantage. Despite the low participation, the idea that government intervention can
positively influence the induction of circular practices is widespread, to the extent
that it uses instruments such as contracts and environmental standards in addition
to establishing a climate conductive to cooperation [28]. Specifically, CE can be
promoted through laws, policies and strict governance [29].
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5 Challenges and Opportunities

In summary, the main challenges presented in implementing circular practices were:

• Systemic change. Achieving systemic change that outweighs incremental
improvements, which, while innovative, have not allowed economic growth to
be decouple from environmental wear.

• Eco-design: Product design has shown to be a stage with high potential to
encourage the application of circular practices, but at the same time the few
changes that this has had, it has become in a difficult obstacle to overcome is
stages such as remanufacturing and repair.

• Vertical integration: To get a redesigned and oriented to circularity SC, it takes
more than one company that integrates it, to initiate the change, due to limitations
because of its vertical integration and limited control to its own production.

• Shared information systems. It has been given few cases where development
of systems has allowed the dissemination of information on required materials,
production processes and waste generated among the members of the chain.

• Processes for waste management. In particular, for the management of electronic
waste, it is necessary to improve the procedures and conditions under which it is
recycled, due to the emission of pollutants released in its final disposal.

• Studies by industry. It is necessary to find the right type of practices and strategies
for each industry, considering that there are strategies that cannot be applied in
all industries, such as the lengthening of the lifecycle in organic products.

• Incentives. Some of the difficulties in this area are the short-term cost assessments,
which do not prioritize those solutions with benefits in the long term, in addition
to the internal habits of each organization too ingrained in traditional production
practices.

• Infrastructure for reverse logistics. In several regions it is still an underdeveloped
link, with few options for waste management, transport and treatment, as well as
limited information flows.

• Community and government. The absence or little participation of other actors
such as consumers whose participation, interest and knowledge, around CE and
sustainable development, is indispensable to carry out some practices of the
highest level of circularity. While lack of funding or inconsistent legislation by
governments makes the transition more difficult.

On the other hand, important opportunities could also be identified with potential
to bring significant changes in traditional productive systems and orient them towards
circularity; among the main ones is:

• Regional and industrial diversity. There are initiatives around the world advancing
into CE application and cases in different industries show the wide range of
possibilities for valorization.

• Frequent practices. Some of the practices under the R framework are increasing
their use, such as reuse, recycling and repurpose, opening the way to the rest of
the practices.
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• Companies of various sizes.While there are cases where a big company generates
a circularity dynamic in the SC to which it belongs, an important percentage of
the cases with a high level of circularity is developed in small companies, giving
evidence that high amounts of investment are not indispensable and, on the other
hand, the reduced and flexible structure of these organizations is an advantage.

• Service-orientedmodels. The popularity and diversification of this type ofmodels,
where the customer does not maintain ownership of the product and only makes
use of the service that it offers, allows to take advantage of the recent and growing,
behavior change of the consumer, opening up the possibility of applying these
models in other sectors not yet explored.

• Experience and commitment. In much of the cases reported here, the knowledge
and commitment on the part of senior management had a significant impact on the
application of circular practices, so the willingness shown to make modifications
to the company, already represents by itself a challenge overcome to achieve
success.

• Scientific and technological research. Beyond the activities that can be carried
out by the business sector, there is a growing scientific and technological research
that supports the development of functional innovations that can be leveraged by
the industry to the extent that the relevant links are established.

6 Companies by Material, Link and Entity

This section shows the results of the EU analysis, whose activity relates to one of
the four selected materials, paper and cardboard, plastic, metal and glass. Table 3
makes a classification of companies and its class codes. In this regard, it is worth
clarifying that this codes corresponds to SCIAN, which stablishes a category for each
company according to its economic activity, so that this system has 20 sectors which
are divided into subsectors, branches, sub-branches and finish with 1084 classes on
the most specific level. This groups of classes is where are selected those, which by

Table 3 Total count of class and eu codes considered by link and material

Link material Paper and cardboard Plastic Metal Glass

CC EU CC EU CC EU CC EU

Supply 8 44 2 38 7 157 1 23

Manufacturing 18 7,661 17 37,109 33 98,922 9 3,091

Distribution
and selling

10 809,703 6 31,037 4 22,359 4 38,859

Waste recovery 7 2,399 8 5,601 5 11,814 7 714

Total 43 819,907 33 73,785 49 133,252 21 42,687

Note CC Class code
EU Economic unit
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their activity, correspond to each material and in turn to a SC link, remembering that
generally 4 links are being considerate: materials supply, manufacturing, distribution
and sales, service providers, which include transport, repair, recycle and everything
related to waste management.

Among the values inTable 3 stands out the lownumber of companies on the supply
link, in contrast with units dedicated to distribution and sale. There are several expla-
nations for this behavior, which address market characteristics, size of the company
or profitability of each activity; however, this huge disparity can be seen as an oppor-
tunity to encourage companies’ creation, which, with waste management or post-
consume products, are added to material supply, taking advantage of the learning
and developments in logistics field already implemented by distribution companies.

The total values are broken down in Table 4, where federative entities with highest
number of EU are presented, classified in some of the 4 mentioned links, for each
material. Due to the extent of this count, it was decided to include only the 5 entities
with the highest number of companies, so that, each box in the table includes a

Table 4 Federative entities with the highest eu concentration by link and material

Link/Material Paper and cardboard Plastic Metal Glass

Supply 25% Michoacán 13% CDMX 15% Sonora 22% Sonora

18% Chihuhua 13% N. L 8% Zacatecas 22% Veracruz

11% Oaxaca 11% Gto 8% CDMX 13% N. L

11% Puebla 11% Jalisco 8% Jalisco 9% Coahuila

9% Jalisco 11% Edo. Méx 8% Edo. Méx 9% S. L. P

Manufacturing 8% Edo. Méx 10% Edo. Méx 11% Edo. Méx 15% Edo.
Méx

8% CDMX 10% Gto 7% Jalisco 13% CDMX

7% Jalisco 9% Michoacán 7% Michoacán 13% Jalisco

7% Veracruz 9% Jalisco 7% Veracruz 9% N. L

6% Puebla 7% Veracruz 7% Puebla 7% Puebla

Distribution
and selling

16% Edo. Méx 14% Edo. Méx 11% Guerrero 16% Edo.
Méx

8% CDMX 9% CDMX 11% CDMX 9% CDMX

7% Puebla 8% Jalisco 9% Jalisco 9% Jalisco

6% Veracruz 6% Puebla 8% Edo. Méx 6% Puebla

6% Jalisco 5% Michoacán 6% N. L 6% Gto

Waste
recovery

22% Edo. Méx 20% Edo. Méx 19% Edo. Méx 11% Edo.
Méx

17% CDMX 9% CDMX 8% CDMX 8% Jalisco

7% Jalisco 9% Jalisco 7% Jalisco 7% Puebla

6% Puebla 9% Gto 6% N. L 7% CDMX

6% N. L 7% Puebla 5% Puebla 6% B.C
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descending list of 5 entities, including the percentage of companies that each entity
owns, relative to the totals in the table above.

It is observed the constant presence, in almost each box, of entities such as Estado
de Mexico, Mexico City and Jalisco. This result is expected due to certain charac-
teristics of these entities such as their population density and urbanization degree,
which makes them attractive points to companies’ installation. On the other hand, in
very specific boxes, entities that reinforce its vocation are observed, such as Sonora
and Zacatecas, distinguished by their mining orientation.

In order to detect entities that could allow SC formation, Fig. 9 shows the maps
where it can be observed the entities of Table 4, showing those that have companies
in all links.

The case of glass stands out because no entity was found with companies in all
links, with the supply link missing for this material, in entities such as Mexico City,
Estado deMexico, Jalisco and Puebla that do house companies in the rest of the links.
This may be an indication of the complications of establishing SC, with respect to
glass within a single entity. How-ever, it has to be mentioned that only the companies
with the most representative class codes are being represented, in the case of glass
only one class is available (CC: 212324, silica mining); In addition, only entities
with the highest EU percentage were considered. Having a more detailed review, it is
Estado de Mexico that includes all the links because it has a companies’ registration
in the supply link located in this place.

Fig. 9 Entities with highest number of EU in each link and entities with EU in all links
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Fig. 10 Number of companies registered in entities with the greatest potential, for each SC link of
each material

On the other hand, Jalisco is the entity where companies related to all materials
and links are located.

Figure 10 shows the companies registered with activities related to each link of
the SC for the different materials, this count includes only the federal entities where
there is activity in all links, except the case of the glass for which not a single entity
that included all the links was found, being necessary to address the nearest entity.

This figure highlights two general aspects, on the one hand, for most mate-
rials there are companies within the same entity in which a circular SC could be
formed, being the link of the supply of materials the one with the smallest number of
companies. This is beneficial considering geographical proximity not only implies a
reduction in transport costs, but also allows collaboration under the same contextual
conditions, facilitating understanding and information flows.

On the other hand, it is noted that, for most materials, there is a link with a high
number of companies, with manufacturing and distribution being the most robust.
This situation can be considered an advantage insofar as it is the links with the
knowledge and experience necessary to create synergies in the rest of the chain.
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It also stands out the concentration of companies from various sectors in just three
entities, Jalisco, Puebla and the Estado de Mexico, this information serves to guide
future work in these regions. Finally, it should be remembered that this study is only a
starting point for the formation of circular SC, giving light on possible areas in which
collaboration can be re-searched and fostered between companies already located in
the area.

7 Conclusions

The present work is an exploratory study that gathers a group of experiences from
different countries, about transition to a circular model, in or-der to point challenges
and opportunities to circular SC shaping in different countries, this is intended to
provide clues to identify where the efforts and scope they have had are being directed.
Subsequently the identification of regions where this chains can be formed inMexico
was carried out, using as an indicator the number and industrial vocation of economic
entities in the different sectors and entities, recognizing that, while physical closeness
is not a determining factor, studies prove that it does contribute to reducing regula-
tory, cultural and operational disparities, which in turn could become obstacles to
collaboration, as has happened in the different regions studied in the first section of
this document.

The analyzed circular practices are actions undertaken by organizations (mostly
companies, but it can also be a set of related network, cluster or SC) that seek to pay
the CE, making modifications to its operation, thus representing an explicit effort to
move towards circularity. It is recognized that these are much focused actions, which
importance does not relapse in the impact that they, on their own, can have in the
construction of a circular economic system, but in the effect that they can generate
at scale when more organizations join to this task.

As it is an exploratory study, it has limitations; regarding to literature review,
stands out the number of considered articles, the result of very specific search terms
that leave out other works with a related topic, however, the obtained results show
a coincidence with what is reported in literature addressing theoretical and practical
CE questions, thus pointing that quantity is not a factor on invalidating the results.

Regarding to EU identification, it was chosen only those companies classi-
fied under determined class codes that were directly related to transformation and
handling of the selected materials, recognizing that a SC has greater diversity of
participants with activity in different sectors. On the other hand, the disaggregation,
shown in the present document, is done only at state level, since it is a starting point to
identification of areas with a specific industrial vocation, evidenced by the prolifera-
tion of companies, considering that, the higher the number of companies, the greater
the options available to create connections.

A focused analysis on the identified entities,whichmaps the registered companies,
will provide more information about the physical proximity between them. It is also
recommended that future work integrate another factors that contribute to circular
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SC formation and explore cultural, legislative and technological conditions in each
region.

The consumer role should not be overlooked, although, this work does not address
it, its low participation of circular practices implementation, is a reflection of the lack
of study and development on this area. In general, it is recognized the existence of
cultural obstacles, particularly related to participation on second hand markets or for
the acquisition of remanufactured products, the lack of knowledge about the product
content and its manufacturing processes and the preference for product ownership,
are some of the challenges to be overcome. The impact of this challenges is no less,
considering that a low involved consumer with this issues, contributes to uncertainty
about quantity, quality and period of waste or return of products or materials likely
to be reintegrated into the chain, either by being re-manufactured or recycled. Chal-
lenging and reconstructing these patterns of thought, is a shared responsibility among
all the stakeholders.

The shape of structures such as supply chains, stablished in a climate of trust and
cooperation between the different actors is a slope that would potentially facilitate
the exchange of technical knowledge, more effective communication mechanisms
and more integrated processes that can contribute mitigating certain challenges of
circular economy. The analysis and outreach exercises are in addition to the efforts
to achieve the integration of networks that have more reaching, compared to that
of companies work-ing individually and thus, to stablish models to be followed by
other indus-tries by demonstrating the value of commitment among all actors.
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Nanostores’ Density and Geographical
Location: An Empirical Study Under
Urban Logistics Approach

Raul Soto-Peredo, Benito Sánchez-Lara, and Mariana Gómez-Eguiluz

Abstract In urban areas, nanostores are perhaps the main marketing channel for
Fast-Moving Consumer Goods. However, nanostores are not usually considered in
the design of distribution strategies, so relevant aspects that generate different impacts
on their environment are neglected. This empirical study considers that the goods
distribution to nanostores in the urban context are the cause of externalities and
that therefore it is necessary to analyze the elements that affect this operation to
facilitate the design of new distribution strategies under an urban logistics approach
with the aim of seeking a balance between: habitability, mobility, sustainability, and
resilience, while still fulfilling the purposes of the distribution logistics operation.
This study relies on geographic information systems in order to look for similarities
or dissimilarities based on the spatial distribution of some relevant elements, such as
the number and geographic location of nanostores, the road infrastructure on which
supply is supported, the location of a certain type of customers (millennials), as
well as the relationship with other services located in proximity. As a result of the
empirical study, despite not achieving conclusive results, the evidence will make it
possible to establish new hypotheses for future research with better and more robust
support.
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1 Introduction

The traditional retail in Mexico has different names: neighborhood stores, proximity
stores, small independent retailer, among others. Blanco and Fransoo [5] began to
called them as nanostores.

Despite tomany common identifiable characteristics in nanostores [29], theirwide
product assortment difficult characterize them. However, most of these economic
units primarily sells Fast-Moving Consumer Goods (FMCG). A usual nanostore
classification distinguishes among urban and rural stores. But there is no taxonomy
or categorization related to their customer’s characteristics and/or the nanostores’
context [14].

Nanostores, from the economic point of view, fulfill two identifiable functions:
(1) as source of employment (formal, informal and as self-employment) in micro
businesses structures [18, 21] and (2) as the major distribution channel for FMCG.
In Mexico nanostores represents about 48–70% of FMCG sales levels [17], in 2013
staff in this sector represent 28% of total national employed personnel. From the
social point of view, supports the social texture established from the relationship
between nanostores and its customers [13]. Also, from this relation, some strengths
arise from the FMCG distribution that make nanostores attractive to customers, these
are [5, 13, 14]:

• Product presentation versus price. Nanostores oftenmake sales of individual prod-
ucts or in “small” presentations, for their clients this means requiring less cash
for the purchase. It seems that they are price competitive, however, in net terms
the products can become more expensive.

• Shopping experience. Usually, nanostores’ owners know their clients personally
and provide themwith informal loans. Additionally, nanostores are neighborhood
or community meeting points.

• Proximity. Nanostores save their clients times, both to get the products and to get
to the store. Nanostores serve small groups of neighbors.

On the other hand, nanostores as brick and mortar stores will endure as part of
physical location for the FMCG sales [10]. Not just because of the market share
or the purchasing power of their customers, but for how nanostores fit the needs of
customers, providing “personal touch” (achieving emotional proximity) and allowing
physical proximity to where customers live or work [7, 11, 14].

According to Aithal et al. [1], nanostores’ location decision is based on chance,
availability, and opportunistic behavior. This approach is opposite of that used by
large organized retailers because location decision results from considering elements
such as freight generation, commodity flow, vehicle loading, vehicle design, cost,
traffic flow, land use, building and site design, and pollution level [3]. This nanostore
location decision leads to serving pedestrians and residents of the neighborhood [8].
Therefore, can be inferred that pedestrians have any other interest in neighborhood
but housing. Consequently, the services located in the neighborhood, related to land
use, supply customers to the nanostores.
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Into a FMCG point of view, according to Murphy and Enis [26], FMCG look
for a market saturation and, consequent, into a distribution strategy focused in
moving high volume of products and prioritizing cost minimization. This approach
excludes nanostores from all the logistics decision-making process because the rela-
tionships between distributors and retailers is given by contracts and high volume of
exchangedproducts [30].Also because those distributors are responsible for selecting
the attributes of the vehicle to be used based on: type and quantity of products trans-
ported, the total number of trips, driving restrictions and other operating rules [4].
This is the last mile distribution approach.

Another urban distribution approach is based into a customer stereotype. The
Nielsen Company [32] recognize, into a worldwide scope, a customer who is
looking for convenience, has a busy lifestyle, is permanently online and moving.
This customer is looking for more available time or to make better use of it into an
environment characterized by: fast urbanization, smaller households, crowded public
transport, gender roles evolution, generational needs and technology embracement.
In order to fit into this type of customer, aligned to their mindset [32], the distribu-
tion looks for improve the level of service required, for example, through delivery
time, time windows or online orders. As consequence, this shape some operational
characteristics as fleet size, vehicle type and capacity, and other operating rules in
order to fulfill this kind of customer and their needs.

Themillennial population is part of this customer stereotype. They are recognized
as the newest workforce, it is estimated that by 2025 the millennial population repre-
sent 75% of the workforce [16]. Also, according to Kelly et al. [25], the millennials
prefer avoid mass channels distribution and are more careful about what to buy and
where to buy it. In 2018, 33% of the U.S. millennial population chose traditional
channels [20].

Nevertheless, nanostores’ customer in Mexico does not fulfil that stereotype
although neither the nanostores’ consumer profile is well-defined but show other
relevant features as [15]:

• does frequent and low-volume purchases,
• looks for small presentations related to a lower spend amount of money,
• prefers nanostores close to home with product assortment,
• embraces cash purchases, and
• usually makes to the nanostores on foot and does not have an own car.

Despite not observing a strong relationship between millennial population and
nanostores’ clients, the millennial population is of interest because they are an iden-
tifiable group in statistics population and because they share some characteristicswith
the nanostores’ customer, such as saving time in the purchasing process, achieved
from nanostores’ proximity.

Finally, some externalities from nanostores’ operation under urban logistics
approach are [29]:

• traffic congestion, related to nanostores’ procurement activities and clients
purchasing;
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• reducedmobility, due to transport infrastructure capacity, transport goods vehicles
and loading and unloading goods;

• risk from handling goods in public spaces and public space appropriation;
• pollution, associated to distribution activities; and
• wealth, nanostores are job generators and constitute themajor group of companies

in Mexico as micro and small companies.

Thus, nanostores can be studied from different approaches and taking into account
different elements of analysis. Is notorious their economic and social relevance. Their
organizational structure, the way they are managed, how they compete with each
other, how they survive as individual entities and how they relate to their context as
groups, are work lines to explore and explain.

However, the approach used for this nanostores study observe balance between
four Urban Logistics elements [17, 31]: mobility, to improve freight distribu-
tion without interruptions; sustainability, to reduce negative externalities under an
economic, social and environmental approach; habitability, to improve freight distri-
bution safety, reliability and protection, as well as handling products and waste, and
to improve air quality, to develop safer communities and healthier lifestyles; and
resilience, to stimulate response capacity to disruptions, such as disasters or supplies
shortages.

This article shows the results of an empirical study on nanostores as the major
distribution channel for FMCG. The study focusses on a random group of Basic
Geostatistical Areas (BGA) fromMexico’s ValleyMetropolitan Area (MVMA). The
study describes the nanostores by their number and geographic location as a relation-
ship resulting from the transport infrastructure, the millennial population density and
proximity to other services, such as education, health, sports or recreational facili-
ties, and cultural facilities. In addition to the findings, the work offers inferences and
future work lines.

The article is structured in four sections. In the introductory section, the back-
ground of the Mexican nanostores is given, emphasizing their economic and social
importance. The second section describes the methodological framework for the
empirical study and the tools used for data representation. From a Geographical
Information Systems (GIS) perspective, this is a study with elements of spatial distri-
bution and association. The third section shows BGAmaps that allow contrasting by
number, location, and spatial distribution of nanostores. The fourth section focuses
on the results and their discussion, the findings and work lines. Finally, a set of
conclusions is offered.

2 Empirical Study Design

This work is an investigation based on empirical evidence, acquiring knowledge
through recording direct and indirect experience. This work is part of a body of
research findings about the interaction between nanostores and the urban context
and how this interaction affects urban logistics.
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Table 1 BGA set studied Municipality or county Identifier number (ID)

Chiconcuac de Juárez 1503000010044

Ecatepec de Morelos 150330001014A

Benito Juárez 0901400010187

Benito Juárez 0901400010350

The study examines as cases a set of BGAs located in theMVMA.AnBGA [23] is
a geographical extensionwith three defining attributes: it is a territory perfectly recog-
nizable, because it is delimited by identifiable and enduring topographic features;
generally, it is homogeneous in the geographical, economic and social dimensions
and its extension is such that it can be journey over by a single person. The BGA
can be more or less urbanized. The most urbanized can vary in size between 20
and 80 blocks, the least urbanized can contain one or more districts with less than
100,000 inhabitants, depending in both cases on the housing density. The BGAwere
considered comparable zones in base of two statistical attributes: they are primary
sampling units and organized information units. The collected data were gathered
from the BGAs set presented in Table 1.

The considered BGAs have features that could distinguish them but for the study’s
purposes were used to improve contrast. A not completely homogeneous set was
sought trying to find similarities or dissimilarities in the most notable way possible.

Figure 1 shows the studiedBGAs.TheBGA inChiconcuac de Juárezmunicipality,
in the State of Mexico, is an urban zona with proximity to rural areas and has a low
population density. This is where the town hall is located. The BGA in Ecatepec
de Morelos, is another municipality in the State of Mexico were the town hall and
multiple services are located, its main land use is services. The BGA in Benito Juárez
county, in Mexico City, is also considered as urban.

The restriction criteria for the BGAs selection were that the selected BGA were
classified as urban, have registered 2,500 inhabitants or more or were located the
town hall. The reason for use urban BGAs is because most freight distribution has
an urban scope.

This study has elements of spatial distribution and spatial association. The spatial
distribution [9] considers that a set of the same type entities has a concentrated or
distributed space behavior, their pattern could be random, dispersed or regular way.
The spatial distribution in statistical terms represents frequency, class intervals or
density of an entity in the geographical space.

The spatial association looks for similarities based on the spatial distribution [9].
The association between two or more variables can be verified using the Exploratory
Spatial Data Analysis (ESDA). ESDA allows identification atypical locations or
outliers, discover patterns and suggest different spatial regimes and other forms of
spatial instability [27].

The used spatial association in this study considered the number and geographical
location of nanostores related to the transport infrastructure, themillennial population
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Fig. 1 BGA’s geographic
location

group, and other services location. The analysis was performed with QGIS software
version 3.10.

The references about the millennial population group recognize different age
ranges. But it was considered that millennial group is made up of people who were
born between 1980 and 2000. The reason on focus onmillennial group is because this
group is assumed as the possible major customer of FMCG and, at the same time,
the nanostores as the major distribution channel for FMCG [5, 32, 33]. Therefor
a relationship is assumed between nanostores and millennial population. In this
study the National Institute of Statistic and Geography 2010 National Population
and Housing Census [22] was the primary information source.

The census data is disaggregated and georeferenced in BGA tier. The population
data are stratified by age and gender. In particular, since the millennial population
were between 10 and 30 years old at the moment of the census, the population strata
considered were: 12–14, 15–17 and 18–24 years, also recognized as the population
born between 1986 and 1998.

Transport infrastructure is a second variable for the study. It is relevant consid-
ering that freight transportation in the urban context coexists naturally with other
transport systems and modes. Furthermore, the nanostores operations as sourcing,
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warehousing, and freight distribution are also factors that arises congestion and at
the same time are affected by it.

The 2019 National Geostatistical Framework [24] was the source information for
the transport infrastructure analysis. This framework includes georeferenced data,
about state, municipal and BGA limits, in addition to roads in the national territory,
insular territory, block polygons, road axes, green areas, rivers, railways, town hall,
among other data.

The roads are classified into arterial, and collectors and local roads. Arterial roads
are intended to improve continuous traffic flow or get traffic control by traffic lights.
Collectors and local roads allow access into neighborhoods, also, these roads enable
the flow of non-continuous vehicular traffic and parking is not restricted.

The third variable are other services located in the studied BGAs. The services
considered in the study were those georeferenced available in the 2019 National
Geostatistical Framework [24], such as medical assistance centers, educational
facilities, sports or recreational facilities, cultural facilities, and temples.

At last, nanostores’ information was gathered from the 2019 Economic Units
National Statistic Directory (EUNSD) [21]. The data includes economic activity
classification, name, location and labor size among other data from active economic
units in Mexico. In EUNSD, nanostores are classified as 461110, known as “retail in
grocery and miscellaneous stores”. For the study, registered economic units in July
2010 were considered to provide consistency with the millennial population.

This study recognized that the information used is from different years, the popu-
lation and nanostores information dates from 2010, meanwhile infrastructure and
other services information dates from 2019. For the analysis, it was assumed that
the BGAs, roads, and other services location information keep unchanged (constant)
compared to 2010.

3 Results Analysis

The study has two types of findings: one corresponds to the exercise of association
of variables using Geographic Information System (number of nanostores, type of
road in the BGA and the millennial population group) and the other that correspond
to the comparative analysis of urban BGAs.

In relation to the findings and association analysis, Table 2 summarizes the data
and some statistics on the variables considered.

The data reveal the collectors and local roads as the prevailing road type where
nanostores are located in every studied BGA. In other side, despite Ecatepec
de Morelos register the highest nanostores number, at the same time, has the
lowest millennial population ratio per nanostore. The opposite is present in the
0901400010187 BGA (Benito Juárez), has the lowest nanostores number and the
highest millennial population ratio per nanostore.

The Chiconcuac de Juárez’s area influences a different behavior to the rest of the
BGAs. While a greater number of nanostores entails a smaller number of blocks
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Table 2 BGAs’ collected data and primary statistics

BGA name Chiconcuac de
Juárez

Ecatepec de
Morelos

Benito Juárez Benito Juárez

BGA ID 1503000010044 150330001014A 0901400010187 0901400010350

BGA area (km2) 1.37 0.32 0.23 0.37

Blocks
(number)

53 26 26 27

Millennial
population
(inhabitants)
(%)

1,144 369 830 389

25 18 15 12

Dominant class
interval of
millennial
population

0–16 9–18 0–31 0–11

Blocks in
dominant class
interval of
millennial
population (%)

33 39 76 48

Road type
where
nanostores are
located

Collectors and
local roads

Collectors and
local roads

Collectors and
local roads

Collectors and
local roads

Nanostores
(number)

13 18 8 14

Nanostores
density
(number/km2)

9 56 35 38

Blocks per
nanostore

4.1 1.4 3.3 1.9

Nanostore per
capita
(population over
18 years old)

5 (per 100
inhabitants)

12 (per 100
inhabitants)

2 (per 100
inhabitants)

5 (per 100
inhabitants)

Average
distance
between
nanostores (m)

194 58 126 76

Nanostore
average
coverage radius
(m)

183 74 102 64

Millennial
population ratio
per nanostore

88 21 104 28
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served, as well as a smaller average distance between nanostores and a smaller
coverage area, Chiconcuac de Juárez has the opposite behavior.

Figures 2, 3, and 4 show the information about the transport infrastructure and
the nanostores’ geographical location. Millennial population per block is shown in
Figs. 5, 6, and 7.

Fig. 2 Nanostores
location—Chiconcuac de
Juárez

Fig. 3 Nanostores
location—Ecatepec de
Morelos
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Fig. 4 Nanostores
location—Benito Juárez

Fig. 5 Millennial population
density—Chiconcuac de
Juárez

In terms of transportation infrastructure, Chiconcuac de Juárez stands out for not
having arterial roads. Benito Juárez’s BGAs show the most extended arterial roads
but no nanostore is located in those roads. It is only in Ecatepec de Morelos where
two nanostores are located on arterial roads, these represent only 11% of nanostores
in the BGA.
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Fig. 6 Millennial population
density—Ecatepec de
Morelos

Fig. 7 Millennial population
density—Benito Juárez

The Chiconcuac de Juárez’s BGA stands out, by far, for register the largest millen-
nial population (1,144 inhabitants) and area (1.37 km2), Fig. 5. Using Voronoi poly-
gons and estimating as average coverage radius, the covering radius by eachnanostore
is estimated in 183 m. This data is notorious even though this BGA has the largest
number of blocks, that is, the BGA has the largest area. It is also remarkable that the
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BGA has the greater average distance between nanostores but only 5 nanostores per
capita per 100 inhabitants.

Meanwhile, Ecatepec de Morelos has the lowest millennial population, at the
same time register the largest number of nanostores, Fig. 6. This BGA is exceptional
because register the smallest average distance between nanostores than any other
studied BGA. In other hand, the blocks in this BGA is similar to those accounted in
BGA 0901400010187 of Benito Juárez.

Benito Juárez’sBGA0901400010187, at the same time, register the second largest
millennial population and the least number of nanostores, Fig. 7. In other side, the
BGA 0901400010350, also from the Benito Juárez, is distinguished by registering
the lowest nanostore average coverage radius 64 m.

Finally, in a broad perspective, Ecatepec de Morelos and both Benito Juárez
BGAs (0901400010187 and 0901400010350) has the same behavior. The higher
nanostore per capita the lower millennial population ratio per nanostore. Meanwhile
Chiconcuac de Juárez has an opposite behavior.

Regarding the second type of findings, the following paragraphs are formulated.
By comparison, considering 100 m as influence area, Ecatepec de Morelos’ BGA
has the highest nanostores density, see Fig. 9, and Chiconcuac de Juárez’s BGA the
lowest, see Fig. 8. It is not possible to propose some type of conclusive association,
it is considered that these data could be associated with variables not considered in
this study, for example, level of economic activity, population socio-economic level
and land use.

Fig. 8 Nanostores
density—Chiconcuac de
Juárez
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In general, Figs. 8, 9, and 10, reveal a random behavior between nanostores’
location and millennial population density. But confirm the nanostores absence on
arterial roads.

Although Ecatepec de Morelos and both Benito Juarez’s BGA has arterial roads,
this condition is not observed as a decisive factor for nanostores densification.

At last, the services located in the studied BGAs are shown in Figs. 11, 12, and 13.

Fig. 9 Nanostores
density—Ecatepec de
Morelos

Fig. 10 Nanostores
density—Benito Juárez
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Fig. 11 Services
location—Chiconcuac de
Juárez

Fig. 12 Services
location—Ecatepec de
Morelos
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Fig. 13 Services
location—Benito Juárez

The services types and number are different on each studied BGA. Based on this
information and assuming a pedestrian walking at 5 km/h speed, moving according
to the available roads along the urban layout, the average distances to get from a
given service to any nanostore is the indicated in Table 3.

In global terms, a travel of 447 m (5.4 min) is needed from any service to reach
a nanostore. But Chiconcuac de Juárez stands out doubling that travel distance.

Educational facilities are found in all BGAs, sports or recreational facilities aswell
as temples are present on 50% of BGAs and medical assistance centers or cultural
facilities are registered on 25% of BGAs.

Despite the reduced services facilities existences, educational facilities have the
shortest travel distance in Ecatepec de Morelos, meanwhile sports or recreational
facilities have the closest travel in Benito Juárez’s BGA 0901400010187. As to
Benito Juárez’s BGA 0901400010350, the temple and educational facilities have the
closest proximity to a nanostore.

4 Findings, Limitations and Future Work

Based on data, millennial population is a specific market segment for FMCG, but an
association cannot be fully accepted. Millennials does not explain by itself nanos-
tores number or density in the studied BGAs. It is necessary to expand the study of
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Table 3 Services classification and distribution per BGA, and proximity to nanostores

BGA name Chiconcuac de
Juárez

Ecatepec de
Morelos

Benito Juárez Benito Juárez

BGA ID 1503000010044 150330001014A 0901400010187 0901400010350

Medical
assistance
centers

(number) – – 1 –

(m) – – 397 –

Educational
facilities

(number) 2 2 6 2

(m) 939 m 231 m 535 m 394 m

Sports or
recreational
facilities

(number) – – 1 1

(m) – – 318 m 639 m

Temple (number) – 1 – 1

(m) – 503 m – 361 m

Cultural
facilities

(number) – 1 – –

(m) – 771 m – –

other types of nanostores’ clients to identify and associate consumption habits and
customer needs.

The relationship between nanostores and customers require a deep insight, consid-
ering a broader socio-economic strata analysis, as well as income, age and consump-
tion habits. But the importance that the millennial population will assume cannot be
underestimated, since it will be the most relevant workforce in the near future.

It is important to note that excluding Chiconcuac de Juárez, the number of nanos-
tores in BGAs is inversely proportional to average distance between nanostores. That
different behavior in Chiconcuac de Juárez is reinforced by the service and nanostore
density. This lead to consider the existence of different BGAs which only common
characteristics is to be located in the urban context.

Hence, it is important to emphasize that the studied BGAs were classified as part
of the urban context but is not conclusive that this only characteristic is enough to
make comparisons from any random BGA in the urban context.

Another kind of association is between nanostores location and transport infras-
tructure. From this associationwere expected a higher nanostore densification nearby
a higher road hierarchy. However, this does not take place in the studied BGAs, it is
more evident that nanostores are located in lower tier road hierarchy. This leads to
believe that nanostores respond to neighbors’ needs, in other words, the nanostores’
target customer group are those residents in proximity. Beingmore precise, the target
customers are located on the near blocks where nanostores are located.

Therefore, the nanostores location is not a function of roads hierarchy and neither
nanostores density a function of millennial concentration. This allows to infer the
following idea, the FMCG distribution strategy to nanostore is strongly related to
wholesalers and distributors strategy rather than own nanostores’ strategies. This
idea agrees with Boulaksil and Belkora [8], according to the authors, the nanostores
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are highly fragmented and unorganized, provides little or no information to support
decisions systems, and assume a passive roll into the placing order system. Under
those characteristics can be recognize at least four distribution channels [5], all of
them depends on manufacturer, wholesalers, or distributors but none on nanostores.

The observed BGAs are a very limited sample, the same as the variables used
to study some type of association. Future work must extend the number of BGA,
consider different socio-economic tiers as different nanostores’ customers profiles,
land use and a large transportation infrastructure perspective, as loading/unloading
bays proposed by Cedillo-Campos [11].

Therefore, in addition to expanding the sampling BGAs, it is relevant for further
investigation knowing or verifying aspects such as:

• Nanostore data and location, in order to identify the distribution and spatial
concentration of the nanostores and to validate the available information. Because
the information used about nanostores comes from 2014 Economic Census [21],
significant changes associated with the permanence of these businesses are to be
expected, considering that in Mexico 75% of the new companies close their oper-
ations within two years [2], so changes are to be expected between each economic
census.

• Context and proximity. Validate information available is relevant to have an
updated and reliable context. Besides, assuming the environment as a factor that
drives the consumption of a certain set of goods and, consequently, defines the
profile of a customer segment of the nanostores, can be used to characterize BGAs
and/or the nanostores. It is expected that nanostores close to recreational areas
sell a greater number of beverages (bottled water, soft drinks, juices, flavored
drinks, etc.); those that are located near school zones sell mainly sweets, snacks
and chips; and in those located in residential areas, the products consumed are
more diverse.

• Competition. The nanostores contend between themselves. But wholesaler have
had a growing interest to adopt smaller formats (similar to nanostores) to offer
greater proximity to customers which has driven a greater competition, together
with the proliferation of convenience stores.

Finally, other variables that have not been considered in this study but that are
undoubtedly relevant because they are directly associated with nanostores and their
operation are:

• Labor and physical characteristics of the nanostores. With regard to the labor
characteristics, it is expected that the economic units of interest will be micro-
enterprises, so there should be no more than five workers in each one of them. On
the other hand, with regard to its physical characteristics, it pursue to characterize
the accessibility that customer has with respect to the products, as one variable to
qualify the shopping experience; at the same time, the sales floor and storage as
indicators of the economic unit’s capacity to carry out its operations, both sales
and supply; finally, equipment as an indicator of the level of financial leverage
and the capacity of the business unit to offer and diversify its services.
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• Assortment and product presentation. Due to nanostores sell products in presen-
tations (packages) of small sizes in order to adapt to the needs of their customers
(adjustment dimension) [28], it is necessary to verify if nanostores choose to sell
the fractionated products, in smaller portions than the original packaging of the
product [7].

5 Conclusions

According to the data collected in this study, a direct relationship between the pres-
ence of high tier hierarchical road and the nanostores’ location and distribution is not
observed. Despite the fact that higher tier road promotes transit and flow of potential
customers, the nanostores’ location do not suggest to respond to this condition. The
presence of primary road does not seem to be decisive criteria in choosing the site for
a nanostore. One possible explanation is the parking restrictions on primary roads,
this implies difficulty in accessing potential customers and merchandise providers.

The absence of nanostores on or nearby the primary roads could be more a reflec-
tion of the nanostores customers’ own characteristics. Because in general, the typical
nanostores’ customers do not have their own car and arrive at the nanostore on foot.
So, it is necessary to inquire more about the nanostores’ behavior and their own oper-
ations, in particular supply operations and related actors, to get greater knowledge
about how nanostores achieve satisfy their customer needs.

Into the behavior betweenmillennial population density versus nanostores density,
there is no clear correlation between these variables. For the Ecatepec de Morelos
BGA, it is observed that the block with the highest millennials density match the area
with the highest nanostores concentration, but it is important to note that this same
block is surrounded by a cultural facilities, a cathedral, parks, government facilities
and other businesses, so it is to be expected an atypical behavior. Even looking for
the same pattern in other blocks it is observed that is not repeated in the area. On
the contrary, in the same BGA, other areas with high nanostores density do not
match with high millennial density. Therefore, it is not possible to affirm existence
of a correlation or a random behavior between millennial population and nanostores
density.

In the other side, the average distance from any service to reach a nanostore allows
to infer a possible correlation between the service type and nanostores density, this
is a sort of nanostore specialization. This idea can lead to a definition of a taxonomy
of nanostores in Mexican context, which, based on their operating characteristics,
improve the design of distribution strategies that continue to fulfill the purposes of
this logistics activity but, at the same time, improve the fulfilling of some purposes
of the urban logistics.

The literature indicates that in the distribution process the nanostores are not
considered [4, 12, 19, 30], either as links or as participants in the supply chain, but
as destination. So, it is estimated that the elements that make them different are
left aside because environmental and social aspects are not considered. Therefore,
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it is necessary to identify the attributes of the nanostores that make the distribution
strategies sustainable and integrate the very nature of the nanostores.

Finally, taking into account gathered data, the studied BGAs are not different nor
contrasting by themselves.Hence, for subsequent empirical studies, this is considered
to support a random BGA selection. In other words, the urban BGA category can
be considered as the appropriate level of analysis for empirical studies. But, a more
detailed characterization must be made, considering both BGAs and nanostores, if
the study purpose is to optimize the use of limited financial resources or improve
performance rates. As Ge et al. [19] indirectly do it to select the channel distribution
to nanostores as market size function.

As the propose of this article is to aim into the nanostores relationship with
customer profile, vial infrastructure, and proximity to other services, another rele-
vant relationship have been sidelined. Therefore, description and decisions about
distribution channel are explained by Blanco and Garza [6], Garza Ramirez [18] and
Ge et al. [19]. Meanwhile into the stakeholder participation Cedillo-Campos [11, 12]
has a broader explanation. And into nanostore relevance, characteristics and social
functions ideas can be confronted in D’Andrea et al. [14], Booz Allen Hamilton [7],
and Boulaksil and Belkora [8].
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Abstract This paper presents an intelligent model which uses Artificial Intelli-
gence within the Industry 4.0. It is of utmost importance to be able to choose the best
supplier in order to identify a competitiveness model associated with the reduction of
direct and indirect costs. The present investigation describes a novel Blockchain that
uses big data for adequately determining critical factors of the purchasing depart-
ment and then using a hashing model verifying and validating with real data from
a manufacturing company as a components supplier within the automotive industry.
This research focuses mainly on specifying the mathematical modelling involved in
Blockchain and its implementation using innovative factors from the financial area.
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1 Introduction

As part of a methodology to facilitate the decision-making process, a tool which
makes use of Fuzzy Multiple Criteria Decision Making (FMCDM), is presented to
help suppliers in themanufacturing industry respond to quotation requests, belonging
these suppliers to a globalized supply chain. The proposed system offers criteria to
fulfill requests for quotations and shows the best supplier alternatives when making
comparisons regarding quality, cost, and payment terms. This allows the decision
maker to consider all the elements and thereby select the best alternative so that both
organization and customer obtain the best possible value (cost reduction, competitive
price, among others). Guaranteeing the reliability of the choice through Blockchain
and by an encryption or hash encryption algorithm (SHA256).

It is common practice, within globalized supply chains, to consider variation in
sales prices, depending on manufacturing and logistics costs, required volume, or
specific packaging requirements. Resulting in unique conditions for each customer
negotiation, whether is a one-time purchase or long-term contract. This negotiation
process is called Request for Quote (RFQ), whose information is fed by buyers,
several engineering departments, as well as suppliers using buyers as an interface.

In addition to the sales prices, within the RFQ process, sales and payment condi-
tions, delivery dates, product specifications and features are negotiated.While consid-
ering business objectives, such as production efficiency, profitability, and customer
satisfaction.

Finally, for the reliability of the entered values into the system database that
contains the estimates fed by the RFQ, it is proposed the use of Blockchain, which
obtains the information entered by each department involved, as it is; raw materials,
supplies, machinery and equipment; thus, building new integration methods based
on the information consolidation in a decentralized database. In addition, for the
multi-criteria decision-making process used, evaluations are considered for quali-
tative attributes by weighting them through a Likert scale, providing quantitative
attributes for strategic reasoning techniques, suggesting alternatives that maximizes
the plaintiff company’s benefits.

2 Related Works

RFQ system is used to match the excess inventory of multiple suppliers with the
expected customer’s demand, the resulting matches are presented to the customers,
when the product’s cost is below the current market prices this system uses new
integration methods with web services to obtain information on supply and demand
[1].

From this integration models, [2] describes a holistic literature review of recent
work on block supply chains, including both the financial and business perspective.
In addition to discussing the barriers and challenges of the adoption of Blockchain
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in the supply chain, through a qualitative approach. However, it does not present an
adaptation model for the implementation of Blockchain.

For [3] the value of these technologies (Blockchain) for supply chain management
lies in four areas: greater visibility and traceability, digitization, anddisintermediation
of the supply chain, as well as improvement in security of data and smart contracts.
Presenting two works in January and May 2019, in [4] industrial applications in
different areas are analyzed, [5] adopts Blockchain in the supply chain, [6] discusses
the value of Blockchain application in smart contracts, [7] proposed Blockchain
applications for influencing existing laws and regulations, and [8] built a shared
safety net system for data management.

Overall, theBlockchain technology enforcement in supply chains offers numerous
opportunities for researchers to address innate issues of the technology (such as scal-
ability) and of practitioners scientific community in general, to bring the technology
in our everyday lives and closer to the understanding and acceptance of the general
public [1]. The authors only realized an extensive study of the existing literature.

Nowadays the literature focuses on the benefits and usefulness of the implemen-
tation of Blockchain, especially in the supply chain. This is due to the movement
sensitivity in some products which guarantees that they are transported with the
appropriatemeasures and specifications, based on its needs, to ensure product quality
and veracity.

TheBlockchain’s traceability property is one of the features that attracted the atten-
tion of the business world [9]. Organizations are often part of large and complex
networks in which transactions of products and services are made, from produc-
tion and creation to consumer and utilization. The supply chain is made up of
the network of organizations, such as companies, transport, retailers, wholesalers,
suppliers, consumers and the activities and transactions between them.

Figure 1 shows a vision of the supply chain considering the product cycle,
from the raw material to the customer. Basically, a supply chain seeks to satisfy
consumer needs for a better-quality product or service [10] with the smallest amount
of inventory for the producer or retailer.

However, it is still considered more beneficial to use Blockchain in business
and finance, basically where there is economic flow. Leaving a wide research and
implementation opportunity in industrial areas, as corporate clusters.

Therefore, after current job reviews available on the network, no consolidation
was found in the Request for Quote processes with Blockchain used to feed the
estimating systemswithin the industry. Hence the innovation of this document, where
Blockchain presents a newgrowing anddemandingmarket niche.Taking into account
the use of security tools based on cryptography, through the hash functions 256,
guaranteeing the reliability and veracity of the information during the Request for
Quote process, by bearing out that each department information does not suffers any
modification or alteration.
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Fig. 1 Supply chain using Blockchain tracking monitoring

3 Proposed Model

The computer security model based on Blockchain, requires a long process of adap-
tation, modification, and awareness of the different departments involved and, there-
fore, of the personnel in charge, requiring a collaboration culture.Although, changing
the organizational culture based on previously established processes creates a huge
challenge in the industry, especially if some processes have been faulty over the
years. Therefore, it is essential to count with the participation and openness of
both management levels and key personnel from different departments. This project
presents an opportunity for the industry’s improvement, ensuring reliable informa-
tion for assertive decision-making based on the company objective’s achievement.
Figure 2 shows a Blockchain model within a company, incorporating the previously
security model in its design. As far as users are concerned, this is where the suppliers
and products’ selection begin with the MCDM model. The miners are replaced by
a distributed network of virtual machines which are interconnected certifying each
transaction reliability. At this point, the Hash 256 model is established.

The Blockchain provides an infrastructure where transactions take place in a
transparent, secure and reliable manner, without the need for central organization.
The blocks are validated by a virtual network, being all the strings identical, and
stored in each decentralized computer sending them to the database. The distributed
system allows data synchronization through the computer virtual network through a
consensus mechanism. Validating the information contained in the previous block of
the chain through aSHA256hash. Therefore, once the transaction is registeredwithin
the Blockchain, it cannot be manipulated, since a malicious act would manifest itself
as an inconsistency between theBlockchainmaintained individually, sending an alert
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Fig. 2 Model for the estimation process based on Blockchain considering the critical financial
factors

message to the central network of inconsistency in the information and reporting the
machine that presents it, invalidating the process.

The fundamental feature of the model proposed consists in being a distributed
system, making the Blockchain attractive for the supply chain implementation, since
it implies a series of benefits [11], as is the management of transactions and infor-
mation storage in different nodes, which should compare the immutability of infor-
mation to ensure the reliability of this through a local consensus. There is no need
for negotiation or reconciliation among the various participants in the supply chain.
Fraudulent and adverse attempts are completely ruled out.

It is important to mention that for the Hash 256 choice, the creation of the nested
Hash model and the Blockchain model, previous articles were created for their eval-
uation, and this document presents the incorporation of these in an alternate system,
which incorporates from the selection of the product and suppliers to the supply
chain in an information system for decision making.

The next step is to ensure that the selected suppliers are the ideal manufacturer for
the company to incorporate in its manufacturing process. For this to be reached, the
informationmust be reliable through the Blockchain system, where it will go through
each department involved, validating the information with the SHA256 hash. At this
point, the model’s improvement and proposal is to have the hash nested as explained
in the following paragraphs, because currently the use of the hash only encrypts one
information at a time; e.g. each department information is entered and encrypted
separately.
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Fig. 3 Incorporation of several processes in the information network chain, using the Blockchain
to determine the mathematical modeling associated with our research proposal

In this part of the model, the improvement is that currently the use of the hash only
encrypts one information at a time, that is, the information of a certain department is
entered and encrypted separately, however, we present the possibility of having the
hash nested as explained below.

Figure 3 shows the interaction of departments A, B andC, whereA sends informa-
tion to B, B cannot modify it, but can add new information and transfer it to C, where
C in turn can add information, but not modify the former, as it is protected by Hash
cryptology.Creating a reliable ecosystembetween suppliers and their customers [12].
This is achieved through a policy that focuses on chain transparency to ensure product
traceability, where accurate data collection and secure data storage is required.
Suppliers and the company must be synchronized through the use of the system,
which will be used to transfer information to the different departments involved.

3.1 Content Modeling

Code proposal for Hash 256:

function out = sha256( msg )
% Initial Hash Values(8 constant 32-bit words).(§5.3.3)
default_hash = [
'6a09e667';
'bb67ae85';
'3c6ef372';
'a54ff53a';
'510e527f';
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'9b05688c';
'1f83d9ab';
'5be0cd19'
];
% Constant value array (64 constant 32-bit words) to be used for the iteration t of the hash 
computation.(§4.2.2)
K = [
'428a2f98'; '71374491'; 'b5c0fbcf'; 'e9b5dba5';
'3956c25b'; '59f111f1'; '923f82a4'; 'ab1c5ed5';
'd807aa98'; '12835b01'; '243185be'; '550c7dc3';
'72be5d74'; '80deb1fe'; '9bdc06a7'; 'c19bf174';
'e49b69c1'; 'efbe4786'; '0fc19dc6'; '240ca1cc';
'2de92c6f'; '4a7484aa'; '5cb0a9dc'; '76f988da';
'983e5152'; 'a831c66d'; 'b00327c8'; 'bf597fc7';
'c6e00bf3'; 'd5a79147'; '06ca6351'; '14292967';
'27b70a85'; '2e1b2138'; '4d2c6dfc'; '53380d13';
'650a7354'; '766a0abb'; '81c2c92e'; '92722c85';
'a2bfe8a1'; 'a81a664b'; 'c24b8b70'; 'c76c51a3';
'd192e819'; 'd6990624'; 'f40e3585'; '106aa070';
'19a4c116'; '1e376c08'; '2748774c'; '34b0bcb5';
'391c0cb3'; '4ed8aa4a'; '5b9cca4f'; '682e6ff3';
'748f82ee'; '78a5636f'; '84c87814'; '8cc70208';
'90befffa'; 'a4506ceb'; 'bef9a3f7'; 'c67178f2'
];
% First padd the input message to be a multiple of 512(bits).(§5)
[padded_msg,padded_len] = padder( msg );
% Split padded message to N (512-bit) blocks.(§6)
[M,total_blocks] = split2block( padded_msg,padded_len );
W = zeros( 64, 32 );
H = zeros( 8, 32 );
% Main SHA-256 compuation process.(§6.2.2)
for j = 1:8 % Load initial hash values at first iteration.
H(j,:) = hexToBinaryVector( default_hash( j , : ) , 32 );
end
for i = 1:total_blocks % For every block M(i).
% Step 1 - Prepare the message schedule.
for j = 1:64
if j >= 1 && j <= 16
W( j, 1:32 ) = M( i, 32*(j-1)+1:j*32 );
else
W( j, 1:32 ) = mod32add( sigma1( W( j-2, : ) ), W( j-7, : ) , sigma0( W( j-15, : ) ), W( j-16, : ) );

end
end

User creation code:

def Save():
if (USERV.get() !="") & (PASSV.get() != "") & (Area.get() != "DEPARTAMENT"):
crsr.execute("SELECT * FROM USER WHERE USUARIOS= '%s'" % USERV.get())
ans= crsr.fetchall()
valueUS=""
for i in ans:
valueUS= str(i[1])

if (USERV.get()!= valueUS):
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CountDB= open("Service/Firmas/Datos/CountDB.txt", "r")
CDB= int(CountDB.read())
CountDB.close()
cote=datetime.datetime.now().strftime("%m/%d/%Y")
User= USERV.get()
Password= PASSV.get()
str1= User+ Area.get()
HASH= hashlib.sha256(str1.encode())
HASH= HASH.hexdigest()
sql_command = """INSERT INTO USER VALUES (?, ?, ?, ?, ?, ?);"""
crsr.execute(sql_command, (CDB,User,Area.get(),Password,HASH,cote))
connection.commit()
NewNumDB=str(1+CDB)
CountDB= open("Service/Firmas/Datos/CountDB.txt", "w")
CountDB.write(NewNumDB)
CountDB.close()
messagebox.showinfo("Admin", "Usuario Agregado %s" % USERV.get()+"\n"+ HASH)
USERV.set("")
PASSV.set("")
Area.set("DEPARTAMENT")

else:
messagebox.showerror("Usuarios", "Usuario repetido")

else:
messagebox.showerror("Campos vacios", "Llene todos los campos")

Process, at this point the information is validated by each department and
consolidated in an excel book:

NValue= "APPROVED"
DateAppr= datetime.datetime.now().strftime("%d/%m/%Y")
crsr.execute("UPDATE HASH SET DateFin = '"+DateAppr+"' where 

SERDOC='"+SerDocCla+"'")
crsr.execute("UPDATE HASH SET ESTATUS = '"+NValue+"' where 

SERDOC='"+SerDocCla+"'")
connection.commit() ACtualiza la fecha y el estatus en la tabla
messagebox.showinfo("Finish Request for quote", "Approved" )

elif (i[2]=="Div. Industrial Engineer"):
SerDoc=window.directory
SerDoc= SerDoc.split("/")
SerDocCla= SerDoc[-1]
DepUser= i[2]
UserFir= i[4]
crsr.execute("SELECT * FROM HASH WHERE SERDOC= '%s'" % SerDocCla)
ans= crsr.fetchall()
for i in ans:
if (i[1]==SerDocCla)&(i[8]=="")&(i[9]=="")&(i[34]=="")&(i[36]=="")&(i[35]=="IN 

PROCESS"):
crsr.execute("UPDATE HASH SET USER2 = '"+USERV.get()+"' where 

SERDOC='"+SerDocCla+"'")
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crsr.execute("UPDATE HASH SET F2 = '"+UserFir+"' where SERDOC='"+SerDocCla+"'")
connection.commit()
messagebox.showinfo("Approved", "Signed by %s" % USERV.get()+ "\n"+DepUser)

else:
messagebox.showerror("User", "No request signed or document not found")

window.directory=""
if (i[5]!="")&(i[7]!="")&(i[34]=="")&(i[35]=="IN 

PROCESS")&(i[36]=="")&(i[9]!="")&(i[11]!="")&(i[13]!="")&(i[15]!="")&(i[17]!="")&(i[19]!=
"")&(i[21]!="")&(i[23]!="")&(i[25]!="")&(i[27]!="")&(i[29]!="")&(i[31]!="")&(i[33]!=""):

NValue= "APPROVED"
DateAppr= datetime.datetime.now().strftime("%d/%m/%Y")
crsr.execute("UPDATE HASH SET DateFin = '"+DateAppr+"' where 

SERDOC='"+SerDocCla+"'")
crsr.execute("UPDATE HASH SET ESTATUS = '"+NValue+"' where 

SERDOC='"+SerDocCla+"'")
connection.commit()
messagebox.showinfo("Finish Request for quote", "Approved" )

elif (i[2]=="Metal Tooling Engineer"):
SerDoc=window.directory
SerDoc= SerDoc.split("/")
SerDocCla= SerDoc[-1]
DepUser= i[2]
UserFir= i[4]
crsr.execute("SELECT * FROM HASH WHERE SERDOC= '%s'" % SerDocCla)
ans= crsr.fetchall()
for i in ans:
if (i[1]==SerDocCla)&(i[10]=="")&(i[11]=="")&(i[34]=="")&(i[36]=="")&(i[35]=="IN 

PROCESS"):
crsr.execute("UPDATE HASH SET USER3 = '"+USERV.get()+"' where 

SERDOC='"+SerDocCla+"'")
crsr.execute("UPDATE HASH SET F3 = '"+UserFir+"' where SERDOC='"+SerDocCla+"'")
connection.commit()
messagebox.showinfo("Approved", "Signed by %s" % USERV.get()+ "\n"+DepUser)

else:
messagebox.showerror("User", "No request signed or document not found")

window.directory=""

The results of the previous codes are the following figures. Figure 4 shows how
when each user is registered in the system, a hash is immediately assigned, which
in the union of his name + surname + department = hashSHA256, as a security
prototype, (only for visualization reasons, it can be seen,) is stored in the distributed
database to validate the following processes.

Figure 5 shows a different system where the user acquires the Excel document
(where the information is stored for each department involved in the corresponding
area) and adds the content that it requires, if it considers that everything is fine, it
validates with the hash, transferring the document to the next department.

As can be seen, in Fig. 6, a tracking system is presented to define each process
and its proper documentation, waiting on the validation of the final department for
joint approval. At this point, the information from each department is considered as
reliable, however in the following and last step the information is confirmed as valid.
Using the multicriteria selection process, it can be determined which products is the
most beneficial to be manufactured.
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Fig. 4 SHA256 Hash mapping

Fig. 5 Validation by department

The model proposes the use of FMCDM, to select the best supplier and product.
On the last step, the formulas, and the development ofManojMathew [13] is applied.

On the following section of this document, the development of the analytical tool
would be described step by step, in order to show the results obtained.

A general multi-criteria decision problem with m alternatives Ai (i = 1…, m) and
n criteria C j (j = 1, …, n) can be expressed as follows:
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Fig. 6 Tracking and validation system by department

D = [
xi j

]
withi = 1, ...,mandW = (

w j
)
with j = 1, ..., n. (1)

D refers to the decisionmatrix, xi j represents the input value for the alternative Ai ,
which are related the criterion C j andW refers to the vector of weights, represented
by w j the weighting value of the criterion C j . The classification of the criteria is:

Profit Criteria: where the best value for decision making is the highest value of
xi j .
Cost Criteria: where the best value for decision making is the lowest value of xi j .

In the case of FMCDM the xi j values are obtained from a combined decision

matrix, which is developed with criteria of different scales, xi j = ∼
xi j .

∼
xi j = (

ai j , bi j , ci j
)

(2)

where

ai j = min
k

{
aki j

}
, bi j = i

k

K∑

k=1

bki j , ci j = max
k

{
cki j

}
(3)

The value of k represents the number of matrices, i represents the number of
columns and j the number of criteria.

Similar procedure is applied for weighting values, wi j = ∼
wi j .
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∼
wi j = (

w j1, w j2, w j3
)

(4)

where

w j1 = min
k

{
wk

j1

}
, w j2 = 1

K

∑K

k=1
wk

j2, w j3 = max
k

{
wk

j3

}
(5)

In order to normalized fuzzy decisionmatrix is required to obtain the
∼
r i j values for

each combination of alternative and criteria. The fuzzy decisionmatrix is normalized,
by adding the benefit and the cost criterion, on each cell. The value of c∗

i j is defined
by the maximum value of each cell. The cost is represented by the smallest value in
each cell. The result is divided by each of the cell values. Keeping in mind that cost
is the lowest, if it goes up, then values abc are changed to cba.

∼
r i j =

(
ai j
c∗
j

,
bi j
c∗
j

,
ci j
c∗
j

)

wi thc∗
j = max

i

{
ci j

}
f orprof i tcri teria (6)

∼
r i j =

(
a−
j

ci j
,
a−
j

bi j
,
a−
j

ai j

)

wi tha−
j = min

i

{
ai j

}
f orcostcri teria (7)

Once the fuzzy decision matrix is normalized, the next step is obtaining the

weighted normalized decision matrix (
∼
vi j ) using the fuzzy sets operators (

∼
A1 ⊗ ∼

A2)

to perform the operations.

∼
vi j = ∼

r i jx
∼
wi j (8)

∼
A1 ⊗ ∼

A2 = (a1, b1, c1) ⊗ (a2, b2, c2) = (a1 ∗ a1, b1 ∗ b2, c1 ∗ c2) (9)

Calculate the fuzzy positive ideal solution (FPIS) and the fuzzy negative ideal
solution (FNIS).

A∗ =
(∼
v

∗
1,

∼
v

∗
2, ...,

∼
v

∗
n

)
wi th

∼
v

∗
j = max

i

{
vi j3

}
(10)

A− =
(∼
v

−
1 ,

∼
v

−
2 , ...,

∼
v

−
n

)
where

∼
v

−
j = min

i

{
vi j1

}
(11)

Subsequently, calculate the difference between each alternative and fuzzy positive
ideal solution and the difference between each alternative and the fuzzy negative ideal
solution.

d
(∼
x,

∼
y
)

=
√
1

3
[(a1 − a2)

2 + (b1 − b2)
2 + (a1 − c2)

2] (12)
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To calculate the difference between the values of A∗ and the values of A− and
calls them d∗

i yd
−
i calculate the distance between each alternative of FPIS and FNIS.

Then, determine the difference of the values. For example, for d∗
i the values of each

row for each candidate are added. And by the vertex method, the distance between
each alternative and the positive ideal solution is calculated, and the negative ideal
solution is calculated as:

d∗
i =

n∑

j=1

d(
∼
vi j ,

∼
v

∗
i j ) (13)

d−
i =

n∑

j=1

d(
∼
vi j ,

∼
v

−
i j ) (14)

For all criteria, each alternative distance from the best alternative (d∗
i ) and the

worst alternative (d−
i ). Subsequently, the proximity coefficient is calculated CCi

for each alternative. And it is determined how close each coefficient is CCi for
each alternative. Having the results obtain the best alternative through the following
formula.

CCi = d−
i

d−
i + d∗

i

(15)

4 Results

Pythagorean Fuzzy Sets, the model presents decision-making through multiple
criteria, such as the selection of suppliers, which belong to 42 countries in Europe
and Asia, considering cost and distance as selection factors (considering the industry
is in the American continent). These factors are weighted with the [14] Likert Scale
(also called summary evaluation method) for which the scale from one to seven was
considered, with seven being the most important. In addition to the level of raw
material capacity weighted quantitatively and having as a restriction from zero to
twelve.

Among the alternatives, the manufacture of seven products is also considered,
we must define which product should be made and which countries are going to
be the raw material suppliers. The seven industrial washers must cover the twenty-
seven factors that define their manufacture, such as: Load capacity, Energy consump-
tion, Water consumption, Wash cycle, Detergent, detergent viscosity, Electric shock,
Motor,Rotor, FuzzyLogic,Design,Cost,Warranty,Repair cost, Lifetime,Ecosystem
Plugin, Drying time, Use of collision detection system, Complexity of use of tech-
nology, Rinsing cycle, Financing system, Months without interest, Symbolic capital
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of the product, Ease of spare parts, Adaptability to Additive Manufacturing, Treat-
ment of complex fabrics: Terlenka. It should be mentioned that among the restric-
tions there are factors to be maximized such as load capacity and to minimize energy
consumption, depending on each criterion specific feature.

In Table 1 the criteria are described in the upper part and on the left the seven
production alternatives. Subsequently, the resulting tables are presented, following
the steps of the previously presented model (Table 2).

All criteria to maximize—is a condition of the TOPSIS method. Therefore, the
minimization criteria had to be converted (Tables 3, 4, 5 and 6).

The fuzzy Pythagorean data do not require standardization, so only the weights
are multiplied with each criteria value (Table 4).

Finally, Table 7 shows the best alternative which according to Fuzzy Multiple
Criteria Decision-Making is option A.

5 Conclusions

Because of the synergistic and immutable characteristics of the technology, the adop-
tion of Blockchain in global supply chains is one of the most promising recent appli-
cations. So, it has quickly positioned itself in the industrial, financial, and technolog-
ical worlds. Basically, in any entity that wants to exchange assets. The Blockchain
provides the infrastructure for these activities to be carried out in a transparent, secure,
and reliable way.

The distributed system shields the information once registered, so it provides the
basis for tracking the product at any point in the supply chain giving veracity, speed,
and performance.

So, the research provides further dissemination ofBlockchain’s technologywithin
the supply chain for decision making in an RFQ system. Through the incorporation
of models and tools the user can obtain the best option of suppliers and product, with
the safety and security provided through the MCDMmodel, storing the information
in a transparent manner guaranteeing the reliability in the information through the
Blockchain model. Thus, consolidating the supply chain and providing timely and
accurate information and location of the product or ra material.

Finally, it should be noted that Blockchain’s technology provides the opportu-
nity for traceability and origin of inputs or products, fighting fraud, increasing trust
management based on reliability, transparency and integration devices to incorpo-
rate in global supply chains; as well as, ensuring the use of vehicles with the require
specifications for product transfer, such as drugs or food.
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Table 7 Ranking

di + di- ci Result rank

A 2.4545 4.4748 0.6458 1

B 2.7905 2.7798 0.4990 4

C 3.0373 3.7521 0.5526 2

D 3.8171 2.8578 0.4281 6

E 3.4831 0.0000 0.0000 7

F 4.0619 4.4357 0.5220 3

G 3.7827 3.7521 0.4980 5

6 Future Works

As future work, research and the incorporation of models that provide the essential
tools for timely and reliable decision making will continue. In addition to evaluating
the incorporation of optimal tracking devices and maximizing the specifications and
performance of the creation of different decentralized virtual networks. And the
incorporation of QR to archive the generated Hash and send it via text message. This
QR, will be stored in the cloud, to be able to authenticate in time and form its use
(Fig. 7).

QR barcode program code:

Fig. 7 Creation of QR in
text message
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Fig. 8 QR code

try: 
sql_command = """INSERT INTO USER VALUES (?, ?, ?, ?, ?, ?, ?);""" 
crsr.execute(sql_command, 

(CKeyDB,namevalueMod,passwordvalue,mailvalueMod,departmentvalue,Hashvalue,timevalue))
connection.commit() 
self.progress.setValue(60) 
NewNumDB=str(1+CKeyDB) 
CountKeyDB= open("Service/Users/Data/CountDB/CountUserDB.txt", "w") 
CountKeyDB.write(NewNumDB) 
CountKeyDB.close() 
self.progress.setValue(70) 
QrsValue= Hashvalue+" "+namevalueMod+" "+ departmentvalue 
QrKey= pyqrcode.create(QrsValue) 
QrKey.png('Service/Users/Data/SetQrs/%s.png' % Hashvalue, scale = 4) 
self.progress.setValue(80) 
self.name.setText('') 
self.password.setText('') 
self.confirm.setText('') 
self.mail.setText('') 
self.department.setCurrentIndex(0) 
self.progress.setValue(90) 
with open("Service/Users/DB/DB_U/DataBaseUser.db", "rb") as f: 
dbxDBUser.files_upload(f.read(), '/Aplicaciones/DB_USERS/DataBaseUser.db', 

mode=WriteMode('overwrite')) 
print("DB_User") 

(See Fig. 8).
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Sociodemographic Analysis
of the Location of MSW Collection
Centers in Mexico City

Javier Gómez-Maturano and Benito Sánchez-Lara

Abstract Environmental pollution mitigation resulting from inadequate manage-
ment of urban solid waste [MSW] is one of the challenges large cities are facing,
mainly in emerging countries. Recovering the valuable materials of the MSW, from
the flow that leads them to its final disposal, is the disruptive activity in the linear
economy model that occurs in Mexico. MSW collection centers are key elements
of reverse supply chains of MSW valorization. This article presents the results of a
longitudinal analysis of social and economic variables that determine the location of
MSW collection centers in Mexico City. The analysis is carried out with the support
of geographic information systems with data from the National Institute of Statis-
tics, Geography and Informatics. It identifies MSW recovery logistics networks and
describes the intensity of MSW recovery operations on those networks. Networks
energize the economy of groups in the bottom of the pyramid.

Keywords Reverse supply chain · Geographic information systems ·Municipal
solid waste · Recycling · Geospatial analysis

1 Introduction

The generation of Urban Solid Waste [MSW] is due to the pattern: production—
consumption—waste. It depends on how goods are produced from virgin raw mate-
rials, how they are sold, used and discarded [1]. This pattern is associated with what
has been called linear economics. Today, the rate of consumption of natural resources
is as great as waste generation. Globally, 130 million tons of waste were generated
in 2012, 2,010 million tons were generated in 2016 and an estimated 3.4 billion tons
[2] will be generated in 30 years.
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In Mexico, MSW generation was 53.1 million tons in 2015, an increase of 61.2%
compared to 2003 [3]. In the Metropolitan Zone of Valle de México, about 27,067
tons of MSW were collected in 2014 [4], an increase of 16% compared to what was
reported in 2010 [5].

The amount of waste generated per capita and its composition changes in relation
to the following factors: income level, consumption patterns, promotion towards
reduction, population changes, consumption behaviors, weight reduction policies,
re-use of products and diverse economic conditions [6].

Globally, MSW management systems, focused on treatment and disposal,
involved the emission of 1.6 billion tons of carbon dioxide equivalent, representing
about 5% of total global emissions [2]. On the other hand, in Latin America the
average municipal expenditure for the management of MSW is 2–8% [7]. The accel-
eration of urbanization has led to unplanned and high-cost management, which is
accentuated in emerging economies [8].

Mexico City requires a 2,552-truck vehicle park that runs through the streets of
1,753 neighborhoods across 1,751 routes [9]. Collecting MSWs required thirteen
transfer stations over twelve delegations and a staff of 4,084 people to drive 70%
of MSWs to final disposal sites [9]: four in the State of Mexico and two in the
State of Morelos. Thus, the collection system generates 1,253 tons of carbon dioxide
annually [9].

The movement of waste in cities, not included in urban logistics studies, has
negative, economic, environmental and social impacts. In environmental terms, the
impact [10] is triple: soil and air water pollution, waste of resources and need for
spaces for the final disposal of waste.

MSW’s public management systems have focused on increasing collection and
final disposal and have set aside their use and valorization. The percentage of MSW
recycled in Mexico is less than 10% [3] in contrast to the global average percentage
of 13% [2] and the European Union, by 2017, of 46%. The valorization of MSW
materials is an alternative to reduce the amount of waste before final disposal and to
reduce the derived impacts [11]. For the World Bank, MSW management systems
must be transformed into a circular economy, targeting reuse and recycling [2].

In emerging countries, waste collection and recycling rates are small in contrast to
the percentage sent to landfills estimated between 82 and 98% [12]. For example, in
China the separation of recyclable materials is carried out by incipient reverse supply
chain [RSC] incorporated formal enterprises while informal companies are the ones
that collect, process and market them [13]. The acquisition of MSW is carried out by
marginalized social groups, this often being their only source of income and survival
strategy. These groups are called scavengers, recyclers and itinerant buyers. They
are characterized by their intensive work, low technology and low income [14].

This work reports the results of a longitudinal analysis of the location of collection
centers inMexico City in 2009, 2014 and 2019. It describes the relationships between
the location of collection centers, population income and economic activity in the
area. The description of relationships is a geospatial analysis supported by geographic
information systems. Quantitative elements and relationships are provided from the
MSW acquisition network.
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The work consists of five sections. The first section is an introduction on the
MSWs, their acquisition and the collection centers. The second section raises the
conceptual framework of sociodemographic analysis carried out, in particular, the
role of RSCs onMSWvalorization and its dynamics in urban areas. The third section
describes the methodological elements for analysis, specifically the application of
geographic information systems for the study of MSW logistics recovery networks.
The fourth section integrates the results of geospatial analysis and its discussion.
Finally, the conclusions are stated.

2 Theoretical Framework

Emerging cities are exposed to a variety of challenges arising from future market
development, increased environmental requirements, new technologies, and the
evolution of complex supply chains that meet the needs of their population [15].
To these we must add the problem of managing and leveraging the MSW generated
in them.

The objective of sustainable urban logistics is to respond, as far as possible, to how
society intends to provide themeans of opportunity tomeet economic, environmental
and social needs in an efficient and equitable manner, and to minimize adverse,
avoidable and unnecessary effects and their associated costs in the corresponding
space and timescales [16]. A robust and cost-effective MSW treatment and recycling
system is a requirement for a sustainable society [6].

A “complete” city logistics system would deal with reverse movements, from
origins within the city to destinations outside, as well as movement between origins
and destinations within the city [17]. Currently most Urban Logistics contributions
are directed only to in-bound distribution activities, following the imbalance between
the inbound and outbound flows that characterize most cities [17]. Comprehensive
urban logistics should also include reverse flows, reverse business logistics andwaste
management [18], operations of RSC would also be added [19].

An RSC is a series of processes and activities that are necessary to recover post-
consumer, used products, their components or associated materials, either to value
them (reuse, recycle, restore, re-manufacture, repurpose, etc.) or to send it to final
disposal [11, 20].

The valuablematerials of theseMSWs are recovered from the public management
system through MSW Logistics Acquisition Operations [19], which will be abbrevi-
ated as LOA-MSW. These operations are part of the process of acquiring materials
for reverse supply chains aimed at the valorization of MSW.

ALO-MSW is concentrated in two types of establishments or Economic Units
[EU]: collection centers [CC], retail collectors and transfer centers [TC], wholesale
copiers. These actors are private and can adopt formal and informal schemes. A
CC is a commercial establishment where MSW eligible materials are received and
conditioned, it is also where waste is received, quantified, collected, transferred
and temporarily accumulated for treatment, recycling, reuse, reprocessing or sent to
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final disposal [9]. TCs are temporary storage facilities for waste to later transport it
to an industrial valorization site, to another transfer center or to its final disposal.
Eventually, some other processes could be applied to the materials received, such as
separation, compaction and crushing. These TCs are private in nature and focus on
the commercialization of high-scale MSW materials.

CCs and TCs are included in theNorthAmerican Industrial Classification System,
economic sub-branch43431, includingUEdedicatedmainly to specializedwholesale
trade in recyclingwastematerials, such asmetal, paper, cardboard, glass, plastic [21].

Geographic information systems (GIS) are a powerful tool for the analysis of the
location of CC and CT in urban areas and their relationship with social and economic
variables. GIS has been used to develop regional information analysis, which can be
divided into two basic categories [22]: (a) spatial decision support applications and
(b) spatial statistics support applications. AGIS is a software designed to enable users
to collect, manage, analyze, and retrieve large volumes of spatially referenced data
and associated attribute data collected from a variety of sources [23]. A GIS allows
the user to visualize and interpret data for a better understanding of relationships,
trends, and patterns [8].

Although operational improvement of MSW management systems is common
whenGIS is included in research, they are only applied in the early stages of research,
as they are the preamble to other mathematical modeling. This is the case with
[6, 24, 25].

GIS allows visual and analytical representation of MSW’s comprehensive
management systems, such representations can show the location of CCs and spatial
distribution pattern in particular study areas [24]. Geospatial location in an urban
model is one of the main GIS applications, georeferencing by means of GPS the
location of the generation and collection sources of the MSW, as well as the collec-
tion trucks of MSW allows to model the network with a view to its improvement.
While it is the most basic it is a powerful tool [25].

Few studies apply GIS to model social or environmental aspects associated with
MSW management and valorization. A sustainable approach is developed in [26]
by location of MSW separation plants that are optimal for reducing environmental
pollution, lowering costs and improving the service system for society. The approach
proposed in [26] is one of the few that takes up the social dimension in the analysis
of MSW networks in cities, which is partly integrated into this work.

3 Materials and Methods

For the analysis of this study area GIS was addressed, which allows the realization of
statistical data analysis and the incorporation of geospatial analyses in some specific
places, which is a form of modeling [25]. Obtaining a model of MSW’s material
acquisition network in Mexico City is the use GIS has been given in this work.
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The representation models built in GIS for this work were vector models1 with
georeferenced input information layers (shapefile). Layers are files with attributes of
geographic features and their locations, to make map compositions through layering
the information contained in them. In this work the input layers were:

National Urban System (SUN) with the limits of Mexico City, integrating the 16
mayors with population data from 1990 to 2018.
Daily collection of MSW in the 16 mayors, of the years: 2011, 2013, 2015 and
2017.
Basic Geostatistical Areas (BGA) of Mexico City with population attributes,
percentage of poverty and extreme poverty, human development index.
CC and CT in Mexico City in 2009, 2014 and 2015 with attributes of size, valued
material, social reason, year of registration.
Mexico City’s road network with road name attributes, road type, width, sense,
restrictions on circulation, among others.

The input layers were made up of the following INEGI databases:
National Geostatistical Framework. National system that allows to georef-

erence the statistical information of censuses and surveys, at different levels of
disaggregation [27]:

National Urban System (NUN).
State Geostatistical Area (SGA).
Municipal Geostatistical Area (MGA)
Basic Geostatistical Area (BGA)

National Statistical Directory of Economic Units (NSDEU). National register
of millions of economic establishments, derived from the Economic Census 2009,
2014 and 2019, and which is regularly updated and enriched with other sources [28].

Main results of the population and housing census 2010 by BGA and urban
block. It is the set of indicators on the population and housing of the BGAs and
blocks that make up the urban towns of the country, as well as the totals by entity,
municipality and urban town, coming from the Census of Population and Housing
2010 [29].

Intercensal Survey2015. This surveyupdates information on the volume, compo-
sition and distribution of the population residing in the national territory, and re-
news various socio-economic and cultural indicators of their territory, as well as the
prevailing conditions in their homes [30].

Urban Poverty in Mexico, 2015. The study classified in ranks, according to the
percentage of poverty and extreme poverty, each non-confidential, located in the
urban towns of the municipalities with 15 thousand habitants or more, even those
that were not visited by the 2015 Intercensal Survey. In these municipalities, 94% of
the population and nine out of ten people in poverty live in these areas [31].

1The vector model is a data structure used to store geographic data from basic geometries: lines,
points, and polygons.
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4 Results and Discussion

In 2019, 1751 CC and TC were in operation, 130 more than those reported in 2014,
an 8% increase in five years [28]. Growth is higher compared to 1161 CCs and
TCs accounted for in 2009, with the number of CCs and TCs increasing by 50% in
just ten years. This increase is not related to population growth, which for the same
period had a reduction of −0.7%. While the increasing volume of MSW generation
influences the establishment of more CCs in the City, the increase is much higher, as
collection in the City only grew at a rate of 1.4% per year, while CC growth is 5%
per year.

Economic growth in Mexico City also cannot explain the increase in the number
of CCs and TCs: the EU in Mexico City went from 416,594 in 2009 to 465,097 in
2019, an increase of 11%. ALO-MSW in CC and CT is one of the most growing
economic sub-branches in Mexico City.

The majority of EEs focused on the acquisition of MSW in MEXICO CITY are
nano-collector employing between 0 and 5 people (90% in 2019), which has been
almost constant since 2010 (87%).Micro collectors employ between 6 and 10 people,
making up an average of 7.5% of CCs. These collectors constitute low-capacity
neighborhood CAs that concentrate thematerials collectedmainly in the surrounding
areas where they are located. Recovery networks start with retail warehouses that
make up about 97% of collection points in Mexico City. Less than 3% of the EU in
2019 can be classified as small businesses (up to 50workers) and constitute local TCs,
wholesale warehouse that purchase MSWs from neighborhood CCs or organized
collectors. Only three companies with more than 50 employees were identified in
2019, which constitute the regional transfer centers.

Only 150 CCs and TC (8.5%) had a Federal Taxpayer Registry in 2019, which
shows the level of informality. This situation was no different in previous years,
in 2010 the percentage of formality of CCs was 12%, falling to 5.7% in 2014. All
medium and large companies that make up transfer centers are formalized.

Metal waste is the material that most CCs focus on over the past ten years. Plastics
and paper and cardboard waste follow the metal waste. From a logistical perspective,
the main difference of these materials is the so-called value density, which according
to [19] is the value of the product in relation to its weight and volume.

The classified materials by INEGI are actually families of materials that are
marketed indiscriminately in the CCs and TCs. Table 1 shows the Type A rated mate-
rials for each material family with their average value density. This table partially

Table 1 Type A wastes in
the material families of MSW

Type A waste Density
(kg/m3)

Sale price
($M.N./kg)

Value density
($/m3)

Paperboard 130 2.00 $260/m3

Polyethylene
terephthalate

930 4.50 $4185/m3

Glass 2,500 0.85 $ 2125/m3

Old iron 7,850 3.50 $27475/m3
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explains why there is predominance in CCs dedicated to the marketing of metal
waste, as these have higher density of value, which makes their movement through
the city more profitable.

With regards to the spatial dispersionofCCsand thevariables that havedetermined
their location in the last ten years, the analysis shows that the dispersion in the City is
neither homogeneous nor random, but influences its social and economic variables.
Contrary to what could be the most important criterion in the logistics field, seek to
minimize cost, whether in distance, time or money, CCs are not located in the areas
of higher generation of MSW or in the vicinity of transfer centers (raw materials vs
market), but their location seems to be explained by criteria and softer variables, such
as the socioeconomic level of the area (see Fig. 1). Figure 1 is a photograph of the
spatial distribution of CAs in 2018 in the eastern part of Mexico City. The estimated
MSW generation volume and the amount of EU per BGA are also displayed.

Figure 1 shows the spatial dispersion of CS in the eastern part of Mexico City,
showing at least six years. The Map shows cluster in which CCs are grouped more
intensely, they are more dispersed in other areas, but what is clear is that the location
of the CCs is not homogeneous, and as you will see later, it is neither arbitrary nor
random. In addition to CC localization in a part of Mexico City, Fig. 1 shows BGA
types established according to two criteria: estimated MSW generation volume and
number of economic units, both set variables at the BGA level.

The red stripes on Fig. 1 are used to differentiate BGA according to the amount of
UE all inside them, the areas of stripes with darker hue show great economic activity.
On the map it is seen that CCs are rarely located in BGA with high intensity, rather

Fig. 1 Influence of the type of BGA in the location of CC in Mexico City
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they are clumped to the shore of them, in adjoining BGA but of lower economic
intensity. Numerical elements that support these spatial impressions are provided
below.

In Fig. 1, BGAs are classified according to the estimated volume ofMSW genera-
tion, determined by the per capita generation rate of 2018 and its estimated population
in the same year. Categories are displayed in blue hues, the darker they are the more
MSWs are generated inside. The clearest BGA is the one that generates the least
MSW. The map easily identifies that they are not the most generation zones the one
that have the most CAs established, statistical elements are provided later to support
this assertion.

The results show that CCs have not been established in BGA with high MSW
generation in the last ten years. Figure 2 shows the dispersion of the points corre-
sponding to the ordered pair daily generation in kilograms per day (horizontal axis)
and the amount of CC set in the BGA (vertical axis). Each point in Fig. 2 is one of
the 2,421 BGA that make up Mexico City, for each economic census, 2009, 2014
and 2019, the dispersion of these 2,421 points is shown.

For the three moments in time that are analyzed, the density of the points towards
the lower-generation MSW BGA is marked, suggesting that CCs, for the most part,
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are not established in high-generation areas. BGAswith the highest AC quantity have
yields less than 750 kg per day. The BGA-level correlation between the volume of
MSW produced and the number of CCs established is very low, just 11% confirming
that the amount of MSW generated in a zone does not strongly influence the location
of the CCs.

A second criterion influencing the location of CCs at the BGA level is the intensity
of the economic activities that are there, which can be measured with the number
of UE established in the area. To make the analysis of the relationship between
the quantity of UE y CCs at the BGA level, five intervals were established (see
Fig. 3). The intervals were constructed from the natural breakout algorithm [32], this
method calculates the differences in values between statistical individuals ordered
increasingly and then places a boundary to separate the groups where the differences
in values are high. Because three years are analyzed, 2009, 2014 and 2019 the limits
set by the Jenks method [32] changed; however, this change is very small, which
also tells us that the density of economic activities at the BGA level in Mexico City
has changed very little in the last ten years.

In Fig. 3 the horizontal axis represents the intensity of economic activities in the
BGA, grouped into five intervals in the intensity of economic activities: very low,
low,medium, high and very high. As noted, the limits of each interval change slightly
for the years 2009, 2014 and 2019. The vertical axis shows the total number of CAs
set in each BGA type throughout Mexico City.

Figure 3 clearly shows that CAs are preferably located in areas with low economic
activity, being very marked that their location rarely occurs in BGAwith high or very
high economic activity. This allows two inferences to be made, on one hand the value
density of the materials contained in the MSW (see Table 1) is very low, suggesting
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that themarketing of thematerials does not have a large cash flow and the value of the
income of the space occupied for storage must compensate for the low commercial
value of the MSW. In areas with high or very high economic activity, the value of
land use increases, putting pressure on those with less profitable economic activities.
Those areas with high and very high economic activity have a strong demand for
soil, the rent of it goes up making the location of CCs in these areas unworkable. At
the same time, it is not true of areas of lower commercial activity, where ALOs can
be established without the pressure that other, more profitable economic activities
exert on land demand.

A third location criterion that is explored is the socio-economic level of the area
in which CCs are established, because as the literature points out, ALO is usually
developed by marginalized social groups. Unlike the previous two criteria, there is
no consistent database to compare the location of CCs in the period 2009–2019 with
the socioeconomic level of the population or some other indicator of the degree of
marginalization or poverty of the population at the BGA level.

That is why two relationships for CC localization are explored based on indicators
of marginality and poverty. The first is for 2010 and CC localization in 2009. The
second is about the percentage of BGA poverty in [31] for 2015, which relates to
CC location in 2014. These relationships should be taken as an exploration of the
empirical relationship between CC location and marginality of the population living
in the area in which they are established.

Figure 4 shows a BGA-level classification ofMexico City based on CONE-VAL’s
classification [31] of the poverty level in each BGA. Green areas show the areas with
the lowest level of poverty, while the most red-ranked areas have the highest level of

Fig. 4 BGA classification by level of poverty and location of CC in Mexico City
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poverty in the BGA. As it can be seen on the map, the Mayoralties of the center are
the ones with the lowest percentage of poverty and as we move to the periphery the
level of poverty increases. This is a dominant pattern throughout Mexico City.

Figure 4, which corresponds to the central area of Mexico City clearly shows a
center-periphery pattern. Figure 4 shows theMayoraltiesBenito Juárez,Cuauhtémoc,
Miguel Hidalgo and Coyoacán with a predominant light color, white or dim pink,
whichmeans low levels of poverty. However, as wemove to the west or east the tones
change, increasing the level of poverty present in the BGAs. In addition to the frag-
mentation within Mexico City shown on the boundaries of mayoralties Cuauhtémoc
and Venustiano Carranza, Map 5 also shows the CCs in which ALO develops, which
tends to be located in BGA with higher levels of poverty. The black dots shown in
Map 5 correspond to CCs and can be observed to be set more intensely in the most
impoverished BGAs. Particularly in the eastern zone, it is observed how the shades
of the BGA go from white to red as we move from center to periphery, but it also
looks like CCs tend to settle in these poverty belts. Eligible MSWs move from the
highest generation areas (in white and pink) to the most impoverished areas (in red)
and have in the MSW ALO a way to earn income. Statistical support for the spatial
pattern described is shown in Fig. 5.

Figure 5 shows the EU average focused on MSW ALO in each type of BGA,
according to its poverty level, in Mexico City, it is highlighted in this figure that
BGAs with higher levels of poverty tend to have more MSWEU. It is also noted that
it is rare to have MSW UE in BGA with low levels of poverty.

Figure 6 is conclusive, in Mexico City there are more EU oriented to MSW ALO
per capita in the most impoverished areas than in those with low levels of poverty.
The social pyramid, in which the poorest population is located, is the context in
which the MSW ALO develops.
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Fig. 6 CC per inhabitant according to poverty level in the BGA in 2019

Moreover, according to the trend shown in these ten years, the BGAs with the
highest ALO growth rate are precisely the ones with the highest levels of poverty.
Figure 7 shows the BGA with the highest number of CCs. The intensification of
CA operations has taken effect in the most impoverished areas, such as the eastern
zone. Madero 3.4%. These Mayors form a belt around the mayors with the lowest
percentage of poverty, also establishing corridors through which the garbage leaves
the city.

The EU is established throughout Mexico City, engaged in marginal locations,
mostly in small commercial establishments employing fewer than five workers and
are largely informal. It is through this network of collectors that MSW’s recoverable
materials begin to consolidate and formmore robust procurement networks. The flow
of materials ranges from micro retail warehouse to small and medium-sized EU that

Fig. 7 CC network and
ALO intensity in Mexico
City
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are responsible for consolidating and transferring. It is from these transfer centers
that the recoveryMSWs leaveMexico City. The red BGAs on Fig. 5 already show us
theMSW departure zones in the City. In the network shown you can be moving more
than three thousand tons per day of abled valorization materials, which is connected
through 52 thousand kilometers of roads within Mexico City.

Figure 7 clearly shows these logistical clusters in which the MSW ALO is more
intense and currently responsible for the only rupture links between a linear economy
model and a circular economy model. The acquisition network shown in Map 6 is
a high-impact network consisting of almost five thousand economic units, directly
employing up to ten thousand workers and according to preliminary studies devel-
oped by the authors, could generate up to 40 thousand indirect jobs, considering only
carriers and collectors. In the shown network, there can be moving more than three
thousand tons of valuable materials per day, which is connected through 52 thousand
kilometers of roads within the Mexico City.

In addition to the structural components of the network, functional elements
are identified, mainly associated with the paths that follow the debris to exit the
CDMX. The eastern corridors, whose flow includes the Iztacalco, Iztapalapa and
part of Tláhuac demarcations. This corridor connects to the southern part with
the Tláhuac and Xochimilco clusters which connect with the municipalities of
Valle de Chalco, Chalco, Los Reyes La Paz and Chicoloapan. Another cluster is
at the northeast of the CDMX that begins to take shape in the northern area of the
Venustiano Carranza demarcation, it integrates Gustavo A. Madero, exiting in the
Municipality of Ecatepec, and strengthening a flow through the municipalities of
Coacalco, Tecámac, Tultepec and Cuautitlán. A third well-defined corridor is that
of the northern area, which starts in the northern part of the Mayor Cuauhtémoc
and Miguel Hidalgo, taking shape in Azcapotzalco and following the outward flow
through the municipalities of Tlalnepantla, Tultitlán and Cuautitlán (show Fig. 7).

5 Conclusions

An MSW ALO system that is efficient and socially acceptable is essential for the
sustainable development of Mexico City. What has been shown in this work is an
accelerated growth in the intensity of MSW ALO, mainly in marginalized areas of
the periphery. The growing rate of generation of MSW that characterizes the areas of
central Mexico City and some BGAs with low levels of poverty, is bearable thanks
to the acquisition networks that in a self-organized way have made the valorization
of materials a form of subsistence.

Cost reduction, whether by distance, time or design, is one of themain localization
criteria found in the literature; however, the location of CCs and TCs does not appear
to fully follow this principle.
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The contribution of these procurement networks is not quantifiable in this work,
but the environmental services it provides must be recognized, because as far as
registration is available, it may be the most important collection network operating in
Mexico. A self-organized network that works despite theMSW’s publicmanagement
system. As an emphasis, these networks, break with the linear economy model and
with the predominantMSWmanagementmodel inMexico City. Networkswould not
be able to function without large MSW-generating zones in small spaces, population
density has helped make ALO profitable despite low value density.

A fair market for measurable materials is necessary to improve the working
conditions of MSW ALO agents in Mexico. The social, economic and environ-
mental importance of these networks must be recognized and included in zero-waste
public policies. The concept of zero garbage and the implementation of the circular
economy in Mexico, and other countries, must necessarily integrate these informal
ALO networks.

The importance of using GIS for the representation and analysis of networks
operating on a large scale has been shown in this work, including not only operational
technical aspects, but also social aspects. The field of waste management and reverse
supply chains can be enriched including the use of GIS tools.
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Classification System to Detect Diseases
in Apples by Using a Convolutional
Neural Network

Alejandro Acosta, Alberto Ochoa, Erick Rodriguez-Eparza, Diego Oliva,
Angel A. Juan, and Gonzalo Pajares

Abstract Apples are a great fruit that is well known and is consumed around the
world by all people. The importance of having a good quality in these fruits is huge
because of to the nutrients for human consumptions and to the versatility that it
offers. This work presents a full detection system created by a Convolutional Neural
Network (CNN) based on a classifier using Keras that detects the diseases on apples.
The CNN presented had an accuracy of the model as 0.7429 after 10 Epochs of
training and having the number of data set used for testing of 319 images from 4
different classes. Also, it is described along with a diagram of the architecture where
the system is allocated and working in the cloud. Finally, and for the purpose of
using the system properly, a mobile app is proposed to be created in order to use
the capabilities of the system to detect in a high-speed API by having fast responses
when the disease detections are requested through the app.
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1 Introduction

Convolutional Neural Networks (CNN) are a powerful tool used around the world
these days. Not only in the tech industry, but in any other with the purpose to enhance
the changes to achieve more goals and take the industries to the next level. That is
what Industry 4.0 is all about.

Now, consider a regular CNN to classify images. That is a common approach that
is used very often to solve image classification problems.With that in mind, the work
described here aims to show how this typical task can solve a real-world problem
which is apple diseases.

All over the world we can find data about food waste and some of its most
important causes. To cite some data, every year in the Madrid region, 30% of the
products intended for human consumption are lost or wasted by improper handling
in the food supply chain (CSA) mentioned by Gustavsson et al. (2011) [1]. A study
conducted in the United States by the Natural Resources Defense Council (NRDC)
found that up to 40% of food is lost from the producer’s farm to the consumer’s table
(Gunders 2012) [2].

Apple trees are affected by several biotic and abiotic factors that limit their
production, especially root diseases. In agroecosystems, the increased diversity of
pathogenic microorganisms (Oomycetes, fungi, bacteria, nematodes, among others)
can lead to root rot diseases. The root diseases caused by fungi and Oomycetes in
apple trees, represent one important economic problem worldwide. These microor-
ganisms destroy and collapse the root system of susceptible rootstocks, reducing
the absorption of nutrients and water, blocking vascular bundles and, eventually,
causing the death of apple trees, therefore the apples. This was a study performed by
Rios-Velasco and colleagues [3] in Chihuahua, Mexico.

Based on the destruction caused by those agents (microorganisms), this is needed
in this particular apple producing area to develop a better-integrated disease manage-
ment in order to reduce the excessive use of broad-spectrum chemical pesticides to
control these diseases. Undoubtedly, this improved integrated disease management
include the use of microorganisms with antagonistic activity, which are efficient
colonizers, produce metabolites that inhibit the growth of phytopathogens and act as
plant growth promoters [4].

Thus, it is important to know what type of microorganisms are affecting apples
in order to know better the cause of the disease. By detecting the diseases in early
stages, it would be possible and helpful to reduce the amount of waste applying the
correct preventive method.
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2 The Problem

According to Natalie Golden from the University of NewMexico State [5], there are
several factors that cause infections in apple trees, therefore in the fruit as well. Some
of those disease agents are biotic pathogens such as fungi, bacteria, viruses, nema-
todes. Also, there are other agents that are non-infectious factors like temperature,
moisture, nutrients, soil conditions and some chemicals.

This is a situation that needs to be controlled in a way that allows apple trees to
produce good fruit that can be used for human consumption.

For this to be manage, a good solution can be to start monitoring the trees to find
what kind of diseases exists in there at some specific point. Another way might be
to revise the product after harvesting them and try to get a sample to be evaluated.
There could be several more ways to do this.

Jedermann et al. [6] mentions that there are few apple diseases. Here are three of
the most popular listed:

1. Black Rot. This disease is caused by a fungus that grows on many woody plants
and trees and is spread by wind. Leaves may have many large brown spots that
start round and become patches as they grow together. The spots are dry and
like paper. Spots on fruit may appear any time during the season and infected
fruit rot and hang on the tree. The fungus also causes cankers on branches.

2. PowderyMildeworBlotch. Powderymildew is a serious problemon susceptible
apple varieties. The fungusmay attack twigs, fruit, leaves and flowers. On leaves
a white powder like covering appears. If the entire tip of a branch is affected,
then growth is stunted, or new growth may be killed. Infected flowers do not
produce fruit. Fruit with powdery mildew are of reduced quality and have a
rough discolored skin.

3. Scab. Apple Scab is widespread in most apple growing regions. The fungus
survives the winter on infected fallen apple leaves from the previous year.

Having defined 3 of the most common diseases on apples, next a solution will
be described in a way that this can be controlled and helps to tackle these problems
around apples.

3 The Solution

Technology is always a great option to solve problems. In the field of Artificial Intel-
ligence, CNNs are becoming a great problem-solving tool for image classification
situations where other tools are not the best option.

For the case of diseases on apples, with the definition of a CNN that allows to
classify patterns inside an imagewhere can the image be labeled and later usedwithin
a model to be used to test images in the real life, this will be an important start point.
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Let’s divide the full solution in steps. The first one is about the CNNmodel which
was trainedwith a database of 319 different images between scab, rot, blotch diseases
and normal apples (4 classes).

The second part is about the creation of a REST Web Service API which will be
in charge of attend any kind of request to consume the CNNmodel. The web service
is based on the Python’s framework, CherryPy. It’s a minimalistic web framework
that allow to create rapid API applications in Python.

The last part, but not least, is a mobile app. This part of the classification system
is the user interface that the users will need to use to upload images directly to the
web service API to be processed by the CNN model to classify the image and return
the final results.

(a) Apple Classifier Using a Keras CNN Model

The CNN that is going to classify images was created with the Keras framework.
In order to create an accurate model, a few parameters were defined in order to get
better results during the training and as result, have a great test results before putting
this into a production instance.

For a first training (the one so far), only were defined 10 Epochs. Each Epoch
throws some results that were good for the purposes of the first training model.

The first Epoch had a loss of 1.4840 and the final Epoch had a 0.6588. Having as
a final accuracy of the model as 0.7429. Not so bad for the first training considering
the number of images for testing, 319 from 4 different classes (Table 1).

The CNN is using 2 layers of convolutions to compute the images during the
different epochs. Each convolution contains a Max Pooling of 2 in a 2D approach
due to the images.

After the CNN model was trained, the resultant model was stored along with the
weights. This way the results are going to be used for any other kind of application.

For the test part of the model, there were no better results as the final average
percentage of accuracy was lower that the evaluated during the training. 68% during

Table 1 Training step of the
model using during 10 epochs
and 32 steps with 200
validation steps per epoch

Epoch Elapsed time per step (ms) Loss Accuracy

1 346 1.4840 0.3950

2 345 1.0562 0.5016

3 344 0.9242 0.5799

4 344 0.8946 0.6176

5 353 0.8296 0.6458

6 345 0.7938 0.6771

7 345 0.8055 0.6740

8 347 0.7395 0.6708

9 343 0.7790 0.6740

10 346 0.6588 0.7429
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Table 2 Test step of the model evaluating 47 test images across the 4 classes having different
results each class

Scab Rot Blotch Normal Total

Evaluated 15 15 15 2 47 (100%)

Predicted 12 7 12 1 32 (68%)

Failed 3 8 3 1 15 (32%)

Total % 80% 47% 80% 50% 100%

the test phase versus 74% during the training. However, if each class of image is eval-
uated individually, it shows that 2 of the 4 classes are great predicted that surpasses
the original training accuracy percentage (Table 2).

(b) REST API Web Service with CherryPy Framework

CherryPy is an open-source web development framework based on the Python
programming language. CherryPy, according to its website, allows developers to
build web applications rapidly.

To understand better, aRESTAPI as aWebService is aweb application that allows
different clients to interact with it by allowing data exchange. Even better, according
to AWS (AmazonWeb Services) definition, an API enable communications between
disparate software applications.

A normal REST API creation can be considered as the following diagram. See
Fig. 1.

DigitalOcean is one of the best players in the market for rapid Cloud-Based server
creation. This company offer services to create VirtualMachines (VM) that are called
Droplets. A Droplet enables capabilities to install a full operating system based on
Linux. Inside the Droplet, the CNN model needs to be installed in order to be used
by running an internal process triggered by CherryPY (Fig. 2).

Fig. 1 API basic architecture. https://api.zestard.com/wp-content/uploads/2015/12/What-is-Rest-
API-02-1.jpg

https://api.zestard.com/wp-content/uploads/2015/12/What-is-Rest-API-02-1.jpg
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Fig. 2 DigitalOceanDroplet Creation. https://www.digitalocean.com/docs/images/droplets/create/
choose-image.6a83962611e90c5b3066c908cad05bac2a2a2d0a65a4accd4403a31a021b3519.png

The application created with CherryPy is basically the bridge between the images
that a user will upload to the system and the CNN model that predicts the disease in
the images considering the training and test process already performed and stored.

(c) Mobile App

The idea of a mobile app is that smartphone usage is so important for the present
days. As the Fig. 3 shows, a User Interface is very important because is practically the
client that is going to consume the full systemmounted on the cloud of DigitalOcean
and will use the CNN model trained to predict apple disease images.

Fig. 3 REST API Architecture using DigitalOcean as provider and the rest of the components

https://www.digitalocean.com/docs/images/droplets/create/choose-image.6a83962611e90c5b3066c908cad05bac2a2a2d0a65a4accd4403a31a021b3519.png
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For the app creation, it was considered the two best platforms that exists. Apple
and Google. To tackle this out, the best way to achieve it to create an hybrid mobile
app that is compatible with both platforms.

Flutter is the framework created by Google that supports Android and iOS devel-
opment. Much more, and according to Flutter website, is a UI toolkit for building
beautiful, natively compiled applications for mobile from a single codebase.

The mockups for this app are very simple and consistent to support a significantly
simple design.

5 screens of the app make the whole experience from being able to enter the
app, see a pretty dashboard, capture new images, process them and finally see the
prediction results.

In Fig. 4 it is described the 2 initial screens where the user can login or register
it self to be automatically logged in into the app and the user will see the main
dashboard as firs screen once is inside the app.

The dashboard contains information about all the captures the user has been done
and showing the accuracy of the prediction based on what the CNN model predicts.

The user can do a new capture by clicking in the Capture button located at the
bottom of the screen and that will take the user to the camera app of its phone to take
the picture of an apple.

Fig. 4 Initial screen to enter the app and dashboard
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Fig. 5 Screens to take a new picture of an apple to be processed

The mockups on Fig. 5 are about taking new images of apples. The images will
be sent to the REST API to be processed and predicted by the CNN. As result, the
new prediction will be shown in the main dashboard at the top of the list. See Fig. 6.

4 Conclusions and Future Research

The current proposed solution is intended to solve a problematic that exists according
to all the cited authors. The solution system (with theCNNand applications) proposed
is a good option to detect the diseases in early stages so it can be healed before
destroying the fruit or even worst, the complete tree. If there is a chance to be able to
face apple disease problematics, technology is clearly the biggest option. As seen in
the CNN results, it is a good percentage of accuracy, however, it can be improved to
re-adjust the detection of patterns or features on images and be more precise to have
better results. With the addition of the mobile app and the API to consume the CNN
power, the system provides a powerful tool enhancing the whole experience.
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Fig. 6 Main dashboard
showing the last predicted
image

For future research, the main idea is to fully develop the mobile app and the REST
API so the system complete can work together and as a united platform.

The main objective of this stage was to empathize with microentrepreneurs to
analyze the problems they encounter when distributing, handling and storing the
perishable products they market.

Also take a look after and work further with more fruits or other products to
increase the area of knowledge. In order to analyze the freshness in diverse healthy
products considering apple salad in sandwiches as is possible determinewith amobile
device and deep learning, see Fig. 7.
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Fig. 7 Conceptual diagram of the implementation of an intelligent system that determinates the
greatest freshness in the presentation threshold and color analysis of various sándwich issues—
including apple salad—in a stock of a store selling healthy products
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