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Introduction

Proceedings of the Workshop Series of Minimal Surfaces:
Integrable Systems and Visualisation

The study of minimal surface in 3-space started with Euler and Lagrange in the
eighteenth century. They studied the problem of determining a graph over a domain
X � R

2 with the least possible area among all surfaces that assume given values on
the boundary of X. Mathematicians soon realised that this was not only a problem
of extraordinary difficulty but also of unlimited possibilities. Meusnier supplied a
geometric interpretation of the minimal graph equation: the mean curvature H of the
surface vanishes. This is the reason why it has become customary to use the term
minimal surface for surfaces with vanishing mean curvature, independent on
whether they minimise the area.

During the nineteenth century significant progress was made. From the point of
view of model theory of minimal surfaces, Weierstrass’ and Enneper’s contribu-
tions are particularly important. They introduced the so-called Enneper–Weierstrass
representation for minimal surfaces which establishes a close link between this
theory and Complex Analysis. In the middle of the nineteenth century, the physicist
Plateau observed that minimal surfaces can be physically realised as soap films.
Thus, the problem of determining a minimal surface with fixed topology and with
prescribed Jordan curve as boundary is now called Plateau’s problem.

In the twentieth century, the theory of minimal surfaces has greatly advanced
through contributions from other mathematical areas such as PDE theory, Complex
Analysis, Algebraic Geometry, Geometric Measure Theory and Geometric
Analysis. Very recently, the classification of minimal planar domains by Meeks,
Perez and Ros has highlighted the value of the link between minimal surfaces and
Integrable System Theory. The international network Minimal surfaces: integrable
systems and visualisation, funded by the Leverhulme Trust, brought together
researchers working on different aspects on these fields to generate synergies
between their work.

v



The four workshops organised by the network all connected the last achieve-
ments in this field with techniques developed in two emerging fields, Geometric
Flows and Discrete Geometry. The solution of the Poincare conjecture by Perelman
using Ricci flow showed the importance of the concepts and methods of geometric
flows to solve a wide variety of problems in mathematics and physics. On the other
hand, Discrete Geometry plays an important role in Virtual Reality and Computer
Graphics and has important applications in this field.

The workshop in Cork in winter 2017 concentrated around topics in surface
theory in homogeneous 3-manifolds, the workshop in Granada in winter 2018
focused mainly on the global theory of minimal surfaces, the workshop in Munich
in summer 2018 centred its attention around discrete geometry and visualisation
and the final work workshop in Leicester in autumn 2019 combined all main
research areas.

The proceedings of the network workshops collect important results and surveys
on

1. Integrable systems in surface theory,
2. Discrete Differential Geometry,
3. Ricci Flow and Mean Curvature Flow,
4. Minimal surfaces in homogeneous 3-manifolds and
5. Constant Mean Curvature and Constant Gaussian Curvature surfaces.

The editors of these proceedings would like to express their gratitude to the
Leverhulme Trust for supporting our work, and the participants of the workshops
for helping to create the vibrant and productive atmosphere at the workshops and
opening new research links between the various research topics.

March 2020 Tim Hoffmann
Martin Kilian

Katrin Leschke
Francisco Martin

Minimal Surfaces: Integrable Systems and Visualisation
International Network

Leverhulme Trust, IN-2016-019
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Translating Solutions to Mean Curvature
Flow

Theodora Bourni, Mat Langford, and Giuseppe Tinaglia

Abstract We describe our recent construction of a new family of translating solu-
tions to mean curvature flow and discuss some implications for the construction of
new convex ancient solutions. The full details appear in Bourni et al. (J Differ Geom,
2017) and Bourni et al. (Anal PDE 13:1051–1072, 2020).

Keywords Mean curvature flow · Translators · Ancient solutions

1 Introduction

A smooth one-parameter family {Mn
t }t∈I of smoothly immersed hypersurfaces Mn

t
of Rn+1 is a (classical) solution to mean curvature flow if there exists a smooth one
parameter family X : Mn × I → R

n+1 of immersions X (·, t) : Mn → R
n+1 with

Mn
t = X (Mn, t) satisfying

∂X

∂t
(x, t) = �H(x, t) for all (x, t) ∈ Mn × I ,

where �H(·, t) is the mean curvature vector field of X (·, t). The mean curvature flow
is the L2-gradient flow of the area functional and hence, roughly speaking, deforms
a hypersurface in such a way as to decrease its area most rapidly.

An ancient solution to a geometric flow, such asmean curvature flow, is onewhich
is defined on a time interval of the form I = (−∞, T ), where T ≤ ∞. A special class
of ancient solutions are the translating solutions. As the name suggests, these are
solutions {Mn

t }t∈(−∞,∞) which evolveby translation:Mn
t+s = Mn

t + se for somefixed
vector e ∈ R

n+1. The timeslices Mn
t of a translating solution {Mn

t }t∈(−∞,∞) are all

T. Bourni · M. Langford
University of Tennessee, Knoxville TN 37996, US

G. Tinaglia (B)
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2 T. Bourni et al.

congruent and satisfy the translator equation, which asserts that the mean curvature
vector of Mn

t is equal to the projection of e onto its normal bundle. Translating
solutions arise as blow-up limits of type-II singularities along an essential blow-
up sequence [4, 5, 12, 23]. Type-II singularities (and, more generally, translating
solutions) are still not very well understood, except in certain special cases [3, 6,
13, 16–18, 26, 28, 29]. More general blow-up sequences yield more general ancient
solutions. Understanding ancient and translating solutions is therefore important to
many applications of the flow which require a controlled continuation of the flow
through singularities.

Further interest in ancient and translating solutions to geometric flows arise from
their rigidity properties, which are analogous to those of complete minimal surfaces,
harmonic maps and Einstein metrics; for example, when n ≥ 2, under certain geo-
metric conditions—uniform convexity, bounded eccentricity, type-I curvature decay
or bounded isoperimetric ratio, for instance—the only compact,1 convex (or noncol-
lapsing) ancient solutions to mean curvature flow are shrinking spheres [14, 19]. In
fact, the convexity/noncollapsing condition can be weakened to a uniform bound for
|A|2/H 2, where A is the second fundamental form of the solution [20].

Compact ancient solutions tomean curvature flow are closely related to translating
solutions. Indeed, if {Mt }t∈(−∞,0) is a compact, convex ancient solution and P(e, t) ∈
Mt satisfies ν(P(e, t), t) = e ∈ Sn , then, by the differential Harnack inequality
[2, 12], the translated flow Ms

t := Mt+s − P(e, s) converges (in the smooth topol-
ogy, uniformly on compact subsets) to a convex translating solution with velocity
−H∞e, where H∞ � lim

s→−∞ H(P(e, s), s)e.

2 Translators

As we mentioned in the introduction, a translating solution of mean curvature flow
is one which evolves purely by translation and, in that case, the time slices are all
congruent and satisfy

H(x) = −〈ν(x), e〉 (1)

for some e ∈ R
n+1,where ν is a choice of local unit normal field near x and H = div ν

is the corresponding mean curvature. Since we are interested in the classification
problem, it is useful to eliminate the scaling invariance and isotropy of (1) by restrict-
ing attention to translating solutions which move with unit speed in the ‘upwards’
direction. That is, we henceforth assume that e = en+1. We will refer to a hypersur-
face Mn ⊂ R

n+1 satisfying (1) with e = en+1 as a translator.
The most prominent example of a translator is the Grim Reaper curve, �1 ⊂ R

2,
defined by

�1 := {
(x,− log cos x) : |x | < π

2

}
.

1We refer to a solution {Mn
t }t∈I to mean curvature flow as compact, convex, embedded, etc. if this

is the case for each time slice Mn
t .
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Fig. 1 The Grim Reaper translating to the right under curve shortening flow, killing every compact
solution in its way (by the avoidance principle)

Taking products with lines then yields the Grim hyperplanes

�n := {
(x1, . . . , xn,− log cos x1) : |x1| < π

2

}
.

The Grim hyperplane �n lies in the slab {(x1, . . . , xn) : |x1| < π
2 } (and in no smaller

slab).More generally, ifMn−k is a translator inRn−k+1 thenMn−k × R
k is a translator

in Rn−k+1 × R
k ∼= R

n+1 (Fig. 1).
There is also a family of ‘oblique’ Grim planes �n

θ,φ parametrized by (θ,φ) ∈
[0, π

2 ) × Sn−2. These are obtained by rotating the ‘standard’ Grim plane �n through
the angle θ ∈ [0, π

2 ) in the plane span{φ, en+1} for some unit vector φ ∈
span{e2, . . . en} and then scaling by the factor cos θ. To see that the result is indeed
a translator, we need only check that

−Hθ = − cos θH = cos θ 〈ν, en+1〉 = 〈cos θν + sin θφ, en+1〉 = 〈νθ, en+1〉 ,

where Hθ and νθ are the mean curvature and unit normal to �n
θ,φ respectively. We

also set �n
θ := �n

θ,e2
.

The oblique Grim hyperplane �n
θ,φ lies in the slab

�n+1
θ := {(x1, . . . , xn+1) : |x1| < π

2 sec θ}

(and in no smaller slab). More generally, if Mn−k is a translator in R
n−k+1 then the

hypersurface Mn
θ,φ obtained by rotating Mn−k × R

k counterclockwise through angle
θ in the plane φ ∧ en+1 and then scaling by sec θ is a translator in R

n+1, so long as
φ is a non-zero vector in span{en−k+1, . . . en} (Fig. 2).

For each n ≥ 2, Altschuler and Wu constructed an O(n)-invariant, convex, entire
translating graph inRn+1 asymptotic to a paraboloid [1] (see also [10]).Wang proved
that this solution is the only convex entire translator in R

3 and constructed further
convex entire examples in higher dimensions [28]. He also proved the existence of
strictly convex translating solutions which lie in slab regions in R

n+1 for all n ≥ 2
and showed that these are the only possibilities:

Theorem 2.1 (Wang’s dichotomy for translators [28]) Every proper, convex trans-
lator is either entire or lies in a slab region.
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Fig. 2 The oblique Grim
plane �2

θ with θ = π/6. The
translation direction is
vertical

A major difficulty in the construction of solutions to the translator equation is
to obtain curvature estimates for the Dirichlet problem for the graphical translator
equation (note that convexity is not guaranteed). Wang sidesteps this problem by
exploiting the Legendre transform and the existence of convex solutions of certain
fully nonlinear equations. Unfortunately, thismethod loses track of the precise geom-
etry of the domain on which the solution is defined and so it remained unclear exactly
which slabs admit translators. On the other hand, there can exist no strictly convex
translator in a slab of width less than or equal to π (the Grim hyperplane is a barrier).

Shahriyari [25] and Spruck–Xiao [27] obtained curvature estimates for graphi-
cal translators in R

3 by exploiting their stability properties (cf. [24]). Using their
curvature estimates, Spruck and Xiao were then able to deduce that every mean con-
vex translator in R

3 is actually weakly convex [27, Theorem 1.1]. Inspired by their
work, we were able to obtain a complete resolution to the existence question in all
dimensions.

Theorem 2.2 (Existence of convex translators in all admissible slabs [8]) For every
n ≥ 2 and every θ ∈ (0, π

2 ) there exists a strictly convex translator Wn
θ which lies in

�n+1
θ := {(x, y, z) ∈ R × R

n−1 × R : |x | < π
2 sec θ} ⊂ R

n+1

and in no smaller slab.

Around the same time our work was completed, Hoffman, Ilmanen, Martìn and
White provided an existence theorem for all slabs of width greater than π in the
case n = 2 [15, Theorem 1.1]. They were also able to prove uniqueness in this
case, thereby completing the classification of translating graphs in R

3. Finally, they
gave a different construction of examples of translating graphs in slabs in R

n+1,
extending an earlier construction of Ilmanen for the case n = 2 [15]. These solutions
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are parametrized by the vector of principal curvatures at the ‘tip’ (the unique point
at which the downward unit normal is −en).

Let us briefly sketch the proof of Theorem2.2. The idea is to take a limit of
solutions to an appropriate sequence of Dirichlet problems. Since translators auto-
matically satisfy H ≤ 1, general methods of geometric measure theory can be used
to obtain curvature estimates when n ≤ 6. In order to obtain curvature estimates in
higher dimensions, one needs to rule out singular (minimal) tangent cones. This can
be achieved using the rotational symmetry hypothesis [9, 21, 22].

Proposition 2.3 (Curvature estimates up to the boundary for translating graphs [8])
Given any K > 0 and � ∈ N, there exists a constant C� < ∞ with the following
property: Let u be a solution to

div

(
Du

√
1 + |Du|2

)

= 1
√
1 + |Du|2 in �

u = ψ on ∂�,

with ∂� and ψ bounded in C�0,α by K for some �0 ≥ 2 and α ∈ (0, 1] (and rota-
tionally symmetric with respect to the subspace En−1 := span{e2, . . . , en} if n ≥ 7).
Then

sup
p∈graph u

|∇�A(p)| ≤ C� for all � ∈ {0, . . . , �0 − 2} ,

where A is the second fundamental form of graph u and ∇0A := A.

Remark 2.4 In case �0 = 1 we obtain uniform estimates in C1,α.

Weemphasize that the estimates of Proposition2.3 hold all theway to the boundary
of �. This will be needed later.

We are then able to extend the convexity estimate of Spruck and Xiao to higher
dimensions under the rotational symmetry hypothesis.

Proposition 2.5 Let M ⊂ R
n+1 be a mean convex translator with at most two dis-

tinct principal curvatures at each point and bounded norm of the second fundamental
form. Then M is convex.

In order to obtain the solution as a limit of solutions to Dirichlet problems, it then
remains to obtain height estimates (to ensure that the limit is complete) and to rule
out a ‘width-drop’ in the limit. We achieve this by constructing appropriate barriers:
The function u : {(x, y) ∈ R × R

n−1 : |x | < π
2 sec θ} → R defined by

u(x, y) := − sec2 θ log cos
(

x
sec θ

) + tan2 θ log cosh
( |y|
tan θ

)

is a subsolution to the graphical translator equation. It was discovered by modifying
the arrival time of theAngenent oval so that it lies in the correct slab and is asymptotic
to the correct oblique Grim hyperplanes.
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Fig. 3 Given any ε ∈ (0, ε0(n, θ)), the portion of the rotated time T = sec2 θ cosh
( R
tan θ

)
slice of

the Angenent oval of width π sec θ lying below height z = −R cos(θ−ε)
sin θ is a supersolution of the

translator equation when R > Rε := 2(n−1)
ε

A suitable supersolution is obtained by rotating theAngenent oval of widthπ sec θ
and cutting off at an appropriate height (see Fig. 3).

Given R > 0, set
uR := u − tan2 θ log cosh

(
R

tan θ

)

and let uR be the solution to

⎧
⎪⎨

⎪⎩

div

(
DuR√

1 + |DuR|2
)

= 1
√
1 + |DuR|2 in �R

uR = 0 on ∂�R ,

where �R is the set of points where uR < 0. Since the equation admits upper
and lower barriers (0 and uR , respectively), existence and uniqueness of a smooth
solution follows from well-known methods (see, for example, [11, Chap. 15]).
Uniqueness implies that uR is rotationally symmetric with respect to the subspace
E
n−1 = span{e2, . . . , en}. Since uR is a subsolution, its graph lies below graph uR .

Since the two surfaces coincide on the boundary ∂�R , the mean curvature HR of
graph uR satisfies

HR = −〈νR, en+1〉 ≥ − 〈
νR, en+1

〉

≥ cos θ cos (x cos θ)

≥ cos θ

(
1 − x

π
2 sec θ

)
(2)
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on ∂�R , where νR is the downward pointing unit normal to graph uR . On the other
hand, using the ancient pancake as an upper barrier yields

−uR(0) � 1 − cos θ

sin θ
R → ∞ as R → ∞ . (3)

Let Ri → ∞ be a diverging sequence and consider the translators-with-boundary

Mi := graph uRi − uRi (0)en+1 .

By Proposition2.3 and the height estimate (3), some subsequence converges locally
uniformly in the smooth topology to some limiting translator, M , with bounded
second fundamental form. By Proposition2.5, M is convex.

Certainly M lies in the slab �n+1
θ , so it remains only to prove that it lies in

no smaller slab (strict convexity will then follow from the splitting theorem and
uniqueness of the Grim Reaper). Set

v := 1 − x
π
2 sec θ

,

where x(X) := 〈X, e1〉. We claim that

inf
M∩{x>0}

H

v
> 0 . (4)

Since infM H = 0, we conclude that supM x = π
2 sec θ as desired. To prove (4), first

observe that
−(� + ∇V )v = 0

and hence

−(� + ∇V )
H

v
= |A|2 H

v
+ 2

〈
∇ H

v
,
∇v

v

〉
,

where V is the tangential projection of en+1. The maximum principle then yields

min
Mi∩{x>0}

H

v
≥ min

{
min

∂Mi∩{x>0}
H

v
, min
Mi∩{x=0}

H

v

}

= min

{
cos θ, min

Mi∩{x=0} H
}

.

If lim inf i→∞ minMi∩{x=0} H > 0 then we are done. So suppose that
lim inf i→∞ H(Xi ) = 0 along some sequence of points Xi ∈ Mi ∩ {x = 0}. Then,
by Proposition2.3, after passing to a subsequence, the translators-with-boundary

M̂i := Mi − Xi
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converge locally uniformly in C∞ to a translator (possibly with boundary) M̂ which
lies in the slab�n+1

θ and satisfies H ≥ 0with equality at the origin.ByProposition2.3
the origin must be an interior point since, recalling (2), H > cos θ on ∂Mi ∩ {x = 0}
for all i . The strong maximum principle then implies that H ≡ 0 on M̂ and we
conclude that M̂ is either a hyperplane or half-hyperplane. Since, by the reflection
symmetry, the limit cannot be parallel to {0} × R

n−1 × R, neither option can be
reconciled with the fact that M̂ lies in �n+1

θ . This proves that the width cannot drop
in the limit, and with it Theorem2.2.

As was the case for ancient pancakes, these solutions necessarily converge to
oblique Grim hyperplanes (of width potentially smaller than that of the original slab)
after translation parallel to the slab. The following theorem shows that the asymptotic
Grim hyperplanes are of full width.

Theorem 2.6 (Unique asymptotics and reflection symmetry [8, 27]) Given n ≥ 2
and θ ∈ (0, π

2 ) let Mn
θ be a convex translator which lies in the slab �n+1

θ and in no
smaller slab. If n ≥ 3, assume in addition that Mn

θ is rotationally symmetric with
respect to the subspace En−1 := span{e2, . . . , en}. Given any unit vector e ∈ E

n−1,
the curve {sinωe − cosωen+1 : ω ∈ [0, θ)} lies in the normal image of Mn

θ and the
translators

Mn
θ,ω := Mn

θ − P(sinωe − cosωen+1)

converge locally uniformly in the smooth topology to the oblique Grim hyperplane
�n

θ,e as ω → θ, where P : Sn → Mn
e is the inverse of the Gauss map.

Moreover, Mn
θ is reflection symmetric across the hyperplane {0} × R

n.

This result was already obtained by Spruck and Xiao when n = 2 using differ-
ent methods [27]. Note that the translators we construct in Theorem2.2 satisfy the
hypotheses of Theorem2.6.

It would be useful to have a better understanding of the location of the point
P(sinωe − cosωen+1). For example, it remains unclear whether or not the ‘flying
wing’ solution constructed in [8] lies above a (translated) oblique Grim hyperplane
�n

θ − Cen+1. This information will be of use in constructing new examples of ancient
and translating solutions.

The ‘flying wing’ W 2
θ of [8] with θ = π

4 (right). The translation direction is
vertical.
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The rotational symmetry hypothesis—which is not required when n = 2—may
be necessary in higher dimensions. We note that, in higher dimensions, ‘oblique’
products of lower dimensional wing families with flat directions provide additional
possible asymptotics for higher dimensional translators, so the description of higher
dimensional translators is therefore to be far more complex. It is conceivable that
there exist convex translators in the slab�4

θ ⊂ R
4, for example, which are asymptotic

to an ‘oblique’ M2
θ × R, where M2

θ ⊂ R
3 is the translator from Theorem3.1.

3 Ancient Solutions with Discrete Symmetry Groups

The Angenent oval provides an example of a compact, convex ancient solution to
mean curvature flow that lies on a slab.

We shall refer to an ancient solution that satisfies these hypotheses as an ancient
pancake. In higher dimensions, Xu-Jia Wang has constructed ancient pancakes in
R

n+1 by taking a limit of solutions to the Dirichlet problem for the level set flow
[28].

Recently, we have provided a different construction of an O(1) × O(n)-invariant
ancient pancake, including a precise description of its asymptotics using methods
that are rather different from Wang’s.

Theorem 3.1 (Existence of ancient pancakes [7] (cf. [28])) There exists a compact,
convex, O(1) × O(n)-invariant ancient solution {Mn

t }t∈(−∞,0) to mean curvature
flow in R

n+1 which lies in the stationary slab � := {x ∈ R
n+1 : |x1| < π

2 } and has
the following properties.

(1a) {λMλ−2t }t∈(−∞,0) converges uniformly in the smooth topology to the shrinking
sphere Sn√−2nt

as λ → 0,
(1b) {Mt+s}t∈(−∞,−s) converges locally uniformly in the smooth topology to the

stationary solution ∂� as s → −∞, and
(1c) for any unit vector e ∈ {e1}⊥, {Mt+s − P(e, s)}t∈(−∞,−s) converges locally

uniformly in the smooth topology as s → −∞ to the Grim hyperplane (see
Sect.2) which translates with unit speed in the direction e, where, given any
v ∈ Sn, P(v, t) denotes the unique point of Mn

t with outward pointing unit
normal v (Fig.4).

Fig. 4 The Angenent oval solution to curve shortening flow. It shrinks to a round point as t → 0
and sweeps out a strip of width π as t → −∞
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Fig. 5 The rotationally
symmetric ancient pancake.
It shrinks to a round point as
t → 0 and sweeps out a slab
of width π as t → −∞

Moreover, as t → −∞,

(2a) min
Mt

H = H(P(e1, t)) ≤ o
(

1
(−t)k

)
for any k > 0,

(2b) min
p∈Mt

|p| = |P(e1, t)| ≥ π
2 − o

(
1

(−t)k

)
for any k > 0 and

(3a) max
Mt

H = H(P(ϕ, t)) ≥
(
1 + n−1

−t + o
(

1
(−t)2−ε

))
for any unit vector

ϕ ∈ {e1}⊥ and any ε > 0, and
(3b) max

p∈Mt

|p| = |P(ϕ, t)| = −t + (n − 1) log(−t) + C + o(1) for any unit vector

ϕ ∈ {e1}⊥, where C ∈ R is some constant.

One of our motivations for studying translators lying in slab regions is to study
ancient pancake solutions which are not necessarily rotationally symmetric. Based
on the description of the translators with O(1) × O(n − 1)-symmetry contained in
the previous section, the following conjecture appears natural (Fig. 5).

Conjecture 3.2 (Dihedral pancakes) Given any k ≥ 3 there exists an ancient pan-
cake lying in the slab (−π

2 sec
π
k , π

2 sec
π
k ) × R

2 ⊂ R
3 (and in no smaller slab) with

symmetry group O(1) × Dk , where Dk is the symmetry group of the regular k-sided
polygon. Modulo translations and rotations, this is the unique such solution. Let
{φi }ki=1 ⊂ C ∼= {0} × R

2 be the kth roots of unity in the {x1 = 0} plane. Up to a rota-
tion, the solution has the following asymptotics: Given a unit vector φ ∈ {0} × R

2,
the asymptotic translator in theφ-direction is the obliqueGrimplane�2

π
k
, exceptwhen

φ ∈ {φi }ki=1, in which case the asymptotic translator is the flying wing translatorW 2
π
k
.

Generalizing these principles leads to the following natural question (Fig. 6).

Question 3.3 Do there exist translators contained in slab regions of Rn+1 with
symmetry groups O(1) × Gn−1, where Gn−1 is the symmetry group of a regular
(n − 1)-polytope?
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Fig. 6 Gluing three flying
wing translators at infinity to
form a compact ancient
solution
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Finding Conformal and Isometric
Immersions of Surfaces

Albert Chern, Felix Knöppel, Franz Pedit, Ulrich Pinkall, and Peter Schröder

Abstract We introduce a family of variational functionals for spinor fields on a
compact Riemann surface M that can be used to find close-to-conformal immersions
of M into R

3 in a prescribed regular homotopy class. Numerical experiments indi-
cate that, by taking suitable limits, minimization of these functionals can also yield
piecewise smooth isometric immersions of a prescribed Riemannian metric on M .

Keywords Isometric and conformal immersions · Variational problems ·
Non-linear Dirac equation

1 Introduction

The notion of an abstract Riemannian manifold raises the question of whether every
such manifold can be isometrically realized as a submanifold of Euclidean space.
This problem has been given an affirmative answer in the smooth category by Nash
[21], provided that the codimension of the submanifold is sufficiently large. If one
asks the more specific question of whether a given 2-dimensional Riemannian man-
ifold (M, g) can be isometrically immersed into Euclidean 3-space, not too much is
known. There are general local existence results for real analytic metrics [28] and
for smooth metrics under certain curvature assumptions [19]. Non-existence results
are easier to come by: for instance, Hilbert’s classical result that the hyperbolic
plane does not admit an isometric immersion into R

3, or the fact that a compact
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non-positively curved 2-dimensional Riemannian manifold cannot be isometrically
immersed into R

3.
Surprisingly though, if one relaxes the smoothness of the immersion, every 2-

dimensionalRiemannianmanifold (M, g) admits aC1-isometric immersion f : M →
R

3 into Euclidean space [9, 16, 20]. Unfortunately, neither the original existence
proofs nor the recent explicit constructions of such isometric immersions [1, 2]
reflect much of the underlying geometry of (M, g), as shown in Fig. 3.

On the other hand, there are piecewise linear embeddings of a flat torus which
make visible its intrinsic geometry (see Fig. 2). In a more general vein, one could
attempt to find isometric immersions in the class of piecewise smooth immersions
f : M → R

3, that is, local topological embeddings whose restrictions to the closed
faces of a triangulation of M are smooth. Experiments carried out with a recently
developed numerical algorithm [4] provide support of the following

Conjecture Given a Riemannian surface (M, g), there exists a piecewise smooth
isometric immersion f : M → R

3 in each regular homotopy class.

The added detail—to realize a given intrinsic geometrywithin a prescribed regular
homotopy class—is advantageous in applications to computer graphics [4] and also
for the theoretical approach to the isometric immersion problem. It is the latter which
will be discussed in this paper. Our objective is to rephrase the isometric immersion
problem of an oriented Riemannian surface (M, g) into Euclidean space R

3 as a
variational problem with parameters whose minima, if they were to exist, converge
(for limiting parameter values) to isometric immersions f : M → R

3 in a given
regular homotopy class. As was pointed out already, for a generic metric g there
will be no smooth isometric immersion into R

3, let alone one within a prescribed
regular homotopy class. But experiments with the aforementioned algorithm [4]
give some credence to our conjecture that there should be minima in the larger class
of piecewise smooth immersions. Adjusting the parameters in our functional, the
Willmore energy

∫
H 2, the averaged squared mean curvature of the immersion, is

one of its contributors andhence immersions close to aminimizerwill avoid excessive
creasing. This has the effect that potential minimizers of our functional reflect the
intrinsic geometry of (M, g) well, in contrast to the C1-isometric immersions by
Nash and Kuiper [9, 16, 20].

In order to explain our approach in more detail, we first relax the original problem
to that of finding a conformal immersion f : M → R

3 of a compactRiemann surface
M in a given regular homotopy class. It is known that such a conformal immersion
always exists in the smooth category [8, 26], and hence our variational problem
will have a minimizer if we turn off the contribution from the Willmore energy. But
keeping theWillmore energy in the functional has the effect that potential minimizers
will minimize theWillmore energy in a given conformal and regular homotopy class,
that is, will be constrained Willmore minimizers. There are partial characterizations
of constrained Willmore minimizers when M has genus one [10, 18, 22], but hardly
anything—besides existence [18] if the Willmore energy is below 8π—is known in
higher genus, even though there are some conjectures [11]. One of our future goals
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Fig. 1 A smooth, almost isometric immersion of the Riemannian surface of genus 2 with constant
curvature shown on the left found by the algorithm in [4]

is to develop a discrete algorithm based on the approach outlined in this paper to find
conformal immersions of a compact Riemann surface in a fixed regular homotopy
class minimizing the Willmore energy.

Given a (not necessarily conformal) immersion f : M → R
3, we can

decompose its derivative d f ∈ Ω1(M,R3) uniquely into d f = ω ◦ B where ω ∈
Γ (Conf(T M,R3)) is a conformal, nowhere vanishing R

3-valued 1-form and B ∈
Γ (End(T M)) is a positive, self-adjoint (with respect to any conformal metric) endo-
morphism with det B = 1. Obviously B = id if and only if f is conformal. The
space of conformal 1-forms Conf(T M,R3) is a principal bundle with stretch rota-
tions R+SO(3) as a structure group acting from the left. In particular, any two
ω, ω̃ ∈ Γ (Conf(T M,R3)) are related via ω̃ = h ω for a unique h : M → R+SO(3).
Two immersions f, f̃ : M → R

3 are regularly homotopic if and only if their deriva-
tives d f and d f̃ are homotopic [13, 27]. The space of positive, self-adjoint bundle
maps B ∈ Γ (End(T M)) with det B = 1 is contractible, and we obtain the equiva-
lent reformulation that f, f̃ : M → R

3 are regularly homotopic if and only if their
corresponding ω and ω̃ are homotopic in Γ (Hom(T M,R3)).

As will be detailed in Sect. 2, any nowhere vanishing ω ∈ Γ (Conf(T M,R3))

induces a spin bundle L → M and ω = (ψ,ψ) for a unique (up to sign) nowhere
vanishing section ψ ∈ Γ (L) where (·, ·) : L × L → Hom(T M,H) denotes the spin
pairing. Since homotopic ω ∈ Γ (Conf(T M,R3)) give rise to isomorphic spin bun-
dles, we obtain a description of regular homotopy classes of immersions via isomor-
phism classes of their induced spin bundles L → M . If the genus of M is p, there
are 22p many non-isomorphic spin bundles and hence 22p many regular homotopy
classes of immersions f : M → R

3 (see Fig. 5).
Fixing a regular homotopy class, that is, a spin bundle L → M , our aim is to find a

nowhere vanishing section ψ ∈ Γ (L) in such a way that theR3-valued conformal 1-
form ω = (ψ,ψ) ∈ Γ (Conf(T M,R3)) is exact. In this case, the primitive f : M →
R

3 of ω = d f is a conformal immersion in the given regular homotopy class. We
show (see also [7, 24]) that the closedness of ω = (ψ,ψ) is equivalent to the non-
linear Dirac equation

∂̄ψ + 1
2H Jψ(ψ,ψ) = 0 , (1)
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where ∂̄ is the Dirac structure (see Lemma1) on the spin bundle L . The function
H : M → R is the mean curvature, calculated with respect to the induced metric
|d f |2, of the resulting conformal immersion f : M̃ → R

3 on the universal cover
with translation periods.

As we shall discuss in Sect. 3, the Dirac equation (1) can be given a variational
characterization: for non-negative coupling constants ε = (ε1, ε2, ε3), we consider
the family of variational problems Eε : Γ (L×) → R on nowhere vanishing sections
of L given by

Fig. 2 The angular defects of the embedded, piecewise linear torus shown on the left are the same
at all vertices and their sum is zero, implying that the induced metric is flat. The right image shows
a smooth, almost isometric immersion of another flat torus found by the algorithm in [4]

Eε(ψ) = ε1

∫

M

〈∗∂̄ψ∧∂̄ψ〉
|ψ|2 + (ε2 − ε1)

∫

M

〈∗∂̄ψ∧ψ(ψ,ψ)〉2
|ψ|4 + (ε3 − ε1)

∫

M

〈∗∂̄ψ∧Jψ(ψ,ψ)〉2
|ψ|4 .

(2)
Here | · |2 : L → |K | denotes the half-density valued quadratic form |ψ|2 = |(ψ,ψ)|
on L and 〈·, ·〉 : L × L → |K | is the half-density valued inner product obtained via
polarization. The complex structure ∗ on T M∗ is the negative of the Hodge-star on
1-forms. It is worth noting that the functional Eε is conformally invariant, that is,
well-defined on the Riemann surface M , and independent on constant scalings of
ψ. In particular, we could normalize ψ by restricting to the L4-sphere of sections
satisfying

∫
M |ψ|4 = 1.

The last integral in (2) turns out to be the Willmore functional
∫
M H 2|ψ|4 and the

first two integrals measure, in L2, the failure of the non-linear Dirac equation (1)
to hold. Thus, for ε3 = 0 and ε1, ε2 > 0, the functional attains its minimum value
Eε(ψ) = 0 at nowhere vanishing sections ψ which correspond to—in general rather
singular—conformal immersions. It is therefore conceivable that minimizers of Eε

for ε3 > 0, which has the effect of keeping the Willmore energy as a regularizer, will
converge as ε3 tends to zero to smooth conformal immersions of M minimizing the
Willmore energy, that is, constrained Willmore surfaces. Since the Dirac equation
only guarantees the closedness of (ψ,ψ), the resulting conformal immersion given by
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d f = (ψ,ψ) generally will have translation periods which are controlled by adding
the squared lengths of the period integrals | ∫γ(ψ,ψ)|2 to the functional (2).

As it turns out, this strategy works surprisingly well [4] when searching for iso-
metric immersions f : M → R

3 of a compact, oriented Riemannian surface (M, g).
Since the conformal class of g gives M the structure of a Riemann surface, we can
consider the family of functionals (2) with the additional isometric constraint

|ψ|4 = g .

Then the resulting minimizers under the above described procedure will be iso-
metric immersions f : M → R

3 whose Willmore energy is “small”. The resulting
surfaces provide examples of how piecewise smooth, and sometimes even smooth,
isometric immersions of compact Riemannian surfaces might look, as can be seen in
Figs. 1, 2, and 6 (Figs. 3, 4 and 5).

We should point out that spinorial descriptions of surfaces have been applied
to a variety of problems, both in the discrete [5, 6, 14, 30] and smooth settings
[7, 12, 15, 17, 23, 24, 29]. The present paper is novel as it focuses on the spinorial
construction of conformal and isometric immersions of surfaces in R3 from a purely
intrinsic point of view.

2 Spin Bundles and Regular Homotopy Classes

Given a (not necessarily oriented or compact) 2-dimensional manifold M , we will
discuss how to relate a regular homotopy class of immersions f : M → R

3 and an
isomorphism class of spin bundles L over M . The material is somewhat folklore [7,
13, 24, 25, 27], even though there seems to be no single source one could reference.
Recall that two smooth immersions f, f̃ : M → R

3 are regularly homotopic if and
only if there is a smooth homotopy via immersions ft : M → R

3 with f0 = f and
f1 = f̃ . It is well known [13, 27] that two immersions f and f̃ are regularly homo-
topic if and only if their derivatives d f and d f̃ are smoothly homotopic as sections
in Hom(T M,R3).

Definition 1 A spin bundle over M is a right quaternionic line bundle L → M
together with a non-degenerate quaternionic skew-Hermitian pairing

(·, ·) : L × L → Hom(T M,H) , (3)

which we refer to as a spin pairing.
Two spin bundles L , L̃ → M are isomorphic if there is a bundle isomorphism

T : L → L̃ intertwining their respective spin pairings.

Later in the paper we use the extension of the spin pairing to the 2-form valued
pairing
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(·, ·) : Hom(T M, L) × L → Λ2T M∗ ⊗ H , (μ, ψ)X,Y := (μX , ψ)Y − (μY ,ψ)X

obtained by inserting an L-valued 1-formμ on the left, where X,Y ∈ T M . Requiring
the skew-Hermitian property

(μ,ψ) = −(ψ,μ)

to pertain in this scenario, necessitates the analogous definition

(·, ·) : L × Hom(T M, L) → Λ2T M∗ ⊗ H , (ψ,μ)X,Y = (ψ,μX )Y − (ψ,μY )X

when inserting the L-valued 1-form μ on the right.
Note that by transversality a quaternionic line bundle L → M always has a

nowhere vanishing smooth section ψ ∈ Γ (L). We denote the (right) H× principal
bundle obtained by removing the zero-section of L by L×, then Γ (L×) is the space
of nowhere vanishing sections. The following are immediate consequences from the
definition of a spin bundle:

1. (ψ,ψ) = −(ψ,ψ), so that (ψ,ψ) ∈ Hom(T M,R3) is an R
3-valued 1-form

where we identify R
3 = ImH.

2. Any two sections ψ,ϕ ∈ Γ (L×) scale by a nowhere vanishing function λ ∈
C∞(M,H×) and hence

(ϕ,ϕ) = (ψλ,ψλ) = λ̄(ψ,ψ)λ

are pointwise related by a stretch rotation in R
3. Therefore, the Riemannian

metrics |(ϕ,ϕ)|2 = |λ|4|(ψ,ψ)|2 are conformally equivalent and M inherits a
conformal structure, rendering (ψ,ϕ) ∈ Ω1(M,H) conformal.
Whence we observe that an oriented M becomes a Riemann surface in which
case we denote its complex structure by ∗: T M∗ → T M∗, the negative of the
Hodge-star operator on 1-forms. Since (ψ,ϕ) ∈ Hom(T M,H) now are confor-
mal 1-forms there is, at each point of M , a unique (quaternionic linear) complex
structure J ∈ End(L) such that

∗ (ψ,ϕ) = (Jψ,ϕ) = (ψ, Jϕ) (4)

for all ψ,ϕ ∈ L . In particular, L becomes a rank 2 complex vector bundle.

Note that ifwe had started fromaRiemann surface in ourDefinition1 of a spin bundle,
the existence of the complex structure J ∈ Γ (End(L)) and this last compatibility
relation (4) would become part of the axioms.

Example 1 (The induced spin bundle) Let f : M → R
3 be a (not necessarily confor-

mal) immersion of a conformal surface. We can uniquely decompose the derivative

d f = ω ◦ B (5)
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into a nowhere vanishing conformal 1-form ω ∈ Γ (Conf(T M,R3)) and a positive,
self-adjoint (with respect to any conformalmetric) bundle isomorphism B ∈ Γ (T M)

with det B = 1. Note that B = id if and only if f is conformal.We define the induced
spin bundle to be the trivial quaternionic line bundle

L f := M × H

together with the spin pairing

(ψ,ϕ) = ψ̄ ω ϕ .

Note that, by construction, ω = (1, 1) with 1 ∈ Γ (L f ) the constant section.

Fig. 3 A square flat torus can be isometrically C1-embedded into Euclidean 3-space [2]. Pictures
by the Hévéa project

In caseM is oriented, and thus aRiemann surface, the immersion f : M → R
3 has

an oriented normal N : M → S2, which, viewed as an imaginary quaternion, satisfies
N 2 = −1. Then the conformal 1-form ω ∈ Γ (Conf(T M,R3)) satisfies ∗ω = Nω
and Jϕ := −Nϕ, for ϕ ∈ L f , is the unique complex structure on L f which satisfies
the compatibility properties (4).

Theorem 1 The assignment f �→ L f is a bijection between regular homotopy
classes of immersions f : M → R

3 and isomorphism classes of spin bundles L →
M.

Proof Let ft : M → R
3 be a regular homotopy between two (not necessarily con-

formal) immersions f0 = f and f1 = f̃ . Then their derivatives d f, d f̃ are homo-
topic by [13, 27], and therefore, by uniqueness of (5), we have a homotopy ωt

in Γ (Conf(T M,R3)) connecting ω0 = ω and ω1 = ω̃. Since Conf(T M,R3) is an
R+SO(3) principal bundle, there exists a path h ∈ C∞([0, 1],R+SO(3)), starting
at the identity h0 = 1, with ωt = ht ω. Whence we conclude that there is a lift
λ : [0, 1] → H

× of h with ωt = λ̄tωλt , and in particular we have

ω̃ = λ̄1ωλ1 .

This last implies that the map ϕ �→ T (ϕ) := λ1ϕ is a isomorphism between the
induced spin bundles L f and L f̃ .
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In order to show the converse, let L → M be a spin bundle and choose a nowhere
vanishing section ψ ∈ Γ (L×). Then ω = (ψ,ψ) ∈ Γ (Conf(T M,R3)) is a maximal
rank 2 conformal bundle map. According to Smale and Hirsch [13, 27], there exists
an immersion f : M → R

3 with d f homotopic to ω in Γ (Hom(T M,R3)). From
what was said before, we can conclude that L ∼= L f . Since all sections of Γ (L×) are
homotopic, the regular homotopy class of the resulting immersion is independent of
the nowhere vanishing section chosen. In particular, immersions constructed from
isomorphic spin bundles are regularly homotopic. �
So far, we were mainly concerned with the differential topological properties of
spin bundles. Understanding how to construct conformal and isometric immersions
from spin bundles, we additionally need to investigate their holomorphic aspects. Let
L → M be a spin bundle over a Riemann surface M , in which case the spin pairing
(3) is compatible by (4) with the complex structures on M and L . To fix notations
and for future use, we list a number of properties of spin bundles over a Riemann
surface that follow immediately from their definition.

1. The complex line subbundles

E± = {ϕ ∈ L ; Jϕ = ±ϕi} ⊂ L

are isomorphic via quaternionic multiplication by j on the right, and thus as
a complex rank 2 bundle L ∼= E ⊕ E is isomorphic to the double of the com-
plex line bundle E = E+ ∼= E−. This isomorphism is also quaternionic linear
provided E ⊕ E has the right quaternionic structure given by the Pauli matrices.

2. The spin pairing (3) restricts to a non-degenerate complex pairing E × E → K
withvalues in the canonical bundle K ofM , exhibiting E → M as a complex spin
bundle, that is E2 ∼= K . The holomorphic structure ∂̄K of the canonical bundle
is given by the exterior derivative d on Γ (K ) = Ω1,0(M,C). The isomorphism
E2 ∼= K induces a unique holomorphic structure ∂̄E on E such that ∂̄K = ∂̄E ⊗
∂̄E or, equivalently,

d(ψ,ϕ) = (∂̄Eψ,ϕ) + (ψ, ∂̄Eϕ)

for ψ,ϕ ∈ Γ (E). In particular, if M is compact, deg E = p − 1 is half of the
degree of the canonical bundle, where p = genusM . Furthermore, E with ∂̄E

is a holomorphic spin bundle and since there are 22p many holomorphic square
roots of the canonical bundle K—the half lattice points in the Picard torus of
isomorphism classes of degree p − 1 holomorphic line bundles—there are 22p

many isomorphism classes of holomorphic spin bundles E → M over a compact
Riemann surface.

Lemma 1 Let L → M be a spin bundle. Then there exists a unique operator

∂̄ : Γ (L) → Γ (K̄ L)

called the Dirac structure, with the following properties.
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1. ∂̄ is complex linear, that is [J, ∂̄] = 0.
2. ∂̄ satisfies the product rule

∂̄(ψλ) = (∂̄ψ)λ + (ψ dλ)0,1

over quaternion valued functions λ ∈ C∞(M,H), where (·)0,1 denotes the usual
type decomposition of complex vector bundle valued 1-forms. In particular, ∂̄ is
a (right) quaternionic and (left) complex linear first order elliptic operator.

3. ∂̄ is compatible with the spin pairing

d(ψ,ϕ) = (∂̄ψ,ϕ) + (ψ, ∂̄ϕ) . (6)

Proof Since L ∼= E ⊕ E is the double of a complex holomorphic spin bundle E , the
operator ∂̄ := ∂̄E ⊕ ∂̄E can be shown to fulfill the requirements of the lemma. Any
other operator satisfying the properties of the lemma has to be of the form ∂̄ + α
with α ∈ Γ (K̄ ) a 1-form of type (0, 1). But then (6) implies that α = 0. �

Corollary 1 Let M be a compact oriented surface of genus p. Then there are 22p

many isomorphism classes of spin bundles L → M and therefore, by Theorem1, also
22p many regular homotopy classes of immersions f : M → R

3.

Proof We know that a spin bundle L → M induces a unique complex structure on
M and L . Since L ∼= E ⊕ E for a holomorphic spin bundle E → M , we conclude
that there are 22p many isomorphism classes of spin bundles L → M . �

At this point it is helpful to briefly review the notion of a quaternionic holomorphic
structure [24] on a quaternionic line bundle L → M over a Riemann surface. Such
a structure is given by an operator

D : Γ (L) → Γ (K̄ L)

satisfying the product rule

D(ψλ) = (Dψ)λ + (ψ dλ)0,1

over quaternion valued functions λ ∈ C∞(M,H). Note that choosing λ ∈ H con-
stant, the product rule implies that D is quaternionic linear.

If L → M is a spin bundle, then we can demand the quaternionic holomorphic
structure to be compatible with the spin pairing.

Definition 2 Let L → M be a spin bundle over a Riemann surface. A quaternionic
holomorphic structure D : Γ (L) → Γ (K̄ L) is called a quaternionic holomorphic
spin structure, if D is compatible with the spin pairing

d(ψ,ϕ) = (Dψ,ϕ) + (ψ, Dϕ) (7)

where ψ,ϕ ∈ Γ (L).
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Note that byLemma1, theDirac structure ∂̄ ona spin bundle L → M is a quaternionic
holomorphic spin structure, in fact the unique one commuting with the complex
structure J on L .

The general quaternionic holomorphic spin structure D will not commute with
J , and therefore will have a decomposition

D = D+ + D− (8)

into J commuting and J anti-commuting parts. The component D+ = ∂̄ + α, a com-
plex holomorphic structure on L , differs from the Dirac structure ∂̄ by a (0, 1)-form
α ∈ Γ (K̄ ), where we identify End+(L) ∼= C. The component D− ∈ Γ (K̄ End−(L))

is a (0, 1)-form with values in the complex antilinear endomorphisms End−(L).
In order to characterize quaternionic holomorphic spin structures, it is helpful

to identify K̄ End−(L) with half-densities. Recall that the bundle of half-densities
is the real, oriented line bundle |K | → M , whose fiber over x ∈ M is given by
|K |x = R

√
gx , where g is a Riemannian metric in the conformal class of M . The

half-density valued quadratic form

| · |2 : L → |K | , |ψ|2 := |(ψ,ψ)| (9)

on the spin bundle L can be polarized to the non-degenerate, symmetric inner product

〈·, ·〉 : L × L → |K | . (10)

We frequently will identify |K |2 ∼= Λ2T M∗ by assigning a metric g its volume 2-
form volg . Since |ψ|4 ∈ Γ (|K |2) forψ ∈ Γ (L), a spin bundle carries the conformally
invariant L4-metric

∫
M |ψ|4 on Γ (L).

Lemma 2 Let L → M be a spin bundle over a Riemann surface. Then the complex
line bundle K̄ End−(L) is isomorphic to the complexified half-density bundle

|K | ⊗ C ∼= K̄ End−(L) : U + V J �→ (U + V J )η

where η ∈ Γ (K̄ End−(L)|K |−1) is the nowhere vanishing section

η := Jψ
(ψ, ·)
|ψ|2 .

Notice that η is well-defined independent of the choice of the nowhere vanishing
section ψ ∈ Γ (L×).

Proof If ψ̃ = ψλ is another nowhere vanishing section of L , then

ψ̃
(ψ̃, ·)
|ψ̃|2 = ψλ

λ̄(ψ, ·)
|λ|2|ψ|2 = ψ

(ψ, ·)
|ψ|2
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which shows that η is well-defined. It remains to verify that ∗η = −Jη, that is,
η ∈ Γ (K̄ End−(L)|K |−1). Let ψ ∈ Γ (L×) be a nowhere vanishing section so that
Jψ = ψN with N 2 = −1. Then, using the compatibility relation (4), we obtain

∗η = Jψ
∗(ψ, ·)
|ψ|2 = Jψ

(Jψ, ·)
|ψ|2 = Jψ

(ψN , ·)
|ψ|2 = Jψ(−N )

(ψ, ·)
|ψ|2 = −Jη,

which finishes the proof of the lemma. �

With these preparations, we can nowgive a characterization of quaternionic holomor-
phic spin structures, which also can be found in [24], albeit from a slightly different
perspective.

(a) (b) (c) (d)

Fig. 4 Consider theRiemannian torus obtained by identifying the two boundary loops of the surface
shown on the left (a). We believe that this torus does not admit a C∞-immersion intoR3. However,
we can cut the surface by a plane (b) and reflect its upper part to obtain the surface (c). Applying this
construction on the lower part of the surface results in the piecewise smooth isometric immersion
of the torus (d)

Lemma 3 Every quaternionic holomorphic spin structure D on a spin bundle L →
M over a Riemann surface is of the form

D = ∂̄ +Uη

with ∂̄ the Dirac structure and U ∈ Γ (|K |) a real half-density, the Dirac potential.
Proof From (8) and Lemma2, we know that

D = ∂̄ + α + (U + JV )η

with ∂̄ the Dirac structure, α ∈ Γ (K̄ ), and U, V ∈ Γ (|K |) half-densities. By
Lemma1 the Dirac structure already fulfills d(ψ,ϕ) = (∂̄ψ,ϕ) + (ψ, ∂̄ϕ). Thus,
D is a quaternionic holomorphic spin structure if and only if the relation

((α + (U + JV )η)ψ,ϕ) + (ψ, (α + (U + JV )η)ϕ) = 0 (11)

holds. To evaluate this last, we will use the following easy to verify identities.
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1. Every α ∈ Γ (K̄ ) is of the form α = β + ∗β J for a unique real 1-from β ∈
Ω1(M,R), and then

(αψ,ϕ) + (ψ,αϕ) = 2(β − ∗β) ∧ (ψ,ϕ) .

2. If ψ ∈ Γ (L×) is nowhere vanishing, then

|ψ|2 ((ηψ,ϕ) + (ψ, ηϕ)) = 0

and
|ψ|2 ((Jηψ,ϕ) + (ψ, Jηϕ)) = 2(ψ,ψ) ∧ (ψ,ϕ) .

Since the spin pairing is quaternionic Hermitian and η is quaternionic linear, we may
put ϕ = ψ ∈ Γ (L×) in (11). Together with the above identities, (11) unravels to

0 = ((α + (U + JV )η)ψ,ψ) + (ψ, (α + (U + JV )η)ψ)

= 2(β − ∗β) ∧ (ψ,ψ) + 2
V

|ψ|2 (ψ,ψ) ∧ (ψ,ψ) .

Letting Jψ = ψN with N 2 = −1, we deduce from the properties of the spin
pairing (4) that (ψ,ψ) anti-commutes with N . Hence, the R

3-valued 2-forms
(β − ∗β) ∧ (ψ,ψ) and V

|ψ|2 (ψ,ψ) ∧ (ψ,ψ) in the last relation take values in com-

plementary subspaces ofR3. Therefore, D = ∂̄ + α + (U + JV )η is a quaternionic
holomorphic spin structure if and only if V = 0 and β − ∗β = 0, which implies
β = 0 and thus α = 0. �

In Example1 we showed how an immersion f : M → R
3 of a surface M induces a

spin bundle L f → M . In case f is a conformal immersion of a Riemann surface, the
induced spin bundle L f additionally carries an induced quaternionic holomorphic
spin structure.

Example 2 (Induced quaternionic holomorphic structure) Let M be a Riemann
surface and f : M → R

3 a conformal immersion. Since B = id in the decomposi-
tion (5), the spin pairing of the induced spin bundle L f = M × H is given by

(ψ,ϕ) = ψ̄ d f ϕ

for ψ,ϕ ∈ Γ (L f ). In particular, d f = (1, 1) for the constant section 1 ∈ Γ (L×
f ). If

N : M → S2 with N 2 = −1 denotes the Gauss normal map of f , the conformality
condition reads

∗d f = N d f = −d f N .

The complex structure J ∈ Γ (End(L f )) on L f is given by the quaternionic linear
endomorphism

Jϕ := −Nϕ
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for ϕ ∈ Γ (L f ) and the compatibility relations (4) hold. There is a natural quater-
nionic holomorphic structure on L f given by the (0, 1)-part of the trivial connection

D = d 0,1 : Γ (L f ) → Γ (K̄ L f ) : ϕ �→ 1

2
(dϕ + J ∗ dϕ) .

In order to verify that D is in fact a quaternionic holomorphic spin structure, we need
to assert the compatibility (7) with the spin pairing

d(ψ,ϕ) = d(ψ̄ d f ϕ) = dψ̄ ∧ d f ϕ − ψ̄ d f ∧ dϕ = d 0,1ψ ∧ d f ϕ − ψ̄ d f ∧ d 0,1ϕ

= (Dψ,ϕ) + (ψ, Dϕ) .

Here we have used d 1,0ψ ∧ d f = d f ∧ d 1,0ϕ = 0 by type considerations. There-
fore, D = d 0,1 is a quaternionic holomorphic spin structure on L f , and as such
decomposes by Lemma3 into

D = ∂̄ +Uη

with ∂̄ the Dirac structure andU ∈ Γ (|K |) the Dirac potential. One can easily com-
pute [3, 7, 24] that the Dirac potential is given by the mean curvature half-density
U = 1

2H |d f |, where H : M → R is the mean curvature of f calculated with respect
to its induced metric |d f |2.

The constant section 1 ∈ Γ (L×
f ) lies in the kernel of D = d 0,1, which is expressed

by the non-linear Dirac equation

∂̄1 + 1
2H J1(1, 1) = 0 .

Here we used |d f | = |(1, 1)| = |1|2 and the definition of η in Lemma2withψ = 1 ∈
Γ (L×

f ). The non-linear Dirac equation will be the starting point for our construction
of conformal and isometric immersions in a given regular homotopy class.

3 Conformal and Isometric Immersions

Given a Riemann surface M , we want to construct a conformal immersion f : M →
R

3 with small Willmore energy in a given regular homotopy class. By Theorem1,
a regular homotopy class is given by a choice of spin bundle L → M that comes
equipped with the Dirac structure ∂̄ from Lemma1. Any nowhere vanishing section
ψ ∈ Γ (L×) gives rise to a putative derivative (ψ,ψ) ∈ Γ (Conf(T M,R3)) of a con-
formal immersion in the regular homotopy class defined by L . The problem is that, in
general, (ψ,ψ)will not be closed, which is necessary for the existence of a conformal
immersion f : M → R

3 satisfying d f = (ψ,ψ).

Lemma 4 Let L → M be a spin bundle over the Riemann surface M and ψ ∈
Γ (L×) a nowhere vanishing section of L. Then the conformal 1-form (ψ,ψ) ∈
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Γ (Conf(T M,R3)) is closed if and only if ψ solves the non-linear Dirac equation

∂̄ψ + 1

2
H Jψ(ψ,ψ) = 0 (12)

for some real valued function H : M → R.
The resulting conformal immersion f : M̃ → R

3 on the universal cover with
translation periods satisfying d f = (ψ,ψ) has Gauss normal map N : M → S2

given by Jψ =: −ψN. The induced spin bundle L f
∼= L and the induced quater-

nionic holomorphic spin structure d 0,1 on L f corresponds, under this isomorphism,
to the quaternionic holomorphic spin structure D = ∂̄ + 1

2H Jψ(ψ, ·). In particular,
H is the mean curvature of f calculated with respect to the induced conformal metric
|d f |2 = |ψ|4.
Remark 1 Strictly speaking, Examples1 and 2 are stated for a (conformal) immer-
sion f : M → R

3 without periods, but all constructions only use information about
the derivative d f . Whence a (conformal) immersion f : M̃ → R

3 on the universal
cover with translation periods induces a spin bundle L f → M together with the
induced quaternionic holomorphic structure d 0,1 over M .

Proof From Lemma3 we know that

D = ∂̄ + 1

2
H Jψ(ψ, ·) = ∂̄ +Uη ,

where U = 1
2H |ψ|2, is a quaternionic holomorphic spin structure. In particular, D

is compatible (7) with the spin pairing

d(ψ,ψ) = (Dψ,ψ) + (ψ, Dψ) .

Therefore, if ψ solves the non-linear Dirac equation, which, expressed in terms of
D, reads Dψ = 0, the conformal 1-form (ψ,ψ) is closed. The converse follows
from computations similar to the proof of Lemma3. Trivializing L ∼= M × H via
the nowhere vanishing section ψ ∈ Γ (L×) provides the isomorphism L ∼= L f . The
remaining statements follow from Example2. �

Given a spin bundle L → M , our goal is to set up a variational problem with
parameters

Eε : Γ (L×) → R

on the space of nowhere vanishing sections of L , whose minima will give rise to
conformal immersions f : M → R

3. From the previous Lemma4 we know that a
nowhere vanishing section ψ ∈ Γ (L×) gives rise to a conformal immersion (with
translation periods) whose derivative satisfies d f = (ψ,ψ), provided that ψ solves
the non-linear Dirac equation (12). In other words, ψ has to satisfy

∂̄ψ = Uηψ
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Fig. 5 The four regular homotopy classes of a torus

for some real half-density U ∈ Γ (|K |). In general, since ψ is nowhere vanishing,
∂̄ψ = Qψ for a (0, 1)-form Q ∈ Γ (K̄ End(L)) with values in the endomorphims of
L . Decomposing Q into the sum Q = Q+ + Q− of the J commuting part Q+ =
α ∈ Γ (K̄ ) and the J anti-commuting part Q− = (U + V J )η with U, V ∈ Γ (|K |)
real half-densities, we obtain

∂̄ψ = αψ + (U + V J )η ψ . (13)

Thus,ψ solves the non-linear Dirac equation, if and only ifα = 0 and V = 0. Before
continuing, it is worthwhile to discuss the geometric implications of these conditions.

Remark 2 The nowhere vanishing sectionψ ∈ Γ (L×) gives rise to the conformal 1-
form (ψ,ψ) ∈ Γ (Conf(T M,R3))which is the putative derivative d f of a conformal
immersion f : M → R

3. From Lemma4 the candidate for the Gauss normal map
N : M → S2 of f is given by Jψ =: −ψN . We can decompose the rank 2 complex
bundle L → M into the sum of complex line bundles, the ∓N eigenspaces

L± = {ϕ ∈ L ; Jϕ = ∓ϕN }

of the complex structure J ∈ End(L). Then L+ ⊂ L is a trivial line bundle via the
nowhere vanishing section ψ ∈ Γ (L+). Since

∗(ψ,ψ) = N (ψ,ψ) = −(ψ,ψ)N

due to (4), we have the well-defined complex line bundle isomorphism

L2
+ → K N ∗T S2 : ψ2 �→ (ψ,ψ) . (14)
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The Dirac structure induces complex holomorphic structures ∂̄± on the summands
L = L+ ⊕ L−. Since ∗η = −Jη, the decomposition (13)

∂̄ψ = αψ + (U + V J )η ψ

is adapted to the splitting K̄ L = K̄ L+ ⊕ K̄ L−. Therefore, α = 0 if and only if the
isomorphism (14) is holomorphic, that is, ∂̄+ is the trivial holomorphic structure. In
other words, α measures the failure of (14) to be holomorphic.

Since U ∈ Γ (|K |) is the putative mean curvature half-density, it remains to
uncover the geometricmeaning of the half densityV ∈ Γ (|K |) in (13). The derivative
dN ∈ Ω1(M, N ∗T S2) of the candidate Gaussmap N : M → S2 can be decomposed
into conformal and anti-conformal R3-valued 1-forms

dN = dN+ + dN− = 2

|ψ|2 (U (ψ,ψ) + V ∗ (ψ,ψ)) + q .

If (ψ,ψ) = d f were closed, than the latter would be the decomposition of the shape
operator dN into the trace part H d f and the trace-free part q, the Hopf differential.
Therefore, V = 0 is exactly the condition that the shape operator dN is self-adjoint
for one (and hence any) conformal metric on M .

Incidentally, the above discussion of the geometric content of the decomposition
(13) also gives an algorithmic answer to the question “when is a map N : M → S2

from a compact Riemann surface M the Gauss normal map of a conformal immer-
sion?” We first choose a spin bundle L → M which comes with a complex structure
J ∈ Γ (End(L)) compatible (4) with the Riemann surface structure of M . According
to Theorem1, the spin bundle L encodes one of the 22p regular homotopy classes
of the resulting conformal immersion, where p ∈ N denotes the genus of M . The
eigenspace decomposition

L± = {ϕ ∈ L ; Jϕ = ∓ϕN }

defines the two complex line subbundles L± ⊂ L and we need L+ → M to admit a
global nowhere vanishing section ψ ∈ Γ (L×

+). In other words, L+ has to be trivializ-
able which is equivalent to deg L+ = 0. Due to (14) this last is guaranteed if and only
if deg N = 1 − g, that is, N has the correct degree required by the Gauss-Bonnet
Theorem.Moreover, we have seen that L+ needs to be holomorphically trivial, which
puts 2p = dimR Jac(M) real conditions on N . Having chosen an N satisfying those
conditions, it remains to check whether the half-density V ∈ Γ (|K |) in the decom-
position (13) vanishes. Note that globally the only remaining freedom is to rescale ψ
by a non-vanishing complex number λ ∈ C

×, which has the effect of a real scaling
and a rotation of the complex half density U + V J . Provided that such a constant
rotation renders this complex half density real, there will be a conformal immersion
(with translation periods) f : M̃ → R

3 whose Gauss normal map is given by N .
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After this brief interlude describing the geometric ramifications of the require-
ments α = 0 and V = 0 in the decomposition (13), which guarantee that the con-
formal R3-valued 1-form (ψ,ψ) ∈ Γ (Conf(T M,R3)) is closed, we discuss the
variational aspects of those conditions.On a compact Riemann surfaceM the require-
ments α = 0 and V = 0 are equivalent to the vanishing of the sum of their L2-
norms

∫
M ∗ᾱ ∧ α + ∫

M V 2 = 0 . Put differently, our variational problem should be
designed to measure, in L2, the failure of ψ ∈ Γ (L×) to solve the non-linear Dirac
equation (12). In the following lemma we calculate the possible contributions to our
functional.

Lemma 5 Let L → M be a spin bundle, ∂̄ the Dirac structure on L, and ψ ∈
Γ (L×) a nowhere vanishing section. Then we have the following expressions for the
components of ∂̄ψ in the decomposition (13):

1. 〈∗∂̄ψ ∧ ∂̄ψ〉 = |ψ|2(∗ᾱ ∧ α + |U |2 + |V |2),
2. 〈∗∂̄ψ ∧ ηψ〉 = |ψ|2U,
3. 〈∗∂̄ψ ∧ Jηψ〉 = |ψ|2V .

Proof The real half-density valued inner product (10) on the quaternionic line bundle
L can always be seen as the real part of a quaternionic Hermitian symmetric inner
product. Thus, we have

〈ψλ,ψμ〉 = Re(λ̄μ)|ψ|2

for λ,μ ∈ H and ψ,ϕ ∈ L . Moreover, the compatibility (4) of the complex structure
J ∈ Γ (End(L)) with the spin pairing implies

〈ψ,ψ〉 = 〈Jψ, Jψ〉 and thus 〈ψ, Jψ〉 = 0 .

We therefore also have
〈aψ, bψ〉 = Re(āb)|ψ|2

for a, b ∈ C. Recall that ηψ = Jψ ω
|ψ|2 with ω = (ψ,ψ) ∈ Ω1(M,R3) so that ω̄ =

−ω. The (0, 1)-form α ∈ Γ (K̄ ) can be written as α = β + ∗β J for a real 1-form
β ∈ Ω1(M,R). Applying the above identities, after some calculations we obtain the
following results.

〈∗αψ ∧ αψ〉 = Re(∗ᾱ ∧ α)|ψ|2
|ψ|2〈∗αψ ∧ ηψ〉 = 2Re(∗β ∧ ω)|ψ|2 = 0

|ψ|4〈ηψ ∧ ηψ〉 = −Re(ω ∧ ω)|ψ|2 = 0

|ψ|4〈Jηψ ∧ Jηψ〉 = −Re(ω ∧ ω)|ψ|2 = 0

〈∗ηψ ∧ ηψ〉 = 1

|ψ|4 Re(∗ω̄ ∧ ω)|ψ|2 = |ψ|2
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In the third and fourth relation we used the fact that the 2-form ω ∧ ω takes values
in the orthogonal complement in R

3 of the image of the conformal 1-form ω. In
the last relation, we also used the identification Λ2T M∗ ∼= |K |2 of 2-forms with
conformal metrics on M . Applying those formulas, we deduce

〈∗∂̄ψ ∧ ∂̄ψ〉 = Re(∗ᾱ ∧ α)|ψ|2 +U 2〈∗ηψ ∧ ηψ〉 + V 2〈J ∗ ηψ ∧ Jηψ〉
= |ψ|2(|α|2 + |U |2 + |V |2) ,

which is the first identity of the lemma. The second identity follows from

〈∗∂̄ψ ∧ ηψ〉 = 〈U ∗ ηψ ∧ ηψ〉 = U |ψ|2

and likewise does the third. �

As we have discussed, a nowhere vanishing section ψ ∈ Γ (L×) gives rise to the
closed,R3 valued 1-form (ψ,ψ)—and thus to a conformal immersionwith translation
periods—if andonly if

∫
M ∗ᾱ ∧ α + ∫

M V 2 = 0.Here the (0, 1)-formα ∈ Γ (K̄ ) and
the real half-density V ∈ Γ (|K |) are the components in the decomposition (13) of
∂̄ψ which, due to the previous lemma, we can express in terms of the section ψ.

Theorem 2 Let L → M be a spin bundle over a compact Riemann surface and
denote by ∂̄ the Dirac structure. For non-negative ε = (ε1, ε2, ε3) the family of func-
tionals

Eε : Γ (L×) → R

on nowhere vanishing sections of L, given by

Eε(ψ) = ε1

∫

M

〈∗∂̄ψ∧∂̄ψ〉
|ψ|2 + (ε2 − ε1)

∫

M

〈∗∂̄ψ∧ψ(ψ,ψ)〉2
|ψ|4 + (ε3 − ε1)

∫

M

〈∗∂̄ψ∧Jψ(ψ,ψ)〉2
|ψ|4

is well-defined on the Riemann surface M and invariant under constant, non-zero
scalings of ψ. In particular, one could constrain the functional to the L4-sphere of
sections satisfying

∫
M |ψ|4 = 1. For ε3 = 0 and arbitrary ε1, ε2 > 0 the functional

assumes its minimum value zero at a section ψ ∈ Γ (L×), which gives rise to a
conformal immersion (with translation periods) f : M̃ → R

3 satisfying d f = (ψ,ψ)

in the prescribed regular homotopy class given by the spin bundle L.

The proof of the theorem follows immediately from Lemma5, in which the various
terms of the functional Eε are calculated. It should be noted that, in order to guarantee
exactness of the closed 1-form (ψ,ψ), the functional Eε needs to be augmented by
the sum of the squares of the periods

∑
γ | ∫γ(ψ,ψ)|2, where γ ranges over a basis of

the homology group H1(M,Z). This being said, in the sequel we will always assume
that our resulting immersions are defined on M .
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Remark 3 For ε3 > 0 the functional Eε contains as a contribution the Willmore
energy

∫
M U 2 of the resulting immersion. It is therefore tempting to minimize Eε

for ε3 > 0 while taking ε3 → 0. The resulting conformal immersion would then be a
constrainedWillmore surface, that is, a minimizer for the Willmore energy in a fixed
conformal and regular homotopy class. At the moment there is no evidence that this
strategy, which involves Γ -convergency of our functionals, might be successful. The
development of an algorithm based on Theorem2 to carry out experiments is a work
in progress.

We finish this section with a discussion of how to adapt our variational approach to
find isometric immersions f : M → R

3 of an oriented Riemannian surface (M, g) in
a given regular homotopy class described by a spin bundle L → M . Every oriented
Riemannian surface (M, g) has a unique Riemann surface structure in which g is
a conformal metric. The induced metric of the immersion f , constructed from a
nowhere vanishing section ψ ∈ Γ (L×) satisfying the non-linear Dirac equation, is
given by

|d f |2 = |(ψ,ψ)|2 = |ψ|4 .

Hence, we need to minimize our functional under the constraint |ψ|4 = g in order to
find an isometric immersion.

Fig. 6 The Abel–Jacobi map of a compact Riemann surface M induces a Riemannian metric on
M . The Gaussian curvature of this metric vanishes at the Weierstrass points. The picture shows an
almost isometric smooth realization of the Abel–Jacobi metric on the abstract genus 2 surface in
Fig. 1 computed by the algorithm in [4]. The six Weierstrass points lie on the intersection of the
surface with its axis of symmetry

Theorem 3 Let L → M be a spin bundle over a compact, oriented Riemannian
surface and denote by ∂̄ the Dirac structure on L (where we think of M as a Riemann
surface). For non-negative ε = (ε1, ε2, ε3) the family of functionals

Eε : Γ (L×) → R

on nowhere vanishing sections of L, given by

Eε(ψ) = ε1

∫

M

〈∗∂̄ψ∧∂̄ψ〉
|ψ|2 + (ε2 − ε1)

∫

M

〈∗∂̄ψ∧ψ(ψ,ψ)〉2
|ψ|4 + (ε3 − ε1)

∫

M

〈∗∂̄ψ∧Jψ(ψ,ψ)〉2
|ψ|4
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subject to the constraint |ψ|4 = g, is well-defined on the Riemannian surface (M, g).
For ε3 = 0 and arbitrary ε1, ε2 > 0 the functional assumes its minimum value, zero,
at a section ψ ∈ Γ (L×) which gives rise to an isometric immersion f : M → R

3

satisfying d f = (ψ,ψ) in the prescribed regular homotopy class given by the spin
bundle L.

For a generic Riemannian surface (M, g) there will not exist a smooth isometric
immersion into R3, even though there always is a C1 isometric immersion [16, 20].
The methods to construct C1 isometric immersions result in surfaces in R

3 that do
not reflect the intrinsic geometry of (M, g) well (see Fig. 3). On the other hand,
minimizing Eε for non-zero ε3 > 0, that is, with theWillmore energy

∫
M |U |2 turned

on as a contribution to the functional, we expect the limiting isometric immersion
as ε3 → 0 to have small Willmore energy and thus avoid excessive creasing. This
has indeed been carried out experimentally with an algorithm based on Theorem3,
which is detailed in [4]. These experiments give some credence to our conjecture,
that there should be a piecewise smooth isometric immersion of any Riemannian
surface (M, g) in a given regular homotopy class. Again, a theoretical analysis of
this conjecture would involve an understanding of the Γ -convergency properties of
our family of functionals Eε.
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Discrete Minimal Nets with Symmetries

Joseph Cho, Wayne Rossman, and Seong-Deog Yang

Abstract In this paper, we extend the notion of Schwarz reflection principle for
smooth minimal surfaces to the discrete analogues for minimal surfaces, and use it
to create global examples of discrete minimal nets with high degree of symmetry.

Keywords Discrete minimal nets · Reflection principle

1 Introduction

In the case of smooth minimal surfaces in Euclidean 3-spaceR3, the Schwarz reflec-
tion principle has been used to good effect to extend minimal surfaces and study their
global behavior. The Schwarz reflection principle for minimal surfaces comes in two
forms. One states that if the minimal surface lies to one side of a plane and has a
curvature-line boundary lying in that plane and meeting it perpendicularly, then the
surface extends smoothly by reflection to the other side of the plane. The other states
that if the minimal surface contains a boundary line segment, then it can be smoothly
extended across the line by including the 180◦ rotation of the surface about that line.
When one of these two situations holds on a minimal surface, the other one holds on
the conjugate minimal surface.
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By the nature of the Schwarz reflection principle, we expect that the surfaces
constructed will have relatively high degrees of symmetry. Such symmetry has been
seen in numerous works, see, for example, [12, 15, 16, 21, 23, 24, 29, 30, 36].

Such symmetry has also been exploited in the discrete case as well: for discrete S-
isothermicminimal nets, see, for example, [4, 9, 10]; for discrete isothermic constant
mean curvature nets, see, for example, [17].

In this paper, we investigate how a similar reflection principle will work in the
case of discrete isothermic minimal nets and discrete asymptotic minimal nets. The
benefit of this is that it provides us a further tool for extending discrete minimal
surfaces described locally (which has been well investigated) to surfaces considered
at a more global level (which has not received as much attention yet). For example,
we will construct the central part of a discrete minimal trinoid, which can then be
regarded as existing on a global level, since it is not a simply connected surface, as it
is topologically equivalent to the sphere minus three disks. Like in the smooth case,
we expect to see relatively high degrees of symmetry in the surfaces we construct in
this way.

Our primary results are Proposition 2.8 and Theorem 3.11, which are the two
forms of Schwarz reflection in the discrete case. In Corollary 3.10, we also show that
the two forms of Schwarz reflection are related by conjugate discrete minimal nets,
as defined in [19]. Finally, we use these results to produce examples in Sect. 4.

2 Preliminaries

Let our domain be a Z2 lattice with (m, n) ∈ Z
2, and let (i jkl) denote the vertices

of an elementary quadrilateral ((m, n), (m + 1, n), (m + 1, n + 1), (m, n + 1)). For
simplicity, we have chosen our domain to be Z2; however, the theory will hold true
for subdomains of Z2. If F is a discrete net F : Z2 → R

3, then we write F(m, n) =
Fm,n = Fi over any elementary quadrilateral, and let

dFi j := Fj − Fi .

A discrete net F is called a circular net if Fi , Fj , Fk , and Fl are concircular, repre-
senting a discrete notion of curvature line coordinates [27].

2.1 Discrete Isothermic Nets

First we recall from [6, Definition 4] how the cross ratio of four points in R
3 are

defined.

Definition 2.1 Let x1, . . . , x4 ∈ R
3, and let R3 be identified with the set of quater-

nions H under the usual identification R
3 � xi ∼ Xi ∈ H. The pair of eigenvalues
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{q, q̄} of the quaternion

(X1 − X2)(X2 − X3)
−1(X3 − X4)(X4 − X1)

−1

is called the cross ratio of x1, . . . , x4. In the case where x1, . . . , x4 are concircular,
q = q̄ ∈ R, and we write

cr(x1, x2, x3, x4) = q.

Remark 2.2 It was further proved in [6, Lemma 1] that this cross ratio is invariant
under Möbius transformations.

Using this definition of cross ratios, discrete isothermic nets are defined as follows
in [6, Definition 6]:

Definition 2.3 A circular net F is called a discrete isothermic net if on every ele-
mentary quadrilateral (i jkl),

cr(Fi , Fj , Fk, Fl) = ai j
ail

∈ R<0,

where ai j (resp. ail ) are edge-labeling scalar functions defined on unoriented edges;
that is,

ai j = alk and ail = a jk (1)

on every elementary quadrilateral (i jkl).We call ai j and ail the cross ratio factorizing
functions.

It is shown in [6, Theorem 6] that, for any discrete net F , the discrete isothermicity
of F is equivalent to the existence of another discrete net F∗ such that

dF∗
i j = ai j

‖dFi j‖2 dFi j , dF∗
il = ail

‖dFil‖2 dFil .

If such an F∗ exists, F∗ is called a Christoffel transformation of F , and (F∗)∗ = F
up to scaling and translation in R

3.

2.2 Discrete Gaussian and Mean Curvatures

For any two parallel circular nets F and G, i.e. F and G are both circular nets
with parallel corresponding edges, the mixed area of F and G is defined on every
elementary quadrilateral as

A(F,G)i jkl := 1

4
(δFik ∧ δG jl + δGik ∧ δFjl)
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where δFik := Fk − Fi and the exterior algebra∧2
R

3(� u ∧ v) is identified with the
Lie algebra o(3), i.e. for any u, v, w ∈ R

3,

(u ∧ v)w = (u · w)v − (v · w)u

for the usual inner product of x, y ∈ R
3 expressed as x · y. Note that A(F)i jkl :=

A(F, F)i jkl gives the area of the quadrilateral spanned by the image of F over an
elementary quadrilateral (i jkl).

It is known through [26] that any circular net F has a parallel circular net N :
Z
2 → S2 ⊂ R

3 taking values in the unit sphere. Such an N is called a discrete Gauss
map of F .

Remark 2.4 If a discrete line bundle L : Z2 → {lines in R
3} is the normal bundle

of F , i.e. Fi , Fi + Ni ∈ Li , then L constitutes a discrete line congruence in the sense
of [13, Definition 2.1], as any two neighboring lines intersect. One can see that after
a choice of one normal direction at one vertex of F (an initial condition), the line
congruence condition and the parallel mesh condition uniquely determine the normal
bundle L over all vertices in the domain, since any two neighboring normal lines
must intersect at equal distance from the vertices on the surface.

Furthermore, it is not difficult to see that the parallel net Ft defined as Ft :=
F + t N for some constant t is also a circular net parallel to F . This allows us to
consider the mixed area of F and Ft , and recover the discrete version of the Steiner’s
formula based on mixed areas (see [28, 35]):

A(Ft )i jkl = A(F)i jkl + 2t A(F, N )i jkl + t2 A(N )i jkl

= (1 − 2t Hi jkl + t2Ki jkl)A(F)i jkl

where Hi jkl and Ki jkl are defined on each elementary quadrilateral as:

Definition 2.5 We call

Hi jkl = − A(F, N )i jkl

A(F)i jkl
, Ki jkl = A(N )i jkl

A(F)i jkl

the mean and Gaussian curvatures of a circular net F with Gauss map N .

With the notion of mean curvature on any elementary quadrilateral (i jkl) avail-
able, discrete isothermic minimal nets and discrete isothermic constant mean curva-
ture (cmc) nets can be defined as:

Definition 2.6 A circular net F is called a discrete isothermic minimal (resp. cmc)
net if H ≡ 0 (resp. H ≡ c �= 0 for some non-zero constant c) on every elementary
quadrilateral.
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2.3 Planar Reflection Principle for Discrete Isothermic
Minimal and cmc Nets

Since circular nets are a discrete analogue of curvature line coordinates, the following
notion is natural.

Definition 2.7 Let F : Z2 → R
3 be a circular net. A discrete space curve Fm,n0

(resp. Fm0,n) depending on m (resp. n) for each n0 ∈ Z (resp. m0 ∈ Z) is called a
discrete curvature line.

Without loss of generality, let n0 ∈ Z, and let F be a discrete isothermic minimal
or cmc net, defined on the domain D := {(m, n) ∈ Z

2 : n ≤ n0} with corresponding
Gauss map N . Suppose that the discrete curvature line Fm,n0 is contained in a plane
P , and further suppose that the unit normal at each vertex (m, n0) is contained in the
plane containing the discrete curvature line, i.e. Fm,n0 + Nm,n0 ∈ P .

If we extend F to the domain D̃ := {(m, n) ∈ Z
2 : n > n0} by reflecting the ver-

tices across the plane P , then as mentioned in Remark 2.4, the unit normal N also
gets uniquely determined on the extended domain. The uniqueness of the unit normal
and the symmetry of the discrete net then forces the unit normal to be symmetric
with respect to P as well, giving us the following reflective property of minimal and
cmc nets:

Proposition 2.8 Let F : D → R
3 be a discrete isothermic minimal (resp. cmc) net

with corresponding Gauss map N. Suppose that the discrete curvature line Fm,n0
and the normal line congruence Lm,n0 along this discrete curve lie in a plane P .
Extending F to Z

2 = D ∪ D̃ so that the extension is symmetric with respect to P
results in a discrete minimal (resp. cmc) net on Z

2.

3 Reflection Properties of Discrete Minimal Nets

In this section, we take a closer look at the reflection properties of discrete minimal
nets.

3.1 Discrete Isothermic Minimal Nets

Exploiting the relationship between holomorphic functions on the complex plane
and conformality, a definition of discrete holomorphic functions was given in [6,
Definition 8] as:

Definition 3.1 A map g : Z2 → R
2 ∼= C is called a discrete holomorphic function

if
cr(gi , g j , gk, gl) = ai j

ail
∈ R<0
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for some edge-labeling scalar functions ai j and ail , i.e. satisfying the condition (1).

Using the facts that

• cross ratios are invariant under Möbius transformations,
• a discrete isothermic net on the unit sphere corresponds to a discrete holomorphic
function on the complex plane via stereographic projection,

• the Christoffel transform of a discrete minimal net is its own Gauss map, and
• the Christoffel transformation is involutive,

a Weierstrass representation for a discrete minimal net was given in [6, Theorem 9]
as follows:

Fact 3.2 For a discrete holomorphic function g with cross ratio factorizing functions
ai j and ail , a discrete isothermic net F defined via

⎧
⎪⎪⎨

⎪⎪⎩

dFi j = ai j Re

(

(1 − gig j ,
√−1(1 + gig j ), gi + g j )

1

dgi j

)

dFil = ail Re

(

(1 − gigl,
√−1(1 + gigl), gi + gl)

1

dgil

)

becomes a discrete isothermic minimal net. Furthermore, any discrete isothermic
minimal net can be obtained via some discrete holomorphic function g.

3.2 Discrete Asympotic Minimal Nets

In this section, we make use of shift notations:

F = Fm,n, F1 = Fm+1,n, F1̄ = Fm−1,n, F2 = Fm,n+1, F2̄ = Fm,n−1.

Discrete asymptotic nets were defined as follows in several different contexts (see,
for example [8, 32, 33, 37]):

Definition 3.3 Adiscrete net F̃ : Z2 → R
3 is a discrete asymptotic net if each vertex

and its neighboring four vertices are coplanar, i.e. F̃, F̃1, F̃1̄, F̃2, F̃2̄ ∈ Pm,n for some
plane Pm,n for each (m, n).

Following [8], we assume that the discrete asymptotic nets here are non-degenerate,
i.e. F̃i , F̃j , F̃k , F̃l are non-planar.

For a discrete asymptotic net F̃ , the Gauss map N is defined as the unit normal to
the tangent plane Pm,n . Similar to discrete curvature lines, discrete asymptotic lines
can be defined as follows:

Definition 3.4 Let F̃ : Z2 → R
3 be a discrete asymptotic net. A discrete space curve

F̃m,n0 (resp. F̃m0,n) depending onm (resp. n) for each n0 ∈ Z (resp.m0 ∈ Z) is called
a discrete asymptotic line.



Discrete Minimal Nets with Symmetries 41

Recently, a representation of discrete asymptotic minimal net, where the mini-
mality comes via the edge-constraint condition, was given in [19, Definition 3.1,
Theorem 3.14, Lemma 3.17]:

Fact 3.5 For a discrete holomorphic function g with cross ratio factorizing functions
ai j and ail , a discrete asymptotic net F̃ defined via

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dF̃i j = ai j Re

(

(1 − gig j ,
√−1(1 + gig j ), gi + g j )

√−1

dgi j

)

dF̃il = ail Re

(

(1 − gigl,
√−1(1 + gigl), gi + gl)

√−1

dgil

)

becomes a discrete asymptotic minimal net, in the sense of the discrete minimal
edge-constraint nets.

Remark 3.6 It was further shown in [19, Lemma3.17] that F̃ defined froma discrete
holomorphic function g via Fact 3.5 shares the same unit normal as the discrete
isothermic minimal net F defined from the same g via Fact 3.2. In such case, F̃ is
called the conjugate discrete minimal net of F .

3.3 Reflection Properties of Discrete Minimal Nets

To consider planar discrete space curves, it will be advantageous to use the following
notation to denote three consecutive edges:

dF := Fm+1,n − Fm,n, dF1 := Fm+2,n − Fm+1,n, dF1̄ := Fm,n − Fm−1,n .

We first focus on circular nets: let F be a circular net. Then we have the following
lemma, characterizing planar discrete curvature lines in terms of the Gauss map.

Lemma 3.7 A discrete curvature line on a circular net F is planar if and only if the
image of the Gauss map N along the curvature line is contained in a circle.

Proof Without loss of generality, the planarity of a discrete curvature line is equiv-
alent to the condition

det(dF1̄, dF, dF1) = 0

on any three consecutive edges. However, since F and N are parallel meshes, the
above condition is equivalent to

det(dN1̄, dN , dN1) = 0.

Therefore, a discrete curvature line is planar if and only if the image of the Gauss
map along the curvature line is planar, i.e. contained in a circle. �



42 J. Cho et al.

Fig. 1 A discrete asymptotic net containing a straight line and its Gauss map

Hence, by further requiring that the normal line congruence, i.e. the linear span of
unit normals placed on the vertices, along the planar curvature line is also included
in the same plane, we obtain the following corollary, also mentioned briefly in [9].

Corollary 3.8 The normal line congruence along a planar discrete curvature line
is contained in the same plane if and only if the image of the Gauss map along the
curvature line is contained in a great circle.

Switching our focus to discrete asymptotic nets, now let F̃ be a discrete asymptotic
net. Then we can prove the following lemma characterizing a discrete asymptotic
line that is a straight line (see also [9]).

Lemma 3.9 A discrete asymptotic line on a discrete asymptotic net F̃ is a straight
line if and only if the image of the Gauss map N along the discrete asymptotic line
is contained in a great circle.

Proof To show one direction, suppose that a discrete asymptotic line F̃m,n0 is a
straight line. Then the tangent planes Pm,n0 at each vertex along F̃m,n0 must include
this straight line. Therefore, Nm,n0 must be contained in the plane perpendicular to
the straight line, i.e. the image of the Gauss map along the discrete asymptotic line
is contained in a great circle.

To show the other direction, now suppose that Nm,n0 is contained in a great circle,
and letQ denote the plane containing the great circle with a normal vector v. Then all
the tangent planesPm,n0 must be perpendicular toQ. Hence, from the non-degeneracy
condition, any two consecutive tangent planes P and P1 must intersect along a line
parallel to the normal vector v. However, P and P1 intersect along the edge dF̃ , i.e.
dF̃ ‖ v, and it follows that F̃m,n0 must be a straight line in the direction of v. (See
Fig. 1.) �

The fact that a discrete isothermicminimal net F and its conjugate discrete asymp-
totic minimal net F̃ share the same Gauss map N , as mentioned in Remark 3.6,
immediately yields the following corollary.

Corollary 3.10 The normal line congruence along a planar discrete curvature line
on a discrete isothermic minimal net F is contained in the same plane if and only
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if the corresponding discrete asymptotic line on the conjugate discrete asymptotic
minimal net F̃ is a straight line.

Now we prove a reflection principle for discrete asymptotic minimal nets. Recall
that for some n0 ∈ Z, D and D̃ were defined as D := {(m, n) ∈ Z

2 : n ≤ n0} and
D̃ := {(m, n) ∈ Z

2 : n > n0}, respectively.
Theorem 3.11 Let n0 ∈ Z, and F̃ : D ⊂ Z

2 → R
3 be adiscrete asymptoticminimal

net with correspondingGaussmap N. Suppose that the discrete asymptotic line F̃m,n0
is a straight line �. Extending F̃ to the domain Z2 = D ∪ D̃ so that the extension is
symmetric with respect to the line �, the extension is a discrete asymptotic minimal
net on Z

2.

Proof Let F : D → R
3 be the conjugate discrete isothermic minimal net. Then by

Corollary 3.10, we have that the discrete curvature line Fm,n0 and the normal line
congruence along the curvature line are contained in the same plane Q1. Therefore,
we may invoke Proposition 2.8 to reflect F across Q1 so that F and N are now
defined on Z

2. Now, let F̃ be the conjugate discrete asymptotic minimal net of the

extended discrete isothermic minimal net F , where F̃
∣
∣
∣
D
agrees with the original F̃ .

We now show that F̃ is symmetric with respect to �.
Let Q2 be the plane such that Nm,n0 ∈ Q2 for any m ∈ Z; it follows that � is

perpendicular toQ2. By construction, N is symmetric with respect to the plane Q2.
Now, let T ∈ SO(3) be a rotation around � by 180◦, and consider F̂ := T F̃ . By

the definition of Gauss maps of discrete asymptotic nets, it must follow that one
choice of the Gauss map N̂ of F̂ be N̂ = −T N . The fact that � is perpendicular to
Q2 implies that N̂m,n is symmetric to Nm,n with respect to the plane Q2. However,
because N is symmetric with respect toQ2, it follows that Nm,n0+k = N̂m,n0−k . Since,
F̃ and F̂ share the same initial condition along �, we have F̃m,n0+k = F̂m,n0−k by Fact
3.5. �

4 Examples of Discrete Minimal Nets with Symmetry

Let F : Z2 → R
3 be a discrete isothermic minimal surface with Gauss map N , and

choose a point (m0, n0) ∈ Z
2. Suppose that the discrete curves Fm,n0 and Fm0,n , and

also the normal line congruences along these curves, are contained in the planes
P1 and P2, respectively. Since we have that F and N are edge-parallel, Nm,n0 and
Nm0,n must also be contained in planes Q1 and Q2 containing the origin and par-
allel to P1 and P2, respectively (see also Corollary 3.8). Denoting the quadrilateral
(m0, n0), (m0 + 1, n0), (m0 + 1, n0 + 1), (m0, n0 + 1) by (i jk�), we have the fol-
lowing lemma.

Lemma 4.1 The angle between the planesP1 andP2 measured on the side contain-
ing the quadrilateral Fi jk�, and the angle between the planes Q1 and Q2 measured
on the side containing the quadrilateral Ni jk� are supplementary angles.
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Proof Since F and N are parallel meshes, the angle between P1 and P2 equals that
between Q1 and Q2. However, the Christoffel duality, or the Weierstrass represen-
tation, tells us that the orientations of F and N are opposite, giving us the desired
conclusion. �

Remark 4.2 Since stereographic projection is aMöbius transformation, it preserves
angles. Therefore, to determine the angle betweenQ1 andQ2, one only needs to look
at the angle between the circles containing gm,n0 and gm0,n .

Before looking at the examples, we comment on how to change the Weierstrass
data of a given smooth minimal surface so that it is parametrized with isothermic
coordinates (see, for example, [5, Sect. 2.3]). Let a (smooth) minimal surface X :
� ⊂ R

2 ∼= C → R
3 be represented by

X (z) = Re
∫

(1 − g(z)2,
√−1(1 + g(z)2), 2g(z)) f (z)dz

over a simply-connected domain � on which g is meromorphic, while f and f g2

are holomorphic. Then the coordinate w satisfying

(wz)
2 = f gz (resp. (wz)

2 = −√−1 f gz), (2)

for wz = ∂w
∂z , becomes an isothermic (resp. conformal asymptotic) coordinate of X ,

and X can be represented as

X (w) = Re
∫

(1 − g(w)2,
√−1(1 + g(w)2), 2g(w))

1

gw(w)
dw

(resp. X (w) = Re
∫

(1 − g(w)2,
√−1(1 + g(w)2), 2g(w))

√−1

gw(w)
dw).

Example 4.3 Recall that the well-known Enneper surface and higher order Enneper
surfaces can be represented via the Weierstrass data g(z) = zk and f (z) = 1 for
k ∈ N. Taking the coordinate change as in (2) (and applying a suitable homothety
on the domain depending on k), we obtain new Weierstrass data g(w) = w

2k
k+1 .

Therefore, from the discrete power function zγ defined in [1] (see also [2, 18]),
let g be the discrete power function with γ = 2k

k+1 . Then, gm,0 ∈ R≥0 while g0,n is on

the line z = re
√−1 kπ

k+1 for r ∈ R≥0. Hence, Fm,0 and F0,n are on planes meeting at an
angle π

k+1 . Reflecting the surface iteratively with respect to these planes give us the
discrete isothermic analogue of higher order Enneper surfaces, and by considering
its conjugate via Fact 3.5, we obtain a discrete asymptotic net with line symmetries
(see Fig. 2).

Example 4.4 Planar Enneper surfaces (see, for example [22]) are examples of min-
imal surfaces with planar ends. In particular, the planar Enneper surface with 2-fold
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Fig. 2 A discrete higher order Enneper surface from a discrete power function and its conjugate.
The left-hand side is a discrete isothermic minimal net having planar symmetry; the right-hand side
is a discrete asymptotic minimal net having line symmetry. This figure was drawn with k = 3 (See
also [31])

Fig. 3 Discrete planar Enneper surface with 2-fold symmetry from discrete power function z3 and
its conjugate. The left-hand side is a discrete isothermic minimal net having planar symmetry; the
right-hand side is a discrete asymptotic minimal net having line symmetry

symmetry is given by the Weierstrass data g(z) = z3 and f (z) = 1
gz(z)

; hence, z is an
isothermic coordinate.

The discrete power function z3 following [1, 2, 18] becomes immersed on the
domain D := {(m, n) ∈ Z

2 : m ≥ 0, n ≥ 0} \ {(0, 0)}, and gm,0 ∈ Rwhile g0,n is on
the line z = −r

√−1 for r ∈ R>0. Therefore, Fm,0 and F0,n are on planes meeting
at an angle π

2 , and the resulting surface has 2-fold symmetry, and by considering its
conjugate via Fact 3.5, we obtain an example of a discrete asymptotic net with line
symmetries (see Fig. 3).

Example 4.5 The minimal k-noids (for k ∈ N, k ≥ 3) of Jorge-Meeks in [20] are
minimal surfaces that are topologically equivalent to the sphere minus k disks with
k catenoidal ends, given by the Weierstrass data g(z) = zk−1 and f (z) = 1

(zk−1)2 .
Changing coordinates as in (2) (and applying a suitable homothety on the domain
depending on k), we obtain new Weierstrass data g(w) = (tanhw)

2k−2
k with isother-

mic coordinate w. Under such settings, a fundamental piece of the minimal k-noid
can be drawn over the region w ∈ [0,∞] × [

0, π
4

] ⊂ R
2 ∼= C over which g(w) has

values

g(w) ∈ Dk :=
{
z = re

√−1θ : 0 ≤ r ≤ 1, 0 ≤ θ ≤ (k−1)π
k

}
\ {1}.
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Fig. 4 Images of smooth g(w) giving fundamental pieces of the minimal k-noids, drawn for
k = 3, 4, 5

In fact, as also demonstrated in Fig. 4,

g(w) =

⎧
⎪⎨

⎪⎩

r(w), if w ∈ [0,∞] × {0}
r(w)e

√−1 (k−1)π
k , if w ∈ {0} × [

0, π
4

]

e
√−1θ(w), if w ∈ [0,∞] × { π

4 }.

To discretize g (numerically) over the domain {(m, n) ∈ Z
2 : m ≥ 0, 0 ≤ n ≤

nmax}, we require that
• g0,0 = 0 and g0,nmax = e

√−1 (k−1)π
k ,

• gm,0 ∈ [0, 1) is a strictly increasing sequence,
• g0,n = rne

√−1 (k−1)π
k where rn ∈ [0, 1] is a strictly increasing finite sequence,

• gm,nmax = e
√−1θm where θm ∈

(
0, (k−1)π

k

]
is a strictly decreasing sequence,

• the cross ratio of g over any elementary quadrilateral is equal to −1, and
• gm,n ∈ Dk for all (m, n) in the domain.

By the definition of g, we know that

• the planes containing Fm,0 and F0,n meet at an angle π
k , and• the planes containing Fn,0 and Fm,nmax meet at an angle π

2 ,

giving us a discrete analogue of minimal k-noids of Jorge-Meeks (see Figs. 5 and 6).

Example 4.6 By expanding on the idea of using the symmetry of k-noids as bound-
ary conditions for the holomorphic data, we can create other discrete minimal nets
with symmetries. In this example, we create discrete minimal nets with symmetry
groups of the Platonic solids [38]. As in the k-noids examples, we can ascertain the
boundary conditions from the symmetries of the discrete minimal net by calculating
the angles at which the great circles meet (see, for example, [3]). Then, by finding
discrete holomorphic functions satisfying the given boundary conditions, we can
obtain discrete minimal nets with symmetry groups of the Platonic solids. Here, we
show two numerical examples of discrete minimal nets with such symmetries in
Fig. 7.

Remark 4.7 One may notice that while most of the vertices on the examples have
degree 4, i.e. 4 edges meet at the vertex, there are vertices with degree higher than
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Fig. 5 Numerical solution of discrete trinoid (k = 3) given with its discrete holomorphic function
satisfying the boundary conditions (with nmax = 3)

Fig. 6 Numerical solutions of discrete 4-noid and 5-noid given with their discrete holomorphic
functions satisfying the boundary conditions (with nmax = 3)

Fig. 7 Numerical solutions of discrete minimal nets with tetrahedral symmetry on the left, and
octahedral symmetry on the right
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4. While this may indicate the existence of a branch point on the Gauss map, we
have avoided this issue by assigning these vertices to be one of the “corner” points
of the fundamental piece, and treating the Gauss map as coming from a holomor-
phic function on a simply-connected domain in the complex plane. In fact, on these
vertices, the definition of discrete minimality as in [6, Definition 7] might not be
directly applicable; however, the definition via Steiner’s formula (as in Definitions
2.5 and 2.6) allows us to consider mean curvatures on the faces around such points,
and determine minimality at these points as well.
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A Survey on Minimal Isometric
Immersions into R3, S2 × R and H

2 × R

Benoît Daniel

Abstract In this survey, we review some classical and some more recent results
related to minimal isometric immersions into Euclidean 3-space and expose some
of their extensions when the target manifold is a Riemannian product S2 × R or
H

2 × R, where S2 is the constant curvature 2-sphere and H
2 the hyperbolic plane.

Keywords Isometric immersion · Minimal surface · Homogeneous Riemannian
manifold · Associate family · Rigidity

1 Introduction

The two classical examples of minimal surfaces in Euclidean space R
3 are, apart

from the plane, the helicoid and the catenoid, which date back from works of Euler
and Meusnier in the 18th century. It is well known that these two surfaces are locally
intrinsically isometric (up to scaling), and that there even exists a continuous family
of locally intrinsically isometric minimal surfaces interpolating the catenoid and
the helicoid. This is an illustration of what is called the associate family of a simply
connected minimal surface in Euclidean spaceR3: any minimal isometric immersion
from a simply connected Riemannian surface Σ into R

3 belongs to a continuous
one-parameter family of such immersions, and this family is non trivial unless the
immersion is totally geodesic.

On the other hand, Calabi proved that two minimal isometric immersions from Σ

intoR3 are associate. Hence, for a given Σ , the set of minimal isometric immersions
from Σ into R3, when non empty, is parametrized by one real parameter.
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Given two Riemannian manifolds M and N , we will let I(M, N ) denote the set
of equivalence classes of minimal isometric immersions from M into N modulo
congruences, i.e., isometries of the target manifold N .

In this surveywewill first consider the setI(Σ,R3)whereΣ is a simply connected
Riemannian surface (Sect. 2).Wewill recall the classical results and outline how they
can be derived from the Gauss and Codazzi equations for immersions into R

3. We
will also recall a recent result by A. Moroianu and S. Moroianu [20] which gives a
necessary and sufficient condition for the existence of aminimal isometric immersion
from Σ into R

3, extending the classical Ricci condition. Note that most of these
results have analogues for constant mean curvature (CMC) isometric immersions in
3-dimensional space forms.

Next (Sect. 3) we will consider the global problem inR3, i.e., we will be interested
in I(Σ,R3) where Σ is a complete Riemannian surface, but not necessarily simply
connected. We will state a few rigidity results and indicate a few arguments of their
proofs, in particular linked with the notion of flux.

Apart from space forms, the easiest examples of 3-dimensional Riemannian man-
ifolds are probably the product manifolds S2 × R and H2 × R, where S2 is the con-
stant curvature 2-sphere andH2 the hyperbolic plane. The study of minimal surfaces
in these manifolds has undergone important progress since the decade 2000. In
Sect. 4 we will outline the results obtained by the author [8, 9] regarding the sets
I(Σ,S2 × R) and I(Σ,H2 × R), where Σ is a simply connected Riemannian sur-
face. These results are in the same spirit as the classical ones in R3; they rely on the
Gauss and Codazzi equations and other compatibility equations for immersions into
S
2 × R and H

2 × R.
Finally, in Sect. 5 we propose some possible extensions of these results.

2 The Local Problem in R
3

Given a simply connected Riemannian surfaceΣ withmetric ds2, the set I(Σ,R3) is
well understood and most results regarding it can be derived quite elementarily from
the Gauss and Codazzi equations in R3. We recall that, given a field S : TΣ → TΣ

of symmetric operators, then there exists an isometric immersion from Σ into R
3

with S as induced shape operator if and only if

K = det S, (1)

∀(X,Y ) ∈ X (Σ)2,∇X SY − ∇Y SX − S[X,Y ] = 0, (2)

where∇ and K denote the Levi-Civita connection and the curvature of themetric ds2.
Moreover, the immersion is then unique up to orientation preserving congruences.
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2.1 The Associate Family

A first well known fact is that any x ∈ I(Σ,R3) belongs to a one-parameter family
(xθ)θ∈R/2πZ such that xθ ∈ I(Σ,R3) for each θ, called the associate family of x . This
family is non constant in θ unless x is totally geodesic.

Indeed, if we start with x ∈ I(Σ,R3)with shape operator S, then the pair (ds2, S)

satisfies (1) and (2) on Σ as well as tr S = 0, since the immersion is minimal. If we
choose an orientation onΣ , denote by J the π

2 -rotation on TΣ and, for θ ∈ R, eθJ the
θ-rotation on TΣ , then setting Sθ = eθJ S for a fixed θ, one has that Sθ is symmetric,
traceless, and that the pair (ds2, Sθ) satisfies (1) and (2) on Σ ; hence it gives rise to
an isometric immersion xθ : Σ → R

3 with Sθ as shape operator, hence minimal. For
θ = ±π/2, the immersion x∗ = xθ is said to be conjugate to x .

The most famous example of this is the associate family of the helicoid, which
contains the (universal cover of the) catenoid as conjugate immersion.

Using the Weierstrass representation, if x has Weierstrass data (g,ω) where g is
a meromorphic function on Σ and ω a holomorphic 1-form on Σ such that

ds2 = 1

4
(1 + |g|2)2|ω|2,

then, up to congruences, the associate immersions have Weierstrass data (g, e−iθω):

x = Re
∫ (

1

2
(1 − g2),

i

2
(1 + g2), g

)
ω,

xθ = Re
∫ (

1

2
(1 − g2),

i

2
(1 + g2), g

)
e−iθω.

In particular all associate immersions have the same Gauss map g and the coordinate
functions of x∗ are the harmonic conjugates of the coordinate functions of x .

2.2 Calabi’s Rigidity Result

Calabi proved a rigidity result, which again can be easily deduced from the Gauss
and Codazzi equations.

Theorem 1 (Calabi [4]) Two minimal isometric immersions from Σ into R
3 are

associate.

Proof Let x, x̂ ∈ I(Σ,R3), S and Ŝ their respective shape operators. Then (ds2, S)

and (ds2, Ŝ) satisfy the Gauss and Codazzi equations (1) and (2) on Σ . From the
Gauss equation we get

K = det S = det Ŝ (3)
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If x is totally geodesic, i.e., if Σ is flat, then S ≡ 0 and so we get Ŝ ≡ 0. Hence
Ŝ = eθJ S for any θ ∈ R, and so x̂ = xθ.

If x is not totally geodesic, then on a simply connected open set U on which x
has no umbilical points, (3) together with the fact that S and Ŝ are symmetric and
traceless imply that there exists a smooth function θ : U → R such that Ŝ = eθJ S.
Plugging this expression into the Codazzi equation for Ŝ yields, for all vector fields
X and Y on U ,

dθ(X)JeθJ SY + eθJ∇X SY − dθ(Y )JeθJ SX − eθJ∇Y SX − eθJ S[X,Y ] = 0.

Now, reporting the Codazzi equation for S in this equation, we get

dθ(X)SY − dθ(Y )SX = 0.

Choosing now X and Y as eigenvectors of S, we get dθ = 0. Hence θ is constant
on U , and so x and x̂ are associate on U . Finally, since minimal surfaces in R

3 are
analytic, we conclude that x and x̂ are associate.

In other words, a minimal isometric immersion x : Σ → R
3 is unique up to con-

gruences and its associate family. Hence, if Σ is not flat, then the set I(Σ,R3) is
either empty or parametrized by R/2πZ.

2.3 The Existence Problem

We now discuss the existence of a minimal isometric immersion x : Σ → R
3, i.e.,

the non-emptiness of I(Σ,R3). First, a necessary condition is, by theGauss equation
(1) and the fact the shape operator of a minimal immersion is traceless, that

K ≤ 0.

Assuming K < 0, one can derive quickly from the Gauss and Codazzi equation
a necessary and sufficient condition, called the Ricci condition.

Theorem 2 (Ricci) If K < 0, then there exists a minimal isometric immersion from
Σ intoR3 if and only if the metric

√−Kds2 is flat, or, equivalently, if and only if the
metric −Kds2 has curvature −1.

Proof The fact that this condition is necessary can be obtained by a somewhat
straightforward computation. To prove that this condition is sufficient, we seek a
field S : TΣ → TΣ of traceless symmetric operators such that (ds2, S) satisfies the
Gauss andCodazzi equations onΣ . TheGauss equation (1) togetherwith the fact that
S is symmetric and traceless imply that the only freedom here is the multiplication
by a matrix of rotation, whose angle can depend on the point on Σ . The hypothesis
that

√−Kds2 is flat is an integrability condition for the existence of such an S.
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More specifically, we first notice that the fact that Σ carries the flat metric√−Kds2 implies, by the Gauss-Bonnet formula, that Σ is not diffeomorphic to a
sphere. HenceΣ is diffeomorphic to a plane and in particular there exists an orthonor-
mal frame (e1, e2) globally defined on Σ . Since K < 0, the function λ = √−K is
smooth onΣ .We consider a smooth function θ : Σ → R and S the field of symmetric
operators defined by

S = eθJ

(
λ 0
0 −λ

)

in the frame (e1, e2). Then (ds2, S) satisfies the Gauss equation on Σ and tr S = 0.
It now suffices to check the Codazzi equation for X = e1 and Y = e2.

Let α denote the curvature form, i.e.,

∇e1e2 = −α(e1)e1, ∇e2e1 = α(e2)e2.

We have

∇e1 Se2 = −∇e1(λe
θJ e2)

= −dλ(e1)e
θJ e2 − λdθ(e1)Je

θJ e2 + λα(e1)e
θJ e1,

∇e2 Se1 = ∇e2(λe
θJ e1)

= dλ(e2)e
θJ e1 + λdθ(e2)Je

θJ e1 + λα(e2)e
θJ e2,

S[e1, e2] = S(−α(e1)e1 − α(e2)e2)

= −λα(e1)e
θJ e1 + λα(e2)e

θJ e2.

The Codazzi equation is satisfied by S if and only if

λ−1e−θJ (∇e1 Se2 − ∇e2 Se1 − S[e1, e2]) = 0,

which, by the previous calculations, is equivalent to

{
0 = dθ(e1) + 2α(e1) − λ−1dλ(e2)
0 = −λ−1dλ(e1) − dθ(e2) − 2α(e2),

i.e., to
dθ = −2α + λ−1dλ ◦ J.

Hence, such a function θ exists if and only if the 1-form−2α + λ−1dλ ◦ J is closed.
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If (ω1,ω2) is the dual coframe of (e1, e2), then we have

d(−2α + λ−1dλ ◦ J ) = −2dα − λ−2dλ ∧ (dλ ◦ J ) + λ−1d(dλ ◦ J )

= (2K + λ−2||∇λ||2 − λ−1�λ)ω1 ∧ ω2.

On the other hand, the curvature of the metric λds2 is

K̃ = λ−1

(
K − 1

2
� logλ

)
.

From the hypothesis that λds2 is flat we have

K̃ = 0,

from what we deduce that

2K = −λ−2||∇λ||2 + λ−1�λ

and so
d(−2α + λ−1dλ ◦ J ) = 0.

In conclusion, there exists θ : Σ → R such that S satisfies the Codazzi equation.
This completes the proof.

It is only quite recently that a necessary and sufficient condition was obtained in
the general case.

Theorem 3 (A. Moroianu and S. Moroianu, [20]) There exists a minimal isometric
immersion from Σ into R3 if and only if K ≤ 0 and

K�K − ||∇K ||2 − 4K 3 = 0. (4)

Note that, on an open set on which K < 0, (4) is equivalent to the fact that the
metric

√−Kds2 is flat.
The difficult part is to prove that (4) is sufficient. Writing locally the metric as

ds2 = e2 f |dz|2 where z is a local complex parameter, (4) implies that the function
e4 f K is log-harmonic, i.e., � log |e4 f K | = 0 on open sets where e4 f K �= 0. A.
Moroianu and S. Moroianu then prove that, in the neighbourhood of any point, there
exists a holomorphic function h such that e4 f K = −|h|2; the main difficulty is to
prove that the zeroes of e4 f K are isolated. Then they recover the Weierstrass data
(g,ω) of the immersion, using the spinorial version of theWeierstrass representation.
This is done locally, but since Σ is simply connected, it is then possible to extend
the Weierstrass data to the whole Σ (note that the Gauss map g is unique up to an
isometry of S2, and then ω is unique up to the multiplication by a complex number
of modulus 1, which corresponds to the associate family).
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2.4 Generalizations

The existence of an associate family can in the same way be proved for constant
mean curvature (CMC) immersions into the 3-dimensional space form M

3(c) (if x
is a CMC immersion with shape operator S, 2H = tr S and K = det S + c by the
Gauss equation in M

3(c), then the shape operators of the associate immersions are
eθJ (S − H I) + H I for θ ∈ R/2πZ), and Calabi’s theorem extends to these classes
of surfaces by a similar argument (see [16]). For a generalization of Ricci’s theorem
for codimension 1 immersions into n-dimensional space forms, see [11].

In the particular case of immersions of surfaces into the 3-dimensional space form
M

3(c), the Gauss equation implies that

K ≤ c + H 2.

Assuming K < c, do Carmo and Dajczer [11] proved a necessary and sufficient
condition for the existence of a minimal isometric immersion of a given simply
connected Riemannian surface inM3(c).

Thanks to Lawson’s correspondence [16], this can be generalized to constant
mean curvature isometric immersions. Indeed, by Lawson’s correspondence, CMC
H1 surfaces inM3(c1) are locally isometric to CMC H2 surfaces inM3(c2) when

H 2
1 + c1 = H 2

2 + c2.

More precisely, if Σ is a simply connected Riemannian surface, then there exist a
CMC H1 isometric immersion x1 : Σ → M

3(c1) if and only if there exist a CMC H2

isometric immersion x2 : Σ → M
3(c2); moreover these immersions can be chosen

so that their shape operators S1 and S2 are related by the following relation:

S1 − H1I = S2 − H2I.

Two such immersions are then called cousin immersions.
In particular, choosing H2 = 0, this implies that CMC H surfaces in M

3(c) are
locally isometric to minimal surfaces in M

3(c + H 2). Combining all these results,
we get the following condition.

Theorem 4 (Ricci; Lawson [16]; do Carmo and Dajczer [11]) Let Σ be a simply
connected Riemannian surface with curvature K . Let H ∈ R. Assume that K <

c + H 2. Then there exists a CMC H isometric immersion Σ → M
3(c) if and only

if the metric (−K + c + H 2)ds2 has curvature 1 + c+H 2

K−c−H 2 .

Remark 1 It is important to notice that, in this condition, the metric (−K + c +
H 2)ds2 does not have constant curvature in general, except when c + H 2 = 0. This
case corresponds to minimal surfaces inR3 (Ricci’s condition, Theorem 2) and their
cousin surfaces in hyperbolic spaces, which share many properties with them, such
as a representation in terms of meromorphic data (Bryant’s representation [2]).
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For results on minimal isometric immersions of Riemannian manifolds into space
forms in any dimension and codimension, see for instance [3, 5, 26]. For a general
discussion about the existence of the associate family, see [18].

3 The Global Problem in R
3

Here we assume that Σ is complete (but not necessarily simply connected). We say
that an immersion x ∈ I(Σ,R3) is rigid (among minimal isometric immersions) if
I(Σ,R3) = {x}.

Choi, Meeks andWhite [6] studied the rigidity of minimal isometric immersions.
From the local study, if x ∈ I(Σ,R3), then the associate immersions are minimal
isometric immersions xθ : Σ̃ → R

3 of Σ̃ , the universal cover of Σ , but they may be
not well defined on Σ itself. If γ is a closed curve in Σ , then a lift γ̃ of γ in Σ̃ may
be not closed. The associate immersion xθ is well defined on Σ if and only if for any
loop γ : [0, 1] → Σ with lift γ̃ : [0, 1] → Σ̃ we have xθ(γ̃(0)) = xθ(γ̃(1)). This is
the period problem.

Let γ be an oriented closed curve inΣ . We give an orientation to a neighbourhood
of γ in Σ . Then the force or flux vector of γ in x(Σ) is

F(γ,x) =
∫

γ

η

where η is the unit conormal vector of x ◦ γ in x(Σ). Using the fact that the coordi-
nates of the conjugate immersion x∗ are the harmonic conjugates of the coordinates
of x , we get

F(γ,x) = ±
∫

γ̃

dx∗.

Hence the curve x∗ ◦ γ̃ is closed if and only if

F(γ,x) = 0.

If this is the case, then moreover, for any θ ∈ R, xθ ◦ γ̃ is closed, as xθ = (cos θ)x +
i(sin θ)x∗.

Consequently, the associate immersions xθ are well defined on Σ if and only if
all closed curves in Σ have vanishing force in x(Σ). As a corollary, x is rigid if and
only if there exists a closed curve γ in Σ with non vanishing force in x(Σ).

A similar criterium for constant mean curvature isometric immersions was found
by Smyth and Tinaglia [24], in terms of force and torque. We also refer to [13, 14]
for discussions on force and torque.

Theorem 5 (Choi, Meeks and White, [6]) Any properly embedded minimal surface
with more than one end admits a unique isometric minimal immersion into R

3.
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In other words, if Σ is the underlying Riemannian surface of such a minimal
surface and ι : Σ → R

3 is the inclusion map, then I(Σ,R3) = {ι}.
Conjecture 1 (Meeks) Except for the helicoid, the inclusion map of a complete
embedded constant mean curvature surface is the unique such isometric immersion
with the same constant mean curvature.

Clearly, the inclusion map of the helicoid is not rigid among minimal isometric
immersions: as it is simply connected, its associate family is well defined and non
trivial (however, the associate immersions are not embeddings; in particular, the
conjugate immersion is an immersion of the universal cover of a catenoid). The
plane is simply connected but its associate family is trivial, as it is totally geodesic;
hence the inclusion map of the plane is rigid among minimal isometric immersions.

The conjecture has been proved in some cases.

Theorem 6 (Meeks and Tinaglia, [19]) Conjecture 1 is true in the following cases:

• if moreover the surface is minimal and has finite genus,
• or if moreover the surface is non-minimal, has finite genus and bounded Gaussian
curvature.

The strategy of the proof of Theorem 6 is to study the asymptotic behaviour of
these surfaces: it is proved that they have ends asymptotic to helicoids or Delaunay
surfaces, which is used to prove that there exist closed curves on the surface with
non vanishing force.

Note that extending such results to other 3-dimensional space forms seems very
challenging, since theflux and torque argument to determinewhether a curve is closed
or not on the conjugate immersion does not seem to extend for CMC immersions
into other space forms.

In S3 we mention the following result.

Theorem 7 (Ramanathan, [21]) If Σ is a compact Riemannian surface, then
I(Σ,S3) is finite.

4 The Local Problem in S
2 × R and H

2 × R

Wefix c �= 0.We now consider a simply connectedRiemannian surfaceΣ andwe are
interested in the set I(Σ,M2(c) × R) where M2(c) denotes the simply connected
constant curvature c surface, that is, a sphere S2(c) for c > 0 and a hyperbolic plane
H

2(c) for c < 0. We will let ξ denote a unit vertical vector field in M
2(c) × R, that

is, tangent to the factor R.
InM2(c) × R, theGauss–Codazzi equations for an isometric immersion x : Σ →

M
2(c) × R, with unit normal vector field N , involve not only the metric ds2 and the

induced shape operator S, but also the angle function ν = 〈N , ξ〉, which is a function
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on Σ , and the vector field T ∈ X (Σ) so that dx(T ) is the projection of ξ on Tx(Σ).
We will call (ds2, S, T, ν) the Gauss–Codazzi data of the immersion.

It was proved by the author [8] that a necessary and sufficient condition for the
existence of an isometric immersion x : Σ → M

2(c) × Rwith Gauss–Codazzi data
(ds2, S, T, ν) is that (ds2, S, T, ν) satisfy the following set of equations:

K = det S + cν2, (5)

∇X SY − ∇Y SX − S[X,Y ] = cν(〈Y, T 〉X − 〈X, T 〉Y ), (6)

∇XT = νSX, (7)

dν(X) + 〈SX, T 〉 = 0. (8)

||T ||2 + ν2 = 1. (9)

where K denotes the curvature of the metric ds2. Moreover, the immersion is then
unique up to congruences preserving the orientations ofM2(c) and R. Note that (5)
and (6) are respectively the Gauss and Codazzi equations.

From this it is easy to see that an isometric minimal immersion x : Σ → M
2(c) ×

R admits an associate family as in R
3 [8]. Indeed, if (ds2, S, T, ν) satisfies (5)–

(9) with S symmetric and traceless, then (ds2, eθJ S, eθJ T, ν) also satisfies these
equations and eθJ S is symmetric and traceless, and so give rise to an isometric
minimal immersion xθ ∈ I(Σ,M2(c) × R). This was also proved by Hauswirth, Sá
Earp and Toubiana [12] using the fact that the horizontal and vertical projection of
a minimal surface are harmonic. For θ = ± π

2 , the immersion x∗ = xθ is called the
conjugate immersion.

For instance, inH2 × R (normalizing c = −1), the conjugate surface of a helicoid
of pitch smaller than 1 is a catenoid (a rotational minimal surface), but the conjugate
surface of a helicoid of pitch 1 or greater than 1 is a surface that is invariant by
respectively parabolic or hyperbolic horizontal isometries of the ambient manifold.

However, Calabi’s theorem (Theorem 1) does not hold in H
2 × R. Indeed, we

can check that the intrinsic curvature of a helicoid of pitch 1 is identically −1 [23].
Hence the inclusion map of this helicoid and the inclusion map of a totally geodesic
horizontal surface H

2 × {0} are two minimal isometric immersions from H
2 into

H
2 × R that are not associate, since the helicoid is not totally geodesic. Figure 1

shows the conjugate surface of the helicoid of pitch 1; this surface, is the limit of
catenoids when we fix a point of the waist circle and make its radius go to +∞.

Regarding the existence of an isometric immersion x ∈ I(Σ,M2(c) × R), it is
not known whether an analogue of Ricci’s theorem (Theorem 2) can be proved.

We now state the main results obtained by the author in [9] and we will outline
the main ideas of their proofs, which are quite elementary.
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Fig. 1 A minimal surface in
H

2 × R (c = −1) foliated by
horocycles, with intrinsic
curvature −1, and conjugate
to a helicoid of pitch 1
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Theorem 8 ([9]) Let Σ be a minimal surface inM2(c) × R with constant intrinsic
curvature K . Then

• either Σ is totally geodesic and K = 0 or K = c,
• either c < 0, K = c and Σ is part of an associate surface of the helicoid of
pitch 1.

Note that associate surfaces of the helicoid of pitch 1 are simply connected.

Theorem 9 ([9]) Let Σ be a simply connected Riemannian surface with non con-
stant curvature. ThenI(Σ,M2(c) × R) is empty or consists of n families of associate
minimal immersions for some integer n ∈ [1, 6].
Corollary 1 ([9]) Let Σ be a simply connected Riemannian surface with non con-
stant curvature. Let ( ft )t∈I be a continuous family of minimal isometric immersions
from Σ toM2(c) × R, where I is a real interval. Then all immersions ft , t ∈ I , are
associate.

The first step is to show that, in the context of minimal isometric immersions, the
system (5)–(9) can be reduced to

||∇ν||2 = −(1 − ν2)(K − cν2), (10)

�ν − 2Kν + c(1 + ν2)ν = 0. (11)

More precisely, assuming that ν2 < 1, then (ds2, S, T, ν) satisfies (5)–(9)with tr S =
0 if and only if (ds2, ν) satisfy (10)–(11). Note that the case ν2 ≡ 1 can be easily
dealt with in a separate manner (one only gets horizontal totally geodesic surfaces),
and, in the remaining case, by analiticity a study on an open set where ν2 < 1 is
sufficient.

The fact that (10)–(11) is necessary is quite straightforward; indeed, (10) is closely
related to theGauss equation and (11) follows from the fact that ν = 〈N , ξ〉 is a Jacobi
function on Σ , since ξ is a Killing field of the ambient manifold. To prove that (10)–
(11) is sufficient, the idea is to show that (11) is an integrability condition for the
existence of S and T such that (ds2, S, T, ν) satisfies (5)–(9) and tr S = 0.
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The second step is now to study the system (10)–(11). This is a system of one
order 1 and one order 2 partial differential equations. Its compatibility condition is
given by the Bochner-Weitzenböck formula:

1

2
�||∇ν||2 = 〈∇ν,∇�ν〉 + ||∇2ν||2 + K ||∇ν||2,

which, in our context, reads as

6cν〈∇ν,∇K 〉 = ||∇K ||2 − (K − cν2)�K + 4(K − c)(K − cν2)(K + 2cν2).

(12)
If K is constant, then (12) simplifies as 0 = 4(K − c)(K − cν2)(K + 2cν2). If

K �= c, this implies that ν is constant, and the classification in this case can be easily
obtained. If K = c, then this equation becomes 0 = 0; however, (10) implies that
c < 0 and, in this case, horizontal totally geodesic surfaces and helicoids of pitch
one provide solutions ν for all possible initial conditions; this allows to complete the
classification in this case.

Note that, when K is constant, (10)–(11) shows that ||∇ν|| and �ν are functions
of ν, i.e., ν is an isoparametric function.

From now on we assume that K is not constant and, by analiticity, we can restrict
ourselves to an open set on which ∇K does not vanish. Then (12) is a new order
1 partial differential equation for ν. A somewhat long calculation using (10), (12),
their derivatives and (11) shows that ν satisfies an order-zero equation, that is, an
algebraic equation (no differentiation for the unknown function appears) of the form

∀x ∈ Σ, P(x, ν(x)) = 0,

where, for every x ∈ Σ , P(x, ·) is an even polynomial map of degree at most 12, the
map x �→ P(x, ·) is real analytic and the set {x ∈ Σ | P(x, ·) �≡ 0} is dense. Hence
there exist at most 12 solutions ν : Σ → R, and ν is solution if and only if −ν is
solution. Finally, since ν and −ν give rise to congruent immersions, we obtain at
most 6 isometric immersions up to congruences and associate families.

Remark 2 We do not know if the integer 6 in Theorem 9 is optimal.
Sá Earp [22] found an example of a Riemannian surface Σ for which the number

of pairwise non associate minimal isometric immersions from Σ into H
2 × R is

n ≥ 2; for this example the author proved in [9] that n = 2.
In S

2 × R, we do not even know if there exist non associate minimal isometric
immersions of a given Riemannian surface.

Remark 3 We remark that if we set c = 0 in (12) then we getMoroianu-Moroianu’s
equation (4) in R3.
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5 Possible Extensions

A natural extension is to investigate, for a given real number H �= 0, the set of
constant mean curvature (CMC) H isometric immersions into S

2 × R and H
2 × R.

Important results in this direction were obtained by Torralbo and Urbano.

Theorem 10 (Torralbo and Urbano, [25]) Let H > 0 and Σ be a simply connected
Riemannian surface. Then there exists a one to one correspondence between con-
gruence classes of parallel mean curvature (PMC) isometric immersions Σ →
M

2(c) × M
2(c) with mean curvature vector of norm H and pairs of congruence

classes of CMC H isometric immersions Σ → M
2(c) × R.

They also characterized the case where the parallel mean curvature isometric
immersion takes values in a totally geodesic S2(c) × S

1 orH2 × R: a necessary and
sufficient conditions is that the two constant mean curvature isometric immersions
are congruent.

The proof of this result is based on the integrability equations for parallel mean
curvature isometric immersions into M

2(c) × M
2(c). An important role is played

by the Kähler angles of the immersion with respect to the two Kähler structures of
M

2(c) × M
2(c); in this correspondence, the Kähler angles of the PMC immersion

are mapped to the angle functions of the two CMC immersions.
Torralbo and Urbano also classified pairs of non congruent CMC H isometric

immersions of a Riemannian surface having the same angle function.
In a recent joint work of the author with I. Domingos and F. Vitório [10], CMC

isometric immersions are investigated from the point of view of [9] explained in
Sect. 4. ForCMC isometric immersions the system (5)–(9) can be reduced, though the
new system is not as simple as the system (10)–(11) of theminimal case. In particular,
a classification of surfaces with constant mean curvature H and constant intrinsic
curvature is obtained. These surfaces are vertical cylinders, Abresch–Rosenberg–
Leite surfaces and somehelicoidal surfaceswith non constant angle function. The two
latter cases only occur in H

2 × R. Abresch–Rosenberg–Leite surfaces are constant
mean curvature surfaces foliated by horizontal horocycles and with constant angle
function. They were introduced by Abresch and Rosenberg [1] and were proved to
have constant intrinsic curvature by Leite [17]. Using Torralbo and Urbano’s work
[25], this also yields a classification of PMCsurfaces inM2(c) × M

2(c)with constant
intrinsic curvature.

We also mention that Lawn and Ortega [15] proved that only minimal isometric
immersions admit a one parameter family of isometric deformations of a certain type,
called a generalized associate family with rotating structure vector field.

Regarding codimension 1 problems, it would also be interesting to understand the
set I(Σ, N ) where N is a simply connected homogeneous 3-manifold. If N is an
E(κ, τ ) manifold, i.e., if N has a 4-dimensional isometry group (for instance, if N
is the Heisenberg group Nil3), then this study can be deduced from the CMC case
in M

2(c) × R, due to the author’s Lawson-type isometric correspondence between
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CMC immersions into these manifolds [7]. For other such homogeneous manifolds
N (for instance the Lie group Sol3), the problem remains completely open.

Acknowledgements The author would like to thank the referee for his careful reading and his
relevant suggestions.
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Families of Minimal Surfaces in H
2 × R

Foliated by Arcs and Their Jacobi Fields

Leonor Ferrer, Francisco Martín, Rafe Mazzeo, and Magdalena Rodríguez

Abstract This note provides some new perspectives and calculations regarding an
interesting known family of minimal surfaces in H

2 × R. The surfaces in this family
are the catenoids, parabolic catenoids and tall rectangles. Each is foliated by either
circles, horocycles or circular arcs in horizontal copies of H

2. All of these surfaces
are well-known, but the emphasis here is on their unifying features and the fact that
they lie in a single continuous family. We also initiate a study of the Jacobi operator
on the parabolic catenoid, and compute the Jacobi fields associated to deformations
to either of the two other types of surfaces in this family.

Keywords Minimal surfaces · Jacobi fields · Moduli spaces

1 Introduction

In these notes we study properties of an interesting family of minimal surfaces in
H

2 × R. The surfaces in this family are foliated by circles or circular arcs in parallel
slices ofH

2 × R; those surfaces foliated by entire circles are catenoids, those foliated
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by horocycles are parabolic catenoids, and those foliated by arcs equidistant from a
geodesic are the so-called tall rectangles. Somewhat surprisingly, using the Poincaré
disk model of H

2, these surfaces all appear as intersections of regular surfaces in R
3

with the unit cylinder {(x, y, t) ∈ R
3 : x2 + y2 < 1}.

2 Preliminaries and Notation

To set notation, we shall use both the Poincaré disk and upper half-space models of
H

2; these are denoted by D = {z ∈ C : |z| < 1} and H = {z = x + i y ∈ C : y >

0}. We also denote by o = (0, 0) ∈ D. The isometry between these two models is
the Möbius transformation g : D → H,

g(z) = i
1 − z

1 + z
.

These have metrics

dρ2 = 4
|dz|2

(1 − |z|2)2 , and
1

y2
|dz|2,

respectively; the corresponding metric for H
2 × R is dσ2 = dρ2 + dt2. We denote

by ∂H
2 the boundary at infinity of H

2, usually identified with the boundary S1 =
{z ∈ C : |z| = 1} of D, but sometimes also with the boundary R of H together
with the extra point at infinity. Recall from [4] that there are several interesting
compactifications of the boundary at infinity of H

2 × R, but for the purposes of this
paper we consider only the portion ∂H

2 × R, which lies in the boundary of any of
these useful compactifications.

3 Catenoids of Revolution in H
2 × R

Webegin by studying theminimal surfaces of revolution inH
2 × R. These analogues

of catenoids in R
3 were originally described in the seminal article [6] of Nelli and

Rosenberg. We take a slightly different approach to their construction here. Consider
a conformal harmonic parametrization of a minimal annulus A:

X = (F, h) : ΔR = {R < |z| < 1} −→ A ⊂ H
2 × R;

thus
F : ΔR → H

2, h : ΔR → R
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are both harmonic maps. We impose the condition that h is locally constant on ∂ΔR ,
i.e., takes two different constant values on the two boundary components of this
annulus; by translation we assume that these two values are 0 and h0 > 0.

We now pass to the induced mappings from the universal cover M = {w = w1 +
iw2 ∈ C : 0 < w2 < 1} of ΔR . The (holomorphic) covering map is

ϕ : M −→ ΔR, ϕ(w) = exp (−i (log R) w) .

Now ĥ := h ◦ ϕ : M → R is harmonic, andwe normalize by assuming that ĥ|w2=0 ≡
0, ĥ|w2=1 ≡ h0. Since it is bounded in the lateral directions, ĥ(w) = h0 Imw; this is
the imaginary part of the holomorphic function z = h0w which, following notation
in [6], we write as z = −θ + i t . This is defined on the strip Mh0 = {w = w1 + iw2 ∈
C : 0 < w2 < h0}.

We now bring in the fact that A is a surface of revolution, so we can write

F̂(θ, t) := (F ◦ ϕ ◦ z−1)(θ, t) = r(t) eis(θ) (1)

for some smooth functions s and r . The Hopf differential equals �̂ = 1
4dz

2. Since

the pair (F̂, ĥ) = (F̂, t) is conformal on Mh0 , we also have that

‖F̂t‖2H2 + 1 = ‖F̂θ‖2H2 ,

which becomes
4

(1 − r(t)2)2
(
s ′(θ)2r(t)2 − r ′(t)2

) = 1.

Rearranging this we obtain

s ′(θ)2 = (1 − r(t)2)2

4r(t)2
+

(
r ′(t)
r(t)

)2

,

hence each of the two sides must equal the same constant κ2. Write s ′(θ) = κ > 0
and

κ2 = (1 − r(t)2)2

4r(t)2
+

(
r ′(t)
r(t)

)2

. (2)

The harmonicity of F̂ yields the equation

F̂z z + 2(log ρ ◦ F̂)u F̂z F̂z = 0, (3)

where u is a (holomorphic) coordinate of H
2 and the metric dρ2 on H

2 equals
ρ(u)2|du|2. We compute that

2(log ρ ◦ F̂)u = 2F̂
/
(1 − |F̂ |2),
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and hence the left hand side of (2) becomes

1

4
eis(θ)

(
r ′′(t) − r(t)

(
s ′(θ)2 − is ′′(θ)

))+
r(t)eis(θ)

(
r(t)2s ′(θ)2 − r ′(t)2

)

2
(
r(t)2 − 1

) (4)

Substituting from (2) and using that s ′′(θ) = 0, we arrive at the expression

F̂z z + 2(log ρ ◦ F̂)u F̂z F̂z = eis(θ)
(
4r(t)r ′′(t) − 4r ′(t)2 + r(t)4 − 1

)

16r(t)
.

We conclude finally that (3) is equivalent to

4r(t)r ′′(t) − 4r ′(t)2 + r(t)4 − 1 = 0. (5)

This is the equation obtained in a different way by Nelli and Rosenberg in [6].
From the fact that (2) is a first integral of (5), it is easy to read off that solutions

rκ(t) are defined on the entire real line and are periodic in t , oscillating between two
values: √

κ2 + 1 − κ ≤ rκ(t) ≤
√

κ2 + 1 + κ.

Noting that
√

κ2 + 1 − κ < 1 <
√

κ2 + 1 + κ, we see that (F̂, ĥ) extends to a map
from C to R

3, with image a complete surface of revolution which we write as Uκ;
this has the conformal type of C

∗. This family of surfaces is similar in many ways
to the classical family of Delaunay unduloids.

Proposition 1 The surfaces Uκ converge to the cylinder {|z| = 1} × R, as κ → 0,
and to a foliation of R

3 by parallel planes as κ → ∞. The connected components
of Uκ ∩ {|z| < 1}, which are all identified with one another by appropriate vertical
translations, are copies of the standard catenoid of revolution, which we write as Cκ,
in H

2 × R, see Fig.1.
The surface Cκ is conformally equivalent to a proper annulus ΔR where R =

Rκ ∈ (e−π, 1). The height h = h(κ) of Cκ decreases monotonically from π to 0 as κ
increases from 0 to ∞.

The connected components of Uκ ∩ {|z| > 1} are related to the previous ones by
the transformation:

Iκ : C × R −→ C × R

(z, t) �→
(
1

z
, t + h(κ)

)
.

Remark 1 We may also consider an alternative model of the hyperbolic plane con-
sisting of the exterior of the unit disk in C:
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Fig. 1 One of the
unduloid-type surfaces Uκ

whose intersection with the
solid cylinder {(x, y, t) ∈
R
3 : x2 + y2 < 1} gives

the catenoids in H
2 × R

E = {z ∈ C : |z| > 1} ∪ {∞},

with the metric

d ρ2 = 4
|dz|2

(1 − |z|2)2 .

Then
Iκ|Uκ∩{|z|<1} : Uκ ∩ {|z| < 1} −→ Uκ ∩ {|z| > 1}

is an isometry between minimal surfaces.
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Fig. 2 The upper half of three surfaces in the sequence C j . The limit is the union of two horizontal
disks

4 Parabolic Catenoids

We next consider a family of surfaces obtained via a particular limit of horizontal
dilations of the catenoids Cκ.

For any point p ∈ H
2 and h ∈ (0,π), let Ch,p denote the catenoid in H

2 × R

which is rotationally symmetric around the axis {p} × R, symmetric with respect to
reflections across t = 0 and has height h ∈ (0,π). Observe that Ch(κ),p is obtained
applying an horizontal dilation to Cκ.

Now take a sequence of these catenoids, C j := Ch j ,p j such that p j → q ∈ ∂H
2

and h j remains bounded away from both 0 and π. Then C j converges locally in C∞
on any compact set of H

2 × R to two horizontal disks H
2 × {t j }, j = 1, 2, where

|t2 − t1| = lim h j , see Fig. 2. (If h j → 0, then C j converges to one horizontal disk
with multiplicity two.)

Suppose however that we let h j ↗ π. Depending on the rates at which p j → q
and h j → π, various possibilities can occur. We suppose that these sequences are
balanced in such a way that C j intersects a fixed compact set K ⊂ H

2 × R for every
j ; this is easy to arrange by an elementary argument. In this case, standard results
imply that some subsequence of theC j converges locally inC∞ to a complete properly
embedded minimal surface which we write as D. By definition, D is a parabolic
catenoid. It has asymptotic boundary equal to the union of two horizontal circles
separated by distance π, together with a vertical segment joining these two circles.
This class of surfaces was discovered independently by Hauswirth [3] and Daniel
[1].

We can finesse the construction of the sequence C j : start with a sequence of
catenoids Cκ j , rotationally symmetric around the axis {o} × R, with κ j ↘ 0, and
lying in the slab |t | < 1

2h j . Let γ denote the hyperbolic geodesic through o and
converging to q ∈ ∂H

2, and let σ j denote a hyperbolic dilation toward q along this
geodesic which has the property that, extending σ j to an isometry of H

2 × R which
acts only on the first factor, σ j (Cκ j ) is tangent to the axis {o} × R at the point (o, 0)
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Fig. 3 The upper half of four surfaces in the sequenceσ j
(Cκ j

)
. The limit asκ j ↘ 0 is the parabolic

catenoid

(i.e., on the central circle of the catenoid), with the neck of the catenoid lying between
this point and q.

This sequence certainly intersects a fixed compact set for all j , hence converges to
a parabolic catenoid which we denote byDq , see Fig. 3. Its height is precisely equal
to π. The symmetries of the catenoid and the naturality of the construction easily
imply that these various Daniel surfaces are all related to one another by rotations of
H

2 × R around the axis {o} × R. We can also apply horizontal hyperbolic dilations
to these surfaces, which is the same as choosing a slightly different normalization of
the sequence of surfaces C j above; denoting the dilation parameter by λ, we obtain
the family of surfacesDq,λ; λ = 1 corresponds to the identity dilation. The surfaces
in this entire family are all mutually isometric by rotations and hyperbolic dilations.
We take as the standardmodel the surface in this familywithλ = 1. It is an embedded
disk with asymptotic boundary the two horizontal circles S1 × {0} � S1 × {π} and
the vertical segment {q} × [0,π] (Fig. 4).
Remark 2 Applying the limit process described above to the entire unduloid-type
surfaces Uκ, one obtains a complete limiting surface Q1 in R

3, see Fig. 5, described
by the equation

Q1 = {
(x, y, t) ∈ R

3 : 1 − x2 − y2 = cos(t)((1 + x)2 + y2)
}
.

The intersection
Q1 ∩ {

(x, y, t) ∈ R
3 : x2 + y2 < 1

}
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Fig. 4 Two different views of the surface Q1/2 in R
3 whose intersection with the solid cylinder

{(x, y, t) ∈ R
3 : x2 + y2 < 1} consists of translated copies of D∞,1/2

Fig. 5 Two different views of the surface Q1 in R
3 whose intersection with the solid cylinder

{(x, y, t) ∈ R
3 : x2 + y2 < 1} consists of translated copies of D∞,1

is an infinite union of (translated) copies of the parabolic catenoid. Similarly, the
dilated surface Dq,λ can be seen as the intersection of

Qλ = {
(x, y, t) ∈ R

3 : λ(1 − x2 − y2) = cos(t) ((1 + x)2 + y2)
}
.

with the cylinder
{
(x, y, t) ∈ R

3 : x2 + y2 < 1
}
, (see Figs. 4 and 6).

Note in particular that the surfaces Qλ are invariant under the map:

I : C × R −→ C × R,

(z, t) �→
(
1

z
, t + π

)
.
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Fig. 6 Two different views of the surface Q2 in R
3 whose intersection with the solid cylinder

{(x, y, t) ∈ R
3 : x2 + y2 < 1} consists of translated copies of D∞,2

Similarly to what happens for catenoids, the map I induces an isometry

I : Qλ ∩ {(z, t) : |z| < 1} → Qλ ∩ {(z, t) : |z| > 1}.

Observe that the surfaces Qλ, λ ≥ 1, intersect the line {o} × R. As they are invari-
ant under I , this means that Qλ also contains horizontal straight lines. However,
Qλ ∩ ({o} × R) = ∅, for λ ∈ (0, 1). Hence for these values of λ, the surface Qλ is
contained in a solid vertical cylinder.

The simplest analytic representation of Dq,λ uses the upper half-space model
for H

2. Place q at infinity in H and use the standard coordinates (x, y, t), H × R,
where y > 0. The parabolic catenoid is invariant under parabolic translations, which
in this representation take the form (x, y, t) �→ (x + b, y, t) for any b ∈ R, and it
also intersects each horizontal slice t = const. transversely. Therefore this surface
is a sweep-out of some curve (0, f (t), t), 0 < t < π by these parabolic translations.
Searching for a minimal surface with these properties leads in a straightforward way
to the family of solutions f (t) = λ sin t for any λ ∈ R

+. The surface is the image of
corresponding family of embeddings of the strip Mπ = R × (0,π) given by

Ψλ(x, t) = (λ x,λ sin t, t). (6)

For simplicity, we write Ψ = Ψ1.

5 Tall Rectangles

The final family of surfaces in H
2 × R we consider here is the family of properly

embeddedminimal disks, described by Sa-Earp andToubiana in [7]. These have ideal
boundary consisting of two parallel arcs σ × {±h/2}, where h > π is arbitrary and σ
is an arc in ∂H

2 with endpoints q1 and q2, together with the vertical segments {q1} ×
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Fig. 7 The tall rectangle of
height h = 9

5π

[−h/2, h/2] and {q2} × [−h/2, h/2], see Fig. 7. Each of these surfaces, denoted
Σσ,h , is areaminimizing. (Acomplete surface is areaminimizing if any compact piece
is area-minimizing among all the surfaceswith the same boundary.) The intersections
Σσ,h ∩ (H2 × {t}) foliate Σσ,h by a family of curves which, if all projected down to
H

2, all have the same endpoints q1 and q2 and are equidistant to the geodesic [q1, q2].
Following [7], we construct these surfaces as follows. Using the Poincaré disk

model, consider the vertical plane P = γ × R where γ is the geodesic {Im z = 0} ⊂
D, parametrized either by x ∈ (−1, 1) or by signed geodesic distance ρ from {o}.
The relationship between the two parameters is x = tanh(ρ/2), ρ = log

(
1+x
1−x

)
. Next,

fix 0 < d < 1 and consider the curve σd ⊂ P given as a bigraph of the two functions
t = ±λd(ρ), i.e.,

σd = {
(ρ,±λd(ρ)) : ρ ≥ cosh−1(1/d)

}
.

We then determine the conditions under which the surface swept out by this curve
with respect to horizontal hyperbolic dilations along the geodesic from −i to i is
minimal. A standard computations shows that minimality is equivalent to

dλd

dρ
(ρ) = 1

√
d2 cosh2 ρ − 1

(7)
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(N.B. the treatment in [7] uses e = 1/d as a parameter instead.) By the chain rule,

dλd

dx
= 2

√
d2(1 + x2)2 − (1 − x2)2

. (8)

The lower bound ρ > cosh−1(1/d) transforms to x > d1 :=
√
1−d√
1+d

. Note that the
derivative is infinite at x = d1, so this graph together with its reflection cross the
x-axis is at least C1. A closer analysis shows that this bigraph is in fact C∞.

In summary, the complete properly embedded minimal disk Σd is the surface
swept out by the curve σd , where

λd(x) :=
∫ x

d1

2 dv
√
d2(1 + v2)2 − (1 − v2)2

. (9)

It is straightforward to check that:

λd(x) = − 2

1 − d
Im

(
F

(
arcsin (d1x)

∣∣
∣∣
1

d2
1

))
,

where

F(φ|z) :=
∫ φ

0

(
1 − z sin2(θ)

)−1/2
dθ, −π

2
< φ <

π

2

is the classical elliptic integral of the first kind. The surface itself is parametrized as
a bigraph

ϒd : (d1, 1) × (−1, 1) → H
2 × R,

ϒd(x, y) =
(

x − xy2

x2y2 + 1
,

(
x2 + 1

)
y

x2y2 + 1
,±λd(x)

)

. (10)

Note that the top and bottom halves Σ±
d = Σd ∩ {±t ≥ 0} are each graphs over the

“lunette” region Ld ⊂ D lying between the circular arc γd passing through ±i and
d1, and the arc on the circumference joining −i to i and passing through 1.

The curve σd and surface Σd are contained in the region where

|t | <
1

2
hd =

∫ 1

d1

2 dv
√
d2(v2 + 1)2 − (v2 − 1)2

< ∞.

It is not hard from this expression to check that the height hd of Σd increases
monotonically in d and with the following asymptotic behavior:

• As d → 0, hd ↘ π and Σd diverges to infinity. Denoting by T̃d the horizontal
dilation along γ which maps the point d1 to 0, then the family of disks Yd :=
(T̃d × IdR)(Σd) converges to the parabolic catenoid passing through the origin.
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Fig. 8 The annulus
ϒd ((d1, 1/d1) × (−1, 1))

• As d → 1, hd → ∞ and Σd limits to the vertical plane (−i, i) × R.

Observe that, for a fixed d ∈ (0, 1), the parametrisationϒd is defined on (d1, 1/d1)
× (−1, 1) and the image of this extension is an annulus inR

3, see Fig. 8. Applying an
180o-degree rotation around the line (geodesic) passing through the points (−i, hd/2)
and (i, hd/2), then we get another annulus of height 2hd which is the fundamental
piece of a singly periodic surface in R

3. The intersection of this periodic surface
with the solid cylinder {(x, y, t) ∈ R

3 : x2 + y2 < 1} consists of an infinite number
copies of the tall rectangle Σd , see Fig. 9.

Remark 3 As in the previous cases, the cylindrical surface in Fig. 9 is invariant
under the map

Id : C × R −→ C × R,

(z, t) �→
(
1

z
, t + hd

)
.

Observe that when the tall rectangle intersects the vertical line {o} × R, the surface
in R

3 has “flat ends” similar to those in the surfaces Qλ, λ ≤ 1 from Sect. 4.

6 Jacobi Fields on Parabolic Catenoids

In the remaining sections of this paper we initiate the study of the Jacobi operator
on a parabolic catenoid. This is a necessary step before studying the broader space
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Fig. 9 Tall rectangles can
also be seem as the
intersection of a cylindrical
surface of R

3 with the
cylinder {(x, y, t) ∈ R

3 :
x2 + y2 < 1}

of minimal disks with a similar asymptotic structure. In this section we consider
the Jacobi fields on D which are generated by deformations into catenoids or tall
rectangles. The next section is a brief introduction to some more general aspects of
the analysis of the Jacobi operator.

6.1 Deformations to Catenoids

Wefirst analyse the deformations ofD into catenoids Cq,h . A thorough analysis of the
Jacobi operator and local deformation theory for catenoids Cκ appears in our earlier
paper [2], but we consider here this limiting case and find an explicit expression
for the Jacobi field on the parabolic catenoid arising from the ‘regeneration’ of this
surface to the degenerating sequence of catenoids. This is a bit complicated because
the rotational symmetry of the catenoids is lost in the limit. For this reason, we do
all computations in the rectangular coordinates (x, y, t) on H × R.

Recall from Sect. 3 the conformal parametrization
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Fig. 10 Half a catenoid is a
graph over the annulus
A(r0, 1)

Xκ(θ, t) =
(
rκ(t)e

i
√

κ θ, t
)

, κ > 0,

where

κ = (1 − rκ(t)2)2

4rκ(t)2
+

(
r ′
κ(t)

rκ(t)

)2

. (11)

We choose the solution for which r < 1 when t ∈ (− hκ

2 , hκ

2

)
. We also know that

min rκ := r0 = rκ(0) = √
κ + 1 − √

κ ≤ rκ(t) < 1.

Now write the catenoid as a bigraph over the planar annulus A(r0, 1), see Fig. 10,
with t a function of r . Then

κ = (1 − r2)2

4r2
+

(
1

r t ′(r)

)2

,

or equivalently, t ′(r) = 2(4κr2 − (1 − r2)2)−1/2, whence

tκ(r) =
∫ r

r0

2 du
√
4κu2 − (1 − u2)2

.
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Before differentiating this with respect toκ, it is convenient to set u = (r − r0)s +
r0, which yields

tκ(r) = 2(r − r0)
∫ 1

0

ds
√
4κ((r − r0)s + r0)2 − (1 − ((r − r0)s + r0)2)2

.

We next transform to the upper half-space times R, using the conformal diffeo-
morphism g : D → H from the preliminaries. Write

μ0 := −i g(r0) = 1 + √
κ − √

1 + κ

1 − √
κ + √

1 + κ
∈ (0, 1).

We obtain a representation of Cκ as a bigraph over the complement of a disk in the
half-plane

Ωκ := H \ D(i (μ0 + μ−1
0 )/2, (μ−1

0 − μ0)/2) ⊂ H,

where D(z0, r) := {z ∈ C : |z − z0| < r}.
Next apply the horizontal dilation T1/μ0 on H which carries z �→ 1

μ0
z, and write

Ĉκ := (
T1/μ0 × IdR

)
(Cκ). As described earlier, the parabolic catenoid is the limit of

the family Ĉκ, as κ → 0. Note that

lim
κ→0

T1/μ0(Ωκ) = M̃ = {z = x + iy ∈ H : 0 < y ≤ 1}.

Given a point z ∈ M̃ , set r = ∥∥g−1(Tμ0(z))
∥∥; the corresponding point on the dilated

catenoid is (x, y, tκ(r)). This gives the family of minimal immersions

�κ(x, y) = (x, y, tκ(x, y)).

To compute d�κ/dκ|κ=0, it is first necessary to compute dtκ/dκ|κ=0.Write the inte-
gral formula for tκ above as tκ(x, y) = ∫ 1

0 G(x, y, s,κ)ds and expand G(x, y, s,κ)

in powers of
√

κ:

G(x, y, s,κ) = a0(x, y, s) + a1(x, y, s)
√

κ + a2(x, y, s)κ + o(κ3/2).

These first few coefficients are given by

a0(x, y, s) = 1 − y√
s(1 − y)(2 − s + sy)

,
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a1(x, y, s)

= −s2y3 + 3 s2y2 − 3 s2y + s2 − 3 sy2 + 6 sy − 3 s + y2 − 2y + 1

2(sy − s + 2)
√
s(1 − y)(sy − s + 2)

and

a2(x, y, s)

= −2 s4(y − 1)5 + 2 s3(y − 5)(y − 1)4 + s2(10y − 13)(y − 1)3

8(sy − s + 2)2
√
s(1 − y)(sy − s + 2)

+ 2 s(y − 1)
(
y
(
x2 + 8y − 6

) − 2
) + y

(
4x2 + (5 − 3y)y + 7

) − 9

8(sy − s + 2)2
√
s(1 − y)(sy − s + 2)

A straightforward but increasingly tedious computation gives

∫ 1

0
a0(x, y, s)ds = arccos y, (12)

∫ 1

0
a1(x, y, s)ds = 0, (13)

∫ 1

0
a2(x, y, s)ds = 1

4

(
x2y

√
1 − y2

− arccos y

)

. (14)

These yield
lim
κ→0

�κ(x, y) = �0(x, y) = (x, y, arccos y),

and
d�κ

dκ

∣
∣∣∣
κ=0

(x, y) =
(

0, 0,
1

4

(
x2y

√
1 − y2

− arccos y

))

.

Finally, if we parametrize half of the parabolic catenoid as �0(x, y) = (x, y,
arccos y), then the Gauss map is given by ν(x, y) = (0,−y2,−√

1 − y2). Hence,
the Jacobi field that we are looking for is

w(x, y) = ν ·
(
d�κ

dκ

∣∣∣∣
κ=0

)
= 1

4
(
√
1 − y2 arccos y − x2y).

Using the parametrization F̂ : R × (− π
2 , π

2

) → H
2 × R,

F̂(x, t) = (x, cos t, t),

then this Jacobi field equals w(x, t) = 1
4 (t sin t − x2 cos t).
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Remark 4 The parabolic catenoid in (6) and the one above differ by the vertical
translation t �→ t − π/2. The Jacobi field on (6) is

w(x, t) = 1

8

(
(π − 2t) cos(t) − 2x2 sin(t)

)
.

6.2 Deformations to Tall Rectangles

We next compute the Jacobi field on a parabolic catenoid associated to the variation
of this surface into the family of tall rectangles. More specifically, we compute the
variation associated to the family Yd defined at the end of Sect. 5 which converge to
a given parabolic catenoid D.

Recall the parametrization (10) for Σd . The top and bottom halves of Σd are
graphs over the lunette Ld ⊂ D between the circular arc γd passing through ±i and
d1, and the boundary arc γ1 passing through±i , 1. Set L̂d = g(Ld); this is the region
in the half-planeH between the segment [−1, 1] and the circular arc passing through
±1 and μ1, where

μ1 = i

√
1 + d − √

1 − d√
1 + d + √

1 − d
.

Defining Ts as before, then the limit of the domains T1/μ1(L̂d) as d → 0 is the strip
M where 0 < y < 1.

Given z = (x, y) ∈ M , z ∈ T1/μ1(L̂d) for all d < d ′ if d ′ is small enough. The
transformation of Σd is parametrized by the function

Gd(x, y) = (x, y,λd(X)),

where X = X (x, y, d) is the positive solution to the quadratic system:

⎧
⎪⎨

⎪⎩

X (1−Y 2)

1+X2Y 2 = μ1x

Y (1+X2)

1+X2Y 2 = μ1y

Now recall the formula (9) for λd(X), and change variables in it by setting r =
(X − d1)s + d1. This gives

λd(X) =
∫ 1

0
H(x, y, s, d)ds.

where
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H(x, y, s, d) = 2 (X − d1)ds√
d2(((X − d1)s + d1)2 + 1)2 − (((X − d1)s + d1)2 − 1)2

Now proceed as in the previous subsection by expanding

H(x, y, s,
√
d) = h0(x, y, s) + h1(x, y, s)

√
d + h2(x, y, s)d + o(d3/2),

where

h0(x, y, s) = 1 − y√
s(1 − y)(2 − s + sy)

,

h1(x, y, s) = (1 − y)3/2
(
s2y − s2 + 3 s − 1

)

2
√
s(sy − s + 2)3/2

,

and

h2(x, y, s) =
−2 s4(y − 1)5 + 2 s3(y − 5)(y − 1)4 + s2(10y − 17)(y − 1)3

8(s(y − 1) + 2)2
√
s(1 − y)(s(y − 1) + 2)

+
2 s(y − 1)

(− (
x2 + 14

)
y + 8y2 + 6

) − y
(
4x2 + y(3y − 5) + 9

) + 7

8(s(y − 1) + 2)2
√
s(1 − y)(s(y − 1) + 2)

.

By a straightforward computation,

∫ 1

0
h1(x, y, s)ds = 0, and

∫ 1

0
h2(x, y, s)ds = 1

4

(

arccos(y) − x2y
√
1 − y2

)

.

Therefore, just as at the end of the previous subsection, the corresponding Jacobi
field is

ŵ(x, y) = −1

4
(
√
1 − y2 arccos y − x2y).

Note the unexpected fact that this is equal to −w(x, y), where w is the Jacobi field
associated to the deformation of D into catenoids.
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7 The Jacobi Operator on Parabolic Catenoids

We finally turn to the task of describing the beginnings of the analytic theory of
the Jacobi operator on the parabolic catenoidD∞,1 given by parametrization (6) for
λ = 1.
Coordinate vector fields and metric: Via the parametrization Ψ , the coordinates
(x, t) on D∞,1 induce the coordinate vector fields

Ψ∗(∂x ) = X1 = (1, 0, 0), Ψ∗(∂t ) = X2 = (0, cos t, 1).

The metric coefficients are

g11 = X1 · X1 = 1/ sin2 t, g12 = X1 · X2 = 0,

and g22 = X2 · X2 = (cos2 t/ sin2 t) + 1 = 1/ sin2 t,

(thus displaying the conformality of Ψ ).

Jacobi operator: The unit normal toD∞,1 at Ψ (x, t) is

ν(x, t) = (0, sin2 t,− cos t),

whence RicH2×R(ν, ν) = −gH2((0, sin2 t), (0, sin2 t)) = − sin2 t .

Remark 5 Given q ∈ ∂H
2, τ ∈ R and λ > 0, we are going to denote Dq,τ ,λ the

generalized catenoid whose vertical segment at infinity is {q} × [τ , τ + π] and is
dilated by ratio λ. Noticed that Dq,λ = Dq,0,λ.

To compute the Jacobi operator we can avoid computing |A|2 directly by the
following observation.

Wefirst compute the Jacobi field corresponding to the familyλ �→ D∞,0,λ. Indeed,

d

dλ

∣
∣∣∣
λ=1

Ψλ(x, t) = (x, sin t, 0),

so the normal component of this, which is the Jacobi field we seek, equals

ψ = ν · (x, sin t, 0) = sin t.

This vanishes simply at both t = 0 and t = π and is L2 on any portion |x | ≤ C since
the measure equals dxdt/ sin2 t , but is not L2 onΣ . Now,Δg = sin2 t (∂2

x + ∂2
t ) and

the Jacobi operator equals

L = − (
Δg + Ric(ν, ν) + |A|2) .

Writing out the equality Lψ = 0 with ψ = sin t , we obtain
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sin2 t (− sin t) + (− sin2 t + |A|2) sin t = 0 ⇒ |A|2 = 2 sin2 t

This shows that
L = − sin2 t (∂2

x + ∂2
t + 1).

This is a nonnegative operator: indeed, L = sin2 t L0, where L0 = −∂2
x − ∂2

t − 1,
and its action on L2((sin t)−2dxdt) is equivalent to the action of L0 on L2(dxdt)
with Dirichlet boundary conditions at t = 0,π. This latter operator is nonnegative
since −∂2

t − 1 with Dirichlet conditions is nonnegative on [0,π]. The fact that the
spectrum of L lies in R

+ also follows from the existence of the nonnegative solution
ψ to Lψ = 0.

The function ũ(x, t) = x sin t is another non-L2 solution to Lũ = 0. It is not hard
to show that u and ũ span the full space of tempered solutions to the Jacobi equation
which vanish at t = 0,π.

Mapping properties of the Jacobi operator: We next describe some aspects of the
mapping properties of L on the infinite strip S = Rx × [0,π]t . The remarks here are
meant to be preparatory to a deeper study of the deformation theory of tall rectangles,
to which we shall return in a work in progress. We consider two main questions:

(i) Find classes of functions φ±(x) such that the problem Lu = 0 on S, u(x,π) =
φ+(x), u(x, 0) = φ−(x) is solvable;

(ii) Find a class of functions f on S for which we can solve Lu = f with u = 0 at
t = 0,π, and u → 0 as x → ±∞.

We analyze these questions using the Fourier transform in x . Writing the dual
variable as ξ, then question i) leads to the study of the two families of problems

L̂ξ û(ξ, t) := sin2 t (−∂2
t + ξ2 − 1)û = 0,

û(ξ,π) = φ̂+(ξ), û(ξ, 0) = φ̂−(ξ)
(15)

and
L̂ξ û(ξ, t) = f̂ (ξ, t), û(ξ, 0) = û(ξ,π) = 0. (16)

Consider (15) first. For ξ �= 0, there exist two functions v±(ξ, t) which satisfy
L̂ξv±(ξ, t) = 0 and

v+(ξ, 0) = 0, v+(ξ,π) = 1, v−(ξ, 0) = 1, v−(ξ,π) = 0,

namely {
v+(ξ, t) = sin((1 − ξ2)1/2t)/ sin((1 − ξ2)1/2π),

v−(ξ, t) = sin((1 − ξ2)1/2(π − t))/ sin((1 − ξ2)1/2π)

when |ξ| < 1,
v+(±1, t) = t/π, v−(±1, t) = 1 − t/π,



Families of Minimal Surfaces … 87

and {
v+(ξ, t) = sinh((ξ2 − 1)1/2t)/ sinh((ξ2 − 1)1/2π),

v−(ξ, t) = sinh((ξ2 − 1)1/2(π − t))/ sinh((ξ2 − 1)1/2π)

for |ξ| > 1. These functions are clearly holomorphic when ξ ∈ C \ {0,±1}, but
although they appear to be branched at ξ = ±1, they are single-valued at these points
so are holomorphic away from ξ = 0, where they have a double pole.

Now suppose, for example, that φ̂±(ξ) are functions in L1 such that φ±(ξ)ξ−2 ∈
L1
loc. Then the solution to problem i) is

u(x, t) = F−1
(
φ̂+(ξ)v+(ξ, t) + φ̂−(ξ)v−(ξ, t)

)
,

whereF is the Fourier transform. It is not hard to check that under these hypotheses,
u(x, t) is continuous onR × [0,π],u(x, t) → 0uniformly in t ∈ [0,π] as x → ±∞,
and furthermore, that

∫

R

u(x,π) dx =
∫

R

u(x, 0) dx = 0.

It is clearly possible to choose functions φ± satisfying these constraints but so that
u(x,π) �= u(x, 0) for every x ∈ R. This implies that there are infinitesimal defor-
mations where the difference of the heights of the two boundary curves may vary,
though the average of the difference of their heights equals π.

There are also some interesting constraints on Jacobi fields. Indeed, let

Sr = {Ψ (x, t) : (x, t) ∈ [−r, r ] × [0,π]}

denote the truncated surface. Consider the basic Jacobi field u(x, t) = sin t , and
suppose that w is any other Jacobi field, i.e., Lw = 0, which has sufficient decay as
|x | → ∞ for the following computations to make sense (such Jacobi fields certainly
exist by virtue of the preceding calculations.) We then compute that

0 =
∫

Sr

((Lu)w − u(Lw))
1

sin2 t
dxdt =

∫ r

−r
(w(x,π) + w(x, 0)) dx +

∫ π

0
sin t (wx (r, t) − wx (−r, t)) dt.

We conclude that Jacobi fields (at least the well-behaved ones) must satisfy the
‘moment condition’

∫ ∞

−∞
(w(x,π) + w(x, 0))dx +

∫ π

0
sin t (w+

x (t) − w−
x (t))dt = 0,
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where w±
x (t) := lim

x→±∞ wx (x, t). The precise geometric meaning of this is not evi-

dent.
To convert these infinitesimal statements into statements about minimal surfaces

near to Dq,τ ,λ, it is necessary to solve the inhomogeneous problem (ii). The details
of this proceed in an unsurprising fashion: passing to the Fourier transform again,
there is a Green function Ĝ(ξ, t, t ′) for L̂ξ for ξ �= 0, and this can be used to solve
Lu = f for a broad collection of functions f . By this linear theory and standard use
of the implicit function theorem, the Jacobi fields discussed earlier can be integrated
to nearby minimal surfaces.

The point of all of this is the following. There exist deformations of Dq,τ ,λ

which deform the top and bottom boundary curves to Γ±, but which fix the ver-
tical line connecting them. Although it might be natural to conjecture that any
such deformation has top and bottom boundary separated at exactly distance π,
i.e., Γ+(x) − Γ−(x) = π for all x , we have shown that this is not true.
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1 Introduction

Let (M, σ ) be a Riemannian n-manifold (not necessarily complete) and let Ω ⊂ M
be a domain whose boundary is piecewise smooth. The graph � = Graph(u) of a
smooth function u : Ω→R is a smooth hypersurface in the product manifold M × R

endowed with the product metric g0 := σ + dt2. Moreover, it is standard to check
that if H : M → R is a smooth function, then � has prescribed mean curvature H
if and only if

div

(
∇u√

1 + |∇u|2
)

= H, (1)

for all x ∈ Ω , where ∇ and div are the gradient and divergence with respect to σ.

In this paper wewill work in the cases when either� is minimal, or� has constant
mean curvature, or � is a translating soliton of the mean curvature flow. Moreover,
we will adopt the convention that the mean curvature is just the trace of the second
fundamental form.

First of all, let us explain what we mean by a Jenkins–Serrin solution of (1).
Given any Riemannian manifold M of dimension n ≥ 2, let Ω ⊂ M be a bounded
Lipschitz domain whose boundary can be written as

∂Ω = �0 ∪ �1 ∪ �2 ∪ N

where �0, �1, �2 are open disjoint subsets of class C1 and N is a closed subset such
that the (n − 1)-dimensional Hausdorff measureHn−1(N ) = 0. The Jenkins–Serrin
solution of (1) with continuous data f0 : �0 → R is a smooth function u : Ω → R

that satisfies (1), u|�0 = f0 and

i. u → +∞ as x → �1;
ii. u → −∞ as x → �2.

As we will see later, the conditions i and ii impose important restrictions on the
extrinsic geometry of �1 and �2, in general.

Probably, the best known example of Jenkins–Serrin solutions is given by the
classical Scherk’s minimal surface, that is the graph of the function f (x, y) =
ln(cos(x)/ cos(y)) over the domain Ω = (−π/2, π/2) × (−π/2, π/2). This idea
of construction was generalized by Jenkins and Serrin in [14], but before stating
their theorem, we need some notation. Let Ω ⊂ R

2 be a bounded domain whose
boundary consists of a finite number of open straight arcs A1, . . . , Ar (the set �1),
B1 . . . , Bs (the set �2), and a finite number of convex arcs C1, . . . , Ct (the set �0)
with respect to Ω and the end points of these arcs (the set N ). Let P be a polygon
whose vertices are chosen among the vertices of Ω; this polygon will be called an
admissible polygon. We are going to use also the following notation:

α(P) =
∑

Ai ⊂P
||Ai ||, β(P) =

∑
Bi ⊂P

||Bi || and 
(P) = perimeter(P),

where ||A|| denotes the arc length of A.
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Theorem 1 (Jenkins–Serrin) Let Ω ⊂ R
2 be as above. Assume also that no two

arcs Ai and no two arcs Bi have a common endpoint. Given any continuous data
fi : Ci → R, then there exists a Jenkins–Serrin solution u : Ω → R for the minimal
graph equation with continuous data u|Ci = fi if, and only if, for any admissible
polygon P we have

2α(P) < 
(P) and 2β(P) < 
(P). (2)

If {Ci } = ∅, we also require that α(∂Ω) = β(∂Ω) forP = ∂Ω. Moreover, if {Ci } 	=
∅, then u is unique, and if {Ci } = ∅, then u is unique up to adding a constant.

In [14], Jenkins and Serrin proved also that the existence of minimal Jenkins–
Serrin solutions imposes several restrictions over the domain.

Theorem 2 (Jenkins–Serrin) Let Ω ⊂ R
2 be a bounded domain. Suppose that

u : Ω → R is a solution of the minimal graph equation satisfying u → ±∞ as
x → γ, where γ is a smooth connected component of ∂Ω. Then γ is a geodesic.

Spruck [26] extended Jenkins’ and Serrin’s work for the CMC case. He proved
the existence of CMC Jenkins–Serrin solutions for very specific domains in R

2. The
setting in [26] was the following:

Let Ω ⊂ R
2 be a bounded domain whose boundary consists of finite number

of open arcs A1, . . . , Ar , B1 . . . , Bs , C1, . . . , Ct and the endpoints of these arcs.
Suppose that the curvatures of these arcs satisfy

κ(Ai ) = H, κ(Bi ) = −H, κ(Ci ) ≥ H. (3)

Now,we say thatP is admissible ifP is a simple closed curvilinear polygonwhose
sides consists of circular arcs of curvature κ = ±H and whose vertices belong to the
set of end points of the arcs {Ai } and {Bi }. As before, α and β, respectively, denotes
the total length of the arcs Ai and Bi , and 
 denotes the perimeter of P .

Theorem 3 (Spruck)Let Ω ⊂ R
2 be a domain as above satisfying (3)with {Ci } 	= ∅

and |Bi | < π/H. Assume also that no two arcs Ai and no two arcs Bi have a common
endpoint and that the domain Ω∗ formed by reflection1 of the arcs Bi is contained in
a disk of radius 1/H. Given any continuous data fi : Ci → R, there exists a unique
Jenkins–Serrin solution u : Ω → R with mean curvature H and satisfying u|Ci = fi ,
if and only if, for any admissible polygon P we have

2α(P) < 
(P) + H Area(P) and 2β(P) < 
(P) − H Area(P).

In the case {Ci } = ∅, he obtained that the necessary and sufficient conditions for
the existence of the solution are

2α(P) < 
(P) + H Area(P) and 2β(P) < 
(P) − H Area(P)

1We reflect Bi with respect to the line passing through the end points. In this way we obtain an arc
B∗

i with curvature κ(B∗
i ) = H .
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and
α(P) = β(P) + H Area(Ω).

In higher dimensions the question ismore difficult but Spruckproved the following
local existence of CMC Jenkins–Serrin solution.

Theorem 4 (Spruck)Let S be a C2 hypersurface in R
n with mean curvature H(> 0).

Let p be an interior point of S, and Bε(p) a ball with center p and radius ε. For
small ε, let D+ and D− be the domains bounded by S and ∂ Bε(p) so that the mean
curvature HS = H with respect to D+ and HS = −H with respect to D−. Then for
ε small enough, there exists a Jenkins–Serrin solution u in D+ (respectively D−)
with boundary values +∞ (respectively −∞) on S and prescribed continuous data
f on the remainder of the boundary.

Moreover, he obtained an analogous result to Theorem 2 making a clever use of
suitable barriers.

Theorem 5 (Spruck) Let Ω ⊂ R
n be a domain that is bounded in part by a C2

hypersurface S. Suppose that u : Ω → R is a solution of the CMC equation with
constant mean curvature H(> 0) satisfying u → ∞ (respectively u → −∞ ) as
x → S. Then HS = H (respectively −H), where HS denotes the mean curvature of
S in R

n.

Further results about Jenkins–Serrin solutions in higher dimensions can be found in
[10, 16].

Nelli and Rosenberg [21] extended the Jenkins–Serrin theory for domains in
the hyperbolic plane H

2, and after that, Pinheiro [22] to more general Riemannian
surfaces.

Although we are only considering the case of bounded domains, we would like
to mention that Mazet et al. [17] proved that, in the minimal case, it is possible to
get Jenkins–Serrin solutions over non-compact domains in the hyperbolic plane H

2.

Their result generalizes previous results obtained by Collin and Rosenberg in [6]. To
state the result, we use the following notation.

We say that a domain Ω ⊂ H
2 is an ideal Scherk domain if ∂∞Ω consists of a

finite number of geodesic arcs Ai , Bi , a finite number of convex arcsCi (with respect
toΩ), a finite number of open arcs Di at ∂∞H

2, together with their endpoints (called
the vertices of Ω) and no two Ai and no two Bi have a common end point. Now let
Ω be an ideal Scherk domain; a polygon P ⊂ Ω is said to be an admissible polygon
if its vertices are among the vertices of Ω. For any ideal vertex pi of Ω at ∂∞H

2,
let Hi be a horocycle at pi such that for any i 	= j we have Hi ∩ Hj = ∅, and Hi

does not intersect the bounded edges of ∂Ω. Finally, given any admissible polygon
P ⊂ Ω , denote by �(P) the part of ∂P outside the horocycles Hi and call

α(P) =
∑

Ai ⊂P
||Ai ∩ �(P)|| and β(P) =

∑
Bi ⊂P

||Bi ∩ �(P)||.

With this notation, we can state their theorem.
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Theorem 6 (Mazet–Rodríguez–Rosenberg) Suppose that there is at least one edge
Ci or Di in ∂∞Ω . Then there exists a Jenkins–Serrin solution with continuous data
fi : Ci → R and gi : Di → R if, and only if, the horocycles Hi can be chosen so that

2α(P) < ||�(P)|| and 2β(P) < ||�(P)||.

for any admissible polygon P in Ω .

Around the same time, Gálvez and Rosenberg [9] proved similar result for simply
connected and complete Riemannian surfaces whose Gaussian curvature is bounded
from above by a negative constant.

Concerning the CMC case, Hauswirth et al. [11] proved the existence of Jenkins–
Serrin solutions inH

2 andS
2. Later Folha andRosenberg [8] generalized these results

to the case of Hadamard surfaces.
We would like to point out that Folha and Rosenberg also proved the following

theorem that provides a relationship between the mean curvature of the graph and
the mean curvature of the boundary of the domain.

Theorem 7 (Folha–Rosenberg) Let M be a Hadamard surface and Ω ⊂ M be a
bounded domain. Suppose that u : Ω → R is a solution of CMC equation with con-
stant mean curvature H(> 0) satisfying u → ∞ (respectively u → −∞ ) as x → γ,

where γ is a smooth connected component of ∂Ω. Then Hγ = H (respectively −H),
where Hγ denotes the mean curvature of γ in M.

Notice that a fact repeatedly appears in Theorems 2, 5 and 7. Namely, they showed
that if we have a Jenkins–Serrin solution over a domain Ω , then the mean curvature
of ∂Ω and the mean curvature of the surface given by the graph of the Jenkins–Serrin
solution are equal, up to a sign. This suggests the following question:

Question 1 How does the existence of complete graphs with prescribed mean cur-
vature over a regular domain affect the geometrical structure of its boundary?

In relation to the translating graphs, Shahriyari [24] obtained a complete result
for translating graphs over regular domains in R

2. The main idea in Shahriyari’s
proofs is to use Schoen’s type estimates for stable minimal surfaces in 3-dimensional
manifolds, an important tool in Colding&Minicozzi theory, to get information about
the behaviour of the graph as we approach a component γ of the boundary, like Folha
and Rosenberg do in [8]. Finally, she concluded that γ is a geodesic or has constant
principal curvature in a CMC case. The main drawback of their method is that their
proofs do not work in higher dimension.

Using a quite different strategy Eichmair and Metzger [7] were able to improve
earlier result by Spruck (Theorem 3), in the case where {Ci } = ∅, into Riemannian
manifolds of dimension 2 ≤ n ≤ 7. Namely, they didn’t need the existence of an
auxiliary domain Ω∗ nor a priori assumptions about existence of subsolutions, see
[7, Sect. 6.1]. On the other hand, inspired by a classical compactness results of stable
hypersurfaces by Schoen and Simon [23], Eichmair and Metzger gave a very simple
proof that makes it possible to get an extension of Theorems 2, 5 and 7 for any
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n-dimensional Riemannian manifold for 2 ≤ n ≤ 7. We will show that the same
method can be applied for any Riemannian manifold without any restriction on the
dimension. More precisely, we prove the following theorem.

Theorem 8 Let M be a complete Riemannian manifold and Ω ⊂ M be a domain
with piecewise smooth boundary. Let Λ ⊂ ∂Ω be a smooth connected region and let
� be the graph of a smooth function u on Ω in M × R. Suppose � is complete as
we approach Λ. Then, we have

a. If � is a translating soliton, then HΛ = 0;
b. If � has constant mean curvature H0 (with respect to the upward pointing normal

vector field), then HΛ = H0, up to the sign.

The crucial ingredient in our proof is a local area estimate for the components of
the graph in closed balls around the cylinder over the boundary. These area estimates,
combined with a suitable compactness theorems (Theorem 10 in the minimal case
and Theorem 11 for CMC hypersurfaces), yield precise information of the geometric
structure of the domain through a surprisingly simple local analysis.

In the last section we consider the existence of Jenkins–Serrin type solutions to
the translating soliton equation and prove the following result.

Theorem 9 Let Ω ⊂ M be an admissible domain with {Bi } = ∅. Given any con-
tinuous data fi : Ci → R, there exists a Jenkins–Serrin solution u : Ω → R for
translating equation with continuous data u|Ci = fi if for any admissible polygon P
we have

2α(P) < 
(P).

2 Compactness Theorem for Stable Integral Varifolds

In this section, we give a brief review of the results that we need about varifolds. We
refer the reader to [25] for an elegant introduction on the subject. Before we state the
compactness theorem for varifolds, recall the following concepts of weak and strong
convergence.

Definition 1 Let {Si } be a sequence of varifolds in a smooth manifold M̄ . We say
that {Si } converges weakly to a varifold S, if for every smooth function ϕ : M̄ → R

with compact support we have

lim
i→∞

∫
M̄

ϕ dμSi =
∫

M̄
ϕ dμS,

where μSi is the Radon measure in M̄ associated to varifold Si . If the sequence {Si }
converges weakly to S, then we will write Si ⇀ S.

Let S be a hypersurface in a Riemannian manifold M̄ . Given p ∈ S and r > 0 we
denote by Bp(r) the tangent ball in Tp S ⊂ Tp M̄ centered at 0 ∈ Tp S with radius r .
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Br (p) = {
v ∈ Tp S : |v| < r

}
Let N be a unit normal vector to S at p. Fixed a sufficiently small ε > 0, let Wr,ε(p)

be the solid cylinder around p, that is,

Wr,ε(p) := {
expp(q + t N ) : q ∈ Br (p) and |t | < ε

}
,

where exp is the exponential map of the manifold M̄ . Given a smooth function
f : Br (p) → (−ε, ε), the set

Graph[ f ] := {
expp(q + u(q)N ) : q ∈ Br (p)

}
,

is called the graph of f over Br (p). Finally, the convergence in C∞-topology can
be defined as follows.

Definition 2 Let {Si } be a sequence of smooth codimension one submanifolds of a
smooth manifold M̄ . We say that {Si } converges in C∞-topology with finite multi-
plicity to a smooth embedded submanifold S if

a. S consists of accumulation points of {Si }, that is, for each p ∈ S there exists a
sequence {pi } such that pi ∈ Si , for each i ∈ N, and p = lim

i
pi ;

b. For every p ∈ S there exist r, ε > 0 such that S ∩ Wr,ε(p) can be represented as
a graph of a function f over Br (p);

c. For i large enough, the set Si ∩ Wr,ε(p) consists of a finite number, say k, indepen-
dent of i , of graphs of functions f 1i , . . . , f k

i over Br (p) that converge smoothly
to f.

The multiplicity of a given point p ∈ S is defined by k. If {Si } converges smoothly
to S, then we will write Si → S.

In this setting, the strong compactness theorem for integral varifolds can be stated
as follows.

Theorem 10 (Strong compactness theorem)Let {Si }be a sequence of stable minimal
hypersurfaces in Riemannian manifold M̄n+1, without boundary, such that

lim supμSi (M̄) < ∞,

where μSi is the (Riemannian) measure associated to Si . Suppose that there exists
a sequence {pi } so that pi ∈ Si and pi → p∞ ∈ M̄ . Then there exist a closed set,
sing S∞, and a stationary integral varifold, S∞, such that a subsequence of {Si }
converges smoothly to S∞ away from sing S∞ and Si ⇀ S∞ with p∞ ∈ spt S∞.
Moreover, the set sing S∞ has Hausdorff dimension at most n − 7. Hence, it is empty
for n < 7.

Remark 1 This version is a consequence of regularity and compactness results due
to Schoen and Simon in [23] and Corollary 17.8 in [25]. See also [27].
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In very recent works about regularity and compactness of stable CMC integral var-
ifolds Bellettini and Wickramasekera, in [2–4], have extended the previous theorem
to the class of all stable CMC integral varifolds in the following way:

Theorem 11 (General compactness theorem) Let {Si } be a sequence of stable CMC
hypersurfaces in Riemannian manifold M̄n+1, without boundary, satisfying

lim sup{μSi (M̄) + |Hi |} < ∞,

where μSi is the (Riemannian) measure associated to Si and Hi is the mean curvature
of Si . Suppose that there exists a sequence {pi } so that pi ∈ Si and pi → p∞ ∈ M̄ .

Then there exist a real number H∞, a closed set sing S∞, an integral varifold S∞
and subsequence

{
Si j

}
and subsequence of

{
Hi j

}
such that Si ⇀ S∞, Hi → H∞ and

p∞ ∈ spt S∞. Moreover sing S∞ \ singT S∞ has Hausdorff dimension at most n − 7,
and singT S∞ ⊂ gen-reg S∞, sing S∞ is locally contained in a smooth submanifold of
dimension n − 1, and gen-reg S∞ is a classical CMC immersion with mean curvature
H∞.

Remark 2 Both Theorems 10 and 11, as stated above, are weak versions of the
compactness theorems by Bellettini and Wickramasekera.

In the statement ofTheorem11 the sets singC S∞, reg1 S, singT S∞ andgen-reg S∞
are defined as follows. Here Bε(x) denotes an open ball of radius ε and center x in
M̄ .

Definition 3 (Set of classical singularities) singC S∞ denotes the set of all x ∈ spt S
such that, for some α ∈ (0, 1], there exists ε > 0 so that spt S ∩ Bε(x) is the union
of three or more embedded C1,α hypersurface with boundary meeting pairwise only
along their common C1,α boundary γ containing x and such that at least one pair of
the hypersurfaces with boundary meet transversely everywhere along γ.

Definition 4 (C1 regular set) reg1 S denotes the set of all x ∈ spt S such that there
exists ε > 0 so that spt S ∩ Bε(x) is an embedded hypersurface of Bε(x) of class C1.

Definition 5 (Set of touching singularities) singT S∞ denotes the set of all x ∈
sing S∞ \ reg1 S∞ so that x /∈ singC S∞ and there exists ε > 0 such that spt S∞ ∩
Bε(x) is the union of two embedded C1,α hypersurfaces of Bε(x) which touch at x .

Definition 6 (Generalized regular set) gen-reg S∞ denotes the set of all points x ∈
spt S∞ so that either x ∈ reg S∞ or x ∈ singT S∞ and there exists ε > 0 such that
spt S∞ ∩ Bε(x) is the union of two embedded C∞ hypersurfaces of Bε(x).

3 Translating Graphs

In this section we present some preliminaries on translating and minimal graphs. We
will first study the behaviour of the translating graphs in the product space M × R
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and in the end we prove our main theorem for translating and minimal graphs. Here
M is a complete Riemannian manifold whose metric is denoted by σ . Following [15]
we say that a hypersurface � in M × R is a translating soliton with respect to the
parallel vector field X = ∂t (with translation speed c ∈ R) if

H = c X⊥,

where H is the mean curvature vector field of � and ⊥ indicates the projection onto
the normal bundle of �. In particular, if N is a normal vector field along �, then we
have

H = c〈X, N 〉, (4)

where 〈·, ·〉 denotes the Riemannian product metric in M × R.
Although translating solitons seem to define a completely new class of hyper-

surfaces, the next result due to Ilmanen [13] tells that they are actually minimal
hypersurfaces with respect to the so-called Ilmanen’s metric

gc = e
2c
m t (σ + dt2) (5)

which is a metric conformal to the Riemannian product metric g0 = σ + dt2 in
M × R, see also [15].

Hence (4) can be interpreted as the fact that the mean curvature of � with respect
to gc vanishes, i.e.

e
c
m t H̃ = H − c〈X, N 〉 = 0. (6)

This is the Euler–Lagrange equation (for normal variations) of the volume functional

Ac[�] =
∫

�

ecηdμ�

where η = t |� and ecη dμ� is the volume element in � induced by gc.

Remark 3 In geometric measure theory, Ac[�] is usually called the mass of the
varifold associate to �. Indeed, the standard notation toAc[�] is Mc(�), where we
put the index c to indicate the dependence of the metric gc. However, we will use
the notation Ac[�] to denote the integral above.
Lemma 1 (T. Ilmanen) Translating solitons with translation speed c ∈ R are min-
imal hypersurfaces in the product M × R with respect to the Ilmanen’s metric
gc = e

2c
m t (σ + dt2).

With this interpretation, it is natural to consider the second variation of the volume
and the corresponding Jacobi operator

Lc[v] = �v + c〈X,∇v〉 + (|A|2 + Ric(N , N ))v, v ∈ C2(�),
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where |A| is the norm of the second fundamental form and Ric is the Ricci curvature
of M × R, both calculated with respect to the Riemannian product metric. We refer
to [1, 15, 29] for further details. Taking derivatives on both sides of (4) we obtain

∇H = −c AT, (7)

where T = X� is the tangential component of X . Since X is parallel in M × R with
respect to the product metric g0, we also have

∇V T = H

c
AV (8)

for any V ∈ �(T �). Hence, usingCodazzi equation for anyU, V ∈ �(T �)we have

〈∇U ∇H, V 〉 = −c〈(∇U A)T, V 〉 − H〈AU, AV 〉
= −c〈(∇T A)U, V 〉 + c〈R̄(U, T )N , V 〉 − H〈AU, AV 〉.

Therefore
�H = −c〈∇H, T 〉 + cRicM̄(T, N ) − |A|2H.

Since

0 = Ric(X, N ) = Ric(T, N ) + 〈X, N 〉Ric(N , N ) = Ric(T, N ) + 1

c
HRic(N , N )

we conclude that

Lc[H ] = �H + c〈X,∇H〉 + (|A|2 + RicM̄(N , N ))H = 0. (9)

Therefore, the function h := 〈X, N 〉 satisfies Lc[h] = 0.

Outside the points where a translating soliton is vertical, it can be described locally
in non-parametric terms as a graph

� = {(x, u(x)) : x ∈ Ω}

of a smooth function u defined in a domain Ω ⊂ M with regular boundary (possibly
empty.) In this case, we denote � = Graph[u] and we refer to those solitons as
translating graphs. From (4) we can check that u satisfies the following partial
differential equation

div

(∇u

W

)
= 1

W
, (10)

where W :=√
1 + |∇u|2, and the gradient and divergence operators are taken with

respect to the Riemannian metric σ of M . In this case, � can be oriented by the
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normal vector field

N = 1

W
(X − ∇u) (11)

with ∇u translated from x ∈ Ω to the point (x, u(x)) ∈ �. Proceeding as in [29] we
prove the following result.

Lemma 2 (Shahriyari–Zhou) All translating graphs are stable in M × R endowed
with Ilmanen’s metric gc.

Remark 4 If� is a graphical translator and N is the (upward-pointing) unit-normal
vector field to �, then 〈∂t , N 〉 is a positive Jacobi field. Consequently, � is a stable
gc-minimal surface. Therefore a sequence of translating graphs will converge, subse-
quentially, to a translator. Moreover the vertical translates of � are also gc-minimal
and foliate a cylinder Ω × R, where Ω is the region over which � is a graph. As a
consequence, � is a gc-area minimizing surface in Ω × R.

The proof of the last assertion in the previous remark is quite simple, as we will
see in the next lemma. Recall that a complete hypersurface is called area-minimizing
if any compact piece is area-minimizing among all the hypersurfaces with the same
boundary.

Lemma 3 Let Ω ⊂ M be a bounded domain and � a translating graph over Ω̄ .
For any hypersurface �′ in Ω̄ × R with ∂� = ∂�′, we have

Ac[�] =
∫

�

ect dμ� ≤
∫

�′
ect dμ�′ = Ac[�′],

and the equality holds if, and only if, � = �′.

Proof Let �τ(x, t) = �((x, t), τ ) = (x, t + τ) the flow generated by X = ∂t in
M × R. Consider the one-parameter family of translated copies of � given by

�τ = �τ(�)

and let Nτ be the vector field in Ω̄ × R given by

Nτ (�τ (x, t)) = �τ∗(x, t) · N (x, t),

where N is a unit normal vector field along�. It is obvious that Nτ is a normal vector
field along �τ . Consider the vector field in Ω̄ × R defined by

Y = ect Nτ . (12)

Let {ei }m
i=1 be a local orthonormal frame tangent to �τ . Therefore, denoting the

Riemannian connection and the divergence in (M × R, g0) by ∇̄ and div, we obtain
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div Y |�τ
= cect 〈∇̄t, Nτ 〉 + ectdivNτ

= cect 〈X, Nτ 〉 + ect
m∑

i=1

〈∇̄ei Nτ , ei 〉 + ect 〈∇̄Nτ
Nτ , Nτ 〉

= cect 〈X, N 〉 − ect Hτ ,

where we used the fact that |Nτ |2 = 1. Here Hτ (�τ (x, t)) = H(x, t) is the mean
curvature of �. Using (4), we conclude that

div Y = ect (H − c〈X, N 〉) = 0 (13)

in Ω̄ × R. First, suppose that �′ ⊂ Ω̄ × R lies in one side of � with ∂� = ∂�′ and
denote by U the domain bounded by � ∪ �′. We have

0 =
∫

U
div Y =

∫
�

〈Y, N 〉 dμ� −
∫

�′
〈Y, N ′〉 dμ�′

=
∫

�

ect dμ� −
∫

�′
ect 〈N , N ′〉 dμ�′

≥
∫

�

ect dμ� −
∫

�′
ect dμ�′ ,

where N ′ and dμ�′ define the orientation and the volume element in�′, respectively.
This completes the proof in this particular case. The general case follows by breaking
up the hypersurface�′ into regions that lie on one side of� and applying the previous
argument to get the inequality in each one of these regions. �

Remark 5 Similar result was proved by Xin [28] for translating graphs in R
n+1.

Remark 6 Notice that by Lemma 3 translating graphs are, in fact, area-minimizing
with respect to gc.

Next we provide a proof for the first equality in (6), that is, the relation between
the mean curvatures with respect to gc and g0. The Riemannian connections ∇̃ and
∇ for the metrics gc and g0, respectively, are related by

∇̃V W = ∇V W + c

m

(〈V, ∂t 〉W + 〈W, ∂t 〉V − 〈V, W 〉∂t
)
.

If N is a unit normal vector field along� with respect to g0, here it is not necessary to
suppose that � is a graph. Then the normal vector field with respect to gc is given by
Ñ = e− c

m t N . Therefore, the second fundamental forms Ĩ I and I I of � with respect
to gc and g0 are related by

Ĩ I = e
c
m t (I I − c

m
〈∂t , N 〉g0|�)

Taking traces with respect to gc|� one gets
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H̃ = e− c
m t (H − c〈∂t , N 〉) (14)

as we have stated above.
As an application of (14), we have the next lemma.

Lemma 4 Suppose that Λ is a hypersurface in M. Then the mean curvature H̃Λ×R

of Λ × R in (M × R, gc) is given by

H̃Λ×R(x, t) = e− c
m t HΛ(x). (15)

for all (x, t) ∈ Λ × R. Here HΛ is the mean curvature of Λ in (M, σ ).

Proof First, observe that
HΛ×R(x, t) = HΛ(x)

for all (x, t) ∈ Λ × R, where both mean curvatures are calculated with respect to g0.
Moreover, 〈∂t , N 〉 = 0 along Λ × R since N is merely the horizontal lift of the unit
normal vector field along Λ in M . Hence, (14) yields (15). �

Before proving the main theorem of this section, we recall what we mean by a
complete graph.

Definition 7 Let Ω ⊂ M be a domain, not necessarily regular, and let Λ ⊂ ∂Ω be
a smooth open set. We say that a smooth function u : Ω → R is complete as we
approach Λ, if

lim
x→x0

u(x) = ±∞, for any x0 ∈ Λ.

Theorem 12 Let M be a complete Riemannian manifold and Ω ⊂ M be a domain
(not necessarily regular). Let Λ ⊂ ∂Ω be a smooth open set and � a translating or
minimal graph of a smooth function u : Ω → R that is complete as we approach Λ.
Then HΛ = 0.

Proof Fix x0 ∈ Λ and take a sequence {xi } inΩ with xi → x0.Assume that u(xi ) →
∞ and define the sequence of hypersurfaces {�i := Graph[u − u(xi )]} in M × R

endowed with the Ilmanen’s metric gc.
Fix a closed ball B around (x0, 0) in M × R so that B does not intersect ∂Λ × R.

Notice that each �i intersects B for i sufficiently large. So, up to subsequence, we
can suppose that each �i intersects B. For each i let Si be the connected component
of �i ∩ B so that (xi , 0) ∈ Si . By Lemma 3

Ac[Si ] ≤ Ac[∂ B],

for all i. Hence, by Theorem 10, up to a subsequence, we may assume Si → S∞ in
int B \ Sing(S∞) and Si ⇀ S∞ in int B. Note also that (x0, 0) ∈ (Λ × R) ∩ spt S∞.
Then we have two possibilities for (x0, 0): either it is a regular point or not.

Suppose first that (x0, 0) is a regular point of S∞. We claim that a small neigh-
bourhood of (x0, 0) in S∞ lies on the cylinder Λ × R. In fact, if this does not hold
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for any small neighbourhood of (x0, 0), then we could choose a small domain S in
S∞ near (x0, 0) and away from the singular set, such that S lies inΩ × R. Therefore,
we could take a small compact cylinder C through S in M × R such that it does not
touch ∂Ω × R. Since Si → S∞ in int B \ Sing(S∞), it follows that, for i sufficiently
large, Si must intersect C.However the assumption u(xi ) → ∞ implies that, for suf-
ficiently large i , Si ∩ C = ∅, which is a contradiction. Therefore a neighbourhood of
(x0, 0) in the minimal surface S∞ lies on Λ × R and, in particular, we conclude that
H̃Λ×R(x0, 0) = 0, that is, the mean curvature of Λ × R with respect to gc vanishes
at (x0, 0) = 0.

If (x0, 0) is not a regular point of S∞, take a neighborhood W of (x0, 0) in S∞. As
theHausdorff dimension of Sing(�∞) is less than n − 7,we know thatW \ Sing(S∞)

is an open dense subset of W . Furthermore, we can apply the previous argument to
prove that any connected component of W \ Sing(S∞), which is regular, must lie
on Λ × R. Hence, we can take a sequence {yi } ⊂ Λ × R such that yi → (x0, 0) and
H̃Λ×R(yi ) = 0. By continuity H̃Λ×R(x0, 0) = 0. Therefore in both cases, Lemma 4
implies that we must have HΛ = 0 on Λ. �

Finally, using Theorem 11 and the idea of the proof of Theorem 12, we can obtain
a proof of a result that was obtained by M. Eichmair, J. Metzger for 2 ≤ n ≤ 7 [7,
Appendix B].

Remark 7 Let M be a complete Riemannian manifold and Ω ⊂ M be a domain
whose boundary is not necessarily regular. Let � be a graph of a smooth function
u : Ω → R with constant mean curvature H0 > 0. Let Λ ⊂ ∂Ω be a smooth open
set and suppose that u is complete as we approach Λ.

a. If u → ∞ on Λ, then HΛ = H0 with respect to the inward normal to ∂Ω.

b. If u → −∞ on Λ, then HΛ = −H0 with respect to the inward normal to ∂Ω .

The idea of the proof (which was already present in [7]) is the following. We fix
x0 ∈ Λ and take a sequence {xi } in Ω with xi → x0. Assume first that u(xi ) → ∞
and define the sequence of hypersurfaces {�i := Graph[u − u(xi )]} in M × R. Fix
a closed ball B around (x0, 0) in M × R so that B does not intersect ∂Λ × R, and
suppose that each �i intersects B. For each i let Si be the connected component of
�i ∩ B so that (xi , 0) ∈ Si . Reasoning as in Lemma 3, we deduce that

A0[Si ] ≤ A0[∂ B] + H0 Vol(B),

for all i. Moreover, it is easy to check that Si is stable for all i. Hence Theorem 11
implies that, up to a subsequence, we may assume Si ⇀ S∞ in int B and (x0, 0) ∈
(Λ × R) ∩ spt S∞.

We claim that spt S∞ ⊂ Λ × R. Indeed, suppose that y0 /∈ Λ × R and take any
small ball B ′ around y0 so that it does not intersectΛ × R. Ifϕ is any smooth function
with support in B ′, our definition of Si give us that∫

B
ϕdμSi = 0
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for all sufficiently large i . Hence,

∫
B

ϕdμS∞ = lim
i

∫
B

ϕdμSi = 0.

This proves that y0 /∈ spt S∞. Consequently we must have spt S∞ ⊂ Λ × R, and
by regularity of S∞ according to Theorem 11, we can argue as in Theorem 12 and
conclude that HΛ = H0. On the other hand, if u(xi ) → −∞, we can argue as above
and get −HΛ = H0, where −HΛ is the mean curvature with respect to the outward
normal to Ω . So HΛ = −H0 with respect to the inward normal to Ω .

3.1 The Euclidean Case

In the Euclidean case M = R
n endowed with the Euclidean metric 〈·, ·〉, we can

obtain a better result. In this particular case, it is very natural to impose on a translators
� ⊂ R

n+1 the condition that

sup
x∈Rn+1, r>0

(
Area(� ∩ B(x, r))

rn

)
< ∞. (16)

In particular, if � arise as a blow up of some mean curvature flow, then it has to
satisfy (16) by [5, Corollary 2.13].

The theorem is then:

Theorem 13 Suppose u : Ω ⊂ R
n → R is a smooth function whose graph is a com-

plete translator satisfying (16). Then the following holds.

(i) If n < 8, then ∂Ω is a smooth minimal hypersurface.
(ii) For general n, ∂Ω is a smooth minimal hypersurface except for a closed singular

set of Hausdorff dimension at most n − 8.

Proof Fix x0 ∈ ∂Ω and take a sequence {xi } inΩ with xi → x0.Asbefore,we define
the sequence of hypersurfaces {�i := Graph[u − u(xi )]} in R

n+1 endowed with the
Ilmanen’s metric gc. The idea of the proof is that the result of Schoen and Simon [23]
shows that a weak limit V of smooth n-dimensional stable minimal hypersurfaces,
is smooth except for an (n − 7)-dimensional singular set, assuming we have local
area bounds. These local area bounds are provided by the assumption (16).

Furthermore, any point of V where the tangent cone is a plane (possibly with
multiplicity) is a regular point. Now we can apply the Schoen–Simon theorem to
V = (∂Ω) × R, which is the limit of our sequence �i . At first glance, it seems that
we get a singular set of dimension atmost n − 7, not n − 8.But since V is translation-
invariant in the vertical direction, in fact one can get one dimension better. One way
to see that is the following.

Since (∂Ω) × R is stable (and has a small singular set) for the Ilmanen metric,
it follows that for any sufficiently small ball B in R

n , (∂Ω) ∩ B is stable for the
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Euclidean metric. Hence the Schoen–Simon theorem implies that the singular set of
(∂Ω) ∩ B has dimension at most n − 8. �

Remark 8 Under additional hypotheses on the geometry of the translator, it is pos-
sible to prove that ∂Ω is not only minimal, but totally geodesic (see [12]). In the case
of R

n , this means that ∂Ω consists of (disjoint) affine hyperplanes.

4 Jenkins–Serrin Translating Solitons

In this section we study the existence of Jenkins–Serrin solutions for the translating
soliton equation on Riemannian surfaces M . To be more precise, we will prove
an existence theorem for type 1 Jenkins–Serrin solutions for the translating soliton
equation. Let us recall that u is a solution of the translating soliton equation if

div

(∇u

W

)
= 1

W
,

where W =√
1 + |∇u|2, and the gradient and divergence are taken with respect to

the Riemannian metric σ of M . The principal concepts we are going to need are the
following:

Definition 8 (Nitsche curve) Let Ω be a domain in M and � ⊂ M × R be a
Jordan curve. We say that � is a Nitsche curve, if it admits a parametrization
�(t) = {(α(t), β(t)) : t ∈ S

1} such that α(t) is a monotone parametrization of ∂Ω .
Thismeans thatα : S

1 → ∂Ω is continuous andmonotone, and there exist closed dis-
joint intervals J1, . . . , Jv such that α|Ji is constant for all i and α|S1\∪Ji is one-to-one
and smooth.

Definition 9 (Admissible domain) Let Ω be a connected domain in M . We say that
Ω is an admissible domain if it is geodesically convex and ∂Ω is a union of geodesic
arcs A1, . . . , As, B1 . . . , Br , convex arcs C1, . . . , Ct , the end points of these arcs and
that no two arcs Ai and no two arcs Bi have a common endpoint.

Definition 10 (Admissible polygon) Let Ω be an admissible domain. We say that
P is an admissible polygon if P ⊂ Ω and the vertices of P are chosen among the
vertices of Ω.

Let � be a Nitsche curve over the boundary ∂Ω of an admissible domain Ω . By
a translating soliton with boundary � we mean a translating soliton in Ω × R that is
a graph over Ω. Using classical results about the solvability of the Plateau problem,
we can prove that any Nitsche curve over an admissible domain admits a unique
translating soliton with it as the boundary.

Theorem 14 (Local existence)Let Ω be an admissible domain in M and � a Nitsche
curve over ∂Ω . Then there exists a unique translating soliton with boundary �.
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Proof The proof is similar to that of [22] and therefore we skip some details. First
we note that Ω × R is homogeneous in the sense of Meeks and Yau [18, 19] and
Morrey [20]. Since the boundary ∂Ω consists of geodesic and convex arcs, the
boundary ∂(Ω × R) is mean convex. By Lemma 4 it remainsmean convex alsowhen
we change the metric to Ilmanen’s metric gc. Therefore there exists an embedded
minimal (w.r.t. gc) disk� ⊂ Ω × Rwith boundary�. It remains to prove that int(�)

is a graph over Ω .
First we show that, for all p ∈ int(�), Tp� is not a vertical plane. On the contrary,

suppose that there exists a point p ∈ int(�) such that p ∈ M × {c} for some c ∈ R

and that the tangent plane � to � is vertical in Ω × R. Take a basis {∂t , v} tangent
to � at p, where ∂t is tangent to � and v is tangent to M × {c} with ||v|| = 1. Let
γ be the unique geodesic in M × {c} such that γ (0) = p and γ ′(0) = v. Note that
γ intersects ∂(Ω × R) exactly in two points.

Now γ × R is a totally geodesic surface, in particular minimal, in Ω × R and by
Lemma 4 it is minimal also with respect to the metric gc. Moreover, we have Tp(γ ×
R) = � and therefore, near p, I := � ∩ (γ × R) contains at least two curves that
intersect transversally at p. If there exists a closed curve α in I \ ∂�, then α is the
boundary of a minimal disk D in �. Thus we could choose a geodesic curve β in D
so that the totally geodesic surface β × R touches D at an interior point. But this is
impossible by the maximum principle.

Since I does not contain a closed curve, each of the branches leaving p must go to
∂�. Moreover, γ intersects ∂Ω at two points so at least two of these branches must
go to the same point or vertical segment of ∂�. However, this yields again closed
curve that bounds a minimal surfaces and we get a contradiction with the maximum
principle. Therefore Tp� is not a vertical plane,

Finally, the same argument as in [22] shows that each vertical line in Ω × R

intersects � exactly at one point and therefore � is a graph over the interior
of Ω . �

To prove our main theorem, we will need the following maximum principle.

Proposition 1 (Maximumprinciple)Let Ω ⊂ M be an admissible domain. Suppose
that u1 and u2 satisfy

div

(
∇u1√

1 + |∇u1|2
)

≥ div

(
∇u2√

1 + |∇u2|2
)

,

and lim inf(u2 − u1) ≥ 0 for any approach of ∂Ω , with possible exception of finite
numbers of points {q1, . . . , qr } =: E ⊂ ∂Ω. Then u2 ≥ u1 on ∂Ω \ E with strict
inequality unless u2 = u1.

Proof The proof follows similar arguments as in [26]. Let K and ε be positive
constants, with K large enough and ε small enough. Define a function



106 E. S. Gama et al.

ϕ :=

⎧⎪⎨
⎪⎩

K − ε, if u1 − u2 ≥ K ;
u1 − u2 − ε, if ε < u1 − u2 ≤ K ;
0, if u1 − u2 ≤ ε.

Notice that ϕ is Lipschitz with 0 ≤ ϕ ≤ K , and ∇ϕ = ∇u1 − ∇u2 in the set
{ε < u1 − u2 < K } and∇ϕ = 0 almost everywhere in the complement of {ε < u1 −
u2 < K }. Around any point qi ∈ E , consider an open geodesic disk Bε(qi ) of radius
ε and center qi . Let Ωε := Ω \ ∪Bε(qi ), and suppose that ∂Ωε = τε ∪ ρε, where
ρε = ∪(∂ Bε(qi ) ∩ Ω) and τε = ∂Ωε ∩ ∂Ω. Since lim inf(u2 − u1) ≥ 0 in ∂Ω \ E,

we have ϕ ≡ 0 in a neighbourhood of τε.

Define

J :=
∫

ρε

ϕ

{〈∇u1

W1
, ν

〉
−

〈∇u2

W2
, ν

〉}
, (17)

where ν is the unit outer conormal to Ωε and Wi =√
1 + |∇ui |2. From (17) and

0 ≤ ϕ ≤ K we obtain

J ≤ 2K
r∑

i=1

||∂ Bε(qi )||, (18)

where ||∂ Bε(qi )|| denotes the length of ∂ Bε(qi ). On ther other hand, since ϕ is
Lipschitz, we have

div

(
ϕ

{∇u1

W1
− ∇u2

W2

})
= ∇ϕ

{∇u1

W1
− ∇u2

W2

}
+ ϕ

{
div

(∇u1

W1

)
− div

(∇u2

W2

)}
,

almost everywhere in Ω . By Stokes theorem we get

J =
∫

Ωε

{〈
∇ϕ,

(∇u1

W1
− ∇u2

W2

)〉
+ ϕ

(
div

(∇u1

W1

)
− div

(∇u2

W2

))}

≥
∫

Ωε

〈
∇ϕ,

(∇u1

W1
− ∇u2

W2

)〉
. (19)

Now if we consider the unit normals (choosing X = ∂t in (11))

Ni := ∂t

Wi
− ∇ui

Wi
,

then
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〈
∇u1 − ∇u2,

(∇u1

W1
− ∇u2

W2

)〉
= 〈N1 − N2, W1N1 − W2N2〉
= W1 − (W1 + W2)〈N1, N2〉 + W2

= 1

2
(W1 + W2)||N1 − N2||2. (20)

From (18), (19) and (20) we get

2K
r∑

i=1

||∂ Bε(qi )|| ≥ 1

2

∫
Ωε∩{0<u1−u2<K }

(W1 + W2)||N1 − N2||2 ≥ 0.

In particular, when ε → 0 we obtain∫
{0<u1−u2<K }

(W1 + W2)||N1 − N2||2 = 0.

Therefore N1 = N2 in {0 < u1 − u2 < K }, so ∇u1 = ∇u2 in {0 < u1 − u2 < K }.
As K was arbitrary we may conclude ∇u1 = ∇u2 in the set {0 < u1 − u2}. Suppose
now that {0 < u1 − u2} contains a connected component with non-empty interior.
By the previous argument u1 = u2 + c, where c is a positive constant, so by the
maximum principle u1 = u2 + c in Ω. On the other hand, as lim inf(u2 − u1) ≥ 0
for any approach of ∂Ω \ E , then c is a non-positive constant, which is impossible.
This finishes the proof. �

Finally, we can prove the main theorem of this section.

Theorem 15 (Existence of Jenkins–Serrin Solution) Let Ω ⊂ M be an admissi-
ble domain with {Bi } = ∅. Given any continuous data fi : Ci → R, there exists a
Jenkins–Serrin solution u : Ω → R for the translating soliton equation with contin-
uous data u|Ci = fi , if for any admissible polygon P we have

2α(P) < 
(P). (21)

Proof Define a Nitsche curve �n = (αn, βn) by setting βn = n on {Ai } and βn =
min{ fi , n} on Ci for all i. By Theorem 14, for all n ∈ N, there exists un : Ω → R

so that Graph[un] is a translating soliton in Ω × R with boundary �n . Notice that
if n > m we have un ≥ um on ∂Ω, so un > um in Ω by comparison principle.
Hence {un} is a monotone sequence. Taking into account Pinheiro’s results [22],
(21) guarantees that there exists a Jenkins–Serrin solution v : Ω → R for theminimal
graph equation with continuous data fi . Since

div

(
v√

1 + |v|2
)

= 0 <
1√

1 + |un|2
= div

(
un√

1 + |un|2
)
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and lim inf(v − un) ≥ 0 on ∂Ω \ E,where E is the set of vertices ofΩ , Proposition
1 implies v > un for all n. Therefore lim un = u exists and u satisfies

div

(
u√

1 + |∇u|2
)

= 1√
1 + |u|2

in Ω. Clearly u|Ci = fi , by construction, and u → ∞ as we approach Ai

for all i. �
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Survey on the Asymptotic Dirichlet
Problem for the Minimal Surface
Equation

Esko Heinonen

Abstract We give a survey on the development of the study of the asymptotic
Dirichlet problem for the minimal surface equation on Cartan–Hadamard manifolds.
Part of this survey is based on the introductory part of the doctoral dissertation [29] of
the author. The paper is organised as follows. First we introduce Cartan–Hadamard
manifolds and the concept of asymptotic Dirichlet problem, then discuss about the
development of the results and describe the methods used in the proofs. In the end we
mention some results about the nonsolvability of the asymptotic Dirichlet problem.

Keywords Minimal surfaces · Asymptotic dirichlet problem · Hadamard
manifolds

1 Preliminaries

1.1 Cartan–Hadamard Manifolds

A Cartan–Hadamard (also Hadamard) manifold M is a complete simply connected
Riemannian manifold whose all sectional curvatures satisfy

KM ≤ 0.

The most simple examples of such manifolds are the Euclidean space Rn , with zero
curvature, and the hyperbolic space H

n , with constant negative curvature −1. The
name of these manifolds has its origin in the Cartan–Hadamard theoremwhich states
that the exponential map is a diffeomorphism in the whole tangent space at every
point of M .
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Another important examples of Cartan–Hadamard manifolds are given by the
rotationally symmetric model manifolds with radial curvature function f satisfy-
ing f ′′ ≥ 0. We recall that a model manifold is Rn equipped with the rotationally
symmetric metric that can be written as

g = dr2 + f (r)2dϑ2,

where r (as in the rest of the paper) is the distance to a pole o and dϑ is the standard
metric on the unit sphere Sn−1. To justify the requirement f ′′ ≥ 0, we note that the
sectional curvatures of a model manifold can be obtained from the radial curvature
function, namely we have

KM f (Px ) = − f ′′(r(x)
)

f
(
r(x)

) cos2 α + 1 − f ′(r(x)
)2

f
(
r(x)

)2 sin2 α, (1)

where α is the angle between ∇r(x) and the 2-plane Px ⊂ Tx M . In the case of the
radial sectional curvature the formula simplifies to

KM f = − f ′′

f
.

For the verification of these formulae one could see e.g. [4, 49] where more general
formula was given for the sectional curvatures of warped product manifolds.

The radial curvature function f is an example of solutions to the Jacobi equation
that is defined as follows. Given a smooth function k : [0,∞) → [0,∞) we denote
by fk : [0,∞) → R the smooth non-negative solution to the initial value problem
(Jacobi equation) ⎧

⎪⎨

⎪⎩

fk(0) = 0,

f ′
k(0) = 1,

f ′′
k = k2 fk .

These functions play an important role in estimates involving curvature bounds since
the resulting model manifolds can be used in various comparison theorems, e.g.
Hessian and Laplace comparison (see [26]).

1.2 Asymptotic Dirichlet Problem on Cartan–Hadamard
Manifolds

Cartan–Hadamardmanifolds can be compactified by adding the asymptotic boundary
(also sphere at infinity) ∂∞M and equipping the resulting space M̄ := M ∪ ∂∞M
with the cone topology. This makes M̄ homeomorphic to the closed unit ball. The



Survey on the Asymptotic Dirichlet Problem for the Minimal Surface Equation 113

asymptotic boundary ∂∞M consists of equivalence classes of geodesic rays under
the equivalence relation

γ1 ∼ γ2 if sup
t≥0

dist
(
γ1(t), γ2(t)

)
< ∞.

Equivalently it can be considered as the set of geodesic rays emitting from a fixed
point o ∈ M , when each ray corresponds to a point on the unit sphere of To M , and
this justifies the name sphere at infinity.

The basis for the cone topology in M̄ is formed by cones

C(v,α) := {y ∈ M \ {x} : �(v, γ̇
x,y
0 ) < α}, v ∈ Tx M, α > 0,

truncated cones
T (v,α, R) := C(v,α) \ B̄(x, R), R > 0,

and all open balls in M . Here γx,y denotes the unique geodesic joining x to y, γ̇0 is
the initial unit vector of geodesic γ, and �(·, ·) the angle between two vectors. Cone
topology was first introduced by Eberlein and O’Neill in [23].

Now we can define the asymptotic Dirichlet problem (also Dirichlet problem at
infinity). Even though we will consider the minimal surface equation

div
∇u

√
1 + |∇u|2 = 0, (2)

we formulate the problem for a general quasilinear elliptic operator Q. Concerning
terminology, the minimal surfaces given as graphs of solutions to (2) will be called
also minimal graphs.

Problem 1 Let θ : ∂∞M → R be a continuous function. Does there exist a contin-
uous function u : M̄ → R with

{
Q[u] = 0 in M;
u|∂∞M = θ,

and if yes, is the function u unique?

In the case such function u exists for every θ ∈ C(∂∞M), we say that the asymptotic
Dirichlet problem in M̄ is solvable. We will see that the solvability of this problem
depends heavily on the geometry of the manifold M , but the uniqueness of the solu-
tions depends also on the operator Q. Namely, for the usual Laplace,A-harmonic and
minimal surface operators we have the uniqueness but in the case of more compli-
cated operators, that do not satisfy maximum principles, the uniqueness of solutions
will be lost (see e.g. [10]).
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2 Overview of the Results

The study of the asymptotic Dirichlet problem has its origin in the question of the
existence of entire bounded nonconstant harmonic functions on Cartan–Hadamard
manifolds.Namely, oneway to prove the existence is to solve the asymptoticDirichlet
problem with arbitrary continuous boundary data on ∂∞M . This question gained lot
of interest after the seminal work by Greene and Wu [26], where they conjectured
that if the sectional curvatures of a Cartan–Hadamard manifold M satisfy

KM ≤ C

r2
, C > 0,

outside a compact set, then there exists an entire bounded nonconstant harmonic
function on M .

From now on we will focus on the mean curvature equation; a brief discussion
about the results concerning harmonic and A-harmonic functions can be found e.g.
in [29]. We will mention also some results that are not directly about the asymptotic
Dirichlet problem but that have motivated the study or have had an important role in
the proofs of other results.

2.1 Minimal Surfaces

Tobeginwith boundeddomains� ⊂ R
n , wemention that the usualDirichlet problem

for the minimal graphs was solved in 1968 by Jenkins and Serrin [34] under the
assumption that ∂� has nonnegative mean curvature. Serrin [47] generalised this for
the graphs with prescribed mean curvature, and more recently Guio and Sa Earp [28]
considered similar Dirichlet problem in the hyperbolic space.

First result about the existence of entire minimal graphs is due to Nelli and Rosen-
berg. In [39], in addition to constructing catenoids, helicoids andScherk-type surfaces
in H2 × R, they proved the following theorem using the disk model of H2.

Theorem 1 Let � be a continuous rectifiable Jordan curve in ∂∞H
2 × R, that is

a vertical graph. Then, there exists a minimal vertical graph on H
2 having � as

asymptotic boundary. The graph is unique.

In 2005 Meeks and Rosenberg [36] developed the theory of properly embedded
minimal surfaces in N × R, where N is a closed orientable Riemannian surface
but the existence of entire minimal surfaces in product spaces M × R really draw
attention after the papers by Collin and Rosenberg [17] and Gálvez and Rosenberg
[24]. In [17] Collin and Rosenberg constructed a harmonic diffeomorphism from C

onto H
2 and hence disproved the conjecture of Schoen and Yau [45]. Gálvez and

Rosenberg generalised this result to Hadamard surfaces whose curvature is bounded
from above by a negative constant. A key tool in their constructions was to solve the
Dirichlet problem on unbounded ideal polygons with alternating boundary values
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±∞ on the sides of the ideal polygons (so-called Jenkins-Serrin problem). In the
end of [24] Gálvez and Rosenberg obtain also a counterpart of the Theorem 1 under
the assumption KM ≤ C < 0.

Sa Earp and Toubiana [44] constructed minimal vertical graphs over unbounded
domains in H

2 × R taking certain prescribed finite boundary data and certain pre-
scribed asymptotic boundary data. Espírito-Santo and Ripoll [22] considered the
existence of solutions to the exterior Dirichlet problem on simply connected mani-
foldswith negative sectional curvature. Here the idea is to findminimal hypersurfaces
on unbounded domains with compact boundary assuming zero boundary values.

Espírito-Santo et al. [21] proved the solvability of the asymptotic Dirichlet prob-
lem on Riemannian manifold M whose sectional curvatures satisfy KM ≤ −k2,
k > 0, and under the assumption that there exists a point p ∈ M such that the isotropy
group at p of the isometry group of M acts transitively on the geodesic spheres cen-
tred at p.

Rosenberg et al. [43] studied minimal hypersurfaces in N × R+ with N complete
Riemannian manifold having non-negative Ricci curvature and sectional curvatures
bounded from below. They proved so-called half-space properties both for properly
immersed minimal surfaces and for graphical minimal surfaces. In the latter, a key
tool was a global gradient estimate for solutions of the minimal surface equation.

Ripoll and Telichevesky [42] showed the existence of entire bounded nonconstant
solutions for slightly larger class of operators, including minimal surface operator,
by studying the strict convexity (SC) condition of the manifold. Similar class of
operators was studied also by Casteras et al. [12] but instead of considering the
SC condition, they solved the asymptotic Dirichlet problem by using similar barrier
functions as in [33]. Both of these gave the existence of minimal graphic functions
under the sectional curvature assumption

− r(x)−2−εe2kr(x) ≤ KM(Px ) ≤ −k2 (3)

outside a compact set, and the latter also included the assumption

− r(x)2(φ−2)−ε ≤ K (Px ) ≤ −φ(φ − 1)

r(x)2
, (4)

r(x) ≥ R0, for some constants φ > 1 and ε, R0 > 0.
In Casteras et al. [14] adapted a method that was earlier used by Cheng [15] for

the study of harmonic functions and by Vähäkangas [51] for A-harmonic functions,
and proved the following.

Theorem 2 Let M be a Cartan–Hadamard manifold of dimension n ≥ 3 and sup-
pose that

−
(
log r(x)

)2ε̃

r(x)2
≤ KM(Px ) ≤ − 1 + ε

r(x)2 log r(x)
(5)
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holds for all 2-planes Px ⊂ Tx M and for some constants ε > ε̃ > 0 and r large
enough. Then the asymptotic Dirichlet problem for the minimal surface equation (2)
is uniquely solvable.

The proof was based on the usage of Sobolev and Caccioppoli-type inequalities
together with complementary Young functions.

Telichevesky [48] considered the Dirichlet problem on unbounded domains �

proving the existence of solutions provided that KM ≤ −1, the ordinary boundary of
� is mean convex and that � satisfies the SC condition at infinity. The SC condition
was studied byCasteras et al. also in [13] and they proved that themanifold M satisfies
the SC condition under very general curvature assumptions. As special cases they
obtain the bounds (5) and

− ce(2−ε)r(x)eer(x)/e3 ≤ KM ≤ −φe2r(x) (6)

for some constants φ > 1/4, ε > 0 and c > 0. In addition to the asymptotic Dirichlet
problem, Casteras, Holopainen and Ripoll applied the SC condition to prove also the
solvability of the asymptotic Plateau problem.

Adapting Vähäkangas’ method Casteras, Heinonen and Holopainen showed that,
as in the case of A-harmonic functions, the curvature lower bound can be replaced
by a pointwise pinching condition obtaining the following result.

Theorem 3 Let M be a Cartan–Hadamard manifold of dimension n ≥ 2 and let
φ > 1. Assume that

K (Px ) ≤ −φ(φ − 1)

r(x)2
, (7)

holds for all 2-planes Px ⊂ Tx M containing the radial vector ∇r(x), with x ∈ M \
B(o, R0). Suppose also that there exists a constant CK < ∞ such that

|K (Px )| ≤ CK |K (P ′
x )| (8)

whenever x ∈ M \ B(o, R0) and Px , P ′
x ⊂ Tx M are 2-planes containing the radial

vector ∇r(x). Moreover, suppose that the dimension n and the constant φ satisfy the
relation

n >
4

φ
+ 1.

Then the asymptotic Dirichlet problem for the minimal surface equation (2) is
uniquely solvable.

It is worth to point out that choosing φ > 4 in Theorem 3, the result holds for every
dimension n ≥ 2 and if n ≥ 5, φ can be as close to 1 as we wish. Moreover, if M
is 2-dimensional, the condition (8) is trivially satisfied and the asymptotic Dirichlet
problem can be solved by assuming only the curvature upper bound (7) and φ > 4.

In the case of rotationally symmetric manifolds it is possible to obtain solvability
resultswithout any assumptions on the lower boundof the sectional curvatures.Ripoll



Survey on the Asymptotic Dirichlet Problem for the Minimal Surface Equation 117

and Telichevesky [41] solved the asymptotic Dirichlet problem on 2-dimensional
surfaces, and later Casteras et al. [9] gave a proof that holds in any dimension n ≥ 2,
obtaining the following.

Theorem 4 Let M be a rotationally symmetric n-dimensional Cartan–Hadamard
manifold whose radial sectional curvatures outside a compact set satisfy the upper
bounds

K (Px ) ≤ − 1 + ε

r(x)2 log r(x)
, if n = 2

and

K (Px ) ≤ − 1/2 + ε

r(x)2 log r(x)
, if n ≥ 3.

Then the asymptotic Dirichlet problem for the minimal surface equation (2) is
uniquely solvable.

We point out that the curvature assumptions in Theorem 4 are most likely optimal
(even the constants in the numerators). Namely, March [35] gave an if and only if
result for the existence of bounded entire nonconstant harmonic functions under the
same curvature assumptions (see also the discussion in Sect. 4).

2.2 Other Prescribed Mean Curvature Surfaces

Aswe have alreadymentioned, the asymptoticDirichlet problem has been previously
considered also for other type of operators (starting from the Laplacian) but the class
of surfaces, that is very closely related to minimal surfaces, are the surfaces of
prescribed mean curvature. It is well known that the graph of a function u : M → R

has prescribed mean curvature H if u satisfies

div
∇u

√
1 + |∇u|2 = nH,

where H : M → R is a given function. As it is reasonable to believe, in this case the
solvability of the asymptotic Dirichlet problem will depend also on the function H .

A very special type of prescribed mean curvature surfaces are the so-called f -
minimal surfaces that are obtained by replacing the function nH by

〈∇̄ f, νu
〉
,

where f : M × R → R and νu is the downward pointing unit normal to the graph of
u. In this case the mean curvature will depend, not only on the point of the manifold,
but also on the solution itself. The name f -minimal comes from the fact that these
surfaces are minimal in the weighted manifolds (M, g, e− f d volM), where (M, g) is
a complete Riemannian manifold with volume element d volM .
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In [10] Casteras et al. studied these f -minimal graphs and solved first the usual
Dirichlet problem under suitable assumptions and then applied it to solve the asymp-
totic Dirichlet problem under curvature assumptions similar to those that appeared
in [12], i.e. (3) and (4). We point out that in [10] it was necessary to assume that the
function f ∈ C2(M × R) is of the form

f (x, t) = m(x) + r(t).

Other key assumptions are related to the decay of |∇̄ f | compared to the curvature
upper bound of the manifold. For example, it is required that

sup
∂B(o,r)×R

|∇̄ f | = o

(
f ′
a(r)

fa(r)
r−ε−1

)
,

where fa is the Jacobi solution related to the curvature upper bound. Note that
(n − 1) f ′

a(r)/ fa(r) is the mean curvature of a sphere of radius r on amodel manifold
with curvature−a2. The assumptions related to the decay of |∇̄ f | are really necessary
in view of a result due to Pigola et al. [40].

In [11] Casteras et al. studied the asymptotic Dirichlet problem for Killing graphs
with prescribed mean curvature on warped product manifolds M ×
 R. Here M is a
complete n-dimensional Riemannian manifold and 
 ∈ C∞(M) is a smooth warping
function. This means that the metric of M ×
 R can be written in the form

(
 ◦ π1)
2π∗

2dt2 + π∗
1g,

where g is the metric on M and π1 : M × R → M and π2 : M × R → R are the
standard projections. In this setting X = ∂t is a Killing field with |X | = 
 on M .
The norm of X is preserved along its flow lines and therefore 
 can be extended to
a smooth function 
 = |X | ∈ C∞(M ×
 R). Then the Killing graph of a function
u : M → R is the hypersurface given by

�u = {�(x, u(x)) : x ∈ M},

where � : M × R → M ×
 R is the flow generated by X . Such Killing graphs were
first introduced in [19, 20] (see also [18]). In [19] it was shown that the Killing graph
�u has mean curvature H if u satisfies the equation

div− log 

∇u

√

−2 + |∇u|2 = nH, (9)

where div− log 
(·) = div(·) + 〈∇ log 
, (·)〉 is weighted divergence operator.
In the case of Killing graphs the solvability of the asymptotic Dirichlet problem

depends on the geometry of M , on the warping function 
 and on the prescribed
mean curvature H . In [11] the authors consider the same curvature assumptions (3)
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and (4) on M as in [10, 12]. We point out that here it is necessary to assume that
the warping function 
 is convex since otherwise the whole warped product space
would not be a Cartan–Hadamard manifold, see [4].

Depending on the curvature bounds on M and thewarping function 
, it is possible
to find entire Killing graphs with prescribed mean curvature H such that H(x) �→ 0
as r(x) → ∞. For example, the hyperbolic spaceHn+1 with constant curvature −1,
can be written as a warped product Hn+1 = H

n ×cosh R and in this case the natural
bound for the mean curvature function is

|H | < 1.

This comes from the fact that, in order to solve the Dirichlet problem, the prescribed
mean curvature must be bounded from above by the mean curvature of the Killing
cylinder over the domain.

To finish this section, we mention also the article [5] that appeared after writing
the first version of this survey. In [5] Bonorino et al. study the asymptotic Dirichlet
problem in H

n × R with prescribed mean curvature H : Hn × R → R depending
also on the height variable.

3 Different Strategies to Solve the Asymptotic Dirichlet
Problem

The proof of the solvability of the asymptotic Dirichlet problem is done in two steps.
Namely, first one needs to obtain an entire solution, and secondly, show that this
solution has the correct behaviour at infinity. The first step is easy (at least for the
minimal graphs) in a sense that it follows from the known theory of PDE’s: The
Dirichlet problem for the minimal surface equation is solvable on bounded domains
if the mean curvature of the boundary is nonnegative. To obtain an entire solution
this can be used as follows.

Let θ ∈ C(∂∞M) be a continuous function defined on the asymptotic boundary.
Fix a point o ∈ M and extend θ to a function θ ∈ C(M̄). Then for each k ∈ N there
exists a solution uk ∈ C2,α(B(0, k)) ∩ C(B̄(o, k)) to

{
div ∇uk√

1+|∇uk | = 0 in B(o, k)

uk |∂B(o, k) = θ.

Applying interior gradient estimate in compact subsets of M and using the diagonal
argument, one finds a subsequence that converges locally uniformly with respect to
C2-norm to a solution u. Then the hard part is to show that u extends continuously
to ∂∞M and satisfies u|∂∞M = θ, that is

lim
x→x0

u(x) = θ(x0) (10)
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for any x0 ∈ ∂∞M . In the case of operatorsmentioned in Sect. 2.2, it is also necessary
to obtain global height estimates to get the converging subsequence, since constants
are no more solutions.

In order to complete the proof of the correct behaviour at infinity, a couple of
different strategies have been applied. One possibility is to construct local barriers
at infinity and use them to show that the solution must have the desired behaviour.
Another possibility is to use more PDE related techniques, such as Caccioppoli and
Poincaré-type inequalities, in order to obtain integral estimates and to show that the
difference of the solution and boundary data is pointwise bounded by these integrals
that tend to 0 at infinity. It is this latter part where the geometry of the manifold, i.e.
the curvature assumptions, play a key role.

Finally, the uniqueness of the solutions (for operators satisfying maximum princi-
ple) can be proved as follows. Assume that u and ũ are solutions, continuous up to the
boundary, and u = ũ on ∂∞M . Assume that there exists y ∈ M with u(y) > ũ(y).
Now denote δ = (u(y) − ũ(y))/2 and let U ⊂ {x ∈ M : u(x) > ũ(x) + δ} be the
component of M containing the point y. Since u and ũ are continuous functions that
coincides on the asymptotic boundary ∂∞M , it follows that U is relatively compact
open subset of M . Moreover, u = ũ + δ on ∂U , which implies u = ũ + δ in U . This
is a contradiction since y ∈ U .

3.1 Methods Related to Barriers

First way to show (10) is to use local barriers at the given point x0, i.e. to bound the
values of the solution u from above and from below by sub- and supersolutions that
are approaching the desired value θ(x0) when x → x0. The idea is as follows. Let
x0 ∈ ∂∞M and ε > 0 be arbitrary. Then by the continuity of θ (the extended function
in M̄), there exists a neighbourhood W of x0 such that

|θ(x) − θ(x0)| < ε/2

for all x ∈ W .
If we have a supersolution ψ (in W ) so that ψ(x) → 0 as x → x0, the function

−ψ will be a subsolution and we aim to bound the solution u in W as

−ψ(x) + θ(x0) − ε ≤ u(x) ≤ ψ(x) + θ(x0) + ε.

This follows since, by comparison principle, we can bound every solution uk (for k
large enough) to be between these barriers. Finally it follows that

lim sup
x→x0

|u(x) − θ(x0)| ≤ ε
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since limx→x0 ψ(x) = 0. Because ε and x0 ∈ ∂∞M were arbitrary, this shows the
claim.

Strict convexity condition. Motivated by Choi’s [16] convex conic neighbourhood
condition, that was used for the Laplacian, Ripoll and Telichevesky [42] introduced
the following strict convexity condition to suit more general divergence form quasi-
linear elliptic PDE’s.

Definition 1 A Cartan–Hadamard manifold M satisfies the strict convexity con-
dition (SC condition) if, given x ∈ ∂∞M and a relatively open subset W ⊂ ∂∞M
containing x , there exists a C2 open subset � ⊂ M such that x ∈ Int ∂∞� ⊂ W ,
where Int ∂∞� denotes the interior of ∂∞� in ∂∞M , and M \ � is convex.

They showed that if M satisfies the SC condition and the sectional curvatures of
M are bounded from above by a negative constant, KM ≤ −k2, it is possible to use
the distance function, s : � → R, to ∂� to construct barriers at x . They also proved
that rotationally symmetric manifolds with KM ≤ −k2 and manifolds satisfying (3)
satisfy the SC condition.

In order to prove the SC condition under (3), Ripoll and Telichevesky generalise
former constructions of Anderson [2] and Borbély [6]. The idea is that since KM ≤
−k2, the principal curvatures of the geodesic spheres are at least k, and therefore it
is possible to take out small pieces of the spheres such that the remaining set is still
convex.

Later, Casteras et al. [13] proved the SC condition under the curvature bounds (5)
and (6). In order to do this, they used slightly modified version of the local barrier
function that will be introduced next.

Barrier from an angular function. In [33] Holopainen and Vähäkangas solved
the asymptotic Dirichlet problem for the p-Laplacian under very general curvature
conditions on the manifold M . A key tool was a local barrier function at infinity that
was constructed by generalising the ideas that go back to Anderson and Schoen [3]
and to Holopainen [31]. The idea was to take continuous function on the boundary
∂∞M , extend it to the whole manifold and after a smoothening procedure obtain sub-
and supersolutions that can be used as barriers. The clever idea in [33] was that the
smoothening procedure depends also on the curvature lower bound, and this allowed
the more general curvature conditions (3) and (4).

The barrier function obtained in [33] has appeared to be very flexible and suit
also other quasilinear elliptic PDE’s. The same barrier has been used to solve the
asymptotic Dirichlet problem for a large class of operators in [12], for f -minimal
graphs in [10], and for Killing graphs in [11]. As mentioned in the previous section,
modified version of this barrier was used also in [13].

We point out that since the smoothening procedure in [33] depends on the cur-
vature bounds, the computations become very long and technical. However, to give
a very brief idea, we describe some steps. The barrier function is constructed under
curvature bounds

−(b ◦ r)2(x) ≤ K (Px ) ≤ −(a ◦ r)2(x),
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where r is the distance to a fixed point o ∈ M and a, b : [0,∞) → [0,∞) are smooth
functions satisfying certain conditions (see [33]). These curvature bounds are used to
control the first two derivatives of the “barrier” that is constructed for each boundary
point x0 ∈ ∂∞M .

The construction starts from an angular function h that is defined on the boundary
∂∞M , then extended inside the manifold, smoothened by integrating against certain
kernel, and appropriately normalised. We denote this smooth function still by h.
Then adding this function h to the distance function r with certain negative power
and multiplying by a constant we will obtain a function ψ that is a supersolution in a
sufficiently small neighbourhoodof x0 in the cone topology. Finally this supersolution
can be used to construct local barriers in that neighbourhood.

Rotationally symmetric manifolds. On rotationally symmetric manifolds, with the
metric

g2 = dr2 + f (r)2dϑ2,

the solvability of the asymptotic Dirichlet problem under the optimal curvature
bounds of Theorem 4 is obtained by proving first the following integral condition
that can be used to construct global barrier functions.

Theorem 5 Assume that
∫ ∞

1

(
f (s)n−3

∫ ∞

s
f (t)1−ndt

)
ds < ∞. (11)

Then there exist non-constant bounded solutions of the minimal surface equation
and, moreover, the asymptotic Dirichlet problem for the minimal surface equation is
uniquely solvable for any continuous boundary data on ∂∞M.

The condition (11) was earlier considered by March in [35] where, by studying
the behaviour of the Brownian motion, he proved that entire bounded nonconstant
harmonic functions exist if and only if (11) is satisfied. Similar conditions appeared
also in [16, 37]. We will sketch the proof for the minimal surface equation from [9].
How the condition (11) gives the curvature bounds of Theorem 4 can be found from
[35].

Proof (Proof of Theorem 5 (Sketch))
Changing the order of integration, the condition (11) reads

∫ ∞

1

∫ t
1 f (s)n−3ds

f (t)n−1
dt < ∞. (12)

Now interpret ∂∞M as Sn−1 and let b : Sn−1 → R be a smooth non-constant function
and define B : M \ {o} → R,

B(exp(rϑ)) = B(r,ϑ) = b(ϑ), ϑ ∈ S
n−1 ⊂ To M.
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Define also

η(r) = k
∫ ∞

r
f (t)−n+1

∫ t

1
f (s)n−3dsdt,

with k > 0 to be determined later, and note that by the assumption (12) η(r) → 0 as
r → ∞. The idea in the proof is to use the functions η and B, and condition (12) to
construct global barrier functions.

The minimal surface equation for η + B can be written as

div
∇(η + B)

√
1 + |∇(η + B)|2 = �(η + B)

√
1 + |∇(η + B)|2

+
〈

∇(η + B),∇
( 1

√
1 + |∇(η + B)|2

)
〉

,

(13)

and we want to estimate the terms on the right hand side from above.
An important fact is that on the rotationally symmetric manifolds the Laplace

operator can be written as

� = ∂2

∂r2
+ (n − 1)

f ′ ◦ r

f ◦ r

∂

∂r
+ 1

( f ◦ r)2
�S, (14)

where �S is the Laplacian on the unit sphere Sn−1 ⊂ To M , and for the gradient of a
function ϕ we have

∇ϕ = ∂ϕ

∂r

∂

∂r
+ 1

f (r)2
∇Sϕ (15)

and
|∇ϕ|2 = ϕ2

r + f −2|∇Sϕ|2.

Here ∇S is the gradient on Sn−1, |∇Sϕ| denotes the norm of ∇Sϕ with respect to the
Euclidean metric on S

n−1, and ϕr = ∂ϕ/∂r .
Therefore using (13), (14) and (15) we obtain, by somewhat long computation,

div
∇(η + B)

√
1 + |∇(η + B)|2 ≤ 0 (16)

when we choose r large enough and then k ≥ ||b||C2 large enough. In particular,
η + B is a supersolution to the minimal surface equation in M \ B(o, r0) for some
r0.

To obtain a global upper barrier choose k so that (16) holds and η > 2max |B|
on the geodesic sphere ∂B(o, r0). Then a := min∂B(o,r0)(η + B) > max B. Since
η(r) → 0 as r → ∞, the function
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w(x) :=
{
min{(η + B)(x), a} if x ∈ M \ B(o, r0);
a if x ∈ B(o, r0)

is continuous in M̄ and coincide with b on ∂∞M . Global lower barrier v can be
obtained similarly by replacing η with−η. Then v ≤ B ≤ w by construction and the
same will hold also for the solution u. In the end, continuous boundary values can
be handled by approximation. �

3.2 Sobolev and Poincaré Inequalities with Moser Iteration

The method of proving the correct boundary values at infinity without barriers goes
back to [15] where Cheng considered the asymptotic Dirichlet problem for the har-
monic functions. Cheng’s approach was modified by Vähäkangas in [50, 51] for the
case of A-harmonic functions. It turned out that Cheng’s and Vähäkangas’ proofs
could be further developed to suit also the minimal surface equation and weaker
assumptions on the curvature [8, 14]. We will describe some steps of the proof of
Theorem 3; the proof of Theorem 2 follows similar steps although details differ due
to the different curvature assumptions.

Within this approach we will deal with weak solutions of the minimal surface
Eq. (2) that are defined as follows. Let � ⊂ M be an open set. Then a function
u ∈ W 1,1

loc (�) is a (weak) solution of the minimal surface equation if

∫

�

〈∇u,∇ϕ〉
√
1 + |∇u|2 = 0 (17)

for every ϕ ∈ C∞
0 (�). Note that the integral is well-defined since

√
1 + |∇u|2 ≥ |∇u| a.e.,

and thus ∫

�

|〈∇u,∇ϕ〉|
√
1 + |∇u|2 ≤

∫

�

|∇u||∇ϕ|
√
1 + |∇u|2 ≤

∫

�

|∇ϕ| < ∞.

Now let θ be the boundary data function that is extended inside the manifold M
and let u be the solution obtained via the method mentioned in the beginning of
this section. In order to show (10), we construct a certain smooth homeomorphism
ϕ : [0,∞) → [0,∞) (see (22)) and prove first a pointwise estimate

sup
B(x,s/2)

ϕ
(|u − θ|/ν)n+1 ≤ c

∫

B(x,s)
ϕ
(|u − θ|/ν)

, (18)
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where c and ν are constants. Second step is to show that the integral on the right
hand side of (18) tends to 0 as r(x) → ∞, which then implies that the pointwise
difference of the boundary data and the solution tends to 0. This second step follows
from an integral estimate (Poincaré-type inequality)

∫

M
ϕ(|u − θ|/ν) ≤ c + c

∫

M
F(r |∇θ|) + c

∫

M
F1(r

2|∇θ|2) < ∞. (19)

Namely, let now (xi ) be a sequence of points such that xi → x0 ∈ ∂∞M . Since the
integral of ϕ over the whole manifold is finite by (19), we must have

∫

B(xi ,s)
ϕ(|u − θ|/ν) → 0

as xi → x0 and (10) follows.
Key tools to obtain the pointwise estimate (18) are the Sobolev inequality (see

e.g. [30]) (∫

B(x,rs )

|η|n/(n−1)

)(n−1)/n

≤ Cs

∫

B(x,rs )

|∇η|, (20)

η ∈ C∞
0 (B(x, rs)), and a Caccioppoli-type inequality [8, Lemma 3.1]

∫

B
η2ϕ′(|u − θ|/ν)

|∇u|2
√
1 + |∇u|2 ≤ Cε

∫

B
η2ϕ′(|u − θ|/ν)|∇θ|2

+ (4 + ε)ν2
∫

B

ϕ2

ϕ′ (|u − θ|/ν)|∇η|2, (21)

where η ≥ 0 is aC1 function.We note that the inequality (21) can be proved by using

f = η2ϕ

(
(u − θ)+

ν

)
− η2ϕ

(
(u − θ)−

ν

)

as a test function in the weak form of theminimal surface Eq. (17). These inequalities
can be then used to run a Moser iteration process that yields the estimate (18). The
idea of theMoser iteration, that goes back to [38, 46] (see also [25]), is that if one has
an estimate for L p-norms, i.e. L p′

-norm can be suitably bounded by L p-norm when
p′ ≥ p, then it is possible to iterate this estimate and obtain a bound for the L∞-norm
in terms of the L p-norm with finite p. In our case we first obtain an estimate that can
be written as a recursion formula I j+1 ≤ C1/κ j

κ j/κ j
I j , where

I j =
(∫

B j

ϕ(h)m j

)1/κ j

,
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κ = n/(n − 1), j ∈ N, m j = (n + 1)κ j − n and the radii of the balls B j converge
to s/2 as j → ∞, and this finally yields (18).

The Caccioppoli inequality (21), together with the curvature bound, play a central
role also in the proof of the integral estimate (19).Another essential part is theYoung’s
inequality

ab ≤ F(a) + G(b)

for special type of Young functions F and G that are constructed as follows. Let
H : [0,∞) → [0,∞) be a certain homeomorphism (for details, see [8, Sect. 2.3])
and define G(t) = ∫ t

0 H(s)ds and F(t) = ∫ t
0 H−1(s)ds. Then

ψ(t) =
∫ t

0

ds

G−1(s)
and ϕ = ψ−1 (22)

are homeomorphisms so thatG ◦ ϕ′ = ϕ. Another pair ofYoung functions F1 andG1

are constructed similarly, and so that G1 ◦ ϕ′′ ≈ ϕ. The integrability of the functions
F and F1 in (19) follows from the construction and the curvature assumptions on M .

4 Non-solvability of the Asymptotic Dirichlet Problem

From the classical results on Bernstein’s problem we know that if the graph of
u : Rn → R is a minimal surface inRn+1, then u is affine for n ≤ 7, and so a bounded
solutionmust be constant. Therefore it is clear, that if wewish to solve the asymptotic
Dirichlet problem with any continuous boundary data, the curvature cannot be zero
everywhere. On the other hand, the discussion about the rotationally symmetric case
and the theorems replacing the sectional curvature lower bound with the pinching
condition (8) raise a question about the necessity of the curvature lower bound.
It turns out that for the solvability of the asymptotic Dirichlet problem for (2) on
general non-rotationally symmetric Cartan–Hadamardmanifold, some control on the
negativity of the curvature is necessary (e.g. the condition (8) or a curvature lower
bound).

The first result in this direction was proved in 1994 by Ancona in [1] where he
constructed a manifold with KM ≤ −1 so that the Brownian motion almost surely
exits M at a single point on the asymptotic boundary, and therefore the asymptotic
Dirichlet problem for the Laplacian is not solvable. Borbély [7] constructed similar
manifold using analytic arguments and later Holopainen and Ripoll [32] generalised
Borbély’s example to cover also the minimal surface equation by proving the fol-
lowing.

Theorem 6 There exists a 3-dimensional Cartan–Hadamard manifold M with sec-
tional curvatures ≤ −1 such that the asymptotic Dirichlet problem for the minimal
surface Eq. (2) is not solvable with any continuous nonconstant boundary data, but
there are nonconstant bounded continuous solutions of (2) on M.
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It is also worth mentioning two closely related results by Greene and Wu [27]
that partly answer the question about the optimal curvature upper bound. Firstly,
in [27, Theorems 2 and 4] they showed that an n-dimensional, n �= 2, Cartan–
Hadamardmanifoldwith asymptotically nonnegative sectional curvature is isometric
to R

n . Secondly, in [27, Theorem 2] they showed that an odd dimensional Rie-
mannian manifold with a pole o ∈ M and everywhere non-positive or everywhere
nonnegative sectional curvature is isometric to R

n if lim infs→∞ s2k(s) = 0, where
k(s) = sup{|K (Px )| : x ∈ M, d(o, x) = s, Px ∈ Tx M two-plane}.

Above the asymptotically nonnegative sectional curvature means the following.

Definition 2 Manifold M has asymptotically nonnegative sectional curvature if
there exists a continuous decreasing function λ : [0,∞) → [0,∞) such that

∫ ∞

0
sλ(s) ds < ∞,

and that KM(Px ) ≥ −λ(d(o, x)) at any point x ∈ M .

In [9] Casteras et al. proved the following under the conditions of Definition 2.

Theorem 7 Let M be a complete Riemannian manifold with asymptotically non-
negative sectional curvature and only one end. If u : M → R is a solution to the
minimal surface equation that is bounded from below and has at most linear growth,
then it must be a constant.

Compared to the results of Greene and Wu, here M does not need to be simply
connected and the curvature is allowed to change sign. Similar result was proved
also in [43] but assuming nonnegative Ricci curvature. To end the discussion, we
point out that for example the curvature lower bound

K (Px ) ≥ − C

r(x)2
(
log r(x)

)1+ε
, C > 0,

satisfies Definition 2, and this should be compared to the bounds (5) and those of
Theorem 4.
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Generalized Whitham Flow and Its
Applications

Lynn Heller

Abstract The generalized Whitham flow [12] is a technique to interpolate between
(symmetric) solutions of differential equations on surfaces with differing topology
by introducing boundary conditions. This is a survey article on applications of the
flow to the harmonic maps and self-duality equations over Riemann surfaces. We
also discuss conjectures arising from the long time existence of such a flow.

Keywords Computational geometry · Graph theory · Hamilton cycles

1 Introduction

The genesis of this survey article are two very influential papers by Hitchin [18,
19]. The first [19] studies harmonic maps from compact Riemann surfaces into the
3-sphere, including minimal surfaces and (non-conformal) harmonic maps into a
totally geodesic 2-sphere inside S3. The latter are the Gauss maps of constant mean
curvature (CMC) surfaces into (euclidean or spherical) 3-space. In the gauge theoretic
set up the harmonicity of the maps translates to

F∇ = [Φ,Φ∗]; ∂̄∇Φ = 0, (1)

where F∇ is the curvature of a special unitary connection ∇ on a rank 2 complex
bundle V over the compact Riemann surface M , and Φ is a (1, 0)-form with values
in the trace-free endomorphism bundle End 0(V ). Adding a complex parameter—
called spectral parameter—(1) is shown to be equivalent to the flatness of the whole
C∗-family of flat connections on V :

λ ∈ C∗ �−→ ∇̃λ := ∇ + λ−1Φ − λΦ∗. (2)
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Hitchin [19], and independently Pinkall–Sterling [25] and Bobenko [6], made a
deep and systematic investigation of these integrable surfaces using variants of the
associated family of flat connections (2), with particular success for compact surfaces
of genus one. The existence of the immersion on M (rather than on its universal
covering) is equivalent to the family ∇̃λ satisfying two properties (called intrinsic
and extrinsic closing conditions):

• ∇̃λ is unitary for λ ∈ S1.
• there exist two points λi ∈ S1 such that ∇̃λi has trivial monodromy (for target
space S3).

Because the fundamental groupof a torus (g=1) is abelian, themonodromyof ∇̃λ can
be simultaneously diagonalized with respect to both generators of the fundamental
group. Due to its unitarity along S1, the monodromy of ∇̃λ is then diagonalizable
for generic λ ∈ C∗. In other words, ∇̃λ generically reduces to a direct sum of C∗-
connections. This is very different for (immersed) higher genus surfaces, where
the connection ∇̃λ is irreducible for generic λ ∈ C∗ by [16]. On the other hand, the
closing condition for harmonicmaps demands the existence of two trivial connections
for λ = λi ∈ S1. Reducible flat connections are singular points of the moduli space
of flat connections. Thus the complex curve intoMdR given by

λ �→ [∇̃λ]

maps into the smooth part of MdR for generic λ, but intersects the singular set at
finitely many λ. This is one of the main reasons that compact CMC surfaces of more
complicated topology are far less understood from the integrable systems perspective.

The generalized Whitham flow [12] is a technique to overcome these difficul-
ties. Starting at a torus solution, for which the integrable systems theory is well-
understood, the flow deforms ∇̃λ over the torus towards symmetric connections over
higher genus surfaces by introducing boundary conditions, see Fig. 1 for the simplest
examples of Lawson surfaces [23]. The existence of such a flow has ramifications for
the higher genus Willmore and Lawson conjectures and helps to create a systematic
approach to construct higher genus CMC and constrained Willmore surfaces.

Fig. 1 The flow of minimal surfaces from the Clifford torus to Lawson’s genus 2 surface ξ1,2. The
second row shows the Plateau solutions for the corresponding geodesic polygon
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The other Hitchin paper mentioned above [18] deals with the reduction of the
4-dimensional self-dual Yang–Mills equations to Riemann surfaces. The resulting
equations differ from those in (1) only by a sign:

F∇ = −[Φ,Φ∗]; ∂̄∇Φ = 0, (3)

since solutions of the self-duality equations give rise to (equivariant) harmonic maps
into the hyperbolic 3-space. In contrast to (1), solutions to (3) over tori are always
reducible, yielding the classical abelianHodge theory. For compactRiemann surfaces
with g ≥ 2 the moduli space M of solutions of the self-duality equations (modulo
the gauge group) possesses a very rich geometric structure. It is a smooth manifold
of dimension 12g − 12 when restricted to irreducible solutions.

Irreducible solutions are uniquely determined by their holomorphic (Dolbeaut)
data (∂̄∇, Φ)—called the Higgs pair. From this perspective Φ is a holomorphic
End0(V )-valued 1-form of the holomorphic vector bundle (V, ∂̄∇). The irreducibil-
ity of the solution translates to the stability of theHiggs pair:Φ-invariant holomorphic
line subbundles of V have strictly negative degree. Conversely, Hitchin has shown
that every stable Higgs pair gives rise to an irreducible solution of the self-duality
equations, giving a 1:1 correspondence between stable Higgs pairs and irreducible
self-duality solutions—the Hitchin-Kobayashi correspondence. By construction, the
moduli space MDol of stable Higgs bundles (∂̄∇, Φ) is a holomorphic symplectic
manifold. The cotangent space of the moduli space of stable holomorphic bundles is
contained in MDol as an open dense subset. Through the Hitchin-Kobayashi corre-
spondence M is equipped with a complex structure I .

As in the S3-case considered in [19] a family of flat connections can be associated
to a solution of (3)

λ ∈ C∗ �−→ ∇λ := ∇ + λ−1Φ + λΦ∗. (4)

In stark contrast to the S3-case Donaldson [8] showed that every irreducible flat
SL(2,C)-connection ∇ uniquely determines a solution of the self-duality equations
such that ∇ = ∇λ=1 (up to gauge-equivalence). The moduli space of irreducible flat
SL(2,C)-connections MdR is again a holomorphic symplectic manifold, and M
inherits a second complex structure, denoted by J , turning M into a hyper-Kähler
manifold.

Though both Eqs. (1) and (3) describe (equivariant) harmonic maps, the analytic
properties of their solutions are determined by the curvature of the target space. In
H3 the negative curvature yields existence and uniqueness of the harmonic map in
each homotopy class relating them to representations of the fundamental group of
the underlying Riemann surface. The failure of such results for S3 on the other hand
gives rise a cascade of examples of increasing complexity (even when fixing the
genus).

A unified way to treat both theories is to consider the associated families as com-
plex curves in the Deligne–Hitchin moduli space with different reality conditions.
We give a comprehensive introduction to the space and its real sections in the second
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section. In the third sectionwe revisit the construction of (branched) CMC surfaces of
higher genus using the generalized Whitham flow [12]. Computer experiments indi-
cate the longtime existence of the flow leading to experimental pictures of embedded
CMCsurfaces of genus 2, see Fig. 4.We then discuss the ramifications of the longtime
existence of the flow for the higher genus Willmore and Lawson conjectures.

This technique can also be applied to the self-duality case [11] which allow one to
flow between solutions of the self-duality solutions on Riemann surfaces of different
genera.Moreover, newexamples of real holomorphic sections of theDeligne–Hitchin
moduli space are constructed in [11] which are counterexamples to a question raised
by Simpson in [27]. The resulting solutions are harmonic maps in hyperbolic space
away from certain codimension one singularity sets on the Riemann surface, and
intersect the infinity boundary of H3 there. The behavior of these new solutions
resembles the higher spectral genus solutions to the harmonic map equations (1) and
they give smooth (equivariant) Willmore surfaces in S3. We explain the main ideas
behind these counterexamples in the last section. Moreover, we discuss possible
applications of the involved ideas to study the singular strata of the moduli space of
flat connections.

2 The Deligne–Hitchin Moduli Space

To every solution of (1) or (3) a C∗-family of flat connections (2) and (4) can be
associated. Those families give rise to complex curves in the moduli space of flat
SL(2,C)-connections MdR :

D : C∗ −→ MdR, λ �−→ [∇̃λ] or [∇λ].

The space MdR has a hyper-Kähler structure, i.e., it possesses three anti-
communting complex structures I, J and K which areKählerwith respect to the same
Kähler metric. The smooth subset corresponds to irreducible connections. Although
these different complex structures on M are naturally given, the transition between
the Higgs pair and the flat connections picture is little understood. The construction
of the Deligne–Hitchin moduli space [27, 28] is an approach to the problem which
interpolates between these two pictures using λ-connections.

Definition 1 Let λ ∈ C.An integrable λ-connection on the Riemann surface M is a
pair (∂̄, D) consisting of a holomorphic structure ∂̄ and a first order linear differential
operator D satisfying the λ-∂-Leibniz rule

D( f s) = f Ds + λ∂ f ⊗ s (for all functions f and sections s)

and the integrability condition

D∂̄ + ∂̄D = 0.
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For λ 	= 0 a λ-connection gives rise to a flat connection via

(λ, ∂̄, D) �→ 1

λ
D + ∂̄,

where flatness is resulting from the integrability condition. For λ = 0 we have that
D is tensorial and the integrability gives in this case D = Φ ∈ H0(M; KEnd(V )).

Thus the notion of λ-connections allows to smoothly interpolate between the space
of Higgs pairs at λ = 0 and the space of flat connections at λ = 1. We restrict
to SL(2,C)-λ-connections in the following, i.e., the corresponding flat connection
is SL(2,C) or the corresponding Φ is trace free and the underlying holomorphic
structure has trivial determinant bundle.

2.1 Stability

The stability ofHiggs bundles and irreducibility of connections are natural conditions
to single out the smooth locus of the moduli space. In this paper we restrict to the
case of the trivial C2-bundle V and SL(2,C)-connections.

Definition 2 Let M be a compact Riemann surface. A SL(2,C)-λ-connection
(∂̄, D) is called stable, if every ∂̄-holomorphic subbundle L ⊂ V = C2 with

D(�(M, L)) ⊂ �(1,0)(M, L)

satisfies
deg(L) < 0

and semi-stable if
deg(L) ≤ 0.

All other λ-connections are called unstable.

Forλ 	= 0, everyλ-connection (∂̄, D) is automatically semi-stable.Moreover, (∂̄, D)

is stable if and only if the connection ∇ = 1
λ
D + ∂̄ is irreducible. For λ = 0 there

exist unstable λ-connections and their gauge orbits are infinitesimally close to the
gauge orbits of (certain) stable λ-connections.

Definition 3 Let M be a compact Riemann surface of genus g ≥ 2. The Hodge
moduli space MHod = MHod(M) is the space of all semi-stable, SL(2,C)-λ-
connections on M modulo gauge transformations. In other words, MHod is the
space of triples [λ, ∂̄, D].

The Hodge moduli space admits a holomorphic map

π = πM : MHod −→ C; [λ, ∂̄, D] �−→ λ
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whose fiber over λ = 0 is the Higgs moduli space MDol , and over λ = 1 it is the
deRham moduli space of flat SL(2,C)-connections MdR , which we consider as
complex analytic spaces endowed with their respective natural complex structures.

In order to obtain the Deligne–Hitchin moduli space MDH , the Hodge moduli
space of M is glued with the Hodge moduli space of the complex conjugate Riemann
surface M̄ over C∗ by identifying

[λ, ∂̄, D]M ∼
[
1

λ
,
1

λ
D,

1

λ
∂̄

]
M̄

.

Remark 1 The Deligne-gluing � maps stable λ-connections on M to stable 1
λ
-

connections on M̄ . Therefore, it maps the smooth locus of MHod(M) (consisting
of stable λ-connections) to the smooth locus of MHod(M̄), and MDH is equipped
with a structure of a complex manifold at all of its stable points.

By construction we have a natural projection π fromMDH toCP1 and a section
s ofMDH is a map

s : CP1 → MDH , π ◦ s = idCP1 .

The associated families ∇λ and ∇̃λ give rise to particularly simple sections of the
Deligne–Hitchin moduli space, as

λ ∈ C∗ �−→ (λ, ∂̄∇ ± λΦ∗,λ∂∇ + Φ) (5)

extends holomorphically to∞. By the Hitchin-Kobayashi correspondence, the curve
given by ∇λ is determined by its Higgs pair (0, ∂̄, Φ).

Definition 4 A holomorphic section s ofMDH is called stable, if the λ-connection
s(λ) is stable for all λ ∈ C∗ and if the Higgs pairs s(0) on M and s(∞) on M̄ are
stable.

It follows from the work of Hitchin [18] and Donaldson [8] that every stable point
inMDH uniquely determines a section s of the form (5) (with “+” -sign)—a twistor
line. Thus a twistor line s is already stable if it is stable at some λ0 ∈ C.

2.2 Automorphisms of the Deligne–Hitchin Moduli Space

The Deligne–Hitchin moduli space admits some natural automorphisms. Let N :
MDH → MDH be the map given by

[∇, ∂̄, D] �−→ [−λ, ∂̄,−D].
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and C : MDH −→ MDH be the continuation of the map

C̃ : MHod(M) −→ MHod(M̄), C̃([λ, ∂̄, D]M) �−→ [λ̄, ¯̄∂, D̄]M̄ .

To be more concrete, for

∂̄ = ∂̄0 + η and D = λ(∂0) + ω

where d = ∂̄0 + ∂0 is the trivial connection, η ∈ �0,1

(M, sl(2,C)), and ω ∈ �1,0(M, sl(2,C)), we define the complex conjugate on the
trivial C2-bundle over M̄ to be

¯̄∂ = ∂0 + η̄ and D̄ = λ̄(∂̄0) + ω̄.

The two involutions N and C commute. The real involution � = C covers the
map

λ ∈ CP1 �−→ λ̄−1 ∈ CP1

with fixed points given by λ ∈ S1, while the real involution

τ = CN

covers the fixed-point free involution λ �→ −λ̄−1 of CP1. A section s of MDH is
called τ -real and �-real respectively if

τ (s(−λ̄−1)) = s(λ), �(s(λ̄−1)) = s(λ).

Example 1 The associated family (2) of a harmonic maps into S3 gives rise to a
�−real section ofMDH leading to ∇̃λ being unitary along to unit circle. On the other
hand, τ−real sections are given by the associated families of self-duality solutions
(4) inducing twistorlines.

The space of real sections of the Deligne–Hitchin moduli space—or more generally
of a twistor space—is of particular interest, as it allows for the reconstruction of the
underlying hyper-Kähler manifold (under some further compatibility assumptions)
by [20]. A natural question, due to Simpson [27], is whether all real sections are of
the form (5). For �-real sections this question can be answered in the affirmative,
due to the Schwarzian reflexion principle, see [5]. For the real structure τ coun-
terexamples have been constructed in [5, 11] revealing hidden structures, such as the
existence of various connected components of real sections. The counterexamples
constructed in [5] are of a different type than twistor lines, i.e., these never solve
the self duality equation but correspond to harmonic maps into the deSitter space
SL(2,C)/SL(2,R), and the space of all these real sections does not lead to new
hyper-Kähler spaces. Moreover, in [5] it is also shown that admissible τ -real sections
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are always twistor lines. Therefore, counterexamples of the same type as twistor lines
are harder to construct. In [11] we found new solutions of the self-duality equations
with singularities, which are only well-defined on an open and dense subset of the
Riemann surface M . These so-called higher solutions of the self-duality equations
are obtained by flowing certain Willmore tori using the generalized Whitham flow.

3 Higher Genus CMC Surfaces

While the long time existence of the heat flow for negatively curved spaces ensures
existence and uniqueness of harmonic maps intoH3, harmonic maps into positively
curved spaces are more involving. Existence of compact minimal surfaces in S3

and CMC surfaces in R3 of arbitrary genus was shown in [21–23] using gluing
constructions and solutions of the Plateau problem. The integrable systems approach
aims at a more detailed study of these surfaces and their moduli. For surfaces with
non-abelian fundamental group, i.e., for surfaces with genus g ≥ 2, there has been
significant obstacles to generalize the very successful and well-developed theory for
tori. The first glimpse that such an approach might work can be found in a series
of papers by Heller [15–17], where necessary and sufficient conditions on (spectral)
data for compact symmetric CMC surfaces are determined. Moreover, using the
generalized Whitham flow [12], it was possible to construct spectral data satisfying
these conditions.

The construction of higher genus CMC surfaces is tantamount to the construction
of its associated family of flat connections ∇̃λ (2) on V → M . The map

D : λ �→ [∇̃λ]

induces a map into the moduli space of flat connections MdR of V . The associated
family and hence the surface can be constructed fromD by loop group factorization
[17]. In order to obtain a closed CMC surface of higher genus, D satisfies closing
conditions:

• D(λ) represents a unitary gauge class for all λ ∈ S1;
• D(λk) represents the trivial gauge class for λk ∈ S1, k = 1, 2.

These closing conditions require the map D to intersect the singular set ofMdR .
The idea of the generalized Whitham flow is first to find appropriate coordinates of
(a subset of)MdR making the behavior ofMdR at the singularity transparent and the
reality condition tractable. This is done by restricting to Zg+1-symmetric solutions
and using the abelianization method [10]. Through these symmetries, the associated
families ∇̃λ

g of symmetric CMC surfaces of genus g are gauge equivalent to families

of Fuchsian systems ∇̂λ
ρg
over the same 4-punctured sphere with local monodromies

ρg depending only on g. In a second step we vary ρg while preserving the closing
conditions. This results in a unique variation of the spectral data leading to a (unique)
deformation of the corresponding (symmetric) CMC surface. For rational ρg the
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Fig. 2 The stable deformation of a 2-lobe Delaunay torus to a Z3-symmetric CMC surface of
genus 2

Fig. 3 The unstable deformation of a 2-lobe Delaunay torus to a Z3-symmetric CMC surface of
genus 2

surface is closed on a covering of the 4-punctured sphere. The local monodromies
given by ρg might be interpreted as boundary conditions, see Figs. 1, 2, 3. The same
idea also works for solutions to the self-duality equations by adjusting the reality
condition accordingly.

3.1 Abelianization

Consider a compact Riemann surface M of genus g given by a g + 1-fold covering
of CP1 totally branched over 4 (distinct) points. Let f be a harmonic map from M
into S3 equivariant with respect to the Zg+1-symmetry. Then the associated family
of flat connections ∇̃λ (2) is also equivariant with respect to the symmetry. Biswas
[4] showed that ∇̃λ is then gauge equivalent to a family of invariant connections ∇̂λ

by introducing removable first order poles at the fixed-points of the symmetry. Thus
we can (generically) work with Fuchsian systems on the 4-punctured sphere

∇̂λ = d +
3∑

k=0

1

z − pk
Ak,

where Ai ∈ sl(2,C). In [10] an abelianization procedure for flat connections on the
4-punctured sphere with prescribed local monodromies is carried out.

In view of the closing conditions, unitary Fuchsian systems are of particular
importance. On a punctured Riemann surface, the Mehta-Seshadri theorem, a gen-
eralization of the Narasimhan-Seshadri theorem, associates to every stable parabolic
structure a unique compatible unitary connection (with controlled singularities).
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A parabolic structure on a holomorphic rank 2 vector bundle over a Riemann
surface E → � is given by a finite number of points pk ∈ � together with lines
lk ⊂ Epk and parabolic weightsαk ∈ [0; 1

2 [⊂ R.The definition of parabolic stability
is the same as the usual stability after replacing the degree of a sub line bundle by
the parabolic degree

par − deg(L) = deg(L) +
∑
k

γk,

where γk = αk if L pk = lk and γk = −αk .

For Fuchsian systems the associated parabolic structure is given by the eigenlines
with respect to the larger eigenvalues of the local monodromies Ak . Coming from
an equivariant harmonic map on a genus g surface we can choose without loss of
generality the four singular points on CP1 to be

p0 = 0, p1 = 1, p2 = ∞, p3 = m,

and all four weights to beαk = ρ.The generic stable parabolic structure is then given
by the trivial rank 2 bundle, together with four different lines lk ⊂ C2 interpreted as
points in (a different) CP1, which can be normalized to

l0 = 0, l1 = 1, l2 = ∞ and l3 = u,

parametrized by their cross ratio u. If two of the four lines coalesce, i.e., if u → 0,
1 or ∞, the corresponding parabolic structures are semi-stable but not stable. For
u = m there are three cases to consider (depending on ρ). Either the trivial C2

bundle with these parabolic lines is stable (4ρ < 1), it is strictly semi-stable ρ = 1
4 ,

or it is unstable. In the unstable case the trivial rank 2 bundle needs to be replaced
by O(1) ⊕ O(−1) (with appropriate parabolic lines satisfying stability). Thus the
moduli space of (semi-)stable holomorphic structures is then given by a CP1 with
four distinguished points u = 0, 1,∞ and u = m. The following theorem relates
the moduli space Mρ of Fuchsian systems over the 4-punctured sphere with local
monodromy given by ρ to flat line bundle connections on a torus.

Theorem 1 ([10]) Let ρ ∈]0, 1
2 [ and let T 2 → CP1 be the torus given by a twofold

cover ofCP1 branched over p0, ...p3. Then, there exist a 2:1 covering ofMρ by the
moduli space of flat line bundles on the torus T 2 at stable Fuchsian Systems. This
covering commutes with the projection of Mρ to the space of parabolic bundles on
the 4-punctured sphere and the projection to holomorphic line bundles on the torus.

We make the above covering more explicit. Let w be the (global) holomorphic
coordinate of the torus T 2. A flat line bundle connection on T 2 is given by

d + αdw + χdw̄
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for complex constants α and χ. The pair (α,χ) gives rise to coordinates on Mρ at
stable Fuchsian systems via

(α,χ) �→ ∇α,χ = d + αdw + χdw̄β−dwβ+dw − αdw − χdw̄, (6)

where β± is uniquely determined by ρ and χ, see [11, Sect. 3.3.]. Moreover, these
coordinates turn out to be Darboux coordinates. On the complement of the sta-
ble Fuchsian systems in Mρ, these coordinates have a particularly well-controlled
behavior, see [10, Theorem 2].

3.2 Deformation of Harmonic Maps

For ρ = 1
4 , Mρ is (an open and dense subset of) the moduli space of flat SL(2,C)-

connections on the torus. For generic λ ∈ C∗ the connection ∇̃λ is the direct sum of
two line bundle connections, in particular β± = 0.

Thus the coordinates (αλ,χλ) corresponding to ∇̃λ give rise to holomorphic maps
on a double cover � of the λ-plane. In particular, if the spectral curve � is of genus
0 or genus 1, the data (α,χ) are given very explicitly. Note that the spectral data for
ρ 	= 1

4 are not of an algebraic nature.
We take the well-known spectral data of a torus as initial data for the generalized

Whitham flow. The flow parameter is given by t = ρ − 1
4 . In order to obtain closed

surfaces for rational ρ, we require the closing conditions to be preserved (and some
compatibility conditions to obtain a proper �-section inMDH in λ). The two closing
conditions are dealt with successively.

The first closing condition is that ∇̃λ is unitary for λ ∈ S1. Through the Mehta-
Seshadri theorem we obtain a unique αλ for every given χλ with λ ∈ S1. The short-
time existence of the flow atWillmore stable homogenous tori and 2-lobed Delaunay
tori are proven in [12], see Figs. 2, 3. The strategy is the following: for t ∼ 0 we need
to find a deformation of χ|t=0 such that the corresponding α(χ) has a first order pole
in λ = 0. This is achieved using the implicit function theorem. Let M(λα) be the
principal part of the holomorphic map λ · α over λ = 0. Then we need to ensure

M(λ · α(χ(t), t)) ≡ 0

for t ∼ 0. Differentiating the equation yields:

M(λ · α̇) + M(λ · ∂χα|t=0)χ̇ = 0.

Since α̇ is determined by theMehta-Seshadri theorem, we can solve for χ̇,whenever
M(λ · ∂χα|t=0) is invertible. The second closing condition requires the existence of
trivial connections at two λi ∈ S1 which is equivalent to χ(λi ) = 0 in this setup.
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Fig. 4 Experimental moduli
space of symmetric and
embedded CMC surfaces of
genus 2

The branch and umbilic order of the surface at the 4 singular points are completely
determined by ρ. For rational ρ we thus obtain (possibly branched) compact CMC
surfaces on a covering of CP1. If the flow exists till t = g−1

2g+2 we obtain a compact
immersed CMC surface of genus 2. Therefore, the long-time existence of the flow
gives a systematic way of constructing symmetric CMC surfaces of higher genus.
Computer experiments indicate that such an approach might work, see Fig. 4, where
we mapped out the moduli space of symmetric embedded CMC surfaces of genus 2
in S3.

The study of long time existence of the generalized Whitham flow has further
applications. The flow defines (after some choice) a map from the moduli space
of harmonic tori into the moduli space of symmetric higher genus harmonic maps.
The surjectivity of the map would give partial answers to a higher genus analogue
of the Lawson conjecture. More generally, geometric properties, such as index and
Willmore stability of the harmonicmap can be studied along the flow.By restricting to
appropriate boundary conditions strategies as used in [14, 24] to study the constrained
Willmore problem along the family of homogenous tori might be made available to
study higher genus analogues of the Willmore conjecture due to Kusner.

4 Higher Solutions and Constrained Willmore Surfaces

ConstrainedWillmore surfaces f : M → S4 are critical points of theWillmore func-
tional ∫

M
(|H|2 + 1)d A (7)

under variations preserving the conformal structure of the map. Here H denotes the
mean curvature vector and d A is the induced area element. Willmore surfaces are
characterized by the harmonicity of their associated mean curvature sphere con-
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gruence, a Moebius invariant Gauss map into the non-compact symmetric space
of oriented 2-spheres in S4, and therefore give rise to an associated family of flat
connections ∇̃μ

4 , μ ∈ C∗, on a complex rank 4 bundle [7] of the form (1). When con-
sidering surfaces inside (a conformal) S3 ⊂ S4, the family of flat connections comes
with an additional symmetry σ with σ∗∇̃μ

4
∼= ∇̃μ

4 . Minimal and CMC surfaces in
3-dimensional space forms constitute important examples of constrained Willmore
surfaces, where the rank 4 associated family of flat connections ∇̃μ

4 globally splits
into the direct sum of two equivalent rank 2 families, see [7, 13]. In the case of tori,
the flat connections of the associated family are generically totally reducible and the
spectral curve—the Riemann surface parametrizing the monodromies of ∇̃μ

4—is a
4-fold covering ofCP1 by [7]. For a CMC torus the quotient � of its spectral curve
by σ is another CP1 and the associated family can be parametrized by � ∼= CP1

instead to obtain its associated family as a CMC surface.
An important property is that by viewing these maps as constrained Willmore

surfaces there is no distinction between the CMC surfaces in hyperbolic space H3

and in the other space forms, see [9]. The reason is that the intermediate spectral
curve CP1(∼= �) introduces a new spectral parameter λ which is a square root
of the original parameter μ. Therefore, the involution on the associated family—
parametrized by λ—is allowed to have either of the two signs on the λ-plane. Further,
Babich and Bobenko [1] constructed smooth Willmore tori by gluing two minimal
surfaces in H3 along the infinity boundary S2. These minimal surfaces come from
local solutions of the self-duality equations with singularities where the surface
intersects the infinity boundary of the hyperbolic 3-space. By viewing the associated
family of theseBabich-Bobenko solutions as sections in theDeligne–Hitchinmoduli,
we observed that they satisfy the reality condition for self-duality solutions. On
the other hand, such real sections cannot be of the form (5) as the corresponding
self-duality solutions have singularities. More generally, for constrained Willmore
tori in 3-space the quotient � of the spectral curve by the involution σ is always
hyper-elliptic and naturally gives a rank 2 theory, where the associated family of
flat connections is parametrized by �. We conjecture that all sections (for Riemann
surfaces M of arbitrary genus) corresponding to �-families with a hyper-elliptic �

satisfying the (self-duality) ρ-reality condition are local but not global self-duality
solutions. It is interesting to note that as a solution of the rank 2 theory these examples
have singularities, which are removed by putting them into the rank 4 framework.

In [11] the generalizedWhitham flowwas applied to deform the simplest Babich-
Bobenko surfaces (equivariant cylinders) towards higher genus surfaces. Though the
underlying idea remain the same as in the S3 case, many technical details differ.
As in the CMC in S3 case we consider symmetric solutions, i.e., the family of flat
connections ∇λ is gauge equivalent to a family of Fuchsian systems ∇̄λ on the 4-
punctured sphere. Again, the local monodromies ρg are the same at each puncture
and the eigenvalue depends only on the genus of the underlying surface and we can
use the coordinates given by (α,χ) via (6).

Instead of a �-real section of the Deligne–Hitchin moduli space, we are now
dealing with a τ -real section. The τ -reality replaces the closing conditions for the
harmonic map in S3.



144 L. Heller

As τ covers the involution λ �→ −λ̄−1 on CP1, which has no fixed points, we
need a two point approach to show that αλ is still uniquely determined by χλ through
a generalized Mehta-Seshadri theorem. As in the S3 case we want to find a variation
of χρ such that the corresponding αρ has a simple pole over λ = 0 (together with
some additional properties to define a τ -real section of MDH in λ). The resulting
surfaces are Willmore in S3. Though the surface itself is not well-defined on M
its curvatures are. Using the rotation of an elastic figure-8 curve in H2 as initial
condition and applying the generalized Whitham flow in [12] would yield compact
higher genus constrained Willmore surfaces for rational times.

The technical part in [11] is to show that these new solutions are in fact proper
counterexamples of the question of Simpson, i.e., it solves the self-duality equation
away codimension 1 singular sets. The first step is to show that there exist a family
of SL(2,C)-gauge transformation g(λ) determined by

∇−λ̄−1 = ∇λ.g(λ)

which up to normalization satisfies

g(−λ̄−1)g(λ) = ±id.

The “+”sign gives real sections corresponding to harmonic maps into the deSitter
space SL(2,C)/SL(2,R)while the “−”sign corresponds to harmonic maps into the
hyperbolic space SL(2,C)/SU (2), i.e., solutions of the self-duality equations. For
tori for which the connections are reducible, these two cases are not separated. For
irreducible sections the sign is preservedwhen applying a continuous deformation. In
the case of higher solutions constructed in [11], the signwas directly computed on the
4-punctured sphere, were the corresponding connections are generically irreducible
even for the case of tori. Then, by applying a gauge transformation by the positive
part of the Birkhoff factorization [26] of g(λ) (on the open dense set where it exists)
puts the lift ∇λ of s into the self-duality form. Integrating the flat connection gives a
equivariant conformal harmonicmap intoH3 which extends to aMoebius equivariant
Willmore surface in S3.The loop group factorization is onlywell-defined away froma
1-dimensional analytic subset of the Riemann surfaceM , [10], implying a non-trivial
intersection of the surface with the boundary S2 ofH3 ⊂ S3. In a recent preprint [2],
an energy functional for sections of the Deligne–Hitchin moduli space is introduced
to distinguish the higher solutions from twistor lines. While the energy is negative
for all self-duality solutions, it is always positive for the higher solutions of [10].

The generalized Whitham flow applied to plain twistor lines, i.e. self-duality
solutions, interpolates between the moduli spaces with respect to Riemann surfaces
of different genera. The long time existence of the flow is guaranteed for an open
and dense subset of solutions, as corresponding sections inMDH remain stable and
do not intersect the singular set of MDH .

The reduction of Willmore surfaces to higher solutions of the self-duality equa-
tions suggests that the study of�-curves inMDH as done in [3], with a hyper-elliptic
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curve�, is equivalent to the study of a semi-stable higher rank systems parametrized
by CP1. In particular, this gives a technique to study the singular strata of higher
rank harmonic map and self-duality type equations.
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Notes on Translating Solitons for Mean
Curvature Flow

David Hoffman, Tom Ilmanen, Francisco Martín, and Brian White

Abstract These notes provide an introduction to translating solitons for the mean
curvature flow in R3. In particular, we describe a full classification of the translators
that are complete graphs over domains in R2.

Keywords Mean curvature flow · Singularities · Monotonicity formula · Area
estimates · Comparison principle

1 Introduction

Mean curvature flow is an exciting area of mathematical research. It is situated at the
crossroads of several scientific disciplines: geometric analysis, geometric measure
theory, partial differential equations, differential topology, mathematical physics,
image processing, computer-aided design, among others. In these notes, we give
a brief introduction to mean curvature flow and we describe recent progress on
translators, an important class of solutions to mean curvature flow (Fig. 1).
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Fig. 1 A surface moving by mean curvature

In physics, diffusion is a process which equilibrates spatial variations in con-
centration. If we consider a initial concentration u0 on a domain Ω ⊆ R2 and seek
solutions of the linear heat equation ∂

∂t u − �u = 0, with initial data u0 and natural
boundary conditions on ∂Ω , we obtain smoothed concentrations {ut }t>0. If we are
interested in the smoothing of perturbed surface geometries, it make sense to use
analogous strategies. The geometrical counterpart of the Euclidean Laplace operator
� on a smooth surface M2 ⊂ R3 (or more generally, a hypersurface Mn ⊂ Rn+1)
is the Laplace-Beltrami operator, which we will denote as �M . Thus, we obtain the
geometric diffusion equation

∂

∂t
x = �Mt x, (1.1)

for the coordinates x of the corresponding family of surfaces {Mt }t∈[0,T ).

A classical formula (see [9], for instance) says that, given a hypersurface in
Euclidean space, one has:
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�Mt x = H,

where H represents the mean curvature vector. This means that (1.1) can be written
as:

∂

∂t
x(p, t) = H(p, t). (1.2)

Using techniques of parabolic PDE’s it is possible to deduce the existence and unique-
ness of the mean curvature flow for a small time period in the case of compact
manifolds (for details see [10, 23], among others).

Theorem 1 Given a compact, immersed hypersurface M in Rn+1 then there exists
a unique mean curvature flow defined on an interval [0, T ) with initial surface M.

The mean curvature is known to be the first variation of the area functional M �→∫
M dμ (see [7, 26]). We will obtain for the Area(Ω(t)) of a relatively compact

Ω(t) ⊂ Mt that
d

dt
(Area(Ω(t)) = −

∫

Ω(t)
|H|2dμt .

In other words, we get that the mean curvature flow is the corresponding gradient
flow for the area functional:

Remark 1 The mean curvature flow is the flow of steepest descent of surface area.

Moreover, we also have a nice maximum principle for this particular diffusion equa-
tion.

Theorem 2 (Maximum/comparison principle) If two compact immersed hypersur-
faces of Rn+1 are initially disjoint, they remain so. Furthermore, compact embedded
hypersurfaces remain embedded.

Similarly, convexity and mean convexity are preserved:

• If the initial hypersurfaceM is convex (i.e., all the geodesic curvatures are positive,
or equivalently M bounds a convex region of Rn+1), then Mt is convex, for any t .

• If M is mean convex (H > 0), then Mt is also mean convex, for any t .

Moreover, mean curvature flow has a property which is similar to the eventual
simplicity for the solutions of the heat equation. This result was proved by Huisken
and asserts:

Theorem 3 ([21]) Convex, embedded, compact hypersurfaces converge to points
p ∈ Rn+1. After rescaling to keep the area constant, they converge smoothly to round
spheres.

As a consequence of the above theorems we have.

Corollary 1 (Existence of singularities in finite time) Let M be a compact hyper-
surface in Rn+1. If Mt represents its evolution by the mean curvature flow, then Mt
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must develop singularities in finite time. Moreover, if we denote this maximal time
as Tmax, then

2 n Tmax ≤ (diamRn+1(M))2 .

Proof Since M is compact, it is contained an open ball B(p, ρ). So, M must develop
a singularity before the flow of Sn

p collapses at the point p, as otherwise we would
contradict the previous theorem. The upper bound of Tmax is just a consequence of
the collapsing time of a sphere. �

A natural question is: What can we say when M is not compact? In this case, we
can have long-time existence. A trivial example is the case of a complete, properly
embedded minimal hypersurface M in Rn+1. Under the mean curvature flow, M
remains stationary, so the flow exists for all time. If we are looking for non-stationary
examples, then we can consider the following example:

Example 1 (grim reapers) Consider the euclidean product M = � × Rn−1, where
� is the grim reaper in R2 represented by the immersion

f : (−π/2,π/2) → R2 (1.3)

f (x) = (x, log cos x).

If, ignoring parametrization, we let Mt be the result of flowing M by mean curva-
ture flow for time t , then Mt = M − t en+1, where again {e1, . . . , en+1} represents
the canonical basis of Rn+1. In other words, M moves by vertical translations. By
definition, we say that M is a translating soliton in the direction of − en+1. More
generally, any translator in the direction of − en+1 which is a Riemannian product of
a planar curve and an euclidean space Rn−1 can be obtained from this example by
a suitable combination of a rotation and a dilation (see [16] for further details.) We
refer to these translating hypersurfaces as n-dimensional grim reapers, or simply
grim reapers if the n is clear from the context (Fig. 2).

Fig. 2 A grim reaper
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2 Some Remarks About Singularities

Throughout this section, we consider a fixed compact initial hypersurface M .
Consider the maximal time T = TM such that a smooth solution of the MCF
F : M × [0, T ) → Rn+1 as in Theorem 1 exists. Then the embedding vector F is
uniformly bounded according to Theorem 2. It follows that some spatial derivatives
of the embedding Ft have to become unbounded as t ↗ T . Otherwise, we could
apply Arzelà–Ascoli Theorem and obtain a smooth limit hypersurface, MT , such
that Mt converges smoothly to MT as t ↗ T . This is impossible because, in such a
case, we could apply Theorem 1 to restart the flow. In this way, we could extend the
flow smoothly all the way up to T + ε, for some ε > 0 small enough, contradict-
ing the maximality of T . In fact, Huisken [20, Theorem 8.1] showed that the second
spatial derivative (i.e., the norm of the second fundamental form) blows up as t → T .

We would like to say more about the “blowing-up” of the norm of A, as t ↗ T .

The evolution equation for |A|2 is
∂

∂t
|A|2 = �|A|2 − 2

∣
∣∇A

∣
∣2 + 2|A|4.

Define
|A|2max(t) := max

Mt

|A|2(·, t).

Using Hamilton’s trick (see [23]) we deduce that |A|2max is locally Lipschitz and that

d

dt
|A|2max(t0) = ∂

∂t
|A|2(p0, t0),

where p0 is any point where |A|2(·, t0) reaches its maximum. Thus, using the above
expression, we have

d

dt
|A|2max(t0) = ∂

∂t
|A|2(p0, t0)

= �|A|2(p0, t0) − 2
∣
∣∇A(p0, t0)

∣
∣2 + 2|A|4(p0, t0).

It is well known that the Hessian of |A| is negative semi-definite at any maximum.
In particular the Laplacian of |A| at these points is non-positive. Hence,

d

dt
|A|2max(t0) ≤ 2|A|4(p0, t0) ≤ 2|A|4max(t0).

Notice that |A|2max is always positive, since otherwise at some instant t wewould have
|A(·, t)| ≡ 0 along Mt , which would imply that Mt is totally geodesic and therefore
a hyperplane in Rn+1, contrary to the fact that the initial surface was compact.



152 D. Hoffman et al.

So, one can prove that 1/|A|2max is locally Lipschitz. Then the previous inequality
allows us to deduce that:

− d

dt

(
1

|A|2max

)

≤ 2 a.e. in t ∈ [0, T ).

Integrating (respect to time) in any sub-interval [t, s] ⊂ [0, T ) we get

1

|A|2max(t)
− 1

|A|2max(s)
≤ 2(s − t).

As |A(·, t)| is not bounded as to tends to T , there exists a time sequence si ↗ T
such that

|A|2max(si ) → +∞.

Substituting s = si in the above inequality and taking the limit as i → ∞, we get

1

|A|2max(t)
≤ 2(T − t).

We collect all this information in the next proposition.

Proposition 1 Consider the mean curvature flow for a compact initial hypersurface
M. If T is the maximal time of existence, then the following lower bound holds

|A|max(t) ≥ 1√
2(T − t)

for all t ∈ [0, T ).
In particular,

lim
t→T

|A|max(t) = +∞.

Definition 1 When this happenswe say thatT is singular time for themean curvature
flow.

So we have the following improved version of Theorem 1:

Theorem 4 Given a compact, immersed hypersurface M in Rn+1 then there exists
a unique mean curvature flow defined on a maximal interval [0, Tmax).

Moreover, Tmax is finite and

|A|max(t) ≥ 1√
2(Tmax − t)

for each t ∈ [0, Tmax).
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Remark 2 From the above proposition, we deduce the following estimate for the
maximal time of existence of flow:

Tmax ≥ 1

2|A|2max(0)
.

Definition 2 Let T be the maximal time of existence of the mean curvature flow. If
there is a constant C > 1 such that

|A|max(t) ≤ C√
2(T − t)

,

then we say that the flow develops a Type I singularity at instant T . Otherwise, that
is, if

lim sup
t→T

|A|max(t)
√

(T − t) = +∞,

we say that is a Type II singularity.

We conclude this brief section by pointing out that there have been substantial break-
throughs in the study and understanding of the singularities of Type I, whereas Type
II singularities have been much more difficult to study. This seems reasonable since,
according to the above definition and the results we have seen, the singularities of
Type I are those for which one has the best possible control of blow-up of the second
fundamental form.

3 Translators

Astandard example of Type II singularity is given by a loop pinching off to a cusp (see
Fig. 3). Angenent [3] proved, in the case of convex planar curves, that singularities of
this kind are asymptotic (after rescaling) to the above mentioned grim reaper curve
(1.3), which moves set-wise by translation. In this case, up to inner diffeomorphisms
of the curve, it can be seen as a solution of the curve shortening flow which evolves
by translations and is defined for all time. In this paper we are interested in this type
of solitons, which we will call translating solitons (or translators) from now on.
Summarizing this information, we make the following definition:

Fig. 3 A Type II singularity
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Definition 3 (Translator) A translator is a hypersurface M in Rn+1 such that

t �→ M − t en+1

is a mean curvature flow, i.e., such that normal component of the velocity at each
point is equal to the mean curvature at that point:

H = −e⊥
n+1. (3.1)

The cylinder over a grim-reaper curve, i.e. the hypersurface in Rn+1 parametrized
by G : (−π

2 , π
2

) × Rn−1 −→ Rn+1 given by

G (x1, . . . , xn) = (x1, . . . , xn,− log cos x1),

is a translating soliton. It appears as limit of sequences of parabolic rescaled solutions
of mean curvature flows of immersed mean convex hypersurfaces. For example, we
can take product of the loop pinching off to a cusp times Rn−1. We can produce
others examples of solitons just by scaling and rotating the grim reaper. In this
way, we obtain a 1-parameter family of translating solitons parametrized by Gθ :(
− π

2 cos(θ) ,
π

2 cos(θ)

)
× Rn−1 −→ Rn+1

Gθ(x1, . . . , xn) = (x1, . . . , xn, sec
2(θ) log cos(x1 cos(θ)) − tan(θ)xn), (3.2)

where θ ∈ [0,π/2) (Fig. 4). Notice that the limit of the family Fθ, as θ tends to π/2,
is a hyperplane parallel to en+1.

Fig. 4 The regular grim
reaper in R3 and the tilted
grim reaper for θ = π/6
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3.1 Variational Approach

Ilmanen [22] noticed that a translating soliton M in Rn+1 can be seen as a minimal
surface for the weighted volume functional

A f [M] =
∫

M
e− f dμ

where f represents the Euclidean height function, that is, the restriction of the last
coordinate xn+1 to M . We have the following

Proposition 2 (Ilmanen) Let Mn be a translating soliton in Rn+1 and let N be its
unit normal. Then the translator equation

H = 〈en+1, N 〉 (3.3)

on the relatively compact domain Ω ⊂ M is the Euler–Lagrange equation of the
functional

A f [Ω] = vol f (Ω) =
∫

Ω

e− f dμ. (3.4)

Moreover, the second variation formula for normal variations is given by

δ2A f [Ω] · (u, u) = −
∫

M
e− f u L f u dμ, u ∈ C∞

0 (Ω), (3.5)

where the stability operator L f is defined by

L f u = � f u + |A|2 u (3.6)

where � f is the drift Laplacian given by

� f = � − 〈∇ f,∇ · 〉 = � − 〈en+1,∇ · 〉. (3.7)

Proof Given ε > 0, let Ψ : (−ε, ε) × M → Rn+1 be a variation of M compactly
supported in Ω ⊂ M with Ψ (0, · ) = Id and normal variational vector field

∂Ψ

∂s

∣
∣
∣
s=0

= uN + T

for some function u ∈ C∞
0 (Ω) and a tangent vector field T ∈ �(T M). Here, N

denotes a local unit normal vector field along M . Then

d

ds

∣
∣
∣
s=0

vol f [Ψs(Ω)] =
∫

Ω

e− f (〈en+1, N 〉 − H)u dμ +
∫

Ω

div(e− f T ) dμ.
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Hence, stationary immersions for variations fixing the boundary of Ω are character-
ized by the scalar soliton equation

H − 〈en+1, N 〉 = 0 on Ω ⊂⊂ M,

which yields (3.3). Now we compute the second variation formula. At a stationary
immersion we have

d2

ds2

∣
∣
∣
s=0

vol f [Ψs(Ω)] =
∫

M
e− f d

ds

∣
∣
∣
s=0

(〈en+1, Ns〉 − Hs)u dμ.

Using the fact that
∇̄∂s N = −∇u − W T, (3.8)

(where W means the Weingarten map) then we compute

d

ds

∣
∣
∣
s=0

〈en+1, N 〉 = 〈∇̄∂s en+1, N 〉 + 〈en+1, ∇̄∂s N 〉 = 〈en+1,−∇u − W T 〉. (3.9)

Since
d

ds

∣
∣
∣
s=0

H = �u + |A|2 u + LT H (3.10)

and ∇η = e�
n+1, we obtain for normal variations (when T = 0)

d

ds

(
H − 〈en+1, N 〉) = �u − 〈en+1,∇u〉 + |A|2 u

= � f u + |A|2u.

This finishes the proof of the proposition. �

The previous result has important consequences. It means that a hypersurface
M ⊂ Rn+1 is a translator if and only if it is minimal with respect to the Riemannian
metric

gi j (x1, . . . , xn+1) = exp

(

−2

n
xn+1

)

δi j .

Although the metric gi j is not complete (notice that the length of vertical half-lines
in the direction of en+1 is finite), we can apply all the local results of the theory of
minimal hypersurfaces in Riemannian manifolds. Thus we can freely use curvature
estimates and compactness theorems from minimal surface theory; cf. [34, Chap. 3].
In particular, if M is a graphical translator, then (since vertical translates of it are also
g-minimal) 〈e3, ν〉 is a nowhere vanishing Jacobi field, so M is a stable g-minimal
surface. It follows that any sequence Mi of complete translating graphs in R3 has a
subsequence that converges smoothly to a translator M . Also, if a translator M is the
graph of a function u : Ω → R, then M and its vertical translates form a g-minimal



Notes on Translating Solitons for Mean Curvature Flow 157

foliation ofΩ × R, fromwhich it follows thatM is g-areaminimizing inΩ × R, and
thus that if K ⊂ Ω × R is compact, then the g-area of M ∩ K is at most 1/2 of the
g-area of ∂K . Hence, if we consider sequences of translators that aremanifolds-with-
boundary, then the area bounds described above together with standard compactness
theorems for minimal surfaces (such as those in [33, 35]) give smooth, subsequential
convergence, including at the boundary. This has been a crucial tool in [16, 17, 19,
25] (The local area bounds and bounded topology mean that the only boundary
singularities that could arise would be boundary branch points. In the situations that
occur in these papers, obvious barriers preclude boundary branch points.)

The situation for higher dimensional translating graphs is more subtle; (see [16,
Appendix A] and [12]).

4 Examples of Translators

Besides the grim reapers that we have already described, the last decades have wit-
nessed the appearance of numerous examples of translators. Clutterbuck, Schnürer
and Schulze [6] (see also [2]) proved that there exists an entire graphical transla-
tor in Rn+1 which is rotationally symmetric, strictly convex with translating velocity
−en+1. This example is known as the translating paraboloid or bowl soliton. More-
over, they classified all the translating solitons of revolution, giving a one-parameter
family {Wn

λ }λ>0 of rotationally invariant cylinders called translating catenoids. The
parameter λ controls the size of the neck of each translating soliton. The limit, as
λ → 0, of Wn

λ consists of two superimposed copies of the bowl soliton with a sin-
gular point at the axis of symmetry. Furthermore, all these hypersurfaces have the
following asymptotic expansion as r approaches infinity:

r2

2(n − 1)
− log r + O(r−1),

where r is the distance function in Rn . These rotationally symmetric translating
catenoids can be seen as the desingularization of two paraboloids connected by a
small neck of some radius (Fig. 5).

Fig. 5 The bowl soliton in
R3 and the translating
catenoid for λ = 2
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Recall that the Costa–Hoffman–Meeks surfaces can be regarded as desingulariza-
tions of a plane and catenoid: a sequence of Costa–Hoffman–Meeks surfaces with
genus tending to infinity converges (if suitably scaled) to the union of a catenoid and
the plane through itswaist. This suggests that one try to construct translators by desin-
gularizing the union of a translating catenoid and a bowl solition. Dávila, del Pino,
and Nguyen [8] were able to do that (for large genus) by glueing methods, replacing
the circle of intersection by a surface similar to the singly periodic Scherk minimal
surface. Previously, Nguyen in [27–29] had used similar techniques to desingularize
the intersection of a grim reaper and a plane. In this way she obtained a complete
periodic embedded translator of infinite genus, that she called a translating trident.

Once this abundance of translating solitons is guaranteed, there arises the need
to classify them. One of the first classification results was given by Wang in [32].
He characterized the bowl soliton as the only convex translating soliton which is an
entire graph.

Very recently, Spruck and Xiao [31] have proved that a complete translating
soliton which is graph over a domain in R2 must be convex (see Sect. 6 below.) So,
combining both results we have:

Theorem 5 The bowl soliton is the only translator that is an entire graph over R2.

Using the Alexandrov method of moving hyperplanes, Martín, Savas-Halilaj, and
Smoczyk [24] showed that the bowl soliton is the only translator (not assumed to
be graphical) that has one end and is C∞-asymptotic to a bowl soliton. Hershkovits
[15] improved this by showing uniqueness of the bowl soliton among (not necessarily
graphical) translators that have one cylindrical end (and no other ends). Haslhofer
[14] proved a related result in higher dimensions: he showed that any translator in
Rn+1 that is noncollapsed and uniformly 2-convex must be the n-dimensional bowl
soliton. At this point, we would like to mention the recent classification result of
Brendle and Choi [5]. They prove that the rotationally symmetric bowl soliton is
the only noncompact ancient solution of mean curvature flow in R3 which is strictly
convex and noncollapsed.

Martín, Savas-Halilaj and Smoczyk also obtained one of the first characterizations
of the family of tilted grim reapers:

Theorem 6 ([24]) Let M be a connected translating soliton in Rn+1, n ≥ 2, such
that the function |A|2H−2 has a local maximum in {x ∈ M : H(x) �= 0}. Then M is
a tilted grim reaper.

5 Graphical Translators

If a translator M is the graph of function u : Ω ⊂ Rn → R, we will say that M is
a translating graph; in that case, we also refer to the function u as a translator,
and we say that u is complete if its graph is a complete submanifold of Rn+1. Thus
u : Ω ⊂ Rn → R is a translator if and only if it solves the translator equation (the
nonparametric form of (3.1)):
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Fig. 6 A Scherkenoid is a
singly periodic translator. As
z → ∞, it is asymptotic to a
plane, and as z → −∞, it is
asymptotic to an infinite
family of parallel planes.
There is a one-parameter
family of such Scherkenoids,
the parameter being the
angle between the upper
plane and the lower planes

Di

(
Diu√

1 + |Du|2
)

= − 1
√
1 + |Du|2 . (5.1)

The equation can also be written as

(1 + |Du|2)�u − Diu Dju Di ju + |Du|2 + 1 = 0. (5.2)

In a recent preprint, we classify all complete translating graphs in R3. In two other
papers [17, 19], we construct new families of complete, properly embedded (non-
graphical) translators: a two-parameter family of translating annuli, examples that
resemble Scherk’s minimal surfaces, and examples that resemble helicoids. In [19],
we also construct several new families of complete translators that are obtained as
limits of the Scherk-type translators mentioned above. They include a 1-parameter
family of single periodic surfaces called Scherkenoids (see Fig. 6) and a simply-
connected translator called the pitchfork translator (see Fig. 7). The pitchfork trans-
lator resembles Nguyen’s translating tridents [27] (see also [18]): like the tridents, it
is asymptotic to a plane as z → ∞ and to three parallel planes as z → −∞. However,
the pitchfork has genus 0, whereas the tridents have infinite genus.

As a consequence of Theorem 6, we have that every translator R3 with zero Gauss
curvature is a grim reaper surface, a tilted grim reaper surface, or a vertical plane.

In addition to the examples described in the previous section, Ilmanen (in unpub-
lished work) proved that for each 0 < k < 1/2, there is a translator u : Ω → R with
the following properties: u(x, y) ≡ u(−x, y) ≡ u(x,−y), u attains its maximum at
(0, 0) ∈ Ω , and

D2u(0, 0) =
[−k 0
0 −(1 − k)

]

.

The domain Ω is either a strip R × (−b, b) or R2. He referred to these examples
as �-wings. As k → 0, he showed that the examples converge to the grim reaper
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Fig. 7 The pitchfork
translator is a simply
connected translator that is
asympotic to a plane as
z → ∞ and to three parallel
planes as z → −∞

surface. Uniqueness (for a given k) was not known. It was also not known which
strips R × (−b, b) occur as domains of such examples. The main result in [16] is
the following:

Theorem 7 For every b > π/2, there is (up to translation) a unique complete,
strictly convex translator ub : R × (−b, b) → R. Up to isometries of R2, the only
other complete translating graphs in R3 are the grim reaper surface, the tilted grim
reaper surfaces, and the bowl soliton.

Although the paper [16] is primarily about translators in R3, the last sections
extend Ilmanen’s original proof to get�-wings inRn+1 that have prescribed principal
curvatures at the origin. For n ≥ 3, the examples include entire graphs that are not
rotationally invariant. At the end of the paper, we modify the construction to produce
a family of�-wings inRn+2 over any given slab of width> π. See [32] for a different
construction of some higher dimensional graphical translators (Fig. 8).

Fig. 8 The �-wing of width√
2 π. As y → ±∞, this

�-wing is asymptotic to the
tilted grim reapers G− π

4
and

G π
4
, respectively
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6 The Spruck–Xiao Convexity Theorem

One of the fundamental results in the recent development of soliton theory has been
the paper by Spruck and Xiao [31], where they proved that complete graphical
translators (or, more generally, complete translators of positive mean curvature)
are convex. The ideas contained in this paper are really inspiring and we would like
to provide a slightly simplified exposition of their proof.

At any non-umbilic point, we let κ1 > κ2 be the principal curvatures and H =
κ1 + κ2 > 0 be the mean curvature. We let v1 and v2 be the principal direction unit
vector fields, so

κi ≡ A(vi , vi ) and A(v1, v2) ≡ 0.

Note ∇uv1 is perpendicular to v1. Thus

∇v1v1 = α1v2, ∇v2v1 = α2v2 (6.1)

for some functions α1 and α2. Since 0 = ∇vi (v1 · v2) = (∇vi v1) · v2 + v1 · (∇vi v2),
we see that

∇v1v2 = −α1v1, ∇v2v2 = −α2v1. (6.2)

Thus

∇uκ1 = ∇u A(v1, v1)

= (∇u A)(v1, v1) + 2A(∇uv1, v1).

But ∇uv1 is perpendicular to v1, so A(∇uv1, v1) ≡ 0. Thus

∇uκ1 = (∇u A)(v1, v1). (6.3)

In particular,
∇iκ j = h j j,i , (6.4)

where hi j = A(vi , v j ) and hi j,k = (∇vk A)(vi , v j ). From A(v1, v2) ≡ 0, we see that

h12,i = (∇i )A(v1, v2)

= ∇i (A(v1, v2)) − A(∇iv1, v2) − A(v1,∇iv2)

= 0 − αi h22 + αi h11
= (κ1 − κ2)αi

by (6.1) and (6.2). Thus

αi = h12,i
κ1 − κ2

. (6.5)
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Also, if we let ui = vi at a particular point and extend by parallel transport on
radial geodesics, we have

�κ1 = ∇ui ∇ui (A(v1, v1))

= ∇ui ((∇ui A)(v1, v1))

= (�A)(v1, v1) + 2(∇ui A)(∇ui v1, v1).

Thus

�κ1 = (�A)(v1, v1) + 2(∇i A)(∇iv1, v1)

= (�A)(v1, v1) + 2(∇i A)(αiv2, v1)

= (�A)(v1, v1) + 2αi h12,i

= (�A)(v1, v1) + 2
(h12,1)2 + (h12,2)2

κ1 − κ2

= (�A)(v1, v1) + 2Q2

κ1 − κ2
,

where
Q2 := (h12,1)

2 + (h12,2)
2 = (h11,2)

2 + (h22,1)
2. (6.6)

(The second equality follows from the Codazzi equations.)
Now suppose the surface is a translator. Then, we have that (see [31, Lemma 2.1]

or [24, Lemma 2.1]):
�A − ∇eT3

A + |A|2 A = 0.

Hence,

(�A)(v1, v1) = −|A|2A(v1, v1) + (∇eT3
A)(v1, v1)

= −|A|2κ1 + ∇eT3
κ1

by (6.3). Thus

� f κ1 = −|A|2κ1 + 2Q2

κ1 − κ2
. (6.7)

Recall that the drift Laplacian (see (3.7)) is given by

� f := � − 〈∇ f,∇·〉 = � − 〈e3,∇·〉.

Likewise,

� f κ2 = −|A|2κ2 − 2Q2

κ1 − κ2
.

Adding these gives
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� f H = −|A|2H. (6.8)

From (6.7) and (6.8),

κ1�
f H − H� f κ1 = −2HQ2

κ1 − κ2
.

Thus

� f

(
H

κ1

)

= κ1�
f H − H� f κ1

κ1
2

− 2
∇κ1

κ1
· ∇

(
H

κ1

)

= −2HQ2

(κ1 − κ2)(κ1)2
− 2

∇κ1

κ1
· ∇

(
H

κ1

)

,

(6.9)

so

� f

(
H

κ1

)

+ 2
∇κ1

κ1
· ∇

(
H

κ1

)

≤ 0. (6.10)

Theorem 8 (Spruck–Xiao) Let M ⊂ R3 be a complete translator with H > 0. Then
M is convex.

Proof Suppose the theorem is false. Then

η := inf
H

κ1
= inf

(

1 + κ2

κ1

)

∈ [0, 1). (6.11)

Note that the set of pointswhere H/κ1 < 2 contains no umbilic points,which implies
that H/κ1 is smooth on that set and that we can apply the formulas in this section
(§6), which were derived assuming that κ1 > κ2.
Step 1: The infimum η is not attained. For suppose it is attained at some point. Then
by (6.10) and the strong minimum principle (see [13, Theorem 3.5] or [11, Chap. 6,
Theorem 3]), H/κ1 is constant on M . Therefore κ2/κ1 = H/κ1 − 1 is constant on
M . Since H > 0 and since H/κ1 is constant, we see from (6.9) that Q ≡ 0, i.e.,
(see (6.6)) h12,1 ≡ h12,2 ≡ 0. Hence by (6.5), (6.1) and (6.2), the frame {v1, v2} is
parallel, so κ1κ2 ≡ 0, contadicting (6.11). Thus the infimum is not attained.
Step 2: If pn ∈ M is a sequence with H(pn)/κ1(pn) → η, then (after passing to
a subsequence) M − pn converges smoothly to a limit by the curvature estimates
mentioned at the end of Sect. 3. We claim that the limit must be a vertical plane.
For suppose not. Then (after passing to a subsequence) M − pn converges smoothly
to a complete translator M ′ with H > 0. By the smooth convergence, H/κ1 attains
its minimum value on M ′ at the origin, and that minimum value is η, contradicting
Step 1.
Step 3: Now we apply the Omori–Yau maximum principle (see Theorem 9 below)
to get a sequence pn ∈ M such that
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H

κ1
= 1 + κ1

κ2
→ η, (6.12)

∇
(
H

κ1

)

→ 0, (6.13)

�

(
H

κ1

)

→ δ ∈ [0,∞]. (6.14)

From (6.13) and (6.14), we see that

� f

(
H

κ1

)

→ δ ∈ [0,∞]. (6.15)

By Step 2, we can assume that M − pn converges smoothly to a vertical plane. For
the rest of the proof, any statement that some quantity tends to a limit refers only to
the quantity at the points pn .

Since A is a quadratic form with eigenvalues κ1 and κ2, A/κ1 is a quadratic form
with eigenvalues 1 and κ2/κ1 = H/κ1 − 1. Thus (by passing to a subsequence) we
can assume that A/κ1 (at pn) converges to a quadratic form with eigenvalues 1 and
η − 1. (Note that the eigenvalue η − 1 is negative by Hypothesis (6.11).)

Recall that
∇H = A(eT3 , ·).

(See, for example, [24, Lemma 2.1].) Since eT3 → e3, we see that ∇H/κ1 (at pn)
converges to a nonzero vector N :

∇H

κ1
→ N �= 0. (6.16)

Now

∇
(
H

κ1

)

= ∇H

κ1
− H

κ1

∇κ1

κ1
. (6.17)

By Omori–Yau (see (6.13)), this tends to 0, so

H

κ1

∇κ1

κ1
→ N , (6.18)

or, equivalently (see (6.4)),

H

κ1

h11,i
κ1

→ Ni (i = 1, 2), (6.19)

where Ni = N · vi .
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We can rewrite (6.17) as

∇
(
H

κ1

)

= ∇κ1 + ∇κ2

κ1
− H

κ1

∇κ1

κ1

=
(

1 − H

κ1

) (∇κ1

κ1

)

+ ∇κ2

κ1
.

Multiply by H/κ1:

H

κ1
∇

(
H

κ1

)

=
(

1 − H

κ1

) (
H

κ1

∇κ1

κ1

)

+ H

κ1

∇κ2

κ1

By Omori–Yau (see (6.13)), this tends to 0, so (using (6.18)),

H

κ1

∇κ2

κ1
→ (η − 1)N , (6.20)

or, equivalently (by (6.4)),

H

κ1

h22,i
κ1

→ (η − 1)Ni (i = 1, 2). (6.21)

Combining (6.19) with i = 2 and (6.21) with i = 1 gives

(
H

κ1

)2 (
Q

κ1

)2

→ (N2)
2 + (η − 1)2(N1)

2 := λ2 > 0. (6.22)

Note that λ2 > 0 because N �= 0 and η < 1 by Hypothesis (6.11).
Now multiply (6.9) by H/κ1:

(
H

κ1

)

� f

(
H

κ1

)

= −2

1 − κ2
κ1

(
H

κ1

)2 (
Q

κ1

)2

− 2

(
H

κ1

∇κ1

κ1

)

· ∇
(
H

κ1

)

.

Using (6.12) and (6.15) for the left side, (6.12) and (6.22) for the first term on the
right, and (6.18) and (6.13) for the second term, we can let n → ∞ to get:

η δ ≤ −2

2 − η
λ2 + 0,

a contradiction (since η and δ are nonnegative). �

We used the Omori–Yau Theorem (see, for example, [1]):

Theorem 9 (Omori–Yau Theorem) Let M be a complete Riemannian manifold with
Ricci curvature bounded below. Let f : M → R be a smooth function that is bounded
below. Then there is a sequence pn in M such that
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f (pn) → inf
M

f, (6.23)

∇ f (pn) → 0, (6.24)

lim inf � f (pn) ≥ 0. (6.25)

The theorem remains true if we replace the assumption that f is smooth by the
assumption that f is smooth on { f < α} for some α > infM f .

To see the last assertion, let φ : R → R be a smooth, monotonic function such
that φ(t) = 0 for t ≥ α and such that φ ≡ 1 on an open interval containing infM f .
Then φ ◦ f is smooth, so the Omori–Yau Theorem holds for φ ◦ f , from which it
follows immediately that the Omori–Yau Theorem also holds for f .

In our case, the function H/κ1 is smooth except at umbilic points. At such points,
H/κ1 = 2. Since we assumed that the infimumwas<1, we could invoke the Omori–
Yau Theorem.

7 Characterization of Translating Graphs in R3

As we mentioned before, the authors of these notes have obtained the complete
classification of the complete graphical translators in Euclidean 3-space.

Recall that by translator we mean a smooth function u : Ω → R such that M =
Graph(u) is a translator. Then u must be solution of the equation:

(1 + u2y) uxx − 2ux uy uxy + (1 + u2x ) uyy + u2x + u2y + 1 = 0. (7.1)

If we impose that M is complete, then we will say that u is a complete translator.
In this setting Shahriyari [30] proved in her thesis the following

Theorem 10 (Shahriyari) If M is complete, then Ω must be a strip, a halfspace, or
all of R2.

In [32], X. J. Wang proved that the only entire convex translating graph is the bowl
soliton, and that there are no complete translating graphs defined over halfplanes.
Thus by the Spruck–Xiao Convexity Theorem, the bowl soliton is the only complete
translating graph defined over a plane or halfplane.

Hence, it remained to classify the translators u : Ω → R whose domains are
strips. Our main new contributions in this line are:

1. For each b > π/2, we prove [16, Theorem 5.7] existence and uniqueness (up to
translation) of a complete translator ub : R × (−b, b) → R that is not a tilted
grim reaper. We call ub the �-wing of width 2b.

2. We give a simpler proof (see [16, Theorem 6.7]) that there are no complete
graphical translators in R3 defined over halfplanes in R2.

Furthermore, there are no complete translating graphs defined over strips of width
< π (see [4, 31]), and the grim reaper surface is the only translating graph over a
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strip of width π (see [16]). Consequently, we have a classification: every complete,
translating graph in R3 is one of the following: a grim reaper surface or tilted grim
reaper surface, a �-wing, or the bowl soliton.

We remark that Bourni, Langford, and Tinaglia gave a different proof of the
existence (but not uniqueness) of the �-wings in (1) [4].
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Uniqueness Problem for Closed
Non-smooth Hypersurfaces with
Constant Anisotropic Mean Curvature
and Self-similar Solutions of Anisotropic
Mean Curvature Flow

Miyuki Koiso

Abstract An anisotropic surface energy is the integral of an energy density that
depends on the surface normal over the considered surface, and it is a generaliza-
tion of surface area. Equilibrium surfaces with volume constraint are called CAMC
(constant anisotropic mean curvature) surfaces and they are not smooth in general.
We show that, if the energy density function is two times continuously differentiable
and convex, then, like isotropic (constant mean curvature) case, the uniqueness for
closed stable CAMC surfaces holds under the assumption of the integrability of
the anisotropic principal curvatures. Moreover, we show that, unlike the isotropic
case, uniqueness of closed embedded CAMC surfaces with genus zero in the three-
dimensional euclidean space does not hold in general. We also give nontrivial self-
similar shrinking solutions of anisotropic mean curvature flow. These results are
generalized to hypersurfaces in the Euclidean space with general dimension. This
article is an announcement of two forthcoming papers by the author.

Keywords Anisotropic mean curvature · Anisotropic surface energy · Wulff
shape · Anisotropic mean curvature flow · Crystalline variational problem

1 Introduction

We study hypersurfaces with constant anisotropic mean curvature (CAMC hypersur-
faces) in the (n + 1)-dimensional euclidean space Rn+1 which are a generalization
of constant mean curvature (CMC) hypersurfaces. CAMC hypersurfaces are critical
points of an anisotropic surface energy for variations which preserve the enclosed
(n + 1)-dimensional volume (we will call such a variation a volume-preserving vari-
ation). Anisotropic surface energy is the integral of an energy density that depends on
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the surface normal over the considered hypersurface, and it was introduced to model
the surface tension of a small crystal [19, 20]. From this origin, one can easily expect
that equilibrium hypersurfaces may have singular points such as edges and vertexes.
In the special case where the energy density is constant (which is sometimes referred
to as the isotropic case), the anisotropic surface energy is the constant times the usual
n-dimensional volume, and critical points for volume-preserving variations are CMC
hypersurfaces. A CMC (resp. CAMC) hypersurface is said to be stable if the sec-
ond variation of the n-dimensional volume (resp. the anisotropic surface energy) is
nonnegative for all volume-preserving variations.

It is known that if a closed CMC hypersurface M in R
n+1 satisfies a “good”

property such as one of the following (I)–(III), then M is a round sphere.
(I) M does not have self-intersection.
(II) M is stable.
(III) n = 2 and the genus of M is 0.

We show that if the anisotropic energy density function is convex, then closed stable
CAMChypersurface with integrable anisotropic principal curvatures is unique (up to
translation and homothety). On the other handwe show that, the uniqueness under the
assumption (I) or (III) does not hold in general. Moreover, we give a non-uniqueness
result for closed self-similar shrinking solutions with genus 0 of anisotropic mean
curvature flow, which is also different from the isotropic case.

Let us give the presice statements of our study.Letγ : Sn → R>0 be a positive con-
tinuous function on the unit sphere Sn = {ν ∈ R

n+1 | ‖ν‖ = 1} in Rn+1, which will
be the energy density function for hypersurfaces inRn+1. γ is said to be convex if the
homogeneous extension γ : Rn+1 → R≥0 of γ that is defined by γ(r X) := rγ(X),
(∀X ∈ Sn,∀r ≥ 0), is a convex function (cf. [17]). Let X be a closed piecewise-
C2 weakly immersed hypersurface in R

n+1 (the definition of piecewise-C2 weakly
immersed hypersurfacewill be given in Sect. 2). X will be represented as a piecewise-
C2 mapping X : M → R

n+1 from an n-dimensional oriented connected compactC∞
manifold M into R

n+1. And the unit normal vector field ν along X is defined on M
except a set with measure zero. The anisotropic energy Fγ(X) of X is defined by
Fγ(X) = ∫

M γ(ν) d A, where d A is the n-dimensional volume form of M induced
by X .

It is known that, for any positive number V > 0, among all closed hypersurfaces
in R

n+1 enclosing the same (n + 1)-dimensional volume V , there exists a unique
(up to translation in R

n+1) minimizer Wγ(V ) of Fγ [17]. The minimizer Wγ(V0)

for a specific volume V0 is called the Wulff shape for γ, and we denote it by Wγ

(see Sect. 2.2 for details). If γ ≡ 1, Fγ(X) is the usual n-dimensional volume of the
hypersurface X , andWγ is the unit sphere Sn . AllWγ(V ) are homothetic toWγ . The
Wulff shapeWγ is convex, but, unlike the isotropic case, it is not necessarily smooth.

Each equilibrium hypersurface X of Fγ for volume-preserving variations has
constant anisotropic mean curvature. Here the anisotropic mean curvature Λ of a
piecewise-C2 hypersurface X is defined at each regular point of X as (cf. [11, 16])
Λ := (1/n)(−divMDγ + nHγ), where Dγ is the gradient of γ on Sn and H is the
mean curvature of X (see Sect. 3 for details). If γ ≡ 1, then Λ = H holds.

As for the condition (II) above, we can prove the following uniqueness result.
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Theorem 1 ([10]) Assume that γ : Sn → R>0 is of class C2 and convex. Then,
the image of any closed stable piecewise-C2 CAMC hypersurface for γ whose rth
anisotropic mean curvature for γ is integrable for r = 1, . . . , n is (up to translation
and homothety) the Wulff shape Wγ .

The assumption on the r th anisotropic mean curvatures (Definition 1) in Theorem
1 is a technical one. In fact, one of the key tools we use in the proof of Theorem
1 is a “Steiner-type integral formula” ([10]. He and Li [6] for smooth case) and it
includes integrals of the r th anisotropic mean curvatures. Note that, because each r th
anisotropic mean curvature of the Wulff shapeWγ at each regular point is (−1)r and
hence it is integrable (Fact 1). However, we emphasize that the principal curvatures
of our hypersurfaces can be unbounded (see Example 1 in Appendix1).

As for the conditions (I) and (III) above, we have the following non-uniqueness
results.

Theorem 2 ([9])There existC∞ functionsγ : Sn → R>0 such that there exist closed
embedded CAMC hypersurfaces in R

n+1 for γ each of which is not (any homothety
or translation of) the Wulff shape.

Theorem 3 ([9])There existC∞ functionsγ : S2 → R>0 such that there exist closed
embedded CAMC surfaces in R

3 with genus zero for γ each of which is not (any
homothety or translation of) the Wulff shape.

Theorems 2 and 3 are proved by giving examples (Sect. 5). In those examples,
the energy density functions γ are not convex. Therefore, there is possibility that
the uniqueness under the assumption (I) or (III) also holds for any convex γ. The
same examples can be applied to the anisotropic mean curvature flow to obtain the
following non-uniqueness result (Sect. 6).

Theorem 4 ([9])There existC∞ functionsγ : Sn → R>0 such that there exist closed
embedded self-similar shrinking solutions for anisotropic mean curvature flow in
R

n+1 for γ each of which is homeomorphic to Sn and is not (any homothety or
translation of) the Wulff shape.

In contrast with this result, the round sphere is the only closed embedded self-similar
shrinking solution of mean curvature flow in R3 with genus zero [5].

We should mention preceding studies about the uniqueness for closed CAMC
hypersurfaces. If we assume that the Wulff shape Wγ is a smooth strictly convex
hypersurface, then any closed CAMC hypersurface X is also smooth and the unique-
ness was already proved under the assumption that the hypersurface satisfies one
of the conditions (I)–(III) above in the following papers. (I): [1] for γ ≡ 1, [7] for
general γ. (II): [3] for γ ≡ 1, [14] for general γ. (III): [8] for γ ≡ 1, [2, 12] for gen-
eral γ. As for non-smooth critical points of anisotropic energy, the following results
are known. As for planer curves, [13] proved that, if γ : S1 → R>0 is continuous
and convex, then any closed equilibrium rectifiable curve for Fγ in R

2 with area
constraint is (up to translation and homothety) a covering of the Wulff shape. About
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uniqueness of closed stable equilibria inR3, [15] proved the same conclusion as The-
orem 1 but under the assumptions that γ : S2 → R>0 is of class C3 and considered
surfaces and the Wulff shape satisfy some extra assumptions.

This article is organized as follows. Section2 is the section of preliminaries. In
Sect. 3, the definition of anisotropic curvatures and the first variation formula of the
anisotropic surface energy are given. In Sect. 4, we give an outline of the proof of
Theorem 1. In Sect. 5 we give examples, and by using them, we prove Theorems 2
and 3. In Sect. 6, the anisotropic mean curvature flow will be introduced briefly and
an outline of the proof of Theorem 4 will be given. Finally, in Appendix1 we give
a simple 1-dimensional example of a convex energy density function whose Wulff
shape has singular points and its curvature is unbounded, and in Appendix2 we prove
that the anisotropic mean curvature flow diminishes the energy.

2 Preliminaries

2.1 Definitions of Piecewise-Cr Weak Immersion and Its
Anisotropic Energy

First we recall the definition of a piecewise-Cr weakly immersed hypersurface,
(r ∈ N), defined in [10], which is the base of our study. Let M = ∪k

i=1Mi be an
n-dimensional oriented compact connected C∞ manifold, where each Mi is an n-
dimensional connected compact submanifold of M with piecewise-C∞ boundary,
and Mi ∩ Mj = ∂Mi ∩ ∂Mj , (i, j ∈ {1, . . . , k}, i �= j). We call a map X : M →
R

n+1 a piecewise-Cr weak immersion (or a piecewise-Cr weakly immersed hyper-
surface) if X satisfies the following conditions (A1), (A2), and (A3) (i ∈ {1, . . . , k}).

(A1) X is continuous, and each Xi := X |Mi : Mi → R
n+1 is of class Cr .

(A2) The restriction X |Mo
i
of X to the interior Mo

i of Mi is a Cr -immersion.
(A3) The unit normal vector field νi : Mo

i → Sn along Xi |Mo
i
can be extended to

a Cr−1-mapping νi : Mi → Sn . Here, if
(
u1, . . . , un

)
is a local coordinate system in

Mi , then
{
∂/∂u1, . . . , ∂/∂un, νi

}
gives the canonical orientation in Rn+1.

The anisotropic energy of a piecewise-C1 weak immersion X : M → R
n+1 is

defined as follows. Assume that γ : Sn → R≥0 is a nonnegative continuous function.
Denote by S(X) the set of all singular points of X , here a singular point of X is a
point in M at which X is not an immersion. Let ν : M \ S(X) → Sn be the unit
normal vector field along X |M\S(X). The anisotropic energy Fγ(X) of X is defined
as

Fγ(X) :=
∫

M
γ(ν) d A :=

k∑

i=1

∫

Mi

γ(νi ) d A. (1)

Note that, since the n-dimensional Hausdorff measure of X (S(X)) is zero [10], the
improper integral in the right hand side of (1) converges.
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2.2 Wulff Shape and Convexity of Integrands

Assume that γ : Sn → R>0 is a positive continuous function. The boundary Wγ of
the convex set W̃ [γ] := ∩ν∈Sn

{
X ∈ R

n+1|〈X, ν〉 ≤ γ(ν)
}
is called the Wulff shape

for γ, where 〈 , 〉 stands for the standard inner product in R
n+1. We should remark

that originally W̃ [γ] itself was called the Wulff shape.
The Wulff shape Wγ is not smooth in general. It is smooth and strictly convex if

and only if γ is of class C2 and the n × n matrix D2γ + γ · In is positive definite at
any point in Sn , where D2γ is the Hessian of γ on Sn and In is the identity matrix
of size n. If γ is of class C2, γ is convex if and only if D2γ + γ · In is positive
semi-definite. For such γ, the Wuff shape can have singular points as Example 1 (see
Appendix1) shows. For simplicity, we say that γ is strictly convex if D2γ + γ · In
is positive definite.

Assume now that γ is of class C2. The Cahn–Hoffman map ξγ : Sn → R
n+1 (for

γ) is defined as
ξ(ν) := ξγ(ν) := Dγ|γ + γ(ν)ν, ν ∈ Sn, (2)

here Tν(Sn) for each ν ∈ Sn is naturally identified with a hyperplane in R
n+1. If

γ ≡ 1, then ξγ is the inclusion: Sn → R
n+1.

TheWulff shapeWγ is a subset of the image Ŵγ := ξγ(Sn) of the Cahn–Hoffman
map ξγ . The equality Ŵγ = Wγ holds if and only if γ is convex. Hence, in this case,
the map ξγ(ν) = Dγ|ν + γ(ν)ν gives the representation of Wγ .

A simple calculation shows that ξγ is represented by using the homogeneous
extension γ : Rn+1 → R≥0 of γ as

ξγ(ν) = Dγ|ν, ν ∈ Sn, (3)

where D is the gradient in Rn+1.

3 First Variation Formula, Anisotropic Curvatures, and
Anisotropic Gauss Map

From now on, we assume that γ : Sn → R>0 is of classC2. Let X : M = ∪k
i=1Mi →

R
n+1 be a piecewise-C2 weak immersion. We use the same notation as in Sect. 2.

The Cahn–Hoffman field ξ̃i along Xi = X |Mi for γ (or the anisotropic Gauss map of
X for γ) is defined as ξ̃i := ξγ ◦ νi : Mi → R

n+1. If γ ≡ 1, then ξ̃i coincides with
the Gauss map νi . For any point p ∈ Mo

i , the linear map Sγ
p : TpMi → TpMi given

by the n × n matrix Sγ := −d ξ̃i is called the anisotropic shape operatior of Xi .

Definition 1 (anisotropic curvatures, cf. [7, 16]) (i) The eigenvalues of Sγ are called
the anisotropic principal curvatures of X . We denote them by kγ

1 , . . . , k
γ
n .

(ii) Let σγ
r be the elementary symmetric functions of kγ

1 , . . . , k
γ
n :
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σγ
r :=

∑

1≤l1<···<lr≤n

kγ
l1

· · · kγ
lr
, r = 1, . . . , n. (4)

Set σγ
0 := 1. H γ

r := σ
γ
r /nCr is called the r th anisotropic mean curvature of X .

(iii) Λ := H γ
1 is called the anisotropic mean curvature of X .

Remark 1 Sγ is not symmetric in general. However, we have the following good
properties of the anisotropic curvatures.

(i) [6] If A := dξγ = D2γ + γ · In is positive definite at a point ν(p), (p ∈ Mo
i ),

then all of the anisotropic principal curvatures of X at p are real.
(ii) [10] kγ

i is not a real value in general. However, each H γ
r is always a real valued

function on Mo
i .

The following formula for the anisotropic mean curvature is often useful. At any
regular point of X , it holds that (cf. [11])

Λ = −1

n
traceM(D2γ + γ · In) ◦ dν = −1

n
traceM d(ξ̃γ). (5)

From the first equality in (5), the equation ‘Λ = constant’ is elliptic or hyperbolic
or any other type depends on A = D2γ + γ · In .

We have the following first variation formula for the anisotropic surface energy
Fγ .

Proposition 1 ([10]) Assume that the map X : M0 → R
n+1 satisfies (A1), (A2), and

(A3) in Sect.2 with r = 2, Xi = X, Mi = M0, and νi = ν. Let Xε : M0 → R
n+1,

(ε ∈ J := [−ε0, ε0]), be a variation of X, that is, ε0 > 0 and X0 = X. Assume for
simplicity that Xε is of class C∞ in ε. We also assume that, for each ε ∈ J , the
anisotropic mean curvature Λε of Xε is bounded on Mo

0 . Set

δX := ∂Xε

∂ε

∣
∣
∣
ε=0

, ψ := 〈
δX, ν

〉
.

Then the first variation of the anisotropic energy Fγ is given as follows.

dFγ(Xε)

dε

∣
∣
∣
ε=0

= −
∫

M0

nΛψ d A −
∮

∂M0

〈δX, R(p(ξ̃))〉 ds̃, (6)

here N is the outward-pointing unit conormal along ∂M0, ds̃ is the (n − 1)-
dimensional volume form of ∂M0 induced by X, R is the π/2-rotation on the (N , ν)-
plane, and p is the projection from R

n+1 to the (N , ν)-plane.

Note that, since the principal curvatures of the map X in Proposition 1 are not
defined on ∂M0 and they can be unbounded on M0, the first integral in the right hand
side of (6) is an improper integral (see Example 1). However, we can prove that it
converges [10].
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On the other hand the first variation of the (n + 1)-dimensional volume enclosed
by Xε is δV = ∫

M0
ψ d A (cf. [4]). This with (6) gives the following Euler–Lagrange

equations.

Proposition 2 (Euler–Lagrange equations [10]. For n = 2, see [15]) A piecewise-
C2 weak immersion X : M = ∪k

i=1Mi → R
n+1 is a critical point of the anisotropic

energy Fγ for volume-preserving variations if and only if the following (i) and (ii)
hold.

(i) The anisotropic mean curvature of X is constant on M \ S(X).
(ii) ξ̃i (ζ) − ξ̃ j (ζ) ∈ TζMi ∩ TζMj = Tζ(∂Mi ∩ ∂Mj ) holds at any ζ ∈ ∂Mi ∩

∂Mj , where a tangent space of a submanifold of Rn+1 is naturally identified with a
linear subspace of Rn+1.

Definition 2 ([10]) A piecewise-C2 weak immersion X : M = ∪k
i=1Mi → R

n+1 is
called a hypersurface with constant anisotropic mean curvature (CAMC) if both of
(i) and (ii) in Proposition 2 hold.

Let us give a remark on the anisotropic mean curvature of the Cahn–Hoffman
map ξγ and the Wulff shape Wγ .

Fact 1 ([10, 11]) Since ξ−1
γ gives the unit normal vector field νξγ

for the Cahn–
Hoffman map ξγ at the regular points of ξγ , the anisotropic shape operator of ξγ

is Sγ = −d(ξγ ◦ νξγ
) = −d(idSn ) = −In . Hence, at any regular point of ξγ , the

anisotropic principal curvatures of ξγ are −1, and hence each r th anisotropic mean
curvature of ξγ is (−1)r . Particularly the anisotropic mean curvature of ξγ for the
normal ν and that of Wγ for the outward-pointing unit normal is −1 at any regular
point.

4 Outline of the Proof of Theorem 1

The idea of the proof of Theorem 1 is to generalize the proof of the uniqueness of
stable closed CMC hypersurface in Rn+1 given by [18], which was used also in [14,
15].

In order to prove Theorem 1, we first recall the striking result that says that the
Cahn–Hoffman field ξ̃ along a closed CAMC hypersurface X : M = ∪k

i=1Mi →
R

n+1 is well-defined on the whole of M :

Theorem 5 ([10]) Assume γ : Sn → R>0 is of class C2 and convex. Let X : M =
∪k
i=1Mi → R

n+1 be a closed piecewise-C2 CAMChypersurfacewith unit normal νi :
Mi → Sn. Then, the Cahn–Hoffman fields ξ̃i := ξ ◦ νi : Mi → R

n+1, (i = 1, . . . k),
defines a C0 map ξ̃ : M → R

n+1.

BecauseofTheorem5,wecan consider the so-called anisotropic parallel hypersur-
faces Xt := X + t ξ̃, (t ∈ R, |t | << 1) of X . By takinghomotheties of Xt if necessary,
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we have a volume-preserving variation Yt = μ(t)Xt = μ(t)(X + t ξ̃), (μ(t) > 0,
μ(0) = 1) of X .

By using the Steiner-type formula and the Minkowski-type formula ([10]. He and
Li [6] for smooth case), we prove that

d2Fγ(Yt )

dt2

∣
∣
∣
t=0

= −1

n

∫

M
γ(ν)

∑

1≤i< j≤n

(kγ
i − kγ

j )
2 d A (7)

holds, where kγ
i are the anisotropic principal curvatures of X . Since γ is convex, all

kγ
i are real values on M \ S(X) (Remark 1). Hence, if X has constant anisotropic
mean curvatureΛ and stable, the formula (7) implies that kγ

1 = · · · = kγ
n = Λ/n �= 0

holds on M \ S(X). Therefore, from Corollary 1 in [16],

X (M \ S(X)) ⊂ rWγ (8)

holds for some r > 0. Because M is closed and the Wulff shape Wγ has anisotropic
mean curvature −1 (Fact 1), (8) implies that

X (M) = (1/|Λ|)Wγ

holds. �

5 Examples of Non-convex Integrand and Proofs of
Theorems 2 and 3

In this section, we give examples which will be used to prove Theorems 2, 3, and
4. Detailed explanations and computations are given in [9]. Throughout this section
γ : S1 → R>0 is the function defined by

γ((cos θ, sin θ)) := cos6 θ + sin6 θ. (9)

5.1 A One-Dimensional Example

By simple computation using (3), the Cahn–Hoffman map ξγ : S1 → R
2 for γ is

represented as follows.

ξγ((cos θ, sin θ)) = (
(cos θ)(cos6 θ + 6 cos4 θ sin2 θ − 5 sin6 θ),

(sin θ)(−5 cos6 θ + 6 cos4 θ sin2 θ + sin6 θ)
)
. (10)
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Fig. 1 The image ξγ(S1) of the Cahn–Hoffman map ξγ (left) and the Wulff shape Wγ (right) for
γ defined by (9). Wγ is a subset of ξγ(S1)

The image ξγ(S1) of ξγ and the Wulff shape Wγ are shown in Fig. 1.
In Fig. 2, five closed piecewise-C∞ curves which are subsets of ξγ(S1) are shown.

Because of Fact 1, the anisotropic (mean) curvature of them for the outward-pointing
normal is −1. The curve at the upper left end is the Wulff shape. There are more
piecewise-C∞ CAMC closed curves which are subsets of ξγ(S1). The complete list
is given in [9].

On the other hand, the closed curve in Fig. 3 is also a subset of ξγ(S1). However it
is not CAMC. For, again by Fact 1, for the outward-pointing normal, the anisotropic
(mean) curvature is −1 at each point in the solid arc, while it is 1 at each point in the
dashed arcs.

5.2 Higher Dimensional Examples

Higher dimensional examples are obtained by rotating γ which was defined by (9).
First, by rotating γ around the second axis, we obtain the function γ1 : S2 → R>0

defined by
γ1(ν1, ν2, ν3) = (ν2

1 + ν2
2 )

3 + ν6
3 , (ν1, ν2, ν3) ∈ S2. (11)

The corresponding Cahn–Hoffman map ξγ1 : S2 → R
3 is given by (Fig. 4)
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Fig. 2 Some of the closed CAMC curves which are subsets of ξγ(S1) for γ defined by (9) (cf.
Fig. 1, left). The curve at the upper left end is the Wulff shape. From the upper left to lower right,
we callWγ , (Cγ)1, (Cγ)2, (Cγ)3, (Cγ)4. The anisotropic (mean) curvature for the outward-pointing
normal is −1 for all of them

Fig. 3 Non-CAMC closed
curve which is a subset of
ξγ(S1) for γ defined by (9).
We call it (Cγ)5. For the
outward-pointing normal, the
anisotropic (mean) curvature
is −1 at each point in the
solid arc, while it is 1 at each
point in the dashed arcs
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Fig. 4 The image of the
Cahn–Hoffman map
ξγ1 : S2 → R

3 for
γ1 : S2 → R>0 defined by
(11)

ξγ1(ν) = (
(cos θ)(cos6 θ + 6 cos4 θ sin2 θ − 5 sin6 θ)(cos 
),

(cos θ)(cos6 θ + 6 cos4 θ sin2 θ − 5 sin6 θ)(sin 
),

(sin θ)(−5 cos6 θ + 6 cos4 θ sin2 θ + sin6 θ)
)
, (12)

(ν = (cos θ cos 
, cos θ sin 
, sin θ) ∈ S2).
The Wulff shape Wγ1 is the surface of revolution (Fig. 5, upper left) given by

rotatingWγ (Fig. 2, upper left) around the vertical axis. The two piecewise-C∞ closed
surfaces (Fig. 5, upper right and lower left) given by rotating the closed curves (Cγ)1,
(Cγ)4 (Fig. 2) around the vertical axis are embedded and CAMC. The piecewise-C∞
closed surface (Fig. 5, lower right) given by rotating the closed curve (Cγ)5 (Fig. 3)
is not CAMC.

We can get another example by rotating γ around the straight line θ = π/4. For
convenience, first we rotate γ around the origin by π/4. We call the new energy
density function γ0

2 : S1 → R>0 (Fig. 6, left). Then we rotate γ0
2 around the vertical

axis to obtain

γ2(ν1, ν2, ν3) = (ν2
1 + ν2

2 )
3 + 15(ν2

1 + ν2
2 )

2ν2
3 + 15(ν2

1 + ν2
2 )ν

4
3 + ν6

3 , (13)

((ν1, ν2, ν3) ∈ S2). The corresponding Cahn–Hoffman map ξγ2 : S2 → R
3 is given

as follows (Fig. 6, right).
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Fig. 5 Some of the closed surfaces which are subsets of ξγ1 (S
2) for γ1 defined by (11) (Fig. 4).

They are surfaces given by rotating the curves Wγ , (Cγ)1, (Cγ)4, (Cγ)5. Upper left, upper right,
and lower left: The anisotropic mean curvature for the outward-pointing normal is−1. Lower right:
The anisotropic mean curvature is −1 on the ‘outer part’, while it is 1 on the ‘inner part’. Hence,
this surface is not CAMC

ξγ2(ν) = 1

4

(
(cos θ)(cos6 θ − 9 cos4 θ sin2 θ + 15 cos2 θ sin4 θ + 25 sin6 θ)(cos 
),

(cos θ)(cos6 θ − 9 cos4 θ sin2 θ + 15 cos2 θ sin4 θ + 25 sin6 θ)(sin 
),

(sin θ)(25 cos6 θ + 15 cos4 θ sin2 θ − 9 cos2 θ sin4 θ + sin6 θ)
)
, (14)

(ν = (cos θ cos 
, cos θ sin 
, sin θ) ∈ S2).
By the sameway as above, we get several closed embedded piecewise-C∞ CAMC

surfaces (Fig. 7) for γ2 which are subsets of ξγ2(S
2).
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Fig. 6 Left: The image of the Cahn–Hoffman map ξγ02
: S1 → R

2 for γ0
2 : S1 → R>0. Right: The

image of the Cahn–Hoffman map ξγ2 : S2 → R
3 for γ2 : S2 → R>0 defined by (13)

Fig. 7 The Wulff shape Wγ2 (left) and some of the closed embedded surfaces which are subsets
of ξγ2 (S

2) for γ2 defined by (13) (Fig. 6, right). The anisotropic mean curvatures for the outward-
pointing normal are −1
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5.3 Outline of Proofs of Theorems 2 and 3

The function γ : S1 → R>0 defined by (9) and the closed embedded CAMC curves
(Cγ)1, (Cγ)2, (Cγ)3 and (Cγ)4 shown in Fig. 2 prove Theorem 2 for n = 1. The
function γ1 : S2 → R>0 defined by (11) and the closed embedded CAMC surfaces
of revolution with genus 0 obtained by rotating the curves (Cγ)1, (Cγ)4 (Fig. 5) prove
Theorems 2 and 3 for n = 2. Also, the function γ2 : S2 → R>0 defined by (13) and
the two closed embedded CAMC surfaces of revolution with genus 0 shown in the
center and the right in Fig. 7 give an example which proves Theorems 2 and 3 for
n = 2. Higher dimensional examples which prove Theorem 2 can be obtained by
suitable rotations of γ : S1 → R>0 in a similar way.

6 Anisotropic Mean Curvature Flow

Let Xt : M → R
n+1 be a one-parameter family of piecewise-C2 weak immersion

with anisotropic mean curvature Λt and unit normal νt . Assume that the Cahn–
Hoffman field ξ̃t along Xt is well-defined on M . If Xt satisfies ∂Xt/∂t = Λt ξ̃t , it is
called an anisotropic mean curvature flow, which diminishes the anisotropic energy
if Λt �≡ 0 (Appendix2). By a simple observation, one can show the following.

Theorem 6 ([9]) Let c be a positive constant. Set

Xt := √
2(c − t) ξγ, t ≤ c.

Then Xt is a self-similar shrinking solution, that is
(i) ∂Xt/∂t = Λt ξ̃t , and
(ii) Xt is homothetic to ξγ and it shrinks as t increases.

Outline of the proof of Theorem 6 Since the anisotropic mean curvature of ξγ is −1

(Fact 1), Λt = −1√
2(c − t)

holds. On the other hand, since, by the definition of the

Cahn–Hoffman map, one can show that the unit normal vector field of ξγ is given by
ν, the equality ξ̃t = ξγ holds. These two facts imply that (i) and (ii) hold. �
Proof of Theorem 4 Each of the examples of closed embedded CAMC hypersur-
faces appeared in Sect. 5 is a subset of the image of the Cahn–Hoffman map and
it is homeomorphic to Sn . Hence, by Theorem 6, each of them gives a self-similar
shrinking solution for anisotropic mean curvature flow. Therefore, they are examples
which prove Theorem 4. �
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Appendix 1: An Example

Here we give a simple example which shows that if the energy density function γ is
not strictly convex, even if it is convex, the Wulff shape can have singular points and
its principal curvatures can be unbounded.

Example 1 Set n = 1. For m ∈ N, define γm(ν) := (ν2m
1 + ν2m

2 )1/(2m). Then γm is
of class C∞ and convex (Fig. 8).

The Cahn–Hoffman map ξm for γm is represented as follows.

ξm(cos θ, sin θ) = (cos2m θ + sin2m θ)(1/(2m))−1(cos2m−1 θ, sin2m−1 θ)

=: ( fm(θ), gm(θ)).

Moreover we have

Am := D2γm + γm · 1
= (2m − 1) cos2m−2 θ sin2m−2 θ(cos2m θ + sin2m θ)(1/(2m))−2.

Hence,
(i) If m ≥ 2, Am = 0 at θ = (1/2)�π, (� ∈ Z).
(ii) Am is positive definite on S1 \ {(cos θ, sin θ) | θ = (1/2)�π, (� ∈ Z)}.

The curvature κm of ξm with respect to the outward-pointing normal ν is represented
as

κm(θ) = − f ′
mg′′

m + f ′′
mg′

m

(( f ′
m)2 + (g′

m)2)3/2

= −1

2m − 1
cos−2m+2 θ sin−2m+2 θ(cos2m θ + sin2m θ)2−

1
2m .

Hence, near each point where Am is degenerate, κm is unbounded, that is,

Fig. 8 Left:Wγm for m = 1, right:Wγm for m = 2, for γm(ν) := (ν2m1 + ν2m2 )1/(2m) in Example 1
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lim
θ→ �

2 π
κm(θ) = −∞, � ∈ Z, m ≥ 2

holds. However, since
κm ds = −dθ

holds, we have ∫ θ=2π

θ=0
κm ds = −

∫ 2π

0
dθ = −2π.

Appendix 2: Remark on the Anisotropic Mean Curvature
Flow

Here we prove that an anisotropic mean curvature flow Xt diminishes the anisotropic
energy if the anisotropic mean curvature Λt of Xt does not vanish identically. Let
γ : Sn → R>0 be of class C2 with Cahn–Hoffman map ξγ . Let Xt : M → R

n+1 be
one-parameter family of embedded piecewise-C2 weakly immersed hypersurfaces
with anisotropic mean curvature Λt . Assume that the Cahn–Hoffman field ξ̃t along
Xt is defined on M . If Xt satisfies ∂Xt/∂t = Λt ξ̃t , it is called an anisotropic mean
curvature flow. Then

dFγ(Xt )

dt
=−

∫

M
nΛt

〈∂Xt

∂t
, νt

〉
d At =−

∫

M
nΛ2

t 〈Dγ + γ(νt )νt , νt 〉 d At

=−
∫

M
nΛ2

t γ(νt ) d At ≤ 0 (15)

holds.
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The Translating Soliton Equation

Rafael López

Abstract We give an analytic approach to the translating soliton equation with a
special emphasis in the study of the Dirichlet problem in convex domains of the
plane.

Keywords Translating soliton · Maximum principle · Dirichlet problem · Perron
method

1 Historical Introduction and Motivation

In this paper we consider the equation of mean curvature type

div

(
Du√

1 + |Du|2
)

= 1√
1 + |Du|2 (1)

in a smooth domain Ω ⊂ R
2, where u ∈ C2(Ω) ∩ C0(Ω). We call (1) the trans-

lating soliton equation. The geometry behind this equation is the following. Let
(x, y, z) be the canonical coordinates in Euclidean space (R3, 〈, 〉) and denote by
Σu = {(x, y, u(x, y)) : (x, y) ∈ Ω} the graph of a function u. The left-hand side of
(1) is twice the mean curvature H of Σu at each point (x, y, u(x, y)). Here H is the
average of the principal curvatures calculated with respect to the unit normal vector
field

N = 1√
1 + |Du|2 (−Du, 1).
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Hence the right-hand side of (1) is the z-coordinate of N . Consequently, a surface
in Euclidean space satisfies locally the translating soliton equation if and only if the
mean curvature at each point is the half of the cosine of the angle that makes N with
the vertical direction a = (0, 0, 1).

As far as the author knows, it was S. Bernstein in 1910 the first who studied
Eq. (1) in a couple of papers [5, 6] in the context of the solvability of the Dirichlet
problem for elliptic equations. In [5, p. 240], the translating soliton equation appears
numbering as (6) and Bernstein names l’équation des surfaces, dont la courbure en
chaque point is proportionnelle (égale) au cosinus de l’angle de la normale en ce
point avec l’axe des z. On the other hand, in [6, p. 515] Bernstein considers a family
of equations numbered as (2’) in classical notation

(1 + q2)r − 2pqs + (1 + p2)t = (1 + p2 + q2)n/2, (2)

where n is an integer number. In particular, for n = 2 this equation coincides with (1).
The Dirichlet problem consists of finding a smooth solution of (2) with prescribed
boundary data

u = ϕ on ∂Ω, (3)

where ϕ ∈ C0(∂Ω). Bernstein proved that (2)–(3) is solvable for arbitrary analytic
functionsϕwhenΩ is an analytic convex domain and n ≤ 2. In particular, this result
holds for the translating soliton equation as well.

Sixty years later, the second approach to Eq. (1) is due to J. Serrin. In the eighty-
pages article [40], Serrin gave a systematic treatment of the Dirichlet problem for a
large class of quasilinear non-uniformly second order elliptic equations. Following
the Leray-Schauder fixed point theorem and Hölder estimates theory of Ladyzen-
skaja and Ural’ceva, Serrin establishes the necessary and sufficient conditions for
the solvability of the Dirichlet problem for arbitrary boundary data. Possibly, the
most known result of [40] is the case of the constant mean curvature equation, that
is, when the right-hand side of (1) is replaced by a constant 2H . In such a case, the
Dirichlet problem has a solution for arbitrary smooth boundary data ϕ if and only if
the curvature κ of ∂Ω with respect to the inward normal direction satisfies κ ≥ 2|H |.
If the solution exists, it is unique. See [41] when the boundary ∂Ω is not necessarily
smooth.

However, the article [40] covers many other types of quasilinear elliptic equations
and this is the situation of the translating soliton equation. Exactly in pp. 477–
478, Serrin considers two families of quasilinear elliptic equations and one of them
coincides with (2). The Eq. (96) of [40] is

(1 + q2)r − 2pqs + (1 + p2)t = 2H(1 + p2 + q2)n/2, (4)

where now H and n are two real constants: recall that in (2), n is an integer number.
Notice that if n = 3, the expression (4) is the constant mean curvature equation. As a
consequence of the results previously obtained, Serrin proves the following existence
result [40, p. 478].
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Theorem 1 Let Ω ⊂ R
2 be a bounded C2-domain. Then (2)–(3) is solvable for an

arbitrarily given C2 function ϕ for

1. n ≤ 2, if and only if κ ≥ 0,
2. 2 < n < 3, if and only if κ > 0.

When n > 3, the Dirichlet problem is not generally solvable, whatever the domain.

Definitively, for the translating soliton equation, we conclude:

Corollary 1 Let Ω ⊂ R
2 be a bounded C2-domain. Then (1)–(3) is solvable for

arbitrarily given C2 function ϕ if and only if the curvature κ of the boundary Ω with
respect to the inward normal direction satisfies κ ≥ 0.

Remark 1 1. The case n = 3 in (4), which does not appear in Theorem 1, is the
constant mean curvature equation, where the solvability occurs if and only if
κ ≥ 2|H |.

2. Serrin generalizes the result of Bernstein in [5] changing analyticity by smooth-
ness of Ω .

3. The results of [40] for the Eq. (3) are established in arbitrary dimension.

Possibly due to the length of the paper [40], Eq. (1) seems to be forgotten in the
literature. It is in 80s when the translating soliton equation appears in two different
contexts at the same time.

Firstly in the singularity theory of themean curvature flowofHuisken and Ilmanen
[19, 21]. A translating soliton is a surface Σ ⊂ R

3 that is a solution of the mean
curvature flow when Σ evolves purely by translations along some direction a ∈
R

3 \ {0}. In other words, Σ is a translating soliton if Σ + ta, t ∈ R, satisfies that
fixed t , the normal component of the velocity vector a at each point is equal to the
mean curvature at that point. For the initial surfaceΣ , this implies that 2H = 〈N , a〉.
After a change of coordinates, if a = (0, 0, 1), then 2H = 〈N , a〉 coincides locally
with (1). Translating solitons appear in the singularity theory of the mean curvature
flow. After scaling, near type II-singularity points on the surfaces evolved by mean
curvature vector, Huisken, Sinestrari andWhite demonstrated that the limit flowwith
initial convex surface is a convex translating soliton [19, 20, 44]. On the other hand,
Ilmanen observed that Σ translates with velocity a if and only if it is stationary for
the weighted area

∫
Σ

e〈p,a〉d A. In fact, 2H = 〈N , a〉 is the Euler–Lagrange equation
for this functional and thus Σ is a minimal surface with respect to the Riemannian
metric e〈p,a〉〈, 〉.

From the last viewpoint, Eq. (1) links with the theory of manifolds with density
of Gromov [16]. Namely, let eφ be a positive density function in R

3, φ ∈ C∞(R3),
which serves as a weight for the volume and the surface area. Note that this is not
equivalent to scaling the metric conformally by eφ because the area and the volume
change with different scaling factors. For a given compactly supported variation of
Σt of Σ that fixes the boundary ∂Σ of Σ , let Aφ(t) and Vφ(t) denote the weighted
area and the enclosed weighted volume of Σt , respectively. Then the first variations
of Aφ(t) and Vφ(t) are
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A′
φ(0) = −2

∫
Σ

Hφ〈N , ξ〉 d Aφ, V ′
φ(0) =

∫
Σ

〈N , ξ〉 d Aφ,

where ξ is the variational vector field of Σt and Hφ = H − 〈N ,∇φ〉/2 is called the
weighted mean curvature. If we choose φ(p) = 〈p, a〉, p ∈ R

3, then

Hφ = H − 〈N , a〉
2

. (5)

We say that a is the density vector. Thus we have the next characterizations of a
translating soliton.

Proposition 1 Let Σ be a surface in R
3. The following statements are equivalent:

1. Σ satisfies locally (1).
2. Σ translates with velocity a by means of the mean curvature flow.
3. Σ is a critical point of the area Aφ for the density φ(p) = 〈p, a〉

In view of both approaches, we point out that similar results of Theorem 1 and
Corollary 1 have been recently treated in the literature. We indicate some of them.

1. Corollary 1 appears in [3, Theorem 2] assumingΩ is contained in a disc of radius
1 and satisfying an enclosing sphere condition. But in a Remark, Bergner asserts
that the assumption to be contained in a ball can drop if there exist C0 estimates,
such as it occurs for (1): see Proposition 10 below.

2. Corollary 1 appears in [34, Remark 3]. Initially, it is assumed that |Ω| < 4π in
a general result, but for (1) this hypothesis drops. Using the same proof than in
[34], the existence holds for n ≤ 2 in Eq. (2) under the assumption that |Ω| < 4π.

3. Theorem 1 appears in [22, Lemma 2.2] for 0 < n < 3 assuming κ > 0 and |Ω| <

4π.
4. Corollary 1 appears in [43, Theorem 1.1] assuming that diam(Ω) < 2.

We finish this section giving two generalizations of the translating soliton equa-
tion. First, consider the flow of surfaces by powers of mean curvature according to
[38, 39, 42]. If α > 0 is a constant, then the surface z = u(x, y) evolves by transla-
tions of the Hα-power of mean curvature flow if

div

(
Du√

1 + |Du|2
)

=
(

1√
1 + |Du|2

)α

.

Notice that this equation coincides with (2) of Bernstein and Serrin with the relation
n = 3 − α.

The second generalization is by considering critical points of the area Aφ for a
fixed weighted volume. As a consequence of the Lagrange multipliers, Σ satisfies
that Hφ is a constant function and thus, in nonparametric form, we have

div
Du√

1 + |Du|2 = 1√
1 + |Du|2 + μ, (6)
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where μ is a constant. This equation has received a recent interest: [8, 14, 29]. Even
more general, we may study the mean curvature flow with a forcing term, so the
constant μ in (6) is replaced by a function f = f (u, Du) [23, 37]. For example, the
mean curvature type equation

div
Du√

1 + |Du|2 = H1(x, u, Du) + H2(x, u, Du)
1√

1 + |Du|2

has been studied in [3, 24, 34].
Convention. After a change of coordinates, we will assume that a = (0, 0, 1).
This paper is organized as follows. In Sect. 2 we recall the translating solitons that

are invariant by a uniparametric group of translations and of rotations. Section3 is
devoted to the tangency principle and some consequences derived by its applications
to control the shape of a compact translating soliton. Sections4 and 5 solve the
Dirichlet problem on bounded convex domains for the translating soliton Eq. (1)
and the constant weighted mean curvature Eq. (6), respectively. Here the boundary
gradient estimates are obtained by means of the classical maximum principle to
suitable choices of barrier functions. Finally, in Sect. 6we study theDirichlet problem
for (1) in unbounded domains. We will consider two cases, namely, the domain is a
strip and the boundary data are two copies of a convex function or the domain is an
unbounded convex domain contained in a strip and the boundary data are constant.

2 Examples of Translating Solitons

Let {e1, e2, e3} = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} denote the canonical basis ofR3. The
Euclidean plane R

2 will identified with plane of equation z = 0. We also use the
terminology horizontal and vertical to indicate an orthogonal direction to a or a
parallel direction to a, respectively.

Notice that any translation of R3 preserves solutions of the translating soliton
equation. The same occurs for a rotation about an axis parallel to e3. Also, Eq. (1) is
preserved by reversing the orientation on the surface.

In this section, we are interested by examples of translating solitons that are
invariant by a uniparametric group of motions, more precisely, surfaces invariant
along one direction and surfaces of revolution. In both cases, the Eq. (1) converts
into an ODE and one may apply the standard theory.

2.1 Cylindrical Surfaces

A cylindrical surface Σ is a surface invariant along a direction v ∈ R
3, or in other

words, Σ is a ruled surface where all the rulings are parallel to v. We ask for those
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translating solitons of cylindrical type. Notice that there is not an a priori relation
between the direction v and the density vector a.

A parametrization of Σ is X (t, s) = γ(s) + tv, t ∈ R and γ : I ⊂ R → R
3 is a

planar curve orthogonal to v. We parametrize γ = γ(s) by the arc length s such that
γ′(s) × n(s) = v, being n the unit principal normal vector of γ. The Gauss map ofΣ
is N (X (s, t)) = n(s) and 2H = κ(s), being κ the inward curvature of γ as a planar
curve. Thus Σ is a translating soliton if κ(s) = 〈n(s), a〉, hence we conclude that
there is not a relation between the vectors v and a. For example, if v is parallel to a,
then 〈n(s), a〉 = 0 for every s ∈ I , so γ is a straight line and Σ is a plane parallel to
a.

In a first step, we investigate the case that v is orthogonal to a which, after a
rotation about a, we suppose v = e1. Let us observe that a vertical plane parallel to
e1, that is, a plane parallel to the yz-plane, is a translating soliton of cylindrical type.
If we write γ as z = w(y), then (1) converts to

w′′ = 1 + w′2.

By simple quadratures, the solution of this equation is

w(y) = − log(cos(y + b)) + a, a, b ∈ R, (7)

and this solution is called the grim reaper. Although this holds for graphs z = w(y),
it is true in general: if there is a vertical tangent vector at some point of γ, then γ
is a vertical line by uniqueness of ODE. This can be also obtained as follows. We
parametrize γ by the arc length. Then γ(s) = (0, y(s), z(s)), with y′(s) = cosψ(s),
z′(s) = sinψ(s) for some functionψ. Then X (t, s) = (t, y(s), z(s)) and (1) becomes
2ψ′(s) = cosψ(s). If γ is not a graph on the y-axis, there is s = s0 such that
cos θ(s0) = 0. By uniqueness, the solution is θ(s) = ±π/2, γ(s) = (0, a,±s + b),
a, b ∈ R, γ is a vertical line and Σ is the vertical plane of equation y = a.

Once obtained the translating solitons of cylindrical type when the vector v is
orthogonal to a, the rest of cylindrical surfaces are obtained by rotating the about
surfaces about a horizontal axis. The resulting surfaces are all translating solitons of
cylindrical type (after translations and rotations about a vertical axis). We present
these surfaces, which will be called grim reapers again (Fig. 1).

Definition 1 The uniparametric family of grim reapers wθ = wθ(x, y) are defined
as

wθ(x, y) = − 1

(cos θ)2
log(cos(cos θy)) + (tan θ)x + a, (8)

where θ ∈ (−π/2,π/2), a ∈ R.

Here we recall that planes parallel to the xz-plane are cylindrical translating
solitons, which would correspond with the critical values θ = ±π/2.

Proposition 2 All translating solitons of cylindrical type are planes parallel to the
xz-plane or the grim reapers wθ.
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Fig. 1 The grim reapers wθ . Left: θ = 0; Right: θ = π/6

Proof If v = a, we know that the surface is (7), which coincides, up to a reparametri-
zation, with (8) for the choice θ = 0.

Suppose v be a vector which is not orthogonal to a. After a rotation with
respect to the z-axis, we assume that v = cos θe1 + sin θe3, |θ| < π/2. Let e =
− sin θe1 + cos θe3. We write the generating curve as a graph g = g(s) on the y-
axis. Then parametrization of the surface is X (t, s) = se2 + g(s)e + tv. A com-
putation shows that (1) writes as g′′ = cos θ(1 + g′2) and its integration gives
g(s) = − log(cos(cos θs + b))/ cos θ + a, a, b ∈ R. Then

X (t, s) = (− sin θg(s) + t cos θ, s, t sin θ + cos θg(s)).

Writing X (t, s) = (x, y, u(x, y)),we deduce easily thatu coincideswith the function
wθ in (8).

The maximal domain of wθ is the strip

Ωθ =
{
(x, y) ∈ R

2 : − π

2 cos θ
< y <

π

2 cos θ

}
.

In particular, if 0 ≤ θ1 < θ2, it follows that Ωθ1 ⊂ Ωθ2 and thus the domain Ω0,
namely,

Ω0 =
{
(x, y) ∈ R

2 : −π

2
< y <

π

2

}
, (9)

is contained in all Ωθ for any θ ∈ (−π/2,π/2).
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2.2 Rotational Surfaces

The second family of translating solitons of our interest are those ones of rotational
type. If Σ is a surface of revolution about a rotation axis v, we ask about the relation
between the vector v and the density vector a.

Proposition 3 Let Σ be a surface of revolution with respect to the vector v. If Σ is
a translating soliton, then v is parallel to a or Σ is a plane parallel to a where v is
orthogonal to a.

Proof The value of the mean curvature H is constant along a parallel of Σ . On the
other hand, the Gauss map N makes a constant angle with v along a parallel of the
surface. Since 2H = 〈N , a〉, the function 〈N , a〉 is constant along every parallel of
Σ . Hence, we have only two possibilities, namely, v is parallel to a or 〈v, a〉 = 0
with 〈N , a〉 = 0 on Σ . In the latter case, Σ is a plane parallel to a.

After a translation of R3, we will assume that the rotation axis is the z-axis. If we
parametrize Σ as z = u(r), r2 = x2 + y2, Eq. (1) becomes

u′′ + u(1 + u′2)
r

= 1 + u′2. (10)

Therefore, by standard theory of ODE, there are solutions of (10) of initial conditions
u(r0) = u0, u′(r0) = u′

0, with r0 > 0. The classification of the translating solitons of
rotational type was done in [2, 13]: see Fig. 2.

Definition 2 There are two types of rotational translating solitons depending if the
surface meets or does not meet the rotation axis:

1. Bowl solitons. They are strictly convex entire graphs with a global minimum in
the z-axis and intersect orthogonally the rotation axis. The surfaces are asymptotic
to a paraboloid.

2. Surfaces of winglike shape. These surfaces do not intersect the rotation axis.

The bowl soliton corresponds with the solution of (10) with initial condition
u(0) = u′(0) = 0 where the existence is not a direct consequence of the standard

Fig. 2 Rotational translating
solitons. Left: the bowl
soliton; Right: surface with
winglike-shape
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theory because (10) presents a singularity at r = 0. On the other hand, the winglike-
shape solutions correspondswith solutions of (10) with r0 > 0 and u′(r0) = 0, whose
existence is immediate.

The existence of the bowl solitonwas done in [2, Corollary 3.3]. The authors solve
(1) in a round disk with Neumann boundary condition ∂u/∂n = cosα/

√
1 + |Du|2

and, after an argument of continuity varying the parameter α, they obtain the desired
rotational solution. In this paper, we give two alternative proofs of the existence of
the bowl solitons. One will appear in Remark 2 using Corollary 1 and an argument
by means of the Alexandrov reflection method. We now present the other proof,
which follows standard techniques of radial solutions for some equations of mean
curvature type [7, 11]. This technique was introduced for the first time in the context
of manifolds with density by the author in [32]. We write (10) as

u′′(r)

(1 + u′(r)2)3/2
+ u′(r)

r
√
1 + u′(r)2

= 1√
1 + u′(r)2

. (11)

Multiplying (11) by r , and integration by parts, we wish to establish the existence of
a classical solution of⎧⎪⎨

⎪⎩
(

ru′(r)√
1 + u′(r)2

)′
= r√

1 + u′(r)2
, in (0, δ)

u(0) = 0, u′(0) = 0.

(12)

Let us observe that Eq. (12) is singular at r = 0.We notice that the condition u(0) = 0
is not restrictive because the above problem is invariant by vertical translations. The
condition on u′(0) = 0 means that the profile curve meets orthogonally the z-axis.
One may consider other initial condition u′(0). However, we have:

Proposition 4 Any solution of (11) intersecting the rotation axis must do it perpen-
dicularly.

Proof Viewing (11) as (12) and integrating between 0 and r , with r < δ, we have

ru′(r)√
1 + u′(r)2

=
∫ r

0

t√
1 + u′(t)2

dt,

or equivalently,
u′(r)√

1 + u′(r)2
= 1

r

∫ r

0

t√
1 + u′(t)2

dt.

Letting r → 0 and by the L’Hôpital rule, we find

lim
r→0

u′(r)√
1 + u′(r)2

= lim
t→0

1√
1 + u′(t)2

,
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concluding limr→0 u′(r) = 0.

We now prove the existence of solutions of (12).

Proposition 5 The initial value problem (12) has a solution u ∈ C2([0, R]) for some
R > 0 which depends continuously on the initial data.

Proof Define the functions g : R × R → R and f : R → R by

g(x, y) = 1√
1 + y2

, f (y) = y√
1 + y2

.

It is clear that a function u ∈ C2([0, δ]), for some δ > 0, is a solution of (12) if and
only if (r f (u′))′ = rg(u, u′) and u(0) = 0, u′(0) = 0.

Fix δ > 0 to be determined later, and define the operator T by

(Tu)(r) =
∫ r

0
f −1

(∫ s

0

t

s
g(u′)dt

)
ds.

Note that a fixed point of the operator T is a solution of the initial value problem
(12). We claim now that T is a contraction in the space C1([0, δ]) endowed with the
usual norm ‖u‖ = ‖u‖∞ + ‖u′‖∞. To see this, the functions g and f −1 are Lipschitz
continuous of constant L > 0 in [−ε, ε] × [−ε, ε] and [−ε, ε] respectively, provided
ε < 1. Then for all u, v ∈ B(0, ε) and for all r ∈ [0, δ],

|(Tu)(r) − (Tv)(r)| ≤ L2

4
r2

(‖u − v‖∞ + ‖u′ − v′‖∞
)

|(Tu)′(r) − (Tv)′(r)| ≤ L2

2
r
(‖u − v‖∞ + ‖u′ − v′‖∞

)
By choosing δ > 0 small enough, we deduce that T is a contraction in the closed ball
B(0, δ) inC1([0, δ]). Thus the Schauder Point Fixed theorem proves the existence of
one fixed point of T, so the existence of a local solution of the initial value problem
(12). This solution lies inC1([0, δ]) ∩ C2((0, δ]). TheC2-regularity up to 0 is verified
directly by using the L’Hôpital rule because (11) leads to

u′′(0) + lim
r→0

u′(r)

r
= 1,

that is,

lim
r→0

u′′(r) = 1

2
.

The continuous dependence of local solutions on the initial data is a consequence of
the continuous dependence of the fixed points of T.
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From the classification of the rotational translating solitons, we observe that there
do not exist closed surfaces (compact without boundary). Even more, we prove that
there are not closed translating solitons.Usually the proof that appears in the literature
of this result uses the touching principle (see Proposition8 below). However, it is
easier the following argument that we present, which only utilizes the divergence
theorem [29].

Proposition 6 There do not exist closed translating solitons.

Proof The proof is by contradiction. Suppose that Σ is a closed translating soliton.
Since the Laplacian Δ of the height function 〈p, a〉 is Δ〈p, a〉 = 2H〈N , a〉, and
2H = 〈N , a〉, then

Δ〈p, a〉 = 〈N , a〉2. (13)

Integrating in Σ and using the divergence theorem, we deduce

0 =
∫

Σ

〈N , a〉2 dΣ, (14)

because ∂Σ = ∅. Hence 〈N , a〉 = 0 inΣ . This is a contradiction because on a closed
surface, the Gauss map N is surjective on the unit sphere S2.

3 Properties of the Solutions of the Translating Soliton
Equation

This section establishes some properties of the solutions u of the translating soliton
equation, with a special interest in the control of |u| and |Du| when Ω is a bounded
domain.

It is easily seen that the difference of two solutions ofEq. (1) satisfies themaximum
principle. As a consequence, we give a statement of the comparison principle in our
context. First, Eq. (1) can be expressed as Q[u] = 0, where Q is the operator

Q[u] = (1 + |Du|2)Δu − ui u j ui; j − (1 + |Du|2), (15)

being ui = ∂u/∂xi , i = 1, 2, and we assume the summation convention of repeated
indices. The comparison principle asserts [15, Theorem 10.1]:

Proposition 7 (Comparison principle) If u, v ∈ C2(Ω) ∩ C0(Ω) satisfy Q[u] ≥
Q[v] in Ω and u ≤ v on ∂Ω , then u ≤ v in Ω . If we replace Q[u] ≥ Q[v] by
Q[u] > Q[v], then u < v in Ω .

As a consequence of the comparison principle and since the translating solitons
are real analytic, we deduce:
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Proposition 8 (Touching principle) Let Σ1 and Σ2 be two translating solitons with
possibly non-empty boundaries ∂Σ1, ∂Σ2. If Σ1 and Σ2 have a common tangent
interior point and Σ1 lies above Σ2 around p, then Σ1 and Σ2 coincide everywhere.
The same statement is also valid if p is a common boundary point and the tangent
lines to ∂Σi coincide at p.

The tangency principle allows to control the shape of a given translating soliton
by comparing, if possible, with other known surfaces [28, 30]. For instance, it is
easy to deduce that there do not exist closed translating solitons (Proposition 6). For
this purpose, let Σ be a such surface. Take a vertical plane Π , which is a translating
soliton, far fromΣ soΣ ∩ Π = ∅ sinceΣ is a compact set. Let usmoveΠ towardsΣ
until the first touching point, which occurs necessarily at some interior point because
∂Σ = ∅. Then the tangency principle implies that Σ is included in Π , which is
impossible.

In the following proposition,we use the tangency principle for compact translating
solitons. By virtue of Proposition 6, the boundary of a compact translating soliton is
not an empty set. We will see that the boundary of the surface determines, in some
sense, the shape of the whole surface that spans. For instance, we characterize the
compact translating solitons with circular boundary.

Proposition 9 Let Σ be a compact translating soliton with boundary ∂Σ .

1. Let D ⊂ R
2 be the domain bounded by convex hull of the orthogonal projection

of ∂Σ on R
2. Then int(Σ) is contained in the solid cylinder D × R.

2. If ∂Σ is a graph on ∂Ω , Ω ⊂ R
2 a bounded convex domain, then Σ is a graph

on Ω .
3. The maximum of the height of Σ is attained at some boundary point, that is,

maxp∈Σ z(p) = maxp∈∂Σ z(p).

As a consequence, if ∂Σ is a circle contained in a horizontal plane, then Σ is a
rotational surface contained in a bowl soliton [35, 36].

Proof 1. Let v ∈ R
3 be a fixed arbitrary horizontal direction. Consider a vertical

plane Π and orthogonal to v. Take Π sufficiently far so Σ ∩ Π = ∅. We move
down Π along the direction v towards Σ until the first touching point. By the
tangency principle, the intersection must occur at some boundary point of Σ . By
repeating this argument for all horizontal vectors, we conclude the proof.

2. By the above item and the convexity of Ω , we deduce that int(Σ) ⊂ Ω × R.
Suppose, contrary to our claim, thatΣ is not a graph onΣ , in particular, there are
two distinct points p, q ∈ int(Σ) such that their orthogonal projections coincide
on R2. Let Σ t = Σ + ta be a vertical translation of Σ by the vector ta. Move up
Σ sufficiently far so Σ t ∩ Σ = ∅ for t sufficiently large. Now we come back Σ t

by letting t ↘ 0 until the first time t1 such thatΣ t1 ∩ Σ �= ∅. The existence of the
points p and q ensures that t1 > 0. Furthermore, this intersection occurs at some
common interior point of both surfaces because the boundaries of both surfaces
are included in ∂Ω × R. By the tangency principle, Σ t1 = Σ , a contradiction
because their boundaries, namely, ∂Σ t1 = ∂Σ + t1a and ∂Σ , do not coincide
because t1 �= 0.
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3. Taking a = (0, 0, 1) in (13), we find Δz ≥ 0 and the result follows as a conse-
quence of the maximum principle.
The proof of the last statement is as follows. By items (2) and (3), Σ is a graph

on the round disc Ω bounded by ∂Σ and the interior of Σ lies below the plane
P containing ∂Σ . Then Σ ∪ Ω bounds a 3-domain. By using the technique of the
Alexandrov reflection by vertical planes [1], it is straightforward to see that Σ is
invariant by any rotation whose axis is the vertical line through the center of Ω .
Accordingly, Σ a surface of revolution, and since its boundary is a circle, then Σ is
contained in a bowl soliton.

Remark 2 The last statement of the above proposition gives other argument for the
existence of the bowl soliton. Indeed, let Ω = Dr = {(x, y) ∈ R

2 : x2 + y2 < r2}
in (1) and take the boundary data ϕ = 0 in (3). By Corollary 1, the existence and
uniqueness of (1)–(3) is assured and Proposition9 asserts that the solution is a radial
function. Because the rotation axis meets orthogonally the domain Dr , then Σ is a
surface of revolution intersecting orthogonally the z-axis.

Remark 3 (Tangency principle) An inspection of the comparison argument in the
proof of item (3) in Proposition9 allows to extend the tangency principle as follows.
Let Σ1 and Σ2 be two surfaces with weighted mean curvature H 1

φ and H 2
φ , respec-

tively. Suppose that Σ1 and Σ2 have a common tangent interior point p and the
orientations in both surfaces coincide at p. If H 1

φ ≤ H 2
φ around p, and Σ2 lies above

Σ1 around p with respect to N (p), then Σ1 and Σ2 coincide at an open set around
p. The same statement holds if p is a common boundary point and the tangent lines
to ∂Σi coincide at p.

We derive height and interior gradient estimates for a solution of the translating
soliton equation.

Proposition 10 Let Ω ⊂ R
2 be a bounded domain.

1. The solution of (1)–(3), if exists, is unique.
2. There is a constant C1 = C1(ϕ,Ω) such that if u is a solution of (1)–(3), then

C1 ≤ u ≤ max
∂Ω

ϕ in Ω. (16)

3. If u is a solution of (1)–(3), then

sup
Ω

|Du| = max
∂Ω

|Du|.

Proof 1. The uniqueness of solutions of (1)–(3) is a consequence of the maximun
principle.

2. The inequality in the right-hand side of (16) is immediate from the item (3) of
Proposition 9.
The lower estimate for u in (16) is obtained by means of bowl solitons as com-
parison surfaces. Let R > 0 be sufficiently large so Ω ⊂ DR . Let B be a bowl
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soliton defined by a radial function b = b(r) such that ∂DR ⊂ B, that is, b is a
solution of (1) in DR with b = 0 on ∂DR . Let BR denote the compact portion
of B below the plane z = 0. Move vertically down BR sufficiently far so Σu lies
above BR , that is, if (x, y, z) ∈ Σu , (x, y, z′) ∈ BR , then z > z′. Then move up
BR until the first touching point with Σu . If the first contact occurs at some inte-
rior point, then the touching principle implies Σu ⊂ BR . The other possibility
is that the first contact point occurs when BR touches a boundary point of Σu .
In both cases, we conclude b(0) ≤ u − min∂Ω ϕ and consequently, the constant
C1 = b(0) + min∂Ω ϕ satisfies C1 ≤ u.

3. Define the function vi = ui , i = 1, 2, and differentiate (15) with respect to the
variable xk , obtaining(

(1 + |Du|2)δi j − ui u j
)
vk

i; j + 2
(
uiΔu − u j ui; j − ui

)
vk

i = 0, (17)

for each k = 1, 2. Hence vk satisfies a linear elliptic equation with no zeroth order
terms and by the maximum principle, |vk | has not a maximum at some interior
point. Consequently, the maximum of |Du| on the compact set Ω is attained at
some boundary point.

4 The Dirichlet Problem in Bounded Convex Domains

In this section we prove Corollary 1. Recall that the existence result of Serrin is also
valid for the general family of Eq. (4). In order to make the paper self-contained, let
us provide a proof following ideas of [40]. We apply the continuity method which
requires the existence of C0 and C1 a priori estimates for a solution in order to
provide the necessary compactness properties. These will be derived by proving that
u admits barriers from above and from below along ∂Ω . Higher order regularities
of solutions hold under smoothness hypothesis: [15, Theorems 6.17, 6.19, 13.8].

Theorem 2 Let Ω ⊂ R
2 be a bounded C2,α-domain whose curvature κ of the bound-

ary Ω with respect to the inward normal direction satisfies κ ≥ 0. If ϕ ∈ C0(∂Ω),
then there is a unique solution of (1)–(3).

In Proposition 10, we found height estimates for u and we proved that the interior
gradient estimates are obtained once we have gradient estimates of u along ∂Ω .
Thus, we now establish these estimates on the boundary.

Proposition 11 (Boundary gradient estimates) Let Ω ⊂ R
2 be a bounded domain

with C2-boundary, κ ≥ 0 and let ϕ ∈ C2(∂Ω). If u ∈ C2(Ω) ∩ C1(Ω) is a solution
of (1)–(3), then there is a constant C2 = C2(Ω, C1, ‖ϕ‖2;Nε

) such that

max
∂Ω

|Du| ≤ C2,

where ϕ is extended to some tubular neighborhood Nε of ∂Ω .
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Proof We consider the operator Q[u] defined in (15), which we write now as

Q[u] = ai j ui; j − (1 + |Du|2), ai j = (1 + |Du|2)δi j − ui u j . (18)

An upper barrier for u is obtained by considering the solution v0 of the Dirichlet
problem for the minimal surface equation in Ω with the same boundary data ϕ: the
existence of v0 is assured in [40]. Because Q[v0] < 0 = Q[u] and v0 = u on ∂Ω ,
we conclude v0 > u in Ω by the comparison principle.

We now find a lower barrier for u. Here we use the distance function in a small
tubular neighborhood of ∂Ω in Ω . Consider on Ω the distance function to ∂Ω ,
d(x) = dist(x, ∂Ω) and let ε > 0 be sufficiently small soNε = {x ∈ Ω : d(x) < ε}
is a tubular neighborhood of ∂Ω . We parametrize Nε using normal coordinates
x ≡ (t,π(x)) ∈ Nε, where we write x = π(x) + tν(π(x)) for some t ∈ [0, ε), π :
Nε → ∂Ω is the orthogonal projection and ν is the unit normal vector to ∂Ω pointing
to Ω . Among the properties of the function d, we know that d is C2, |Dd|(x) = 1,
and Δd ≤ −κ(π(x)) for all x ∈ Nε.

We extend ϕ on Nε by ϕ(x) = ϕ(π(x)). Define in Nε the function

w = −h ◦ d + ϕ,

where
h(t) = a log(1 + bt), a = c

log(1 + b)
,

where b > 0 will be chosen later. Here c is any constant with

c > 2 (‖ϕ‖0 − C1) , (19)

and C1 is the constant of (16). Here and subsequently, ‖ · ‖ denotes the norm com-
puted inNε. It is immediate that h ∈ C∞([0,∞)), h′ > 0 and h′′ = −h′2/a. The first
and second derivatives of w are wi = −h′di + ϕi and wi; j = −h′′di d j − h′di; j +
ϕi; j . The computation of Q[w] leads to

Q[w] = −h′′ai j di d j − h′ai j di; j + ai jϕi; j − (1 + |Dw|2). (20)

From |Dd| = 1, it follows that 〈D(Dd)xξ, Dd(x)〉 = 0 for all ξ ∈ R
2. If {v1, v2} is

the canonical basis of R2, by taking ξ = vi , we find di; j d j = 0. Thus

wiw j di; j = (−h′di + ϕi )(−h′d j + ϕ j )di; j = (h′2di − 2h′ϕi )d j di; j + ϕiϕ j di; j

= ϕiϕ j di; j ≥ |Dϕ|2Δd,

where the last inequality is due to D2d is negative. Using this inequality and the
definition of ai j in (18), we derive

ai j di; j = (1 + |Dw|2)Δd − wiw j di; j ≤ (1 + |Dw|2 − |Dϕ|2)Δd. (21)
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Notice that
|Dw|2 = h′2 + |Dϕ|2 − 2h′〈Dd, Dϕ〉. (22)

Then

1 + |Dw|2 − |Dϕ|2 = 1 + h′2 − 2h′〈Dϕ, Dd〉 ≥ 1 + h′2 − 2h′|Dϕ|
= 1 + c2b2

log(1 + b)2(1 + bt)2
− 2cb

log(1 + b)(1 + bt)
|Dϕ| > 0

if b is sufficiently large, with b a constant depending on ∂Ω , c and |Dϕ|. Since
Δd ≤ 0 because D2d is negative, we deduce from (21) that ai j di; j ≤ 0.

The ellipticity of A = (ai j ) can bewritten as |ξ|2 ≤ ai jξiξ j ≤ (1 + |Dw|2)|ξ|2 for
all ξ ∈ R

2. Taking ξ = Dd, then1 = |Dd|2 ≤ ai j di d j ≤ (1 + |Dw|2). Sinceh′′ < 0,
we have

h′′(ai j di d j ) ≤ h′′. (23)

On the other hand, if · is the usual scalar product in the set of the square matrix,

|A|2 = A · A = 1 + (1 + |Dw|2)2 ≤ 2(1 + |Dw|2)2,

hence
ai jϕi; j = A · D2ϕ ≥ −|A||D2ϕ| ≥ −√

2|D2ϕ|(1 + |Dw|2).

By combining this inequality with Δd ≤ 0, and inserting (21) and (23) in (20), we
deduce

Q[w] ≥ −h′′ − h′(1 + |Dw|2 − |Dϕ|2)Δd − (1 + √
2|D2ϕ|)(1 + |Dw|2)

≥ −h′′ − (1 + √
2|D2ϕ|)(1 + |Dw|2) ≥ −h′′ − β(1 + |Dw|2),

where β = 1 + √
2‖D2ϕ‖0. Take b sufficiently large if necessary, to ensure that

1/a − β > 0, so β depends on ‖D2ϕ‖0, C1 and ‖ϕ‖0. Using that h′′ = −h′2/a and
(22), we obtain

Q[w] ≥ h′2

a
− β(1 + |Dw|2) =

(
1

a
− β

)
h′2 + 2h′β〈Dd, Dϕ〉 − β(1 + ‖Dϕ‖20)

≥
(
1

a
− β

)
h′2 − 2h′β‖Dϕ‖0 − β(1 + ‖Dϕ‖20)

=
(
1

a
− β

)
a2b2

(1 + bt)2
− 2β

ab

1 + bt
‖Dϕ‖0 − β(1 + ‖Dϕ‖20). (24)

We write the last term as a function on Nε, namely, g(x) = g(t,π(x)). At t = 0,
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g(0) =
(
1

a
− β

)
c2b2

log(1 + b)2
− 2β

cb

log(1 + b)
‖Dϕ‖0 − β(1 + ‖Dϕ‖20)

= cb

log(1 + b)

((
1

a
− β

)
cb

log(1 + b)
− 2β‖Dϕ‖0

)
− β(1 + ‖Dϕ‖20)

Therefore, if b is sufficiently large, g(0) > 0. Since ∂Ω is compact, by an argument
of continuity, b can be chosen sufficiently large to ensure that g(t) > 0 in Nε. For
this choice of b, we find Q[w] > 0.

In order to assure that w is a local lower barrier in Nε, we have to see that

w ≤ u in ∂Nε. (25)

In ∂Nε ∩ ∂Ω , the distance function is d = 0, sow = ϕ = u. On the other hand, let us
further require b large enough so log(1 + bε)/ log(1 + b) ≥ 1/2. Then in ∂Nε \ ∂Ω ,
we find from (19) that

w = −c
log(1 + bε)

log(1 + b)
+ ϕ ≤ −‖ϕ‖0 − C1

2

log(1 + b)

log(1 + bε)
+ ϕ

≤ C1 − ‖ϕ‖0 + ϕ ≤ C1 ≤ u

in ∂Nε \ ∂Ω . Definitively, (25) holds in ∂Nε \ ∂Ω . Because Q[w] > 0 = Q[u], we
conclude w ≤ w in Nε by the comparison principle.

Consequently, we have proved the existence of lower and upper barriers for u in
Nε, namely, w ≤ u ≤ v0. Hence

max
∂Ω

|Du| ≤ C2 := max{‖Dw‖0;∂Ω, ‖Dv0‖0;∂Ω}

and both values ‖Dw‖0;∂Ω, ‖Dv0‖0;∂Ω depend only onΩ ,C1 andϕ. This completes
the proof of proposition.

Remark 4 1. It is possible, instead the function v0, to use w = h ◦ d + ϕ for an
upper barrier of u.

2. The use of the auxiliary function h(d) = a log(1 + bd) for obtaining bound-
ary gradient estimates is standard in the theory of elliptic equations (see [15,
Chap. 14] as a general reference). It should also be mentioned that Bernstein
was the first author whose employed this function to construct barriers for
solutions in elliptic equations in two variables, assuming analytic hypothesis:
[4, pp. 265–6 ].

Proof (of Theorem 2)
In a first step, we demonstrate the theorem when ϕ ∈ C2,α(Ω). We establish the
solvability of the Dirichlet problem (1)–(3) by applying a slightly modification of
the method of continuity [15, Sect. 17.2]. Define the family of Dirichlet problems
parametrized by t ∈ [0, 1] by
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{
Qt [u] = 0 in Ω

u = ϕ on ∂Ω,

where
Qt [u] = (1 + |Du|2)Δu − ui u j ui; j − t (1 + |Du|2).

As usual, let

A = {t ∈ [0, 1] : ∃ut ∈ C2,α(Ω), Qt [ut ] = 0, ut |∂Ω = ϕ}.

The theorem is established if 1 ∈ A. For this purpose, we prove thatA is a non-empty
open and closed subset of [0, 1].
1. The set A is not empty. Let us observe that 0 ∈ A because the minimal solution

v0 defined in Proposition 11 corresponds with t = 0.
2. The set A is open in [0, 1]. Given t0 ∈ A, we need to prove that there exists

ε > 0 such that (t0 − ε, t0 + ε) ∩ [0, 1] ⊂ A. Define the map T (t, u) = Qt [u]
for t ∈ R and u ∈ C2,α(Ω). Then t0 ∈ A if and only if T (t0, ut0) = 0. If we show
that the derivative of Qt with respect to u, say (DQt )u , at the point ut0 is an
isomorphism, it follows from the Implicit Function Theorem the existence of an
open set V ⊂ C2,α(Ω), with ut0 ∈ V and a C1 function ψ : (t0 − ε, t0 + ε) → V
for some ε > 0, such that ψ(t0) = ut0 > 0 and T (t,ψ(t)) = 0 for all t ∈ (t0 −
ε, t0 + ε): this guarantees that A is an open set of [0, 1].
To show that (DQt )u is one-to-one is equivalent that say that for any f ∈ Cα(Ω),
there is a unique solution v ∈ C2,α(Ω) of the linear equation Lv := (DQt )u(v) =
f in Ω and v = ϕ on ∂Ω . The computation of L was done in Proposition 10,
namely,

Lv = (DQt)uv = ai j (Du)vi; j + Bi (Du, D2u)vi ,

where ai j is as in (15) and Bi = 2(uiΔu − u j ui; j − tui ). The existence and
uniqueness is assured by standard theory [15, Theorem 6.14].

3. The set A is closed in [0, 1]. Let {tk} ⊂ A with tk → t ∈ [0, 1]. For each k ∈ N,
there is uk ∈ C2,α(Ω) such that Qtk [uk] = 0 in Ω and uk = ϕ in ∂Ω . Define the
set

S = {u ∈ C2,α(Ω) : ∃t ∈ [0, 1] such that Qt [u] = 0 in Ω, u|∂Ω = ϕ}.

Then {uk} ⊂ S. If we see that the set S is bounded in C1,β(Ω) for some β ∈
[0,α], and since ai j = ai j (Du) in (15), the Schauder theory proves that S is
bounded in C2,β(Ω), in particular, S is precompact in C2(Ω) (Theorem6.6 and
Lemma6.36 in [15]). Hence there is a subsequence {ukl } ⊂ {uk} converging to
some u ∈ C2(Ω) in C2(Ω). Since T : [0, 1] × C2(Ω) → C0(Ω) is continuous,
we obtain Qt [u] = T (t, u) = liml→∞ T (tkl , ukl ) = 0 in Ω . Moreover, u|∂Ω =
liml→∞ ukl |∂Ω = ϕ on ∂Ω , so u ∈ C2,α(Ω) and consequently, t ∈ A.
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Definitively, A is closed in [0, 1] provided we find a constant M independent on
t ∈ A, such that

‖ut‖C1(Ω) = sup
Ω

|ut | + sup
Ω

|Dut | ≤ M.

Let t1 < t2, ti ∈ [0, 1], i = 1, 2. Then Qt1[ut1 ] = 0 and

Qt1[ut2 ] = (t2 − t1)(1 + |Dut2 |2) > 0 = Qt1[ut1 ].

Since ut1 = ut2 on ∂Ω , the comparison principle yields ut2 < ut1 in Ω . This proves
that the solutions uti are ordered in decreasing sense according the parameter t . It
turns out that u1 ≤ ut < v0 for all t , where u1 is the solution of (1)–(3). According
to (29), we have C1 ≤ ut ≤ supΩ u0 ≤ max∂Ω ϕ and we conclude

‖ut‖0;Ω ≤ C3, C3 = max{|C1|, ‖ϕ‖0;∂Ω}. (26)

In order to find the desired gradient estimates for the solution ut , by Proposition
10, we have to find estimates of |Dut | along ∂Ω . On the other hand, the same
computations given in Proposition 11 conclude that sup∂Ω |Dut | is bounded by a
constant depending on Ω , ϕ and ‖ut‖0;Ω . However, and by using (26), the value
‖ut‖0;Ω is bounded by C3, which depends only on ϕ and Ω .

Until here, we have proved the part of existence in Theorem 2. The uniqueness is
a consequence of Proposition 10 and this completes the proof of theorem if ϕ ∈
C2(∂Ω).

Finally we suppose ϕ ∈ C0(∂Ω). Let {ϕ+
k }, {ϕ−

k } ∈ C2,α(∂Ω) be a monotonic
sequence of functions converging from above and from below to ϕ in the C0 norm.
By virtue of the first part of this proof, there are solutions u+

k , u−
k ∈ C2,α(Ω) of

the translating soliton equation (1) such that u+
k |∂Ω

= ϕ+
k and u−

k |∂Ω
= ϕ−

k . By the
comparison principle, we find

u−
1 ≤ . . . ≤ u−

k ≤ u−
k+1 ≤ . . . ≤ u+

k+1 ≤ u+
k ≤ . . . ≤ u+

1

for every k, hence the sequences {u±
k } are uniformly bounded in the C0 norm. By the

proof of Theorem 2, the sequences {u±
k } have a priori C1 estimates depending only

on Ω and ϕ. Using classical Schauder theory again [15, Theorem 6.6], the sequence
{u±

k } contains a subsequence {vk} ∈ C2,α(Ω) converging uniformly on the C2 norm
on compacts subsets ofΩ to a solution u ∈ C2(Ω) of (1). Since {u±

k |∂Ω
} = {ϕ±

k } and
{ϕ±

k } converge to ϕ, we conclude that u extends continuously to Ω and u|∂Ω = ϕ.

We finish this section given an ‘geometric alternative’ proof of Theorem 2 in
a particular case. We notice that the core problem in the proof of Theorem 2 is
obtaining the gradient estimates along ∂Ω . These estimates were proved by means
of the distance function d. We can say, in some sense, that the distance function
allows to manage the convexity of ∂Ω . However we want to use explicit examples
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of translating solitons, such as bowl solitons or grim reapers, as barriers to derive the
estimates of |Du| along ∂Ω .

We prove the particular case of Theorem 2 when ϕ = 0 and we will use pieces
of grim reapers as comparison surfaces. By Proposition 10, C1 < u ≤ 0. Consider
the grim reaperw(x, y) = − log(cos(y)), |y| < π/2.We know thatw(x, 0) = 0 and
limy→π/2 w(x, y) = ∞. Let c > 0 sufficiently close to π/2 with the property that
w(x, c) = −C1. Nowwe restrictw to the strip |y| ≤ c and considerΣ+

w = {w(x, y) :
0 ≤ y ≤ c}. Then Σ+

w is the half-grim reaper defined in the strip 0 ≤ y ≤ c with the
property that the height ofΣ+

w , namely,w(x, c) − w(x, 0), is−C1. In particular, this
height is strictly bigger that the one of Σu , that is,

sup
Ω

u − inf
Ω

u < −C1.

Let us observe that the boundary of Σ+
w is formed by two horizontal parallel lines,

namely,

∂Σ+
w = L1 ∪ L2 = {(x, 0, 0) : x ∈ R} ∪ {(x, c,−C1) : x ∈ R}.

Let p be an arbitrary fixed point of ∂Ω . After a rotation about the z-axis and a
horizontal translation, we suppose that Ω lies in the halfplane y ≤ 0 and that the
tangent line of ∂Ω at p is the x-axis of the xy-plane. We displace vertically down
Σ+

w until that L2 lies at the height z = 0, that is, L2 coincideswith the x-axis, and thus
L1 is situated to the height z = C1.We keep the same notation forΣ+

w , L1 and L2.We
denote by w̃ = w + C1 the function whose graph is the displaced grim reaper Σ+

w .
We move horizontally Σ+

w in the direction of the vector (0, 1, 0) until that Σ+
w does

not intersect Σu . Then we come back Σ+
w in the direction of the vector (0,−1, 0)

until the first intersection point with Σu . Since C1 < u ≤ 0, it is not possible that L1

touches touches ∂Σu . Thus, and by the touching principle, the first intersection point
must occur between a point of L2 and a boundary point Σu . Because ∂Ω is convex,
necessarily this occurs along the x-axis. In particular, p ∈ L2 ∩ ∂Σu . Consequently,
the function w̃ < u in a neighborhood of p. Sinceϕ = 0, this means that the outward
unit conormal derivative of w̃ is strictly bigger than the one of u at the point p, which
can be expressed as

〈νu(p), a〉 < 〈νw̃(p), a〉,

where νu and νw̃ are the outward unit conormal vectors along ∂Σu and ∂Σ+
w respec-

tively. In terms of the gradients of the functions, this inequality is

|Du|√
1 + |Du|2 (p) <

|Dw̃|√
1 + |Dw̃|2 (p).

Hence, |Du|(p) < |Dw̃|(p). But |Dw̃|(p)| coincides with |Dw(p)| for the points
p = (x, c) such that w(p) = −C1. This gives the desired gradient a priori estimate
of |Du| along ∂Ω .
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This idea to get gradient a priori estimates by comparison the solution with known
explicit solutions was used by the author to derive existence of the Dirichlet problem
for the constant mean curvature equation in Euclidean space by using half-cylinders
or spherical caps: see [25–27, 33].

5 The Dirichlet Problem for the Constant Weighted Mean
Curvature

In this section we solve the Dirichlet problem for the case that Hφ is constant in (5):

div
Du√

1 + |Du|2 = 1√
1 + |Du|2 + μ inΩ (27)

u = ϕ on ∂Ω, (28)

where μ is a constant and u ∈ C2(Ω) ∩ C0(Ω). The motivation of this problem is
twofold. First, Eq. (27) is the analogous to the constant mean curvature equation in
Euclidean space in the context of manifolds with density, whereas (1) corresponds
with the minimal surface equation. Second, the solvability of the constant mean
curvature equation holds for any ϕ if κ ≥ 2|H | ≥ 0 [40] and the next result for
(27)–(28) establishes a similar result.

Theorem 3 Let Ω ⊂ R
2 be a bounded C2,α-domain with inward curvature κ. If

κ ≥ μ ≥ 0 and ϕ ∈ C0(∂Ω), then there is a unique solution of (27)–(28).

Notice that the solvability of this Dirichlet problemwas proved in [24] in a context
more general where the domain may be not bounded. As a difference, the present
proof uses a comparison argument with rotational surfaces in order to obtain the C0

estimates. The uniqueness is again a consequence of the maximum principle for the
Eq. (27). After Theorem 2, we assume that μ > 0. The proof now differs only in
minor details from than of the preceding section, which are left to the reader. We
point out that the assumption μ > 0 will be used strongly.

Lemma 1 If Ω ⊂ R
2 is a bounded domain with diam(Ω) < 1/μ, then there is a

constant C1 = C1(ϕ,Ω) such that if u is a solution of (27)–(28), then

C1 ≤ u ≤ max
∂Ω

ϕ in Ω. (29)

Proof Usingμ > 0, the right-hand side of (27) is non-negative, themaximumprinci-
ple implies supΩ u = max∂Ω u = max∂Ω ϕ, proving the inequality in the right-hand
side of (29). The lower estimate for u in (29) is obtained by using radial solutions
of (27). It was proved in [28] that if μ > 0, any radial solution intersecting the rota-
tional axis (and necessarily perpendicularly) converges to a right circular cylinder
of radius 1/μ. More exactly, let Dr ⊂ R

2 be a disc centered at the origin of radius
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r . If μ > 1/2, there is a radial solution of (27) on Dr for some r0 > 1/μ and if
0 < μ ≤ 1/2, there is a radial solution of (27) on Dr for any r < 1/μ.

Since diam(Ω) < 1/μ, let r > 0 such that diam(Ω) < r < 1/μ and denote by v

the radial solution of (27) on Dr with v = 0 on ∂Dr . After a horizontal translation if
necessary, we supposeΩ ⊂ Dr . Now the argument works the same as in Proposition
10 with the graph Σv , where now C1 = v(0) + min∂Ω ϕ.

Lemma 2 (Interior gradient estimates) If u is a solution of (27)–(28), then

sup
Ω

|Du| = max
∂Ω

|Du|.

Proof Now the corresponding Eq. (17) for (27) is

((
1 + |∇v|2) δi j − viv j

)
zk

i; j + 2

(
viΔv − vi; j ui − vi − 3

2
μ(1 + |∇v|2)

)
zk

i = 0,

(30)
and the arguments are similar.

Lemma 3 (Boundary gradient estimates) Let Ω ⊂ R
2 be a bounded domain with

C2-boundary, κ ≥ μ > 0 and let ϕ ∈ C2(∂Ω). If u ∈ C2(Ω) ∩ C1(Ω) is a solution
of (27)–(28), then there is a constant C2 = C2(Ω, C1, ‖ϕ‖2) such that

max
∂Ω

|Du| ≤ C2.

Proof We consider the operator

Q[u] = ai j ui; j − (1 + |Du|2) − μ(1 + |Du|2)3/2. (31)

The minimal solution v0 is an upper barrier for u. For the lower barrier for u, we use
again the function w = −h ◦ d + ϕ. Now

Q[w] = −h′′ai j di d j − h′ai j di; j + ai jϕi; j − (1 + |Dw|2) − μ(1 + |Dw|2)3/2.
(32)

Taking into account (1 + |Dw|2)1/2 ≤ 1 + |Dw| and |Dw|2 ≤ h′2 + |Dϕ|2 +
2h′|Dϕ| ≤ (h′ + |Dϕ|)2, we deduce from (32)

Q[w] ≥ −h′′ − h′(1 + |Dw|2 − |Dϕ|2)Δd − (1 + √
2|D2ϕ|)(1 + |Dw|2)

−μ(1 + |Dw|2)3/2 ≥ −h′′ − h′(1 + |Dw|2 − |Dϕ|2)Δd

−(1 + √
2|D2ϕ|)(1 + |Dw|2) − μ(1 + |Dw|2)(1 + |Dw|)

≥ −h′′ − h′(1 + |Dw|2 − |Dϕ|2)(Δd + μ) − μh′|Dϕ|2
− (μ(1 + |Dϕ|) + 1 + √

2|D2ϕ|)(1 + |Dw|2).

Let β = μ(1 + ‖Dϕ‖0) + 1 + √
2‖D2ϕ‖0. Since Δd + μ ≤ −κ + μ ≤ 0, it fol-

lows
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Q[w] ≥ h′2

a
− β(1 + |Dw|2) − μh′|Dϕ|2

≥
(
1

a
− β

)
h′2 − h′(2β‖Dϕ‖0 + μ‖Dϕ‖20) − β(1 + ‖Dϕ‖20).

The rest of the proof runs as in Proposition 11.

With the help of the preceding three lemmas we can now prove Theorem 3.

Proof (of Theorem 3)
For the method of continuity, let

Qt [u] = (1 + |Du|2)Δu − ui u j ui; j − (1 + |Du|2) − tμ(1 + |Du|2)3/2,

and
A = {t ∈ [0, 1] : ∃ut ∈ C2,α(Ω), Qt [ut ] = 0, ut |∂Ω = ϕ}.

The setA is not empty because the solution of Theorem 2 corresponds with the value
t = 0. For the openness of A, the computation of L leads to

Lv = (DQt )uv = ai j (Du)vi; j + Bi (Du, D2u)vi ,

whereBi = 2(uiΔu − u j ui; j − ui − 3t (1 + |Du|2)/2). Then theproofworks again.
Finally, we show that the set A is closed in [0, 1]. For the height and gradient

estimates for ut , we use Lemmas1–3. The arguments are similar once we prove that
the solutions uti are ordered in decreasing sense. If t1 < t2, then Qt1[ut1 ] = 0 and

Qt1 [ut2 ] = (t2 − t1)μ(1 + |Dut2 |2)3/2 > 0 = Qt1[ut1 ].

Since ut1 = ut2 on ∂Ω , the comparison principle yields ut2 < ut1 in Ω .

6 The Dirichlet Problem in Unbounded Domains

We study in this section the Dirichlet problem (1)–(3) in unbounded convex domains
contained in a strip. We have two cases depending if the domain is or is not a strip.

The first result assumes that Ω is a strip. In such a case, the motivation comes
from the grim reapers that appeared in (8). For each θ, the surface Σwθ

is a graph
defined in the (maximal) strip Ωθ, with wθ(x, y) → +∞ as |y| → π/(2 cos θ). If
we narrow the strip to |y| < b, with 0 < b < π/(2 cos θ), then the value of wθ on
|y| = b is the linear function x �→ ϕ(x,±b) = wθ(x, b) and ∂Σwθ

is formed by two
parallel straight lines.

Our purpose is to consider the Dirichlet problem when Ω is a strip and ϕ is
formed by two copies of a convex function. LetΩm = {(x, y) ∈ R

2 : −m < y < m},
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m > 0, be the strip of width 2m. For each smooth convex function f defined inR, we
extend f to a function ϕ f on ∂Ωm by ϕ f (x,±m) = f (x). The result of existence
is established by our next theorem [31].

Theorem 4 If m < π/2, then for each convex function f , there is a solution of
(1)–(3) for boundary values ϕ f on ∂Ωm.

The proof uses the classical Perron method of sub and supersolutions: see [12,
pp. 306–312], [15, Sect. 6.3]). We consider the operator Q defined in (15), where we
know that Q[u] = 0 if and only if u is a solution of the translating soliton equation.
The existence result of Theorem 2 holds in disks, so we can proceed to apply the
Perron process when the domain is a strip.

First we need a subsolution of (1)–(3). In the following result, f is not necessarily
a convex function [9].

Proposition 12 Let Ωm ⊂ R
2 be a strip. If f is a continuous function defined in R,

then there is a solution v0 of the Dirichlet problem

div

(
Du√

1 + |Du|2
)

= 0 in Ωm

u = ϕ f on ∂Ωm

(33)

with the property f (x) < v0(x, y) for all (x, y) ∈ Ωm.

Let u ∈ C0(Ωm) be a continuous function and let D be a closed round disk in
Ωm . We denote by ū ∈ C2(D) the unique solution of the Dirichlet problem

{
Q[ū] = 0 in D
ū = u on ∂D,

whose existence and uniqueness is assured by Theorem 2. We extend ū to Ωm by
continuity as

MD[u] =
{

ū in D
u in Ωm \ D.

The function u is said to be a supersolution in Ωm if MD[u] ≤ u for every closed
round disk D in Ωm . For example, for any domain Ω ⊂ R

2, the function u = 0 in Ω

is a supersolution in Ω . Indeed, if D ⊂ Ω is a closed round disk, then ū < 0 since
Q[0] = −1 < 0 = Q[ū] and the comparison principle applies. Thus MD[u] ≤ 0.

On the other hand, for each p ∈ Ω , there is a supersolution u with u(p) < 0.
To this end, consider D ⊂ Ω a closed round disk centered at the origin of R2. Let
b = b(r) be the bowl soliton with b|∂D = 0. Then the function u defined as u = b
in D and u = 0 in Ω \ D is a supersolution.

Definition 3 A function u ∈ C0(Ωm) is called a superfunction relative to f if u is a
supersolution inΩm and f ≤ u on ∂Ωm . Denote byS f the class of all superfunctions
relative to f ,
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S f = {u ∈ C0(Ωm) : MD[u] ≤ u for every closed disk D ⊂ Ωm, f ≤ u on ∂Ωm}.

Lemma 4 The set S f is not empty.

Proof We claim that v0 ∈ S f , where v0 is the minimal solution given in Proposition
12. Let D ⊂ Ωm be a closed round disk. Since v0 is a minimal surface, Q[v0] =
−(1 + |Dv0|2) < 0 and because v0 = v0 in ∂D, the comparison principle implies
MD[v0] = v0 ≤ v0 in D. On the other hand, v0 = f on ∂Ωm , proving definitively
that v0 ∈ S f .

We now give some properties about superfunctions whose proofs are straight-
forward: in the case of the constant mean curvature equation, we refer [26]; in the
context of translating solitons, see [22, Lemmas4.2–4.4].

Lemma 5 1. If {u1, . . . , un} ⊂ S f , then min{u1, . . . , un} ∈ S f .
2. The operator MD is increasing in S f .
3. If u ∈ S f and D is a closed round disk in Ωm, then MD[u] ∈ S f .

Consider the family of grim reaper wθ of (8). Since wθ is defined in the strip Ωθ

and, by assumption, m < π/2, then Ωm ⊂ Ω0 ⊂ Ωθ for any θ. Thus it makes sense
to restrict wθ to the strip Ωm and we keep the same notation for its restriction in
Ωm . Consequently wθ is a linear function on ∂Ωm and ∂Σwθ

consists of two parallel
lines.

Consider the subfamily of grim reapers

G = {wθ : wθ ≤ f on ∂Ωm, θ ∈ (−π/2,π/2)}.

Notice that the set G is not empty because f is convex. Furthermore, the minimal
surface v0 with v0 = f on ∂Ωm satisfies Q[v0] < 0 = Q[wθ] = 0 for all wθ ∈ G.
Hence, the comparison principle asserts thatwθ < v0 inΩm for all θ ∈ (−π/2,π/2).

We now construct a solution of Eq. (1) between the grim reapers of G and the
minimal surface v0. Let

S∗
f = {u ∈ S f : wθ ≤ u ≤ v0, for every wθ ∈ G}.

Wepoint out thatS∗
f is not empty because v0 ∈ S∗

f . By using themaximum principle,
it is not difficult to see that set S∗

f is stable for the operator MD , that is, if u ∈ S∗
f ,

then MD[u] ∈ S∗
f . The key point is the next proposition.

Proposition 13 (Perron process) The function v : Ωm → R given by

v(x, y) = inf{u(x, y) : u ∈ S∗
f }

is a solution of (1) with v = ϕ f on ∂Ωm.

Proof The proof consists of two parts.
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Claim 1. The function v is a solution of Eq. (1).
The proof is standard and here we follow [15]. Let p ∈ Ωm be an arbitrary fixed

point ofΩm . Consider a sequence {un} ⊂ S∗
f such that un(p) → v(p)when n → ∞.

Let D be a closed round disk centered at p and contained in Ωm . For each n, define
on Ωm the function

vn(q) = min{u1(q), . . . , un(q)}, q ∈ Ωm .

Then vn ∈ S∗
f by Lemma 5. Since MD[vn] ∈ S∗

f , we deduce MD[vn](p) → v(p) as
n → ∞. Set Vn = MD[vn]. Then {Vn} is a decreasing sequence bounded from below
by wθ for all wθ ∈ G and satisfying (1) in the disk D. It turns out that the functions
Vn are uniformly bounded on compact sets K of D. In each compact set K , the
norms of the gradients |DVn| are bounded by a constant depending only on K and
using Hölder estimates of Ladyzhenskaya and Ural’tseva, there exist uniform C1,β

estimates for the sequence {Vn} on K [17]. By compactness, there is a subsequence
of Vn , that we denote Vn again, such that {Vn} converges on K to a C2 function V in
the C2 topology and by continuity, V satisfies (1). Moreover, by construction, at the
fixed point p we have V (p) = v(p).

It remains to prove that V = v in int(D). For q ∈ int(D), the same argument as
before gives the existence of {ũn} ⊂ S∗

f with ũn(q) → v(q). Let ṽn = min{Vn, ũn}
and Ṽn = MD[ṽn]. Again Ṽn converges on D in the C2 topology to a C2 function
Ṽ satisfying (1) and Ṽ (q) = v(q). By construction, Ṽn ≤ ṽn ≤ Vn , hence Ṽ ≤ V .
In view that v ≤ Ṽ , we infer Ṽ (p) = v(p) = V (p). Thus V and Ṽ coincide at an
interior point of D, namely, the point p, and both functions V and Ṽ satisfy the
translating soliton equation. Because Ṽ ≤ V , the touching principle implies V = Ṽ
in int(D). In particular, V (q) = Ṽ (q) = v(q). This shows that V = v in int(D) and
the claim is proved.

In order to finish the proof of Theorem 4, we prove that the function v takes
the value ϕ f on ∂Ωm and consequently, v is continuous up to ∂Ωm proving that
v ∈ C2(Ωm) ∩ C0(Ωm). In contrast to with the proof of Theorem 2, here we will
find local barriers for each boundary point p ∈ ∂Ωm .

Claim 2. The function v is continuous up to ∂Ωm with v = ϕ f on ∂Ωm .
The graph of ϕ f consists of two copies of f ,

Γϕ f = Γ1 ∪ Γ2 = {(x, m, f (x)) : x ∈ R} ∪ {(x,−m, f (x)) : x ∈ R}.

Let p = (x0, m) ∈ ∂Ωm be a boundary point (similar argument if p = (x0,−m)).
Because of the convexity of f , in the plane of equation y = m the tangent line L p to
the planar curve Γ1 leaves Γ1 above L p. We choose the number θ such that the grim
reaper wθ takes the values L p on ∂Ωm : exactly, θ is chosen so tan θ is the slope of
L p. Recall that all rulings of this grim reaper are parallel to L p. Let w

p
θ = wθ denote

this grim reaper in order to indicate its dependence on the point p.
Taking into account the symmetry ofϕ f and the convexity of f , we havew

p
θ (p) =

f (x0) and w
p
θ < f in Γϕ f \ {(x0, m, f (x0)), (x0,−m, f (x0))}, or in other words,
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∂Σw
p
θ
lies strictly below∂Σv , except at the points (x0, m, f (x0) and (x0,−m, f (x0)),

where both graphs coincide.
Therefore the functionw

p
θ and the minimal surface v0 form a modulus of continu-

ity in a neighborhood of p, namely,w p
θ ≤ v ≤ v0. Becausew

p
θ (p) = v0(p) = f (p),

we infer that v(p) = f (p) and this completes the proof of Theorem 4.

We finish this section with the second type of domains, that is, when Ω is an
unbounded convex domain contained in a strip. Under this situation, we will suppose
ϕ = 0 on ∂Ω .

Theorem 5 Let Ω be an unbounded convex domain contained in a strip of width
strictly less than π. Then there is a solution of the translating soliton Eq. (1) in Ω

with ϕ = 0 on ∂Ω .

Proof IfΩ is a strip, then the resultwas established inTheorem4. In fact, ifΩ = Ωm ,
m < π/2, the solution is w(x, y) = − log(cos(y)) + log(cos(m)).

Suppose now that Ω is not a strip. After a change of coordinates, we assume that
the narrowest strip containing Ω is Ωm . Since Ω is an unbounded domain contained
in a strip, then ∂Ω has two branches asymptotic to the boundary set ∂Ωm and the
x-coordinate function is bounded in ∂Ω from above or from below.

We follow the same reasoning as in Theorem4, and we only point out the dif-
ferences. The subsolution is the function v0 = 0, which is a solution of the minimal
surface equation. We consider the family of operators MD and

S = {u ∈ C0(Ω) : MD[u] ≤ u for every closed round disk D ⊂ Ω, 0 ≤ u on ∂Ω}.

Let the grim reaper w(x, y) = − log(cos(y)) whose domain is the strip Ω0 of width
π and define ω(x, y) = − log(cos(y)) + log(cos(m)). Note that ω = 0 on ∂Ωm and
ω < 0 on ∂Ω becauseΩ ⊂ Ωm . We construct a solution of Eq. (1) between the grim
reaper ω and the minimal surface v0. Let

S∗ = {u ∈ S : ω ≤ u ≤ 0}.

Note that S∗ is not empty because 0 ∈ S∗: indeed, Q[0] = −1 < 0 = Q[ω] and
ω < v0 in ∂Ω , hence ω < 0 in Ω by the comparison principle. Again, the function

v(x, y) = inf{u(x, y) : u ∈ S∗} = inf{MD[u](x, y) : u ∈ S∗}

is a solution of (1) and it remains to prove that the function v is continuous up to ∂Ω

with v = 0 on ∂Ω . Here the barrier construction in the proof of Theorem 4 can be
adapted to provide boundary modulus of continuity estimates.

Let p = (x0, y0) ∈ ∂Ω be a boundary point of Ω . We rotate Ω with respect to
the z-axis and translate along a horizontal direction if necessary, in such way that the
tangent line L to Ω at p is one of the boundaries of Ωm and a neighborhood Up of
p in Ω is contained in Ωm : this is possible by the convexity of Ω . There is no loss
of generality in assuming that L = {(x, m, 0) : x ∈ R}. We take now the restriction
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of ω, ω∗ = ω|Ω∗
m
, in the half-strip Ω∗

m = {(x, y) ∈ R
2 : 0 < y ≤ m}. Let Σω∗ be the

graph of ω∗. Notice that ∂Σω∗ is formed by two parallel lines, one is L and the other
one is L ′ = {(x, 0,ω(0)) : x ∈ R}.

Let n(p) = (0, 1, 0) be the unit outward normal vector to ∂Ω at p. Let us move
horizontallyΣω∗ in the direction n(p) untilΣω∗ does not intersectΣv . Then we come
back in the direction−n(p) until the first touching pointq betweenΣω∗ andΣv . Since
ω < v < 0 in Ω , it is not possible that q ∈ L ′. By the tangency principle, q ∈ L and
by the convexity of Ω , the point q coincides with p. Accordingly, we have proved
that in the interior of the neighborhood U , we have ω < v < 0. Since ω(p) = 0,
the functions ω and 0 are a modulus of continuity in U of p, hence v(p) = 0. This
completes the proof of Theorem 5.

We point out that the domain Ω is not necessarily strictly convex. Thus in the last
part of the above proof, the intersection between Σω∗ and Σv at the first touching
point, may occur along a segment of L . In any case, we can take that a first contact
point is the very point p.
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Constant Mean Curvature Surfaces for
the Bessel Equation

Eduardo Mota

Abstract In this note we construct a family of immersions with constant mean
curvature of the twice-punctured Riemann sphere into R3 from the Bessel equation.

Keywords Differential geometry · Constant mean curvature surfaces · Bessel
equation

Introduction
The generalisedWeierstrass representation due to Dorfmeister, Pedit andWu [3] can
be used to construct locally conformal constant mean curvature (CMC) immersions
in Euclidean 3-space from a holomorphic 1-form ξ on a Riemann surfaceΣ . Several
examples of CMC surfaces have been made using these techniques by Dorfmeister,
Wu [4], Haak [2], Kilian, McIntosh, Schmitt [6], Kobayashi, Rossmann [5] and
Traizet [11], among others. Also, more recently [12], Traizet uses an opening nodes
method in the generalised Weierstrass representation set-up to obtain embedded
CMC surfaces with Delaunay ends, with arbitrary genus and number of ends.

In the spirit of [7], our aim is to employ a second order differential equation, the
Bessel equation, to find a new family of cylinders with constant mean curvature. This
family possess one asymptotically Delaunay end and one irregular end, correspond-
ing respectively to the regular and irregular singularities in the ODE. The first step in
the construction of CMC surfaces is to write down a suitable potential ξ. That one of
the ends of the surfaces is asymptotic to half Delaunay surface follows from the fact
that at this end ξ is a perturbation of the potential of a Delaunay surface [8]. Since Σ

is the twice-punctured Riemann sphere, it is enough to guarantee closing conditions
at the Delaunay end in order to solve the period problem.

In Sect. 1 we outline the constructing method for CMC surfaces, due to [3]. The
section number Sect. 2 has as purpose introducing the Bessel equation in our recipe
for surfaces with constant mean curvature, along with a brief explanation of its fea-
tures. Section3 recalls the very well-known theory regarding CMC surfaces with
Delaunay ends and perturbations of Delaunay potentials (see [5, 8], among others).
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In the main section in this note, Sect. 4, we write down the potential that constructs
CMC cylinders via the Bessel equation and put together in Theorem1 the different
ingredients for the construction. Finally, in Sect. 5 we prove the existence of a reflec-
tional symmetry in the CMC cylinders that we have constructed. Graphics in Figs. 1
and 2 were produced with CMCLab [10].

1 The Generalised Weierstrass Representation

Let us briefly recall the generalizedWeierstrass representation [3] to set the notation.
We refer the reader to [5] for details on this method, which comprises the following
steps:

1. On a connected Riemann surface Σ , let ξ be a holomorphic 1-form, called poten-
tial, with values in the loop algebra of maps S1 → sl2(C). The potential ξ has to
have a simple pole in its upper right entry in the loop parameter λ at λ = 0, and
has no other poles for λ < 1. Moreover, the upper-right entry of ξ is non-zero on
Σ . Let Φ be a solution of {

dΦ = Φ ξ

Φ(z0) = Φ0.
(1)

2. Let Φ = F B be the point-wise Iwasawa factorization on the universal cover Σ̃ .
3. Then, the Sym–Bobenko formula f := Sym[Fλ] = (∂λF) F−1 gives an associ-

ated family of conformal CMC immersions Σ̃ → su2 ∼= R
3.

If g is a map onΣ with values in a positive loop group of SL2(C), then ξ.g is again
a potential. The gauge action is defined by ξ.g := g−1ξg + g−1dg. If dΦ = Φ ξ, then
Φg solves d� = �(ξ.g).

Now letΣ = C
∗ be the twice-punctured Riemann sphere. LetΔ denote the group

of deck transformations of the universal cover Σ̃ , that is, Δ = Z and Σ̃ = C. The
group of deck transformations Δ is generated by

τ : log z �→ log z + 2πi. (2)

Let ξ be a holomorphic potential on Σ . Let Φ be a solution of dΦ = Φξ. Since Σ

is not simply connected, in general Φ is only defined on Σ̃ . Let τ be a loop around
the puncture z = 0, we define the monodromy matrix M of Φ along τ by

M = (τ ∗Φ)Φ−1. (3)

In order to construct CMC cylinders, the sufficient closing conditions for the mon-
odromy that ensure that the immersion is well-defined are (see [5]):
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M ∈ SU2, for all λ ∈ S
1, (4a)

M |λ=1 = ±1, (4b)

∂λM |λ=1 = 0. (4c)

Since Σ = C
∗, the monodromy group is infinite cyclic. Thus the fundamental group

of the twice-punctured Riemann sphere has 1 generator and we only need to solve
the monodromy problem (4) for the loop τ around the puncture z = 0.

2 The Bessel Equation

In this section we show how the Bessel equation constructs CMC surfaces with two
ends. We start by prescribing this ODE in the first step (1) of the Weierstrass recipe
[3] and then we point out the relevant features of this differential equation for the
purpose of our work, namely, we describe its singularities’ behaviour.

Let us consider without loss of generality a potential ξ of the form

ξ =
(

0 ν(z,λ)

ρ(z,λ) 0

)
dz. (5)

The strategy to associate a scalar second order ODE to our constructing algorithm
is illustrated in the following

Lemma 1 Solutions of dΦ = Φξ are of the form

(
y′
1/ν y1
y′
2/ν y2

)
(6)

where y1 and y2 are a fundamental system of the scalar ODE

y′′ − ν ′

ν
y′ − ρ ν y = 0. (7)

By means of Lemma1, we can choose functions ν and ρ in the potential (5) so
that the Bessel equation becomes the associated ODE (7) in the initial value problem
(1).

The Bessel equation [1] is the linear second-order ODE given by

z2y′′ + zy′ + (z2 − α2)y = 0. (8)

Equivalently, dividing through by z2,

y′′ + 1

z
y′ +

(
1 − α2

z2

)
y = 0. (9)
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The parameter α is an arbitrary complex number. This equation has one regular
singularity at z = 0 and one irregular singularity of rank 2 at ∞ (see [9]), and for
this reason the Bessel equation does not belong to the class of Fuchsian equations.
Each of these punctures will correspond to one end on the CMC surface; the regular
singularity generates a regular end (asymptotic to a Delaunay surface) while the
irregular singularity generates an irregular end.

Consider again the off-diagonal potential in (5) and let us choose functions

ν := 1

z
and ρ := −z + α2

z
. (10)

Plugging ν and ρ into Eq.7, one obtains the Bessel equation and, in particular,
prescribes this ODE in the algorithm for CMC surfaces seen in Sect. 1.

3 The zAP Lemma and Perturbations at a Simple Pole

Consider a differential equation dΦ = Φξ for which the potential can be written
as ξ = A dz

z−zk
+ O(z0) dz, that is, it has a simple pole at z = zk . A basic result in

ODE theory can be extended to the context of loops. This is known as the zAP lemma
(see [8, Lemma 2.3]) and states that under certain conditions on the eigenvalues of A,
there exists a solution of the formΦ = CzAP = C exp (A log z) P , where P extends
holomorphically to z = zk and C is in the loop group of SL2(C).

Lemma 2 ([5, Lemma 14]) Let A : C∗ → sl2(C) be an analytic map with non-
constant eigenvalues ±μ(λ). Let ξ = A(λ)dz/z + O(z0)dz in a neighbourhood of
z = 0.

Let M : C∗ → SL2(C) be amonodromy of ξ associated to a once-wrapped closed
curve around z = 0. Then tr M = 2 cos(2πμ) on C∗.

A Delaunay residue is a meromorphic sl2(C)-valued map of the form

A =
(

c aλ−1 + b̄
āλ + b −c

)
, (11)

with a, b ∈ C
∗ and c ∈ R. Any Delaunay surface in R

3, up to rigid motion, can be
derived [6] from an off-diagonal Delaunay residue (11) with a, b ∈ R

∗ satisfying the
closing condition a + b = 1/2, so that the resulting surface’s necksize depends on
ab: when ab > 0, the surface is an unduloid, when ab < 0, it is a nodoid, and when
a = b, it is a round cylinder (see for instance [8]). On the other hand, a perturbation
of a Delaunay potential is a potential of the form

ξ = A
dz

z
+ O(z0)dz (12)
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where A is as in (11). That a CMC end obtained from a perturbation of a Delaunay
potential is asymptotic to a half-Delaunay surface is proven in [8, Theorem 5.9]. We
will use this result in the next section.

4 Constructing CMC Cylinders

Constructing CMC surfaces with two ends via the Bessel equation is in the following
two steps:

– Write down a potential on C
∗ which prescribes the Bessel equation as associ-

ated ODE and which is locally gauge-equivalent to a perturbation of a Delaunay
potential at z = 0 (Definition1).

– Show that the monodromy representation M is unitary in S1 (Sect. 4.3).

4.1 Cylinder Potential

In this part the potentialwhichwill be used to produce cylinderswith one irregular end
and one asymptotic Delaunay end is defined. Near the puncture z = 0 the potential
is a local perturbation of a Delaunay potential via gauge equivalence.

Definition 1 LetΣ = C
∗ and let r ∈ (−∞, 1) \ {0}. Define the sl2(C)-valued cylin-

der potential by

ξc =
(

0 λ−1

λQt 0

)
dz, (13)

where Qt = (− r
4z2 t − 1

)
and t := − 1

4λ
−1(λ − 1)2, for all λ ∈ S

1.

Remark 1 Note that if λ = 1, then t = 0 and the potential (13) becomes holomor-
phic so themonodromyM(λ = 1) = 1. Hence, parts (4b) and (4c) of themonodromy
problem are automatically solved.

4.2 Local Gauge

In this part we use the theory of gauging to see that the potential in Sect. 2 with asso-
ciated ODE the Bessel equation, is equivalent to the potential defined in Definition1.
Then, it is shown that the double pole of the potential in (13) can be gauged to a
simple pole with Delaunay residue.

Consider the potential ξ introduced in Sect. 2, namely

ξ =
(

0 1/z
−z + α2/z 0

)
dz. (14)
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Note that for

g1 =
(

(1/z)1/2 0
0 (1/z)−1/2

)
, g2 =

(
1 0
1
2z 1

)
. (15)

the gauge ξ.(g1g2) gives

ξ =
(

0 1
−1 + −1+4α2

4z2 0

)
dz. (16)

Putting α := 1
2

√
1 − r t (note that the parameter α depends on λ) and gauging by

� = diag(λ1/2,λ−1/2) we obtain the constructing potential ξc from Definition1.

Lemma 3 Let ξc a potential as in (13). Then there exists a neighbourhood U of
z = 0 and a positive gauge g such that the expansion of ξc.g is

A
dz

z
+ O(z0)dz, where A =

(
0 aλ−1 + b

aλ + b 0

)
(17)

for some a, b ∈ R with a + b = 1/2.

Proof Let

g1c =
(
z1/2 0
0 z−1/2

)
, g2c =

(
1 0

− 1
2λ a + bλ

)
. (18)

Taking the real values a = 1
4

(
1 + √

1 − r
)
and b = 1

4

(
1 − √

1 − r
)
, then ξc.(g1cg2c)

has a simple pole at z = 0 and is of the form (17). Therefore, g = g1cg2c is the required
gauge. �

4.3 Unitary Monodromy on the Twice-Puncture Riemann
Sphere

Since the fundamental group of the twice-punctured Riemann sphere has only 1
generator, we just need to solve the monodromy problem (4) at z = 0. Recall that,
with our choice of potential (13), (4b) and (4c) of themonodromyproblemare already
solved.

For Φ0 = 1 and z0 = 1, consider a solution Φ of (1) for ξ = A with A as in
Lemma3, that is, satisfying that a, b ∈ R and a + b = 1/2. Then Φ = zA and the
monodromy is given by

M = exp(2πi A) = cos(2πμ)1 + 1

μ
sin(2πμ)A, (19)

where it holds for the eigenvalues that
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μ2 = a2 + b2 + ab(λ−1 + λ). (20)

Thus, since a + b = 1/2, M is unitary for all λ ∈ S
1 and then also (4a) is solved.

The immersion will be well defined.

4.4 Main Theorem

Theorem 1 Let Σ = C
∗ and let r ∈ (−∞, 1) \ {0}. Then, there exists a conformal

CMC immersion f : Σ → R
3 with one end which is asymptotic to half Delaunay

surface and one irregular end.

Proof Let ξc be a cylinder potential as in Definition1. A solution Φ of (1) for ξc,
Φ0 = 1 and z0 = 1 can be found with the zAP lemma [5]. Let M be the monodromy
of Φ at the puncture z = 0. By the remarks in Sect. 4.3, M is unitary and the mon-
odromy problem (4) at z = 0 is solved. Then, the general Weierstrass representation
[3] constructs a CMC immersion f in R

3 which has two ends corresponding to
the singularities from the Bessel equation—the ODE associated to dΦ = Φξc. By
Lemma3, the potential is locally gauge-equivalent to a Delaunay potential and thus,
by the asymptotics theorem of [8], the end at z = 0 is asymptotic to half Delaunay
surface. �

5 Symmetry

In this last part, we explore some symmetries appearing in the surfaces constructed
in Sect. 4. We prove that these symmetries in the resultant surfaces can be tracked
to the level of the potentials, which are transformed under automorphisms on the
domain.

A transformation φ is an involution if φ2 = id but φ 
= id. The following propo-
sition holds for elements of Iso(R3) that are involutions.

Proposition 1 The involutory isometries are the reflections and the half-turns (rota-
tions by π).

In what follows, to lighten notation, we may denote the dependence on λ with a
subscript, that is,

ξλ = ξ(z,λ),

Φλ = Φ(z,λ),

Fλ = F(z,λ).

(21)
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5.1 Cylinders with One Reflection

Consider the orientation reversing automorphism of Σ given by σ(z) = z̄. It defines
a symmetry that reflects the domain across the real axis. We prove the following

Theorem 2 Consider a potential ξ that generates via theWeierstrass representation
a CMC family of immersions f . Suppose that ξ satisfies the symmetries

ξ1/λ = σ∗ξ1/λ̄,

G−1ξλG = σ∗ξ1/λ̄,
(22)

whereG = diag(1/λ,λ). Then, the induced immersion f̆ = Sym
[
σ∗F1/λ̄

]
possesses

reflective symmetry by a plane.

Proof Let Φλ be the solution of dΦλ = Φλξλ, Φλ(z0) = Φ0, with z0 ∈ Σ and Φ0

diagonal. Naturally, the transformation σ∗Φ1/λ̄ defines a solution to the differential

equation d
(
σ∗Φ1/λ̄

) = (
σ∗Φ1/λ̄

) (
σ∗ξ1/λ̄

)
, which in view of (22) reads as

d
(
σ∗Φ1/λ̄

) = (
σ∗Φ1/λ̄

)
(ξλ .G) . (23)

Since this ODE is also solved by ΦλG, i.e.

d (ΦλG) = (ΦλG) (ξλ .G) , (24)

both solutions only differ by a matrix R in the loop group of SL2(C). Hence, Φλ has
the symmetry

RΦλ = σ∗Φ1/λ̄G
−1, (25)

for some z-independent R.

Evaluation at the fixed point 1 of σ using (25) yields R = Φ0(1/λ̄)G−1Φ0(λ)−1.
Since Φ0 is diagonal, then by a simple calculation one gets that R is unitary for all
λ ∈ S

1.
Let us write the Iwasawa splitting Φλ = FB. When Iwasawa decomposing the

solution σ∗Φ1/λ̄ a unitary term U must be introduced, obtaining

σ∗F1/λ̄ σ∗B1/λ̄ = σ∗Φ1/λ̄ = RΦλG = RFUU−1BG. (26)

The uniqueness of this splitting allows us to identify unitary and positive parts respec-
tively, obtaining that

σ∗F1/λ̄ = RFU. (27)

This implies that, using the generalised Weierstrass representation, σ∗ξ1/λ̄ produces

on the one hand the family of immersions given by plugging σ∗F1/λ̄ in the Sym–
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Bobenko formula and on the other hand the one obtained using RFU . Consequently,
these two surfaces coincide.

At the level of the immersion, the symmetry (27) of the unitary frame appears in
the Sym–Bobenko formula f̆ = Sym

[
σ∗F1/λ̄

]
as follows:

f̆ = (
∂λσ∗F1/λ̄

) (
σ∗F1/λ̄

)−1

= ∂λ(RFU ) (RFU )−1

= (
(∂λR)R−1 + R(∂λF)F−1R−1

)
.

(28)

It is left to prove that this symmetry is a reflection. To do so, we show that the
transformation is an involution. It is easy to check that each of the symmetries seen
so far remain the same if we ‘reapply’ the transformations done in (22) and used

throughout this proof. Let us denote by ˘̆f = Sym
[
σ∗ (

σ∗F1/λ̄

)
1/λ̄

]
the resultant

Fig. 1 Cylinders with one irregular end and one Delaunay end. The regular end weights are 1/3
and −1/4, so the surfaces have one unduloid end and one nodoid end respectively
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immersion of applying again those transformations, and by ′ the derivative with
respect to ∂λ. Then,

˘̆f = σ∗R1/λ̄ ∂λ

(
σ∗F1/λ̄

)
σ∗F−1

1/λ̄
σ∗R−1

1/λ̄

= R̄1/λ̄

(
R′R−1 + RF ′F−1R−1

)
R̄−1
1/λ̄

+ R̄′
1/λ̄ R̄

−1
1/λ̄

= R̄1/λ̄RF
′F−1R−1 R̄−1

1/λ̄
+ R̄1/λ̄R

′R−1 R̄−1
1/λ̄

+ R̄′
1/λ̄ R̄

−1
1/λ̄

(29)

An easy computation yields that R̄1/λ̄R = 1. Hence, differentiating in this equation,
one also gets that

R̄1/λ̄R
′R−1 R̄−1

1/λ̄
= −R̄′

1/λ̄ R̄
−1
1/λ̄

. (30)

Putting together (29) and (30), wemanage to derive that ˘̆f = (∂λF) F−1 = Sym[Fλ]
= f . That is, this symmetry is an involution. Since, it is also orientation reversing,
by Proposition1, this symmetry must be a reflection. �

Using Theorem2, since the constructing potential in (13) satisfies the relations in
(22), the resulting surfaces in Figs. 1 and 2 have a reflectional symmetry fixing their
ends.

Fig. 2 Cylinders with one irregular end and one Delaunay end. The regular end weights are 1/
√
2

and −1/π, so the surfaces have one unduloid end and one nodoid end respectively
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Minimal Surfaces Under Constrained
Willmore Transformation
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Abstract The class of constrained Willmore (CW) surfaces in space-forms consti-
tutes a Möbius invariant class of surfaces with strong links to the theory of integrable
systems, with a spectral deformation [8], defined by the action of a loop of flat met-
ric connections, and Bäcklund transformations [9], defined by a dressing action by
simple factors. Constant mean curvature (CMC) surfaces in 3-dimensional space-
forms are [25] examples of CW surfaces, characterized by the existence of some
polynomial conserved quantity [21, 22, 24]. Both CW spectral deformation and CW
Bäcklund transformation preserve [21, 22, 24] the existence of such a conserved
quantity, defining, in particular, transformations within the class of CMC surfaces in
3-dimensional space-forms, with, furthermore [21, 22, 24], preservation of both the
space-form and the mean curvature, in the latter case. A classical result by Thomsen
[28] characterizes, on the other hand, isothermic Willmore surfaces in 3-space as
minimal surfaces in some 3-dimensional space-form. CW transformation preserves
[8, 9] the class of Willmore surfaces, as well as the isothermic condition, in the
particular case of spectral deformation [8]. We define, in this way, a CW spectral
deformation andCWBäcklund transformations ofminimal surfaces in 3-dimensional
space-forms into new ones, with preservation of the space-form in the latter case.
This paper is dedicated to a reader-friendly overview of the topic.
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1 Introduction

A central theme in Mathematics is that of the search for the optimal representative
within a certain class of objects, often driven by the minimization of some energy,
reflecting what occurs in many physical processes. From the early 1960s, Thomas
Willmore devoted particular attention to the quest for the optimal immersion of a
given closed surface in Euclidean 3-space, regarding the minimization of some natu-
ral energy, motivated by questions on the elasticity of certain biological membranes
and the energetic cost associated with membrane bending deformations.

We can characterize how much a membrane is bent at a particular point on the
membrane by means of the curvature of the osculating circles of the planar curves
obtained as perpendicular cross sections through the point. The curvature of these
circles consists of the inverse of their radii, with a positive or negative sign depending
on whether the membrane curves upwards or downwards, respectively. The minimal
and maximal values of the radii of the osculating circles associated with a particular
point on the membrane define the principal curvatures, k1 and k2, and, from these,
the mean curvature, H = (k1 + k2)/2 and the Gaussian curvature, K = k1k2, at the
point.

In modern literature on the elasticity of membranes, a weighed sum

a
∫

H + b
∫

H 2 + c
∫

K ,

of the total mean curvature, the total squared mean curvature and the total Gaussian
curvature, is considered to be the elastic bending energy of a membrane. By physical
considerations, the total mean curvature is neglected. On the other hand, from the
perspective of critical points of energy, in deformations conserving the topological
type, the total Gaussian curvature can be ignored, according to Gauss–Bonnet the-
orem. What’s left is what Willmore considered to be the elastic bending energy of
a compact, oriented Riemannian surface, without boundary, isometrically immersed
in IR3, nowadays known as the Willmore energy.

The Willmore energy had already made its appearance early in the nineteenth
century, through the works of Marie-Sophie Germain [15, 16] and Siméon Poisson
[20] and their pioneering studies on elasticity and vibrating properties of thin plates,
with the claim that the elastic force of a thin plate is proportional to itsmean curvature.
Since then, the mean curvature has remained a key concept in the theory of elasticity.
TheWillmore energy appeared again in the 1920s, in the works ofWilhelm Blaschke
[1] and Gerhard Thomsen [28], but their findings were forgotten and only brought
to light after the increased interest on the subject motivated by the work of Thomas
Willmore.

Willmore surfaces are the critical points of the Willmore energy functional. Min-
imal surfaces, in their turn, are defined variationally as the stationary configurations
for the area functional, amongst all those spanning a given boundary.
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Minimal surfaces were first considered by Joseph-Louis Lagrange [17], in 1762,
who raised the question of existence of surfaces of least area among all those spanning
a given closed curve in Euclidean 3-space as boundary. Earlier, Leonhard Euler
[14] had already discussed minimizing properties of the surface now known as the
catenoid, although he only considered variations within a certain class of surfaces.
The problem raised by Lagrange became known as the Plateau’s Problem, referring
to Joseph Plateau [19], who first experimented with soap films.

A physical model of a minimal surface can be obtained by dipping a wire loop
into a soap solution. The resulting soap film is minimal in the sense that it always
tries to organize itself so that its surface area is as small as possible whilst spanning
the wire contour. This minimal surface area is, naturally, reached for the flat position,
which happens to be a position of vanishing mean curvature. This does not come
as a particular feature of this rather simple example of minimal surface. In fact, the
Euler–Lagrange equation of the variational problem underlying minimal surfaces
turns out to be precisely the zero mean curvature equation, as discovered by Jean
BaptisteMeusnier [18]. The flat position of the soap film is also the position in which
the membrane is the most relaxed. These surfaces are elastic energy minimals and,
in this way, examples of Willmore surfaces.

Unlike flat soap films, soap bubbles exist under a certain surface tension, in an
equilibrium where slightly greater pressure inside the bubble is balanced by the
area-minimizing forces of the bubble itself. With their spherical shape, soap bubbles
are examples of area-minimizing surfaces under the constraint of volume enclosed.
These are surfaces of (non-zero) constant mean curvature and examples of con-
strained Willmore surfaces, the generalization of Willmore surfaces that arises when
we consider critical points of the Willmore functional only with respect to infinites-
imally conformal variations.

A very interesting fact about the Willmore energy is that it is scale-invariant: if
one dilates the surface by any factor, theWillmore energy remains the same. Think of
a round sphere in IR3 as an example: if one increases the radius, the surface becomes
flatter and its squared mean curvature decreases, but, at the same time, the surface
area gets larger, which increases the value of the total squared mean curvature over
the surface. One can show that these two phenomena counterbalance each other
on any surface. In fact, the Willmore energy has the remarkable property of being
invariant under any conformal transformation of IR3, as established in a paper by
James White [30] and, actually, already known to Blaschke [1] and Thomsen [28].

The class of constrained Willmore surfaces in space-forms constitutes a Möbius
invariant class of surfaces with strong links to the theory of integrable systems, with
a spectral deformation, defined by Fran Burstall, Franz Pedit and Ulrich Pinkall [8],
by the action of a loop of flat metric connections, and Bäcklund transformations [9],
defined by a dressing action by simple factors.

Constant mean curvature surfaces in 3-dimensional space-forms are examples of
constrained Willmore surfaces, as established by Jörg Richter [25], characterized by
the existence of some polynomial conserved quantity [21, 22, 24]. Both constrained
Willmore spectral deformation and constrained Willmore Bäcklund transformation
preserve [21, 22, 24] the existence of such a conserved quantity, for special choices
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of parameters, defining, in particular, transformations within the class of constant
mean curvature surfaces in 3-spaces, with, furthermore [21, 22, 24], preservation of
both the space-form and the mean curvature, in the latter case.

A classical result by Thomsen [28] characterizes, on the other hand, isothermic
Willmore surfaces in 3-space as minimal surfaces in some 3-dimensional space-
form. Constrained Willmore transformation preserves [8, 9] the class of Willmore
surfaces, as well as, in the particular case of spectral deformation [8], the isothermic
condition.

We define, in this way, a constrained Willmore spectral deformation and con-
strained Willmore Bäcklund transformations of minimal surfaces in 3-dimensional
space-forms into new ones, with preservation of the space-form, in the latter case.
This paper is dedicated to a reader-friendly overview of the topic. A detailed account
of elementary computations can be found in [22, 23].

Along this text, we shall make no explicit distinction between a bundle and its
complexification, and move from real tensors to complex tensors by complex mul-
tilinear extension, preserving notation. Our theory is local and, throughout this text,
restriction to a suitable non-empty open set shall be underlying. Underlying through-
out will be, as well, the identification

∧2IRn+1,1 ∼= o(IRn+1,1)

of the exterior power ∧2IRn+1,1 with the orthogonal algebra o(IRn+1,1) via

u ∧ v(w) := (u, w)v − (v,w)u,

for u, v, w ∈ IRn+1,1.

2 The Willmore Energy

Among the classes of Riemannian submanifolds, there is that of Willmore surfaces,
named after Willmore [31], in the 1960s, although the topic was mentioned by
Blaschke [1] and Thomsen [28], in the 1920s, as a variational problem of optimal
realization of a given closed surface in Euclidean 3-surface, regarding the mini-
mization of some natural energy, motivated by questions on the elasticity of certain
biological membranes and vesicles.

In modern literature on the elasticity of membranes, a weighed sum of the total
squared mean curvature and the total Gaussian curvature, is considered to be the
elastic energy of a membrane. From the perspective of critical points of energy, in
deformations conserving the topological type, the total Gaussian curvature can be
ignored, according to Gauss–Bonnet theorem. What’s left is what is defined as the
Willmore energy,



Minimal Surfaces Under Constrained Willmore Transformation 233

W =
∫

M
H 2d A,

of a compact, oriented (Riemannian) surface M , without boundary, (isometrically)
immersed in IR3.

From the perspective of energy extremals, the Willmore functional can be
extended to compact, oriented (Riemannian) surfaces (isometrically) immersed in a
general Riemannian manifold M̂ with constant sectional curvature, or space-form,
by means of

W =
∫

M
|�0|2d A,

the total squared norm of the trace-free part �0 of the second fundamental form: by
the Gauss equation, relating the curvature tensors of M and M̂ , we have

|�0|2 = 2(|H|2 − K + K̂ ),

forH the mean curvature vector and K and K̂ the sectional curvatures of M and M̂ ,
respectively, so that, in the particular case of surfaces in IR3,

|�0|2 = 2(H 2 − K ),

and, therefore, the two functionals share critical points. Willmore surfaces are the
critical points of the Willmore functional.

3 Conformal Invariance and the Central Sphere
Congruence

It is well-known that the Levi-Civita connection is not a conformal invariant (see, for
example, [32, Sect. 3.12]). Although the second fundamental form is not conformally
invariant, under a conformal change of themetric, its trace-free part remains invariant
(see [23, Sect. 2.1]), so the respective squared norm and the area element change
in inverse ways, leaving the Willmore energy unchanged and establishing the class
of Willmore surfaces as a conformally invariant class. There is then no reason for
carrying a distinguished metric—instead, we consider a conformal class of metrics.

Our study is one of surfaces in n-dimensional space-forms, with n ≥ 3, from a
conformally invariant point of view. So let Sn be the conformal n-sphere, in which,
by stereographic projection, we find, in particular, the Euclidean n-space, as well as
two copies of hyperbolic n-space. Our surfaces are immersions

Λ : M → Sn
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of a compact, oriented surface M , which we provide with the conformal structure
CΛ induced by Λ and with the canonical complex structure (that is, 90◦ rotation in
the positive direction in tangent spaces, a notion that is, obviously, invariant under
conformal changes of the metric). We find a convenient setting in Darboux’s light-
cone model of the conformal n-sphere [11].We follow the modern account presented
in [3]. So consider the Lorentzian space IRn+1,1 and its light-cone L, and fix a unit
time-like vector t0. We identify v ∈ Sn ⊆ IRn+1 with the light-line through v + t0,
identifying, in this way, Sn with the projectivized light-cone,

Sn ∼= IP(L).

For us, a surface is, in this way, a null line subbundle Λ = 〈σ〉 of the trivial bun-
dle IRn+1,1 = M × IRn+1,1, with σ : M → L a never-zero section of Λ. For further
reference, set

Λ1,0 := Λ ⊕ dσ(T 1,0M), Λ0,1 := Λ ⊕ dσ(T 0,1M),

independently of the choice of a never-zero σ ∈ Γ (Λ), and then

Λ(1) := Λ1,0 + Λ0,1.

A fundamental construction in conformal geometry of surfaces is the mean curva-
ture sphere congruence, or central sphere congruence, the bundle of 2-spheres tangent
to the surface and sharing with it mean curvature vector at each point (although the
mean curvature vector is not conformally invariant, under a conformal change of the
metric, it changes in the same way for the surface and the osculating 2-sphere). In
the light-cone picture, 2-spheres correspond to (3, 1)-planes in IRn+1,1 and, in this
way, the central sphere congruence defines a map

S : M → Gr(3,1)(IR
n+1,1),

into the Grassmannian G := Gr(3,1)(IRn+1,1) of (3, 1)-planes in IRn+1,1. We have,
therefore, a decomposition

IRn+1,1 = S ⊕ S⊥

and then a decomposition of the trivial flat connection d as

d = D + N ,

forD the connection given by the sum of the connections induced by d on S and S⊥,
respectively, through orthogonal projection.

Given μ, η ∈ �1(S∗TG), let (μ ∧ η) be the 2-form defined from the metric on
S∗TG:

(μ ∧ η)(X,Y ) = (μX , ηY ) − (μY , ηX ),
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for all X, Y ∈ Γ (T M). Next we present a manifestly conformally invariant for-
mulation of the Willmore energy. It follows the definition presented in [7], in the
quaternionic setting, for the particular case of n = 4. The intervention of the con-
formal structure restricts to the Hodge ∗-operator, which is conformally invariant on
1-forms over a surface.

Theorem 1 ([7])

W(Λ) = 1

2

∫
M

(d S ∧ ∗d S).

Note that
(d S ∧ ∗d S) = −(∗d S ∧ d S) = (d S, d S)d A,

(d S ∧ ∗d S) is a conformally invariant way of writing (d S, d S)gd Ag , for g ∈ CΛ,
with d Ag denoting the area element of (M, g) and ( , )g denoting theHilbert–Schmidt
metric on L((T M, g), S∗TG). It follows that the Willmore energy of Λ coincides
with the Dirichlet energy of S with respect to any of the metrics in the conformal
class CΛ,

W(Λ) = E(S).

4 Constrained Willmore Surfaces and Harmonicity

Harmonic maps are the critical points of the Dirichlet energy functional. Willmore
surfaces are closely related to harmonic maps via the central sphere congruence, in a
key result established by Blaschke [1], for n = 3, and, independently, Ejiri [13] and
Rigoli [26], for general n:

Theorem 2 ([1, 13, 26]) Λ is a Willmore surface if and only if its central sphere
congruence S is a harmonic map.

The well-developed theory of harmonic maps into Grassmannians now applies.
First of all, it provides a zero-curvature characterization of Willmore surfaces: for a
map into aGrassmannian, the harmonicity amounts to the flatness of a certain1 family
of connections, as established by Uhlenbeck [29], and so does then the Willmore
surface condition:

Theorem 3 Λ is a Willmore surface if and only if dλ := D + λN 1,0 + λ−1N 0,1 is
a flat connection, for all λ ∈ S1.

A larger class of surfaces arises when one imposes the weaker requirement that a
surface extremize the Willmore functional only with respect to infinitesimally con-
formal variations: these are the constrained Willmore surfaces. The introduction of
a constraint in the variational problem equips surfaces Λ with Lagrange multipliers,

1In the literature, the associated family of flat connections corresponding to a different choice of
orientation in M can also be found.
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as first proven by Burstall–Pedit–Pinkall [8] and then given the following manifestly
conformally invariant formulation by Burstall–Calderbank [4]:

Theorem 4 ([4, 8]) Λ is a constrained Willmore surface if and only if there exists
a real form q ∈ �1(Λ ∧ Λ(1)) such that

dλ
q := D + λN 1,0 + λ−1N 0,1 + (λ2 − 1)q1,0 + (λ−2 − 1)q0,1

is a flat connection, for all λ ∈ S1. Such a form q is said to be a (Lagrange) multiplier
for Λ and Λ is said to be a q-constrained Willmore surface. At times, it will be
convenient to make an explicit reference to the central sphere congruence of Λ,
writing dλ,q

S for dλ
q .

Willmore surfaces are the constrained Willmore surfaces admitting the zero mul-
tiplier. This is not necessarily the only multiplier, as we shall see.

5 Isothermic Constrained Willmore Surfaces

Isothermic surfaces are classically defined by the existence of conformal curvature
line coordinates. Although the second fundamental form is not conformally invariant,
conformal curvature line coordinates are preserved under conformal changes of the
metric and, therefore, so is the isothermic surface condition. The next result presents
a manifestly conformally invariant formulation of the isothermic surface condition,
established by Burstall–Donaldson–Pedit–Pinkall [6].

Proposition 1 ([6]) Λ is an isothermic surface if and only if there exists a non-zero
closed real 1-form η ∈ �1(Λ ∧ Λ(1)). In this case, we say that Λ is a η-isothermic
surface.

If q1 �= q2 are multipliers for Λ, then Λ is a ∗(q1 − q2)-isothermic surface, and,
reciprocally, if Λ is a η-isothermic q-constrained Willmore surface, then the set of
multipliers for Λ is the affine space q + 〈∗η〉IR. Hence:
Proposition 2 ([9]) A constrained Willmore surface Λ admits a unique multiplier
if and only if Λ is not an isothermic surface.

A classical result by Thomsen [28] characterizes isothermic Willmore surfaces
in 3-space as minimal surfaces in some 3-dimensional space-form. (In contrast to
constrainedWillmore surfaces, constantmean curvature surfaces are not conformally
invariant objects, requiring a distinguished space-form to be considered.)

Theorem 5 ([28]) Λ is a minimal surface in some 3-dimensional space-form if and
only if Λ is an isothermic Willmore surface in 3-space.

Constant mean curvature surfaces in 3-dimensional space-forms are examples
of isothermic constrained Willmore surfaces, as proven by Richter [25]. However,
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isothermic constrained Willmore surfaces in 3-space are not necessarily constant
mean curvature surfaces in some space-form, as established by an example due to
Burstall, presented in [2], of a constrained Willmore cylinder that does not have
constant mean curvature in any space-form.

6 Transformations of Constrained Willmore Surfaces

The zero-curvature characterization of constrained Willmore surfaces presented
above allows one to deduce two types of symmetry.

Suppose that Λ is a q-constrained Willmore surface. The two types of transfor-
mations that we describe next apply to any choice of the multiplier q (when there is
a choice to be made) and depend on it. In the particular case that Λ is a Willmore
surface, we consider q to be the zero multiplier, without further reference.

6.1 Spectral Deformation

The simplest transformation of Λ into new constrained Willmore surfaces arises
from exploiting a scaling freedom in the spectral parameter, as follows.

For each λ ∈ S1, the flatness of the metric connection dλ
q establishes, at least

locally, the existence of an isometry of bundles

φλ : (IRn+1,1, dλ
q ) → (IRn+1,1, d),

preserving connections, defined on a simply connected component of M and unique
up to a Möbius transformation. We define a spectral deformation of Λ = 〈σ〉 by
setting, for each λ ∈ S1,

Λλ := φλΛ = 〈φλσ〉.

For each λ ∈ S1, set

qλ := φλ ◦ (λ2q1,0 + λ−2q0,1) ◦ (φλ)
−1.

The central sphere congruence of Λλ is φλS and, given μ ∈ S1, we have

dμ,qλ

φλ S = φλ ◦ dμλ,q
S ◦ (φλ)

−1,

establishing the flatness of dμ,qλ

φλ S from the one of dμλ,q
S (note that μλ ∈ S1). It follows

that:

Theorem 6 Λλ is a qλ-constrained Willmore surface, for all λ ∈ S1.

In particular, this spectral deformation preserves the zero multiplier.
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Corollary 1 If Λ is a Willmore surface, then so is Λλ, for all λ ∈ S1.

This spectral deformation coincides, up to reparameterization, with the one pre-
sented in [8], in terms of the Hopf differential and the Schwarzian derivative (see
[22, Sect. 6.4.1]).

The isothermic surface condition is known [8] to be preserved under constrained
Willmore spectral deformation. In our setting, one can verify (see [23, Sect. 2.3.5])
that, if Λ is also a η-isothermic surface, then Λλ is a ηλ-isothermic surface, for

ηλ := φλ ◦ (λη1,0 + λ−1η0,1) ◦ (φλ)
−1.

Proposition 3 ([8]) If Λ is an isothermic surface, then so is Λλ, for all λ ∈ S1.

From Theorem 5, it follows that:

Corollary 2 If Λ is a minimal surface in some 3-dimensional space-form, then so is
Λλ, for each λ ∈ S1 (although not necessarily with preservation of the space-form).

As we shall see later in this text, this spectral deformation preserves, as well, the
class of constant mean curvature surfaces in 3-dimensional space-forms, for special
choices of the spectral parameter.

6.2 Bäcklund Transformation

Having exploited the equivalence of dλ,q
S to the trivial flat connection, as flat metric

connections, by means of
dλ,q

S = (φλ)
−1 ◦ d ◦ φλ,

we now explore equivalences starting from dλ,q
S , i.e., equivalences given by

dλ,q∗
S∗ = r(λ) ◦ dλ,q

S ◦ r(λ)−1,

for some q∗ and some S∗, with r(λ) ∈ Γ (O(IRn+1,1)), so that the flatness of dλ,q
S

establishes that of dλ,q∗
S∗ . The difficulties involved are of two different orders, namely,

the preservation of the algebraic shape of dλ,q
S , together with ensuring that S∗ is the

central sphere congruence of some surface, so that the family of flat connections
dλ,q∗

S∗ is the associated family to some constrained Willmore surface. A version of
the Terng–Uhlenbeck [27] dressing action by simple factors proves to offer a simple
construction, out of two parameters, a complex number α and a null line bundle L ,
parallel with respect to dα,q

S , from which we define, respectively, the eigenvalues
and the eigenspaces of two different types of linear fractional transformations, out
of which we define r(λ), as follows.
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Let ρ denote reflection across S,

ρ = πS − πS⊥ ,

for πS and πS⊥ the orthogonal projections of IRn+1,1 onto S and S⊥, respectively.
Given α ∈ C and L a null line subbundle of IRn+1,1 such that ρL ∩ L⊥ = 0, set

pα,L(λ) := I

⎧⎨
⎩

α−λ
α+λ

on L
1 on (L ⊕ ρL)⊥
α+λ
α−λ

on ρL
,

for λ ∈ C\{±α} and I ∈ Γ (O(IRn+1,1)) the identity map of IRn+1,1. Let qα,L denote
the map obtained from pα,L by considering the additive inverses of the eigenvalues
associated to the eigenspaces L and ρL , respectively. Define pα,L(∞) and qα,L(∞)

by holomorphic extension of

pα,L , qα,L : C\{±α} → Γ (O(IRn+1,1))

respectively.
Now consider α ∈ C\(S1 ∪ {0}) and L a dα,q

S -parallel null line subbundle of
IRn+1,1 such that ρL ∩ L⊥ = 0 (whose existence is established in [9]). Setα∗ := α−1,
L ′ := pα,L(α∗)L and, for each λ ∈ IP1\{±α},

r(λ) := qα∗,L ′(λ) pα,L(λ).

Set, furthermore,

Λ∗ := (r(1)−1 r(0)Λ1,0) ∩ (r(1)−1 r(∞)Λ0,1).

Theorem 7 ([9]) Λ∗ is a q∗-contrained Willmore surface, for

q∗ := r(1)−1 ◦ (r(∞) ◦ q1,0 ◦ r(∞)−1 + r(0) ◦ q0,1 ◦ r(0)−1) ◦ r(1),

with central sphere congruence

S∗ := r(1)−1S;

said to be the Bäcklund transform of Λ of parameters α, L.

In particular, Bäcklund transformation preserves the zero multiplier.

Corollary 3 If Λ is a Willmore surface, then so is Λ∗.

It is not clear that if Λ is an isothermic surface, then so is Λ∗. So far, it is not
clear either that Bäcklund transformation preserves the class of minimal surfaces
in 3-dimensional space-forms. However, as we shall see later, that proves to be the
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case. We shall see, furthermore, that Bäcklund transformation preserves the class of
constant mean curvature surfaces in 3-dimensional space-forms, for special choices
of parameters, with preservation of both the mean curvature and the curvature of
space.

7 Polynomial Conserved Quantities for Constrained
Willmore Surfaces

The isothermic surface condition amounts [6], just as well, to the flatness of a certain
family ∇ t of connections, indexed in IR. In [10], the classical notion of special
isothermic surface, introduced by Darboux [12], is given a simple explanation in
terms of the integrable systems approach to isothermic surfaces. They are realized as
a particular case of a hierarchy of classes of isothermic surfaces filtered by an integer
d. Here is the basic idea: The theory of ordinary differential equations ensures that
one can find ∇ t -parallel sections depending smoothly on the spectral parameter t .
The existence of such sections with polynomial dependence of degree d on t is of
particular geometric significance, as first observed by Burstall–Calderbank [5], and
gave rise to the notion of polynomial conserved quantity of type d, developed in [10],
in the isothermic context, where the notion of special isothermic surface of type d is
introduced, having the classical notion as a particular case (d = 2).

We are in this way led to the notion of special constrained Willmore surface of
type d, presented in [24]:

Definition 1 Let Λ be a q-constrained Willmore surface and d ∈ IN0. A Laurent
polynomial

p(λ) = p
d
λ−d + · · · + p

1
λ−1 + p

0
+ p

1
λ + · · · + p

d
λd

with
p

d
∈ Γ (S⊥)

and p
k

∈ Γ (S⊥) if and only if k and d have the same parity, or, otherwise, p
k

∈ Γ (S);
is said to be a polynomial conserved quantity of type d of Λ if

p(1) �= 0

and
dλ

q p(λ) = 0,

for all λ ∈ S1. We say that Λ is a special constrained Willmore surface of type d if
it admits a polynomial conserved quantity of type d.
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The case d = 1 recovers the notion of conserved quantity presented in [21, 22],
an idea by Burstall–Calderbank [5].

The fact that p(λ) is a polynomial conserved quantity of type d of Λ establishes,
in particular, that p(1) is real and constant, that is, p(1) ∈ IRn+1,1. As we shall see,
p(1) carries very important information regarding both the curvature of space in
which, under some conditions, Λ proves to have constant mean curvature, and the
mean curvature of the surface Λ in such a space.

In the isothermic context, type 1 characterizes [5] H -generalised surfaces, sur-
faces admitting a parallel unit normal vector field which has constant inner product
with the mean curvature vector (see also [10]). In the constrained Willmore context,
type 1 with parallel top term characterizes surfaces with parallel mean curvature
vector:

Theorem 8 ([24]) Λ is a special constrained Willmore surface of type 1, admitting
a polynomial conserved quantity with parallel top term, if and only if Λ has parallel
mean curvature vector in some space-form.

In codimension 1, the condition of parallelism of the top term of a polynomial
conserved quantity of type 1 proves [24] to be vacuous. It follows that, in codimension
1, type 1 characterizes constantmean curvature surfaces, in both contexts, recovering,
in particular, a result established in [21, 22]:

Theorem 9 ([21, 22, 24]) Suppose that Λ ⊂ S3. Then Λ is a special constrained
Willmore surface of type 1 if and only if Λ has constant mean curvature in some
space-form.

Furthermore:

Theorem 10 ([21, 22, 24]) Suppose that Λ ⊂ S3. If p(λ) is a polynomial conserved
quantity of type 1 of Λ, then Λ has constant mean curvature H, with

H 2 = |πS⊥(p(1))|2, (1)

in a space-form with sectional curvature

K = −(p(1), p(1)). (2)

Reciprocally, if Λ has constant mean curvature H in some space-form with sec-
tional curvature K , then Λ admits a polynomial conserved quantity p(λ), of type 1,
satisfying (1) and (2).

Corollary 4 Suppose that Λ ⊂ S3. Then Λ is a minimal surface in some space-form
if and only if Λ is a constrained Willmore surface admitting a polynomial conserved
quantity p(λ) of type 1 with

p(1) ∈ Γ (S).
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8 Transformations of Special Constrained Willmore
Surfaces

The class of special constrained Willmore surfaces of any given type d is preserved
under both spectral deformation andBäcklund transformation, defining, in particular,
for special choices of parameters, as established in [21, 22] (d = 1) and [24] (general
d), as follows.

Let Λ be a q-constrained Willmore surface.

Theorem 11 ([21, 22, 24]) Let λ be in S1 and φλ : (IRn+1,1, dλ
q ) → (IRn+1,1, d) be

an isometry of bundles, preserving connections. Suppose that p(μ) is a polynomial
conserved quantity of type d of Λ, with p(λ) non-zero. Then

pλ(μ) := φλ p(λμ)

is a polynomial conserved quantity of type d of the spectral deformation φλΛ, of
parameter λ, of Λ.

As for Bäcklund transformation of special constrained Willmore surfaces:

Theorem 12 ([21, 22, 24]) Suppose that p(λ) is a polynomial conserved quantity
of type d of Λ. Suppose that α, L are Bäcklund transformation parameters for Λ

with
p(α) ⊥ L.

Then
p∗(λ) := r(1)−1r(λ −1)p(λ)

is a polynomial conserved quantity of type d of the Bäcklund transform Λ∗ of Λ, of
parameters α, L.

Note that
p∗(1) = p(1),

establishing the preservation of the curvature of space, when carrying a distinguished
one.

9 Constant Mean Curvature Surfaces Under Constrained
Willmore Transformation

From Theorems 9 and 11, we conclude that the class of constant mean curvature
surfaces in 3-dimensional space-forms is preserved under spectral deformation, for
special choices of the spectral parameter. Recall, furthermore, that, for each λ ∈ S1,
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the central sphere congruence of Λλ is φλS. According to Theorem 10, it follows
that:

Corollary 5 If Λ is a constant mean curvature surface in some 3-dimensional space-
form, then so is Λλ (although not necessarily with preservation of the space-form),
for special choices of the parameter λ ∈ S1. Furthermore: if p(μ) is a polynomial
conserved quantity of type 1 of Λ, with p(λ) non-zero, then Λλ has constant mean
curvature Hλ with

H 2
λ = |πS⊥(p(λ))|2

in a space-form with sectional curvature

Kλ = −(p(λ), p(λ)).

Both constrained Willmore spectral deformation and Bäcklund transformation
prove [24] to preserve, furthermore, the parallelism of the top term of a polynomial
conserved quantity, for special choices of parameters. Hence:

Theorem 13 ([24]) The class of parallel mean curvature surfaces in space-forms is
preserved under both spectral deformation and Bäcklund transformation, for special
choices of parameters, with preservation of the space-form, in the latter case.

In particular, the class of constantmean curvature surfaces in 3-dimensional space-
forms is preserved under Bäcklund transformation, for special choices of parameters,
with preservation of the space-form. Furthermore, recovering a result established in
[21, 22]:

Theorem 14 ([21, 22, 24]) If Λ is a constant mean curvature surface in some
3-dimensional space-form, then so is Λ∗, for special choices of parameters, with
preservation of both the space-form and the mean curvature.

Corollary 6 If Λ is a minimal surface in some 3-dimensional space-form, then so
is Λ∗, for special choices of parameters, with preservation of the space-form.
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Ioan Cuza” din Iaşi (Serie Noua), Sect. I a Mat. 11B, 493–496 (1965)

32. Willmore, T.J.: Riemannian Geometry. Oxford Science Publications. Clarendon Press/Oxford
University Press, New York (1993)

http://arxiv.org/abs/1507.01253v1


On an Enneper–Weierstrass-Type
Representation of Constant Gaussian
Curvature Surfaces in 3-Dimensional
Hyperbolic Space

Graham Smith

Abstract For all k ∈]0, 1[, we construct a canonical bijection between the space
of ramified coverings of the sphere of hyperbolic type and the space of complete
immersed surfaces in 3-dimensional hyperbolic space of finite area and of constant
extrinsic curvature equal to k. We show, furthermore, that this bijection restricts to a
homeomorphism over each stratum of the space of ramified coverings of the sphere.

Keywords Teichmüller theory · Ramified coverings · Immersed surfaces ·
Gaussian curvature · Extrinsic curvature · Hyperbolic space
Classifications 30F60 · 53C42

1 Introduction

1.1 Background

The Enneper–Weierstrass (EW) representation describes minimal surfaces in R
3 in

terms of a meromorphic function and a holomorphic 1-form. This remarkable tool
of minimal surface theory has played a key role in the construction of minimal sur-
faces possessing unexpected and often surprising properties (see, for example, [4]
and Chap. 8 of [9]). For this reason, various authors have also interested themselves
in the study of EW-type representations of other types of surfaces (see, for exam-
ple, [1, 3, 5]). In a similar vein, in [10], following the work [7, 8] of Labourie, we
constructed an EW-type representation for immersed surfaces of constant positive
extrinsic curvature in 3-dimensional hyperbolic space H3 in terms of one meromor-
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phic function defined over a Riemann surface. More precisely, we showed that, for
all k ∈]0, 1[, every holomorphic local homeomorphism from the Poincaré disk into
the Riemann sphere is the Weierstrass map (defined below) of a unique simply-
connected immersed surface inH3 of constant extrinsic curvature equal to k which is
complete in a certain sense. In the current paper, building upon our subsequent results
of [11] we show that, for all k ∈]0, 1[, theWeierstrassmap defines a homeomorphism
between the space of complete immersed surfaces inH3 of finite area and of constant
extrinsic curvature equal to k, on the one hand, and the space of pointed ramified
coverings of hyperbolic type of the Riemann sphere on the other. We believe this
result should lead to new research directions along the frontier between the theory
of immersed surfaces on the one hand and Teichmüller theory on the other. These
are themes which we propose to investigate in depth in forthcoming work.

1.2 Main Result

In order to define the EW-type representation, we first recall the definition of the
horizon map. Let TH3 be the tangent bundle over H3 and let UH3 ⊆ TH3 be the
subbundle of unit vectors over H3. Let ∂∞H

3 be the ideal boundary of H3 (see [2]).
The horizon map −→n : UH3 → ∂∞H

3 is defined such that, for all X ∈ UH3,

−→n (X) := γ (+∞) = Lim
t→+∞ γ (t), (A)

where γ : R → H
3 is the unique geodesic such that ∂tγ (0) = X . Informally, −→n (X)

is the point in ∂∞H
3 towards which X points.

Let� := (i, S) be an immersed surface inH3. We recall that this means that S is
a surface and i : S → H

3 is an immersion. In the sequel, all functions will be taken
to be smooth and all manifolds will be taken to be oriented. Let N : S → H

3 be the
unit normal vector field over i compatible with the orientation.

Let A ∈ �(T S) be the shape operator of i . We define Ki : S → R, the extrinsic
curvature function of i , by

Ki := Det(A), (B)

and we define ϕi : S → ∂∞H
3, the Weierstrass map of i , by

ϕi := −→n ◦ N . (C)

We say that i is locally strictly convex (LSC) whenever its shape operator is at
all points positive definite. This means in particular that K is everywhere positive.
Furthermore, when i is LSC, we chose the orientation such that at every point N
points outwards from the convex set bounded locally by the image of i at that point.
In this case, it follows from classical hyperbolic geometry that the Weierstrass map
is a local homeomorphism (see [2]). In particular, since ∂∞H

3 carries the conformal
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structure of the Riemann sphere, upon pulling back this conformal structure through
ϕi , we may suppose that ϕi is a locally conformal mapping. We prove

Theorem 1 Let S̃ be a compact Riemann surface. Let P ⊆ S̃ be a finite set of points
such that S := S̃ \ P is of hyperbolic type. Let ϕ : S̃ → ∂∞H

3 be a ramified covering
with ramification points contained in P. Then, for all k ∈]0, 1[, there exists a unique
complete LSC immersion i : S → H

3 of finite area andof constant extrinsic curvature
equal to k such that ϕ is the Weierstrass map of i .

Conversely, if� := (i, S) is a complete immersed LSC surface inH3 of finite area
and constant extrinsic curvature equal to k, for some k ∈]0, 1[, and if ϕ : S → ∂∞H

3

is the Weierstrass map of i , then the Riemann surface (S, ϕ∗∂∞H
3) is conformally

equivalent to a compact Riemann surface S̃ with a finite set P of points removed.
Furthermore, ϕ extends to a ramified covering of the sphere by S̃ with ramification
points contained in P.

Finally, for all k ∈]0, 1[, this mapping defines a homeomorphism between the set
of complete immersed LSC surfaces in H

3 of finite area and of constant extrinsic
curvature equal to k, on the one hand, and the set of pointed ramified coverings of
hyperbolic type of the Riemann sphere, on the other.

The bijection constructed in Theorem 1 can now be visualised schematically as
follows:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(i, S) s.t.
i : S → H

3 an immersion,
i complete,

i finite area &
Ki = k.

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

←→

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(ϕ, S̃, P) s.t.
S̃ \ P hyperbolic,

ϕ : S → Ĉ holomorphic,
ϕ non-constant,
P ⊆ S finite &
Crit(ϕ) ⊆ P.

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

We say that a pointed ramified covering (ϕ, S̃, P) is exceptional whenever S̃ \ P
is not hyperbolic. Up to equivalence, there are only 3 exceptional cases, namely
(z, Ĉ,∅), (z, Ĉ, {0}) and (zm, Ĉ, {0,∞}), for some non-negative integerm. The latter
two cases may actually be considered as the images of degenerate limits of sequences
of complete immersed LSC surfaces of finite area and of constant extrinsic curvature
equal to k. Indeed, (z, Ĉ, {0}) corresponds to the degenerate limit consisting of the
single point {0} on the ideal boundary whilst (zm, Ĉ, {0,∞}) corresponds to the
degenerate limit consisting of the complete geodesic inH3 joining 0 to ∞ weighted
by a factor of m.

The author is grateful to Asun Jiménez Grande, David Dumas, Lucio Rodriguez
and Harold Rosenberg for helpful conversations.
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1.3 Labourie’s Compactness Theorem

Labourie’s compactness theorem (c.f. [7]) presents a powerful tool for the study
of LSC immersed surfaces of constant extrinsic curvature inside 3-dimensional
manifolds. We first require a few definitions. Let M := (M, g) be a complete
3-dimensional Riemannian manifold. Let T M be the tangent bundle of M , let
UM ⊆ T M be the unit sphere bundle and let π : UM → M be the canonical pro-
jection. Observe that π is distance non-increasing. Let (i, S) be an immersed surface
in M . Let N : S → UM be the unit normal vector field over � compatible with the
orientation. We define the Gauss lift �̂ of � by (ı̂, S), where ı̂ = N . This terminol-
ogy merely distinguishes between the mapping N , considered as a section of i∗UM
over i , and the mapping ı̂ , considered as an immersion in its own right into the total
space of UM . For k > 0, following [7], we say that � is a k-surface whenever �

has constant extrinsic curvature equal to k and �̂ is complete.
Let � ⊆ M be a complete geodesic. Let N� ⊆ UM be the bundle of unit normal

vectors over �. If (ı̂, S) is an immersed surface inUM , then we say that �̂ is a tube
whenever ı̂ defines a covering map from S onto N� for some complete geodesic �.
Furthermore, we say that �̂ is a tube of finite order whenever this covering is of
finite order.

Let (ı̂n, Sn, xn) be a sequence of complete pointed immersed surfaces in UM .
We say that (ı̂n, Sn, xn) converges towards the complete pointed immersed sur-
face (ı̂∞, S∞, x∞) in the pointed Cheeger-Gromov sense whenever there exists
a sequence (αn) of mappings such that:

(1) for all n, αn : S∞ → Sn;
(2) for all n, αn(x∞) = xn;
(3) for every relatively compact open subset 	 ⊆ S∞, there exists N ∈ N such that

for all n � N , the restriction of αn to 	 is a diffeomorphism onto its image; and
(4) the sequence (ı̂n ◦ αn) converges in the C∞

loc sense to ı̂∞.

We refer to (αn) as a sequence of convergence maps for the sequence (ı̂n, Sn, xn)
with respect to the limit (ı̂∞, S∞, x∞).

Labourie’s compactness theorem is now stated as follows:

Theorem 2 (Labourie 1997) Let M be a complete 3-dimensional Riemannian man-
ifold. Let (in, Sn, xn) be a sequence of pointed k-surfaces in M for some fixed
k > 0. For all n, let ı̂n be the Gauss Lift of in. If there exists a compact set K ⊆ M
such that in(xn) ∈ K for all n, then there exists a complete pointed immersed sur-
face (ı̂∞, S∞, x∞) towards which (ı̂n, Sn, xn) subconverges in the pointed Cheeger-
Gromov sense. Furthermore, either:

(1) (ı̂∞, S∞) is a tube; or
(2) i∞ := π ◦ ı̂∞ is an immersion.

Remark 1 Care should be taken in interpreting the limit obtained in the second case
of Theorem 2. Indeed, although ı̂∞ is complete, there is no reason to suppose that
i∞ is too. This often leads to counterintuitive phenomena. �
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1.4 General Properties of k-Surfaces

Lemma 1 Let (M, g) be a complete 3-dimensional Riemannian manifold whose
isometry group acts co-compactly. Let (i, S) be a k-surface in M for some k > 0. If
(S, i∗g) has finite area then for all B > 0 there exists a compact subset K ⊆ S such
that for all x ∈ S \ K, ‖A(x)‖ > B.

Proof Suppose the contrary. There exists B > 0 and a diverging sequence (xn) ∈ S
such that ‖A(xn)‖ � B for all n. Let ĝ be the Sasaki metric overUM . For all n, let Bn

be the unit ball about xn in S with respect to the metric ı̂∗ĝ. Upon extracting a subse-
quence, we may suppose that all the (Bn) are disjoint. For all n, let Arean be the area
of Bn with respect to the metric i∗g. We claim that the sequence (Arean) is uniformly
bounded below. Indeed, let K ⊆ M be a compact fundamental domain for the isom-
etry group. For all n, let αn : M → M be an isometry such that Mn(i(xn)) ∈ K . For
all n, denote in = αn ◦ i and let ı̂n be the Gauss lift of in . By Labourie’s Compactness
Theorem, upon extracting a subsequence, there exists a complete pointed immersed
surface (ı̂∞, S∞, x∞) towards which (ı̂n, S, xn) converges. Let (βn) be a sequence of
convergencemappings for (ı̂n, S, xn)with respect to the limit (ı̂∞, S∞, x∞). Observe
that (in ◦ βn) converges in theC∞

loc sense to i∞ := π ◦ ı̂∞. However, since (‖A(xn)‖)
is uniformly bounded, (ı̂∞, S∞) is not a tube, and so i∞ is an immersion. In particular,
if B∞ is the unit ball about x∞ in S∞ with respect to the metric ı̂∗∞ĝ, and if Area∞
is the area of B∞ with respect to the metric i∗∞g, then Area∞ > 0. Thus:

LimInf
n→∞ Arean � Area∞ > 0.

In particular, the sequence (Arean) is uniformly bounded below, as asserted. How-
ever, since the sequence (Bn) consists of disjoint balls, it follows that S has infinite
area. This is absurd, and the result follows. �

Now consider the case where M := H
3 is 3-dimensional hyperbolic space. For

any closed subset X ⊆ H
3 ∪ ∂∞H

3, let Conv(X) be its convex hull and let Br (X) be
the closure in H3 ∪ ∂∞H

3 of the set of all points in H3 lying at a distance no greater
than r from X .

Lemma 2 Let (i, S) be a compact LSC immersed surface inH3 of constant extrinsic
curvature equal to k ∈]0, 1[. Then:

i(S) ⊆ Br (Conv(i(∂S))),

where r = Tanh−1(k).

Remark 2 In particular, any such surface must have non-trivial boundary.

Proof Suppose the contrary. Let X := Conv(i(∂S)). Let x ∈ S be such that i(x) lies
at a distance greater than r from X . In particular, x is an interior point of S. Let p ∈ X
be the closest point to i(x). Let P be the supporting plane to X at p normal to the
geodesic joining p to i(x). Let (Ps) be the foliation ofH3 by equidistant planes to P
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parametrised by (signed) distance from P . Let r ′ := Sup {s | i(S)∩ Ps �= ∅}. Since
S is compact, r ′ < ∞ and we may suppose that i(x) ∈ Pr ′ . In particular, i(S) is an
interior tangent to Pr ′ at this point. It follows by the geometric maximum principle
that the extrinsic curvature of i at z is at least Tanh(r ′) > Tanh(r) = k. This is absurd,
and the result follows. �

1.5 Limit Points of the Immersion

Henceforth, we will assume that (i, S) is a complete finite-area immersed surface in
H

3 of constant extrinsic curvature equal to k for some fixed k ∈]0, 1[. We continue to
denote by g the metric overH3, by ĝ the Sasaki metric over UH3 and by π : UH3 →
H

3 the canonical projection.
By Gauss’ equation, (S, i∗g) has constant intrinsic curvature equal to k − 1 < 0.

Since it has finite area, it follows by Hüber’s Theorem (c.f. [6]) that (S, i∗g) is
conformally equivalent to a compact surface S̃ with a finite set P of points removed.
Furthermore, if we denote by D the Poincaré disk, then for every point p ∈ P there
exists ε ∈]0, 1[ and a conformal mapping α : D → S̃ such that α(0) = p and:

(i ◦ α)∗gi j = 1

|z|2 Log(ε |z|)2 δi j , (D)

where δ denotes the Euclidean metric over D. The metric on the right-hand side of
(D) is the standard metric of a finite area hyperbolic cusp.

We henceforth identify D
∗ with its image in S and suppress α in what fol-

lows. For all r ∈]0, 1[, let Cr be the Euclidean circle of radius r about 0 in D
∗,

and let Length(Cr ) be its length with respect to the cusp metric (D). Observe that
(Length(Cr )) tends to 0 as r tends to 0.

Proposition 1 There exists a sequence (rn) converging to 0 and a point p∞ ∈ H
3 ∪

∂∞H
3 such that the sequence (Crn ) converges to {p∞} in the Hausdorff sense.

Proof By compactness of the family of compact sets, there exists a sequence (rn)
converging to 0 and a subset C∞ of ∂∞H

3 ∪ H
3 such that the sequence (Crn ) con-

verges to C∞ in the Hausdorff sense. Since the sequence (Length(Crn )) converges
to 0, C∞ consists of a single point, and the result now follows. �
For all n, we henceforth denote Cn := Crn . For all n < m, let An,m ⊆ D

∗ be the
anulus bounded by Cn and Cm and for all n, let D∗

n be the pointed disk bounded by
Cn . Let ı̂ be the Gauss lift of i . Observe that since i∗g is complete at 0, so too is ı̂∗ĝ.
For all n, denote Xn := Br (Conv(i(Cn) ∪ {p∞})).
Proposition 2 For all n, i(Dn) ⊆ Xn.

Proof Indeed, for all n < m, let Xn,m := Br (Conv(i(Cn) ∪ i(Cm))). By Lemma 2,
for all n < m, i(An,m) ⊆ Xn,m . For all n, (Xn,m) converges to Xn := Br (Conv(i(Cn)
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∪ {p∞})) in the Hausdorff sense asm tends to infinity. The result follows upon taking
limits. �

Proposition 3 p∞ ∈ ∂∞H
3.

Proof Suppose the contrary. Let ı̂ be the Gauss lift of i . Let zn ∈ D
∗ be a sequence

converging to 0. We may suppose that for all n, zn ∈ Dn . Furthermore, since ı̂∗ĝ is
complete at 0, we may suppose that zn lies at a distance of at least n from Cn with
respect to this metric. In particular, for all R > 0, there exists N ∈ N such that for
n � N , 	R,n ⊆ Dn , where 	R,n is the open ball of radius R about zn in D

∗ with
respect to the metric ı̂∗ĝ.

For all n, by Proposition 2, i(Dn) ⊆ Xn . Thus, since (Xn) converges to Br (p∞) in
the Hausdorff sense as n tends to infinity, for sufficiently large n, i(Dn) ⊆ B2r (p∞).
However, by Labourie’s Compactness Theorem, there exists a complete pointed
immersed surface (ı̂∞, S∞, z∞) towards which (ı̂,D∗, zn) subconverges. By Lemma
1, (ı̂∞, S∞, z∞) is a tube. By the preceeding discussion, and taking limits, for all
R > 0, (π ◦ ı̂∞)(	R,∞) ⊆ B2r (y∞), where 	R,∞ is the open ball of radius R about
z∞ in S∞ with respect to the metric ı̂∗∞ĝ. In other words, (π ◦ ı̂∞)(S∞) ⊆ B2r (y∞).
This is absurd, since (π ◦ ı̂∞)(S∞) is a complete geodesic, and the result follows.�

Proposition 4 (i(z)) tends to p∞ as z tends to 0.

Proof By Proposition 3, p∞ ∈ ∂∞H
3. The result now follows by Proposition 2 since

(Xn) converges to {p∞} in the Hausdorff sense as n tends to ∞. �

1.6 Limit Points of the Weierstrass Map

Proposition 5 Let (xn) ∈ H
3 be a sequence converging towards x∞ ∈ ∂∞H

3. Let
� ⊆ H

3 be a geodesic with end-point x∞. Let y∞ be the other end-point of � and
let z be any point of �. If (αn) is a sequence of isometries of H3 such that for all
n, αn(x∞) = x∞ and αn(xn) = z, then for every compact subset K ⊆ ∂∞H

3 \ {x∞},
(αn(K )) converges to {y∞} in the Hausdorff sense as n tends to ∞.

Proof We identify H
3 with the upper half-space in R

3. Upon applying an isom-
etry, we may suppose that x∞ = 0, y∞ = ∞ and z = (0, 0, 1). For all n, let
xn := (ξn, ηn, τn). For all n, the mapping αn is given in these coordinates by:

αn(x, y, t) = 1

τn
(x − ξn, y − ηn, t).

The result follows. �

Proposition 6 (
−→n ◦ ı̂)(z) tends to p∞ as z tends to 0.
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Proof Suppose the contrary. There exists a sequence (zn) converging to 0 such that
the sequence (qn) := ((

−→n ◦ ı̂)(zn)) converges to q∞ �= p∞. We may suppose that
for all n, zn ∈ Dn . Furthermore, since ı̂∗ĝ is complete at 0, we may suppose that,
for all n, zn lies at a distance of at least n from Cn with respect to this metric. In
particular, for all R > 0, there exists N ∈ N such that for all n � N , 	R,n ⊆ Dn ,
where 	R,n is the open ball of radius R about zn in D

∗ with respect to the metric
ı̂∗ĝ. Let r∞ be any other point of Ĉ distinct from both p∞ and q∞. Let � be the
geodesic joining p∞ and r∞. Let P be a totally geodesic plane in H

3 normal to �.
For all n, let αn be an isometry of H3 such that αn(p∞) = p∞, αn(Cn)∩ � �= ∅ and
αn(i(zn)) ∈ P . For all n, let in := αn ◦ i and let ı̂n be the Gauss lift of in .

Let r := Tanh−1(k). Since (Length(Cn)) tends to 0, we may suppose that, for all
n, Length(Cn) < r . Since Br (�) is convex, it follows that for all n, Conv(in(Cn) ∪
{y∞}) ⊆ Br (�). Thus, byLemma2, for alln, in(Dn) ⊆ Br (Conv(in(Cn)) ∪ {p∞}) ⊆
B2r (�). In particular, for all n, in(zn) ∈ B2r (�)∩ P , which is a compact set. Thus,
by Labourie’s Compactness Theorem, there exists a complete pointed immersed
surface (ı̂∞, S∞, z∞) towards which (ı̂n,D∗, zn) converges. Let (βn) be a sequence
of convergence maps for (ı̂n,D∗, zn) with respect to (ı̂∞, S∞, z∞). Observe that
(in ◦ βn) converges towards i∞ := π ◦ ı̂∞ in the C∞

loc sense. By Lemma 1, (ı̂∞, S∞)

is a tube and so i∞(S∞) is a complete geodesic. However, for all R > 0, there
exists N ∈ N such that for n � N , in(	R,n) ⊆ in(Dn) ⊆ B2r (�). Taking limits,
it follows that for all R > 0, i∞(	R,∞) ⊆ B2r (�), where 	R,∞ is the open ball
of radius R about z∞ in S∞ with respect to the metric ı̂∗∞ĝ. In other words,
i∞(S∞) ⊆ B2r (�). That is, i∞(S∞) is a complete geodesic lying at constant dis-
tance from �. This geodesic therefore coincides with �. In particular, ı̂∞(z∞) is a
unit normal vector to� at the point� ∩ P . That is, ı̂∞(z∞) is tangent to P at this point.
Since P is totally geodesic, it follows that q∞ := (

−→n ◦ ı̂∞)(z∞) ∈ ∂∞P . However,
(αn(qn)) = ((αn ◦ −→n ◦ ı̂)(zn)) = ((

−→n ◦ ı̂n)(zn)) converges to q∞. Furthermore, by
Proposition 4, (i(zn)) converges to p∞ as n tends to ∞. Since, by hypothesis, (qn)
remains uniformly bounded away from p∞, it follows by Proposition 5 that (αn(qn))
converges to r∞ as n tends to ∞. In particular, r∞ = q∞. This is absurd, and it
follows that (−→n ◦ ı̂)(z) converges to p∞ as z tends to 0, as desired. �

We now obtain the second part of Theorem 1:

Proposition 7 (S, ϕ∗
Ĉ) is conformally equivalent to a compact Riemann surface Ŝ

with a finite set P of points removed. Furthermore, ϕ extends to a meromorphic map
from Ŝ to ∂∞H

3 = Ĉ. That is, ϕ is a ramified covering.

Proof Let S̃ and P be as at the beginning of this section. Choose p ∈ P . LetU be a
neighbourhood of p homeomorphic to a disk such that p is the only point of P inU .
By definition ϕ := −→n ◦ ı̂ . Upon reducing U if necessary, (U, ϕ∗

Ĉ) is conformally
equivalent to the annulus Ac := {z | c < |z| < 1} where c ∈ [0, 1[. Observe that ϕ

defines a locally conformal mapping ϕ̃ : Ac → Ĉ. Furthermore, by Proposition 6,
there exists q ∈ Ĉ towards which ϕ̃(z) converges as |z| converges to c. If c > 0,
then, by classical complex analysis, ϕ̃ is constant. This is absurd, and it follows
that c = 0. Furthermore, by Cauchy’s removable singularity theorem, ϕ̃ extends
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to a holomorphic mapping from A0 into Ĉ. Since p ∈ P is arbitrary, the result
follows. �

1.7 Systoles

The proof of the first part of Theorem 1 is a fairly straightforward consequence of the
results of [10, 11]. Indeed, let S̃ be a compact Riemann surface and let ϕ : S̃ → Ĉ

be a ramified covering of the sphere. Let P ⊆ S̃ be a finite subset containing the
ramification points of ϕ such that S̃ \ P is of hyperbolic type. Choose k ∈]0, 1[. We
identify Ĉ with ∂∞H

3 in the canonical manner, and, denoting S := S̃ \ P , we define
(ik, S) to be the unique k-surface in H

3 whose Weierstrass map is ϕ. The existence
and uniqueness of ı̂k are proven in Theorem 1.4 of [10].

Proposition 8 (S, i∗k g) is complete.

Proof By Theorem 1.2 of [11], for all p ∈ P , ik(x) converges to ϕ(p) ∈ ∂∞H
3 as x

converges to p. In particular, ik is proper, and completeness follows. �

It remains to show that (S, i∗k g) has finite area. However, recall that (S, i∗k g) has
constant intrinsic curvature equal to k − 1 < 0. It is therefore sufficient to show
that for all p ∈ P , (S, i∗k g) has a hyperbolic cusp at p. This is readily proven using
systoles.We recall that for all x ∈ S, and for anymetric h over S, the systole of h at x ,
which we denote by Sys(h, x) is defined to be the length of the shortest topologically
non-trivial curve in S passing through x .

Proposition 9 There exists B > 0 such that for all x ∈ S, the systole of i∗k g at x is
no greater than B.

Proof It suffices to prove the result in a neighborhood of every point of P . Choose
p ∈ P . By Theorem 1.2 of [11], � is “asymptotically tubular” at p. That is, if ı̂k
denotes the Gauss Lift of ik , then, near p, ı̂k is a graph over a finite order tube (as
defined in Sect. 2.1) of a section which converges to zero to every order near infinity.
Formally, there exists a tube (ĵ ,R × S1) in UH

3 of finite order; a smooth section
σ of ĵ ∗TUH3 over ]0,∞[×S1; a neighbourhood 	 of p ∈ S homeomorphic to the
disk; and a homeomorphism α :]0,∞[×S1 → 	 \ {p} such that:

(1) α(s, θ) tends to p as s tends to +∞;
(2) for all (s, θ) ∈]0,∞[×S1, (ı̂kα)(s, θ) = Exp(σ (s, θ)), where Exp here denotes

the exponential map of the total space of UH3; and
(3) for all k � 0, ∇kσ(s, θ) tends to 0 as s → +∞.

Since S := S̃ \ P is of hyperbolic type, in particular, it is not contractible. Thus, for
all (s, θ) ∈]0,∞[×S1, α({s} × S1) is a closed curve passing through α(s, θ) which
is topologically non-trivial in S. Furthermore, Length(α({s} × S1); ı̂∗k ĝ) converges
to 2πN as s tends to +∞, where N is the order of the tube (ĵ ,R × S1), and ĝ
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denotes the Sasaki metric over UH3. In particular, upon reducing 	 if necessary, for
all x ∈ 	 \ {p}, we have:

Sysx (ı̂
∗
k ĝ, x) � 2πN + 1.

Since π : UH3 → H
3 is distance non-increasing, in particular, i∗k g = (π ◦ ı̂k)∗g �

ı̂∗k ĝ. Thus:
Sys(i∗k g, x) � 2πN + 1.

Since p ∈ P is arbitrary, the result follows. �
Proposition 10 (S, i∗k g) has finite area.

Proof Choose p ∈ P . Let 	 be a neighbourhood of p in S̃ which is homeomorphic
to the disk. Since i∗k g is complete and has constant instrinsic curvature equal to
k − 1 < 0, (S, i∗k g) either has a cusp or a funnel at p. Since Sys(i

∗
k g, x) is bounded,

the singularity at p cannot be a funnel. It is therefore a cusp. In particular, it has
finite area. Since p ∈ P is arbitrary, we conclude that (S, i∗k g) has finite area as
desired. �

We now prove Theorem 1:

Proof The first assertion follows from Theorem 1.4 of [10] and Propositions 8 and
10. The second assertion follows fromProposition 7. The final assertion follows from
Theorem 1.5 of [10], and this completes the proof. �
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Loss of Initial Data Under Limits of Ricci
Flows

Peter M. Topping

Abstract We construct a sequence of smooth Ricci flows on T 2, with standard
uniform C/t curvature decay, and with initial metrics converging to the standard flat
unit-area square torus g0 in the Gromov-Hausdorff sense, with the property that the
flows themselves converge not to the static Ricci flow g(t) ≡ g0, but to the static
Ricci flow g(t) ≡ 2g0 of twice the area.

Keywords Ricci flow

1 Introduction

When tasked with starting a Ricci flow with singular initial data, the standard
approach is to approximate the singular initial data by smooth initial Riemannian
metrics, then to flow each of the smoothmetrics and take a smooth limit of the smooth
resulting flows. As an example, in [8, 11, 13, 14, 16] one flows so-called Ricci limit
spaces, obtained as non-collapsed Gromov-Hausdorff limits (X, dX ) of sequences of
smooth 3-manifolds (Mi , gi ) satisfying uniform lower Ricci bounds. Each (Mi , gi )
gives rise to a Ricci flow (Mi , gi (t)) of one form or another, with uniform curvature
bounds |Rm|gi (t) ≤ C/t for t ∈ (0, T ), and Hamilton-Cheeger-Gromov compact-
ness allows one to extract a subsequence that converges to a smooth limit Ricci flow
(M, g(t)) for t ∈ (0, T ).

The challenge then is to show that the desired initial data is not lost in the limit i →
∞. In other words, we require that the smooth limit Ricci flow (M, g(t)) converges
weakly to the desired initial data (X, dX ) as t ↓ 0. This amounts to showing that
the Riemannian distance dg(t) has a uniform limit d0 as t ↓ 0, and that (M, d0)
is a metric space that is isometric to (X, dX ). In [14, 16], this was achieved by
proving uniform lower Ricci bounds on the flows gi (t). In particular, the so-called
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double bootstrap technique of [15] gives the local lower Ricci control that implies
the necessary control on the evolution of distances, and higher-dimensional versions
in the presence of stronger curvature hypotheses can be found in [1, 10], with the
closest analogue (also being purely local) in [9].

In this note we clarify that without uniform lower Ricci bounds this programme
will fail completely in general. Indeed, this loss of initial data can occur even when
(X, dX ) is a smooth manifold of any dimension n ≥ 2 and the convergence is much
stronger than Gromov-Hausdorff.

Theorem 1 Let (T 2, g0) be the standard flat square torus arising as the quotient
R

2/Z2, and let d0 : T 2 × T 2 → [0,∞) be the Riemannian distance corresponding
to g0. Then there exists a sequence of smooth Ricci flows gi (t), t ∈ [0,∞) on T 2, with
the property that |Kgi (t)| ≤ c0/t for some uniform c0, all i ∈ N, and all t ∈ (0,∞),
and so that

1. dgi (0) → d0 uniformly as i → ∞, but
2. the Ricci flows gi (t) converge smoothly locally on T 2 × (0,∞) to the flat metric

2g0 of twice the volume.

Here Kg denotes the Gauss curvature of a metric g.
Variations on Theorem 1 show that it is not even necessary for a limit Ricci

flow and a limit initial metric to share the same conformal structure. What is most
important is that the limit Ricci flow should just be larger than the limit initial metric.

Estimates of Hamilton-Perelman [7, 12] (see [15] for the local version) tell us
that the uniform c0/t decay on the curvature implies lower semicontinuity at t = 0
in the sense that

dg(t)(x, y) ≥ d0(x, y) − β
√
c0t,

for some universal β < ∞ and for t ≥ 0. Clearly there is no analogous upper semi-
continuity in this example, contrary to the situation in which there is a uniform lower
Ricci bound.

In situations where we do have uniform estimates relating d0 or dgi (0) with dgi (t)
for t > 0, one might expect better behaviour. Indeed, one might be able to analyse
the limit alone if one had a positive answer to the following, cf. [2, 13]:

Problem 1 Suppose (M, g0) is a smooth compact Riemannian manifold and g(t) is
a smooth Ricci flow on M for t ∈ (0, T )with the property that dg(t) → dg0 uniformly
as t ↓ 0. Is it then true that g(t) extends to a smooth Ricci flow for t ∈ [0, T ) with
g(0) = g0?

Thus the question is whether attainment of initial data in a metric sense implies
attainment of the initial data smoothly.

This problem is open even in extremely simple situations such as when (M, g0)
is the flat unit square torus as before. The problem is then to show that the only Ricci
flow g(t) onM for t ∈ (0, ε)with dg(t) → dg0 uniformly as t ↓ 0 is the stationary flow
g(t) ≡ g0. It is not even immediate that such a Ricci flow is conformally equivalent
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to g0. What is currently understood in this situation, thanks to the work of Richard
[13], is that if we additionally impose a hypothesis of a lower Ricci bound for
g(t) (equivalent here to a lower Gauss curvature bound) then we must indeed have
g(t) ≡ g0. The higher dimensional case is addressed in concurrent work of Deruelle,
Schulze and Simon [3] in the presence of both an upper c0/t curvature bound and a
uniform lower Ricci bound.

2 The Construction

With respect to coordinates on T 2 coming from the Euclidean coordinates x, y, we
can write g0 = dx2 + dy2. Given an initial metric u0g0, where u0 : T 2 → (0,∞) is
smooth, there exists a unique subsequent Ricci flow g(t) of the form ug0, where the
smooth function u : T 2 × [0,∞) → (0,∞) solves

⎧
⎨

⎩

∂u

∂t
= � log u on T 2 × (0,∞)

u(·, 0) = u0 on T 2,

as described by Hamilton [6] (see [4, 18] for the general theory on surfaces). By
Gauss-Bonnet, the area is constant, because

d

dt
Area(T 2, g(t)) = −2

∫

K dV = 0,

see e.g. [17, (2.5.8)]. It is often convenient to work with the function v := 1
2 log u,

which then satisfies the equation ∂v
∂t = e−2v�v, and we view this solution lifted toR2

whenever convenient. A solution v whose norm is initially bounded by� retains this
bound by the maximum principle, and parabolic regularity theory gives Ck bounds
at, say, time t = 1, depending only on k and �. (See, for example, the discussion
in Appendix B of [5].) In particular, by applying this estimate to rescaled solutions
(x, t) 
→ v(λx, λ2t), for λ > 0, we find that

|Dkv|(·, t) ≤ C(k,Λ)

t k/2
,

and in particular we can control the Gauss curvature K = −e−2v�v by

|Kg(t)| ≤ c0(Λ)

t
, (1)

(In fact, we always have Kg(t) ≥ − 1
2t , see e.g. [17, Corollary 3.2.5].)

The specific Ricci flows gi (t) will be determined by their initial data gi (0), which
in turn will be chosen to be an appropriate i-dependent function times g0. Thus as
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above we can write gi (t) = ui (t)g0, for a one parameter family of functions ui (t) :
T 2 → (0,∞). Our task is to choose the functions ui (0) appropriately.

We will choose the functions ui (0) to lie always within [1, 2]. As above, this
property is then preserved by the flow, i.e. ui (t) ∈ [1, 2] throughout T 2 and for each
t ≥ 0.

For each i , consider the lattice L of points in T 2 represented by points (a/ i, b/ i)
in R

2, where a, b ∈ {0, 1, . . . , i − 1}. For each pair of points in this lattice, choose
a minimising geodesic connecting them within (T 2, g0). Denote the union of the
images of this finite number of geodesics by	 ⊂ T 2.Weask thatui (0) takes the value
1 on the whole of 	. We can then extend to a smooth function ui (0) : T 2 → [1, 2]
with almost-maximal area in the sense that Area(T 2, gi (0)) ≥ 2 − 1/ i . (Note that
the area would be exactly 2 if we could choose ui (0) ≡ 2.) In particular,

‖ui (0) − 2‖L1(T 2,g0) ≤ 1/ i.

Since gi (0) ≥ g0, the distance dgi (0)(p, q) between any two points p, q ∈ T 2 with
respect to gi (0) must be at least d0(p, q). On the other hand, we can always find a
point P in the lattice L such that the distance from p to P is less than 1/ i when
measured with respect to g0 or even with respect to 2g0 or gi (0). Similarly we can
find a lattice point Q close to q. Since ui (0) = 1 on 	, the distance between lattice
points with respect to gi (0) is equal to the distance with respect to g0. Thus

dgi (0)(p, q) ≤ dgi (0)(p, P) + dgi (0)(P, Q) + dgi (0)(Q, q)

≤ dg0(P, Q) + 2

i

≤ dg0(P, p) + dg0(p, q) + dg0(q, Q) + 2

i

≤ dg0(p, q) + 4

i

(2)

and we see that dgi (0)(p, q) converges uniformly to d0(p, q) as i → ∞, as required.
We now turn to the subsequent flows gi (t) = ui (t)g0. By the discussion above,

we have Area(T 2, gi (t)) = Area(T 2, gi (0)) ≥ 2 − 1/ i , or equivalently

‖ui (t) − 2‖L1(T 2,g0) ≤ 1/ i. (3)

Moreover, the flows gi (t) satisfy a uniform Gauss curvature estimate |Kgi (t)| ≤ c0
t ,

for some universal c0, as required. Their conformal factors also enjoy uniform Ck

bounds for any k ∈ N over T 2 × [δ,∞), any δ > 0, where the bounds depend on
k and δ. Thus a subsequence will converge smoothly locally on T 2 × (0,∞) (as
tensors) to a limit Ricci flow g(t) = u(t)g0. By passing (3) to the limit, we find that
g(t) ≡ 2g0.
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Semi-discrete Maximal Surfaces with
Singularities in Minkowski Space

Masashi Yasumoto

Abstract We investigate semi-discrete maximal surfaces with singularities in
Minkowski 3-space. In the smooth case, maximal surfaces (spacelike surfaces with
mean curvature identically 0) in Minkowski 3-space admit a Weierstrass-type repre-
sentation and they generally have singularities. In this paper, we first describe semi-
discrete isothermic maximal surfaces in Minkowski 3-space and give a Weierstrass-
type representation for them determined from integrable system principles. Fur-
thermore, we show that semi-discrete isothermic maximal surfaces admit associated
one-parameter families of deformations whosemean curvature remains identically 0.
Finally we give a criterion that naturally describes the unified scheme of the “singular
set” for these semi-discrete maximal surfaces, including the associated family.

Keywords Discrete differential geometry · Surface theory · Weierstrass-type
representation · Singularity

1 Introduction

1.1 Overview

The study of surfaces with certain curvature conditions is a classical and important
research subject in differential geometry. In particular, since minimal surfaces and
constant mean curvature (CMC, for short) surfaces have a variety of important prop-
erties such as curvature conditions, variational characterizations, integrabilities and
so on, they are central objects in this subject.

In this paper we consider spacelike surfaces with vanishing mean curvature in 3-
dimensional Minkowski space R2,1, which are called (spacelike) maximal surfaces.
Like in the case of minimal surfaces in the Euclidean 3-space R3, maximal surfaces
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inR2,1 are critical points of total area, more precisely, they are locally maximizers of
their area. Also, a Weierstrass-type representation for conformal maximal surfaces
in R

2,1 was derived by Kobayashi [10], which is similar to the one for conformal
minimal surfaces. With this formula, our next task is to construct concrete exam-
ples and to analyze their global behaviors. A major difference between minimal and
maximal surfaces is that maximal surfaces in R2,1 generally have singularities. This
property naturally leads us to considering maximal surfaces with singularities, and
there are a large number of interesting examples of maximal surfaces with singulari-
ties. Furthermore, recent progress on the treatment of singularities using differential
geometric approaches enables us to analyze what types of singularities appear on
maximal surfaces. Details can be found in [5–7, 10, 11, 19] for example.

Apart from the smooth case, the related research field of discrete differential
geometry has been developed by various approaches. Here we briefly review recent
progress on this subject. In particular, Bobenko and Pinkall [1] described a discrete
version of isothermic surfaces (surfaces with conformal curvature line coordinates)
in R3 and they derived a Weierstrass representation for discrete isothermic minimal
surfaces. More recently, by Burstall, Hertrich-Jeromin, Rossman [3], a discrete sur-
face theory in other 3-dimensional spaceforms based on integrable transformations
has been described. Due to these works, we are able to treat more general discrete
surfaces that are not necessarily discrete isothermic. Continuing from the work in
[1], during the last decade, semi-discrete surface theory has been established. It is
expected that this theory plays a pivotal role in understanding similarities and differ-
ences between discrete and smooth objects. Müller and Wallner [15] (see also [14])
introduced semi-discrete isothermic surfaces and semi-discrete minimal surfaces in
R

3, and Rossman and the author [17] gave a Weierstrass representation for semi-
discrete isothermic minimal surfaces in R3. Furthermore, initiated by [4, 8, 12] (see
also [13]), a discrete or semi-discrete surface theory independent of the choice of
“coordinate system” has been launched.

1.2 Previous Works

Here we briefly review smooth maximal surfaces. For more theory, see [10, 19, 20],
for example. Let

R
2,1 := ({(x1, x2, x0)t |x j ∈ R}, 〈·, ·〉)

be 3-dimensional Minkowski space with the Lorentz metric

〈(x1, x2, x0)t , (y1, y2, y0)t 〉 = x1y1 + x2y2 − x0y0,

and‖X‖2 = 〈X, X〉 for all X ∈ R
2,1.Note that‖X‖2 canbe zeroor negative. Forfixed

d ∈ R and vector n ∈ R
2,1 \ {0}, a plane P = {X ∈ R

2,1 | 〈X, n〉 = d} is spacelike
or timelike or lightlike when n is timelike or spacelike or lightlike, respectively.
Furthermore, a smooth surface inR2,1 is spacelike if its tangent planes are spacelike.
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Let f : � → R
2,1 be a conformal immersion,where� is a simply-connected domain

in C with complex coordinate z = u + √−1v (u, v ∈ R). f is a maximal surface if
it is spacelike (which follows automatically from the conformality condition) with
mean curvature identically 0. Defining

H
2
+ := {X = (x1, x2, x0)

t ∈ R
2,1|〈X, X〉 = −1, x0 > 0},

H
2
− := {X = (x1, x2, x0)

t ∈ R
2,1|〈X, X〉 = −1, x0 < 0},

we have the following proposition, analogous to the case of smooth minimal surfaces
in R3 (and having a similar proof):

Proposition 1 Away from umbilic points, smooth maximal surfaces lie in the class
of isothermic surfaces. In addition, a spacelike immersion f = f (u, v) is a maximal
surface if and only if it has a dual surface f ∗, solving

f ∗
u = fu

‖ fu‖2 , f ∗
v = − fv

‖ fv‖2 ,

contained in H2+ ∪ H
2−. This dual surface is the Gauss map of the maximal surface.

We can locally construct any smooth maximal surface f with isothermic coordi-
nates u, v from a smooth holomorphic function g : � → C by solving

fu = Re

(
1 + g2

gu
,

√−1(1 − g2)

gu
,−2g

gu

)t

,

fv = −Re

(
1 + g2

gv

,

√−1(1 − g2)

gv

,−2g

gv

)t

.

The function g is stereographic projection of the Gauss map. On the other hand,
unlike the case of minimal surfaces in R

3, smooth maximal surfaces in R
2,1 have

singularities when |g| = 1. Furthermore, we can construct a one-parameter family
f θ of an isothermic maximal surface f by solving

f θ
u = Re

(
e
√−1θ

(
1 + g2

gu
,

√−1(1 − g2)

gu
,−2g

gu

))t

,

f θ
v = −Re

(
e
√−1θ

(
1 + g2

gv

,

√−1(1 − g2)

gv

,−2g

gv

))t

(θ ∈ [0, 2π)).

Note that f θ is not necessarily isothermic but still a maximal surface. This family is
called the associated family of f .
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1.3 Main Results

In this paper, we briefly review a theory of semi-discrete isothermic surfaces in
R

2,1 and describe a particular class of semi-discrete isothermic surfaces called semi-
discrete isothermic maximal surfaces. In order to introduce our theorems, here we set
up several terminologies and symbols. Let x : Z × R (or some subdomain) → R

2,1

be a semi-discrete surface parametrized by k ∈ Z, t ∈ R. In this paper we abbreviate

x = x(k, t), x1 := x(k + 1, t), ∂x = x ′ := dx

dt
, Δx := x1 − x,

and [x, x1] denotes the edge with the two endpoints x and x1.
Using the notion of Christoffel transforms for semi-discrete isothermic surfaces

in R
2,1, we derive a Weierstrass-type representation for semi-discrete isothermic

maximal surfaces, which is our first result:

Theorem 1 Any semi-discrete isothermic maximal surface x can be locally con-
structed using semi-discrete holomorphic functions g (defined in Sect.2 here, along
with the associated functions τ , σ, with the same domain as for x) to the complex
plane C by solving

∂x = −τ

2
Re

(
1 + g2

g′ ,

√−1(1 − g2)

g′ ,−2g

g′

)t

=: −τ

2
Re(φ),

Δx = σ

2
Re

(
1 + gg1

Δg
,

√−1(1 − gg1)

Δg
,−g + g1

Δg

)t

=: σ

2
Re(ψ).

(1)

Furthermore, semi-discrete isothermic maximal surfaces in R
2,1 admit one-

parameter families xθ of semi-discrete surfaces having vanishing mean curvature
by multiplying φ and ψ by λ = e

√−1θ (θ ∈ [0, 2π)), and solving

∂xθ = −τ

2
Re(λφ), Δxθ = σ

2
Re(λψ) . (2)

In Sect. 5. it is shown that the mean curvature of xθ is identically 0. Such a family is
called an associated family of a semi-discrete isothermic maximal surface.

As mentioned before, smooth maximal surfaces generally have singularities. So it
is natural to expect that semi-discrete maximal surfaces generally have certain “sin-
gularities”. In the discrete case, it was shown in [20] that discrete isothermicmaximal
surfaces inR2,1 generally had singularities (singularities of discrete isothermic max-
imal surfaces are called singular faces), and we analyzed such singularities. More
recently, Lam and the author [13] investigated another type of discrete maximal
surface in R2,1 and analyzed their singularities.

In the smooth case, the condition for singular points ofmaximal surfaces to appear
is invariant under the deformation parameterλ of the associated family. So the natural
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Fig. 1 An example for
which the tangent circle C
through g, g1 intersects S1,
and thus for which the
singular edge [x, x1] appears

question arising from this property is to find a characterization of singularities of the
associated family xθ given by Eq. (2). Singularities of xθ are called singular edges
(Sect. 6), and we show the following result:

Theorem 2 Let g : Z × R → C be a semi-discrete holomorphic function, and let
xθ be a semi-discrete maximal surface determined from g. Then the edge [xθ, xθ

1 ] is
a singular edge if and only if the tangent circle C at g, g1 intersects S1 = {z ∈ C |
|z| = 1}.

Aswill be seen in Sect. 6, any semi-discretemaximal admits a unique “unit normal
vector field” from Z × R to the unit 2-sphere S2 ⊂ R

3 globally. Thus semi-discrete
maximal surfaces can be regarded as a semi-discrete version of “frontals” that often
appear in the context of singularity theory (Fig. 1).

2 Semi-discrete Isothermic Surfaces in R
2,1

Here we define semi-discrete conjugate and circular nets in R
2,1. The notion of

semi-discrete surfaces here is almost the same as in R
3 (see [15]). In Definition 2,

“circle” denotes the intersection of a translated light cone L
2
p and a plane, where

L
2
p := {x ∈ R

2,1|〈x − p, x − p〉 = 0} for fixed p ∈ R
2,1.

Definition 1 Let x : Z × R → R
2,1 be a semi-discrete surface.

• x is a semi-discrete conjugate net if ∂x , Δx and ∂Δx are linearly dependent.
• x is a semi-discrete circular net if there exists a circle C passing through x and x1
that is tangent to ∂x , ∂x1 there (for all k, t).
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Semi-discrete circular nets can be regarded as a semi-discrete version of space-
like surfaces in R

2,1 parametrized by curvature line coordinates. So semi-discrete
isothermic surfaces must belong to the class of semi-discrete circular nets. In [15],
semi-discrete isothermic surfaces are defined as semi-discrete circular nets having
Christoffel duals. It is a natural description of semi-discrete isothermic surfaces,
since Christoffel dualizability characterizes isothermic surfaces in the smooth case.
Following [2], we can derive another characterization of semi-discrete isothermic
surfaces in R

2,1. Identifying elements in R
2,1 with 2 × 2 matrices by the following

identification

R
2,1 � (x1, x2, x0)

t ∼=
( √−1x0 x1 − √−1x2
x1 + √−1x2 −√−1x0

)
∈ su1,1,

where su1,1 is theLie algebra of theLie groupSU1,1, we have the following equivalent
condition for a semi-discrete conjugate net to be semi-discrete circular. For simplicity,
for a given semi-discrete surface x , X : Z × R → su1,1 is expressed as a 2 × 2matrix
corresponding to x , that is, we use the following expression

R
2,1 � x(k, t) = (x1(k, t), x2(k, t), x0(k, t))

t

∼=
( √−1x0(k, t) x1(k, t) − √−1x2(k, t)
x1(k, t) + √−1x2(k, t) −√−1x0(k, t)

)
= X (k, t) ∈ su1,1.

Using the notion of tangent cross ratio, we have the following proposition.

Proposition 2 Let x be a semi-discrete conjugate net inR2,1. Then x is semi-discrete
circular if and only if

Q(x, x1) := ∂X · (ΔX)−1 · ∂X1 · (ΔX)−1 = cI,

where I is the 2 × 2 identity matrix, c ∈ R and c < 0. If x satisfies the above condi-
tion, c is called a tangent cross ratio of x.

As a particular class of semi-discrete circular nets, semi-discrete isothermic sur-
faces in R2,1 are as follows:

Definition 2 Let x be a semi-discrete circular net. Then x is called semi-discrete

isothermic if the tangent cross ratio c of x is c = − τ (t)

σ(k)
< 0, where τ (t) (resp. σ(k))

is a positive scalar function depending only on the smooth parameter t (resp. discrete
parameter k). In particular, a semi-discrete isothermic surface g is a semi-discrete
holomorphic function if the image of g lies in R2 ∼= C.

Remark 1 We have two remarks here.

1. Definition 2 is slightly different from the original one in [15]. In [15], semi-
discrete isothermic surfaces inR3 are defined as semi-discrete circular nets satis-
fying 〈Δx,Δx〉 = σνν1, 〈∂x, ∂x〉 = τν2, where ν is a positive-valued function
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depending on (k, t). On the other hand, it was shown in [2] that this property was
equivalent to Definition 2. Here we define semi-discrete isothermic surfaces in
R

2,1 as in Definition 2.
2. For any semi-discrete holomorphic function g, Definition 2 is equivalent to

g′ · g′
1

(Δg)2
= − τ

σ
. (3)

In the smooth case, as already mentioned before, maximal surfaces in R
2,1 lie in

the class of isothermic surfaces. Furthermore, here we define a semi-discrete version
of Christoffel duals of isothermic surfaces.

Definition 3 Lat x be a semi-discrete isothermic surface in R2,1 with tangent cross
ratio −τ/σ. Then x∗ is called a Christoffel dual (or, dual surface) of x if x∗ solves

∂x∗ = −τ
∂x

‖∂x‖2 , ∂x∗ = σ
Δx

‖Δx‖2 .

Remark 2 There always exists aChristoffel dual x∗ of x , and x∗ is also semi-discrete
isothermic with the same tangent cross ratio as for x .

In the smooth and discrete cases, smooth or discrete isothermic maximal surfaces
inR2,1 can be characterized as havingChristoffel duals that are inscribed inH2+ ∪ H

2−
(see [20] and Proposition 1). Motivated by this, we define semi-discrete isothermic
maximal surfaces as follows1:

Definition 4 A semi-discrete isothermic surface x is semi-discrete isothermic max-
imal if its dual x∗ can be inscribed in H

2+ ∪ H
2−.

3 Proof of Theorem 1

We start by proving the first half of Theorem 1. Let g be a semi-discrete holomorphic

function with tangent cross ratio − τ

σ
. First we temporarily assume that |g| �= 1, and

then

x∗ := 1

|g|2 − 1

(−2Re(g),−2Im(g), |g|2 + 1
)t ∈ H

2
+ ∪ H

2
− ⊂ R

2,1 ∼= C × R

is semi-discrete isothermic, because x∗ is the image of g under the inverse of stere-
ographic projection. (Here, the symbol “∼=” is used because we are identifying R2,1

and C × R.) Then

1We will define mean curvatures of general semi-discrete surfaces later. More details can be found
in Sect. 5.
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∂x∗ ∼= 2

(|g|2 − 1)2

(
g′ + g′g2

−(g′ḡ + g′g)

)
,

Δx∗ ∼= 2

(|g|2 − 1)(|g1|2 − 1)

(
Δg + Δggg1

−(Δgḡ1 + Δgg)

)
.

It follows that ‖x∗‖2 = 4|g′|2
(|g|2 − 1)2

, ‖Δx∗‖2 = 4|Δg|2
(|g|2 − 1)(|g1|2 − 1)

, and

−τ
∂x∗

‖∂x∗‖2
∼= − τ

2|g′|2
(

g′ − ḡ′g2
g′ḡ + ḡ′g

)
= −τ

2

⎛
⎝Re

(
1+g2

g′

)
+ √−1Re

(√−1(1−g2)
g′

)
−Re

(
2g
g′

)
⎞
⎠

∼= −τ

2
Re

⎛
⎝ 1

g′

⎛
⎝ 1 + g2√−1(1 − g2)

−2g

⎞
⎠

⎞
⎠ = ∂x .

Similarly, we can compute

σ

‖Δx∗‖2 Δx∗ = σ

2
Re

⎛
⎝ 1

Δg

⎛
⎝ 1 + gg1√−1(1 − gg1)

−(g + g1)

⎞
⎠

⎞
⎠ = Δx .

Thus if x solving (1) exists, x and x∗ are dual to each other, and x will be semi-
discrete isothermic. Since x∗ is inscribed inH2+ ∪ H

2−, x is semi-discrete isothermic
maximal if x exists. To show existence of x , we need to show compatibility of the
two equations in (1), and this amounts to showing that the two operators Δ and ∂ in
(1) commute, that is,

∂ (Re(ψ)) = Δ(Re(φ)) , (4)

where
ψ := σ

2Δg
(1 + gg1,

√−1(1 − gg1),−(g + g1))
t ,

φ := − τ

2 g′ (1 + g2,
√−1(1 − g2),−2g)t .

(5)

For our later convenience, we show the following lemma.

Lemma 1 Let φ and ψ be vector-valued functions in C
3 described by g as in Eq.

(5). Then
∂ψ = Δφ (6)

holds for any given semi-discrete holomorphic function g.

Proof Using Eq. (3), one can compute:
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Left-hand side of (6) = σ

2(Δg)2

⎛
⎝ g′(1 + g21) − g′

1(1 + g2)√−1g′(1 − g21) − √−1g′
1(1 − g2)

−2g′g1 + 2gg′
1

⎞
⎠

= σ

2

(
− τ

σg′g′
1

) ⎛
⎝ g′(1 + g21) − g′

1(1 + g2)√−1g′(1 − g21) − √−1g′
1(1 − g2)

−2g′g1 + 2gg′
1

⎞
⎠ = right-hand side of (6),

proving the lemma.

Now we prove the final sentence of Theorem 1. Let x be a semi-discrete maximal
surface, and ψ be stereographic projection ψ : H2+ ∪ H

2− → C. Then by definition,
there exists a dual x∗ that is semi-discrete isothermic and inscribed in H

2+ ∪ H
2−.

Taking
g := ψ ◦ x∗,

g is a semi-discrete holomorphic function. Then g produces x via Eq. (1), which
completes the proof.

4 Examples of Semi-discrete Isothermic Maximal Surfaces

Example 1 We can construct a semi-discrete isothermic maximal Enneper surface
by taking (Fig. 2)

Fig. 2 Two semi-discrete maximal Enneper surfaces
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Fig. 3 At upper column: From left to right, semi-discrete isothermicmaximal surfaces of revolution
with discrete profile curve and timelike, spacelike, and lightlike axis respectively. At lower column:
From left to right, semi-discrete isothermic maximal surfaces of revolution with smooth profile
curve and timelike, spacelike, and lightlike axis respectively

g(k, t) = c(k + √−1t) (resp. g(k, t) = c(k + √−1t)) (c ∈ R \ {0})

in Theorem 1.

Example 2 We can construct semi-discrete isothermic maximal surfaces of revolu-
tion with timelike, spacelike, or lightlike axes. Pictures can be found in Fig. 3. In the
semi-discrete case, we can consider two kinds of semi-discrete maximal surfaces of
revolution as follows:

Table 1 Semi-discrete holomorphic functions of semi-discrete isothermic maximal surfaces of
revolution

Rotational axis Profile curve Rotational direction Semi-discrete holomorphic
function

Timelike Discrete Smooth e−hk+√−1t

Timelike Smooth Discrete e−t+√−1hk

Spacelike Discrete Smooth
− sinh(hk) + √−1 sin(t)

cos(t) − cosh(hk)

Spacelike Smooth Discrete
− sinh(hk) + √−1 sin(t)

cos(t) − cosh(hk)

Lightlike Discrete Smooth 1 − 4h

2h(1 + √−1t) + √
βk

Lightlike Smooth Discrete
(
√−1 + hk)2 + 3βt2

1 + h2k2 − 2
√
3βt + 3βt2
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1. Semi-discrete maximal surfaces of revolution with discrete profile curve,
2. Semi-discrete maximal surfaces of revolution with smooth profile curve.

The corresponding semi-discrete holomorphic functions are listed in Table1.

5 Associated Families of Semi-discrete Maximal Surfaces

In this section we discuss associated families of semi-discrete isothermic maximal
surfaces in R

2,1. The associated families of semi-discrete maximal surfaces in R
2,1

are defined as follows:

Definition 5 Let x be a semi-discrete isothermic maximal surface obtained by solv-
ing Eq. (1). Then a one-parameter family xθ of x defined by

∂xθ := −τ

2
Re(λφ), Δxθ := σ

2
Re(λψ), λ = e

√−1θ (θ ∈ [0, 2π)) (7)

is called an associated family of x for θ ∈ [0, 2π).

Note that the compatibility condition ∂(Δxθ) = Δ(∂xθ) holds. In fact, using
Lemma 1, we have

∂(Δxθ) = ∂
(
Re

(
(cos θ + √−1 sin θ) · (Re(ψ) + √−1Im(ψ))

))
= cos θ · ∂(Re(ψ)) − sin θ · ∂(Im(ψ)) = cos θ · Δ(Re(φ)) − sin θ · Δ(Im(φ))

= Δ(∂xθ).

Furthermore, by the same argument as in [4], Eq. (7) can be generically rewritten
as

∂xθ = − τ

‖∂n‖2 (cos θ · ∂n + sin θ · n × ∂n) ,

Δxθ = σ

‖Δn‖2 (cos θ · Δn + sin θ · n × Δn) .
(8)

Here we define curvatures of semi-discrete surfaces in R
2,1. Curvatures of semi-

discrete circular surfaces in R
3 were first introduced in [9]. After that, Carl [4]

introduced a curvature theory for more general classes of semi-discrete surfaces.
Motivated by these works, here we formulate curvatures of semi-discrete surfaces
in R

2,1. We consider the following class of semi-discrete surfaces, and we define
Gaussian and mean curvatures of such semi-discrete surfaces. The main idea comes
from the previous works [4, 8].

Definition 6 Let f : Z × R → R
2,1 be a semi-discrete surface and let n : Z × R →

H
2+ ∪ H

2− be another semi-discrete surface with (n + n1) × ∂n timelike. Then the
pair ( f, n) of f and n is called coupled if
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Δ f ⊥ (n + n1) and ∂ f ⊥ n

holds. For a given coupled pair ( f, n), we define partial derivatives by

∂1 f := Δ f, ∂1n := Δn, ∂2 f := ∂ f + ∂ f1
2

, ∂2n := ∂n + ∂n1
2

,

and the first, second, and third fundamental forms of f are defined by

I :=
(〈π(∂1 f ),π(∂1 f )〉 〈π(∂1 f ),π(∂2 f )〉

〈π(∂1 f ),π(∂2 f )〉 〈π(∂2 f ),π(∂2 f )〉
)

, I I :=
(〈∂1 f, ∂1n〉 〈∂1 f, ∂2n〉

〈∂2 f, ∂1n〉 〈∂2 f, ∂2n〉
)

,

I I I :=
(〈∂1n, ∂1n〉 〈∂1n, ∂2n〉

〈∂1n, ∂2n〉 〈∂2n, ∂2n〉
)

,

where π(X) := X + 〈X, N 〉N and N := ∂1n × ∂2n√−‖∂1n × ∂2n‖2 . Then

K := det I−1 I I, H = 1

2
tr I−1 I I

are called the Gaussian and mean curvatures of f , respectively.

Remark 3 If ( f, n) is coupled, the second fundamental form I I of f is symmetric.
The proof is similar to the one in [4].

Like in the case of semi-discrete minimal surfaces in R
3, we show the following

property. Note that ∂1n × ∂2n is not necessarily timelike. When considering curva-
tures of semi-discrete surfaces, we assume that ∂1n × ∂2n is timelike.

Theorem 3 The xθ described in Definition 5 has vanishing mean curvature.

In order to show Theorem 3, we first introduce the wedge product of two vectors
in R2,1 and its basic property.

Definition 7 (and Lemma) For x = (x1, x2, x0)t , y = (y1, y2, y0)t ∈ R
2,1 and e1 =

(1, 0, 0)t , e2 = (0, 1, 0)t , e0 = (0, 0, 1)t ,

x × y :=
∣∣∣∣∣∣
e1 e2 −e0
x1 x2 x0
y1 y2 y0

∣∣∣∣∣∣
denotes the wedge product of x and y in R2,1, and x × y ⊥ x and y. And

(α × β) × γ = −(〈α, γ〉β − 〈β, γ〉γ), ‖α × β‖2 = −‖α‖2‖β‖2 + 〈α,β〉2 (9)

hold for all α,β, γ ∈ R
2,1.



Semi-discrete Maximal Surfaces … 275

In [4], Carl computed the mean curvature of semi-discrete isothermic minimal
surfaces and their associated families by observing a geometric property. Here we
prove Theorem 3 directly. The computation is tedious, but the advantage of this proof
is that we can extend it to more general cases. In Definition 6, set

( f, n) = (
xθ, n

) (
n = 1

|g|2 − 1
(−2Re(g),−2Im(g), |g|2 + 1)t

)
.

ByEq. (8),we can easily check that (xθ, n) is generically coupled. Sowe can compute
the mean curvature of xθ. By definition, the mean curvature H of xθ is expressed by

H = ξ(k, t)

‖π(∂1xθ)‖2‖π(∂2xθ)‖2 − 〈π(∂1xθ),π(∂2xθ)〉2 , where

ξ(k, t) = ‖π(∂1x
θ)‖2〈∂2x

θ, ∂2n〉 + ‖π(∂2x
θ)‖2〈∂1x

θ, ∂1n〉
−2〈π(∂1x

θ),π(∂2x
θ)〉〈∂1x

θ, ∂2n〉.

Here we show Theorem 3. Our goal is to show that xθ has vanishing mean cur-
vature, so we only have to show that ξ(k, t) = 0 identically. First, we can calculate
that

‖π(∂1x
θ)‖2 = −‖Δxθ × {Δn × (∂n + ∂n1)}‖2

‖Δn × (∂n + ∂1)‖2 ,

〈π(∂1x
θ),π(∂2x

θ)〉 = 1

2‖Δn × (∂n + ∂1)‖2
(
〈Δxθ, ∂xθ + ∂xθ

1 〉‖Δn × (∂n + ∂1)‖2

−〈Δxθ,Δn × (∂n + ∂n1)〉〈∂xθ + ∂xθ
1 ,Δn × (∂n + ∂n1)〉

)
,

‖π(∂2x
θ)‖2 = −‖(∂xθ + ∂xθ

1 ) × {Δn × (∂n + ∂n1)}‖2
4‖Δn × (∂n + ∂1)‖2 ,

〈∂1xθ, ∂1n〉 = −σ cos θ

2
, 〈∂2xθ, ∂2n〉 = − τ

4

{
2 cos θ + cos θ

(
1

‖∂n‖2 + 1

‖∂n1‖2
)

+ sin θ

( 〈n × ∂n, ∂n1〉
‖∂n‖2 + 〈n1 × ∂n1, ∂n〉

‖∂n1‖2
)}

,

〈∂1xθ, ∂2n〉 = σ

2‖Δn‖2 {cos θ〈Δn, ∂n + ∂n1〉 + sin θ〈n × Δn, ∂n + ∂n1〉}.

Substituting n = 1

|g|2 − 1

(−2Re(g),−2Im(g), |g|2 + 1
)t

and Eqs. (3), (8) into

ξ(k, t), we can directly show that ξ(k, t) = 0, proving the theorem.

6 Singularities of Semi-discrete Maximal Surfaces

In this section we discuss singularities of semi-discrete maximal surfaces in R
2,1.

An interesting point is that singularities of associated families of semi-discrete max-
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imal surfaces can be described by the direction of special vectors. More analysis on
singularities of semi-discrete circular nets with Weierstrass-type representations can
be found in [16, 21].

6.1 Singularities of Semi-discrete Isothermic Maximal
Surfaces

In this subsection we discuss singularities of semi-discrete isothermic maximal sur-
faces. Note that, as in Fig. 4, even when we consider semi-discrete circular surfaces
in R

3, they may have configurations that appear to have “singularities”. Unlike the
case of discrete surfaces, semi-discrete surfaces can be considered as a discrete one-
parameter family of smooth curves, and each curve may have singularities. We can
also consider semi-discrete surfaces as a discrete one-parameter family of strips
{(1 − s)xk + s · xk+1|s ∈ [0, 1]}, and we can imagine finding singularities of each
strip in terms of the two smooth parameters t , s. In this sense, Müller, Wallner [15]
showed that, when a semi-discrete surface in R

3 is isothermic, these strips do not
have singularities.

Returning to the case of R2,1, semi-discrete surfaces actually depend on only a
discrete parameter k and a smooth parameter t , so we would like to define “singular-
ities” of semi-discrete surfaces in a way that depends on only those two parameters.
From this viewpoint, it is suitable to define singularities of semi-discrete surfaces
as we do in Definition 8 below. At present, we do not have a general definition
of singularities on semi-discrete surfaces, but in the case of semi-discrete maximal
surfaces, we can define their singular edges as below. In the smooth case, except at
singularities, the tangent planes at all points are spacelike, which leads to this natural
description of singularities of semi-discrete maximal surfaces:

Definition 8 Let x be a semi-discrete maximal surface. Then the edge [x, x1] for
some k, t is a singular edge if the plane P(x, x1) spanned by {∂x,Δx, ∂Δx} is not
spacelike.

Fig. 4 Parallel surfaces of a semi-discrete minimal Enneper surface in R
3, with mesh shown and

without mesh shown. This surface appears to have singularities
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Here we prove Theorem 2 for semi-discrete isothermicmaximal surfaces. Let g be
a semi-discrete holomorphic function, and let x be the semi-discrete maximal surface
given by g. Let [x, x1] be an edge for which the corresponding tangent circle C of g
may or may not intersect S1. The dual surface x∗ has tangent planes along edges that
are parallel to those of x , so it suffices to consider whether the conic section passing
through x∗ and x∗

1 lies in a non-spacelike plane.
Let C ⊂ C be a circle tangent to g′, g′

1 at g, g1 with center a + √−1b and radius
r , and let [x∗, x∗

1 ] be the edge given by the image of the inverse of stereographic
projection. Taking p ∈ C , the image of the map

C � p := x + √−1y �→
(

− 2x

|p|2 − 1
,− 2y

|p|2 − 1
,
|p|2 + 1

|p|2 − 1

)
∈ H

2
+ ∪ H

2
−

lies in the plane

P := {(x1, x2, x0)t ∈ R
2,1|〈(x1, x2, x0)t , N 〉 = −(a2 + b2 − r2 − 1)},

where N = (−2a,−2b, a2 + b2 − r2 + 1)t .P is not spacelike if and only if n is not
timelike. By using the circularity condition of g, one can check that x∗, x∗

1 , ∂x
∗ and

∂x∗
1 lie in a plane parallel to

P := {(x1, x2, x0)t ∈ R
2,1|〈(x1, x2, x0)t , N 〉 = 0}.

One can compute that

〈N , N 〉 = −{(a2 + b2) − (r − 1)2}{(a2 + b2) − (r + 1)2},

so the condition that n is not timelike gives

|r − 1| ≤
√
a2 + b2 ≤ r + 1. (10)

On the other hand, considering the distance between the origin and a + ib, and the
radii of S1 andC , one can check thatC intersects S1 if and only if (10) holds, proving
the theorem.

6.2 Singularities of Associated Families of Semi-discrete
Isothermic Maximal Surfaces

In this subsection we further discuss singularities of associated families of semi-
discrete maximal surfaces. Note that the associated family of a semi-discrete isother-
micmaximal surface is no longer semi-discrete conjugate nets. So the same argument
does not work for the associated families.
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In order to characterize singularities of semi-discrete maximal surfaces, we define
a new type of vectors for semi-discrete maximal surfaces. These vectors can be
regarded as normal vector fields of frontals (for the notion of frontals, see [18] for
example).

Definition 9 Let xθ be a semi-discretemaximal surface obtained byEq. (8). A vector
N defined on each edge is called an edge normal of [x, x1] if

∣∣∣∣∣
〈

∂xθ × Δxθ√|‖∂xθ × Δxθ‖2| , N
〉∣∣∣∣∣ =

∣∣∣∣∣∣
〈

∂xθ
1 × Δxθ√

|‖∂xθ
1 × Δxθ‖2|

, N

〉∣∣∣∣∣∣ .
Furthermore, if N is not spacelike, the edge [x, x1] is called a singular edge.

Here we show Theorem 2. One can start from

∂xθ × Δxθ ‖ αβ(cos θ · ∂n + sin θ · (n × ∂n)) × (cos θ · Δn + sin θ · (n × Δn))

= cos2 θ · ∂n × Δn + sin θ cos θ · ∂n × (n × Δn) + sin θ cos θ · (n × ∂n) × Δn

+ sin2 θ · (n × ∂n) × (n × Δn).

Using Eq. (9), we have (Fig. 5)

∂n × (n × Δn) = −(n × Δn) × ∂n = 〈n, ∂n〉Δn − 〈Δn, ∂n〉n = −〈Δn, ∂n〉n,

(n × ∂n) × Δ = 〈∂n, n × Δn〉n − 〈n, n × Δn〉 = 〈∂n, n × Δn〉n
(n × ∂n) × (n × Δn) = 〈∂n, n × Δn〉n − 〈n, n × Δn〉∂n = 〈∂n, n × Δn〉n,

(∂n × Δn) × n = 〈Δn, n〉∂n − 〈∂n, n〉Δn = 〈Δn, n〉∂n.

Furthermore, differentiating the identity 〈n, n × Δn〉 = 0 implies

〈n, ∂n × Δn〉 = −〈∂n, n × Δn〉.
Combining them, we have

∂xθ × Δxθ ‖ cos2 θ · N − d sin2 θ · n + sin θ cos θ · (n × N ) (setting ∂n × Δn = c1N ).

Therefore, we have∣∣∣∣∣
〈

∂xθ × Δxθ√|‖∂xθ × Δxθ‖2| , N
〉∣∣∣∣∣ =

√
| cos2 θ‖N‖2 − d2 sin2 θ| ,

where d := 〈n, N 〉 = 〈n1, N 〉. Similarly,
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Fig. 5 The associated family of a semi-discrete maximal surface of revolution with timelike axis
and smooth profile curve

∣∣∣∣∣∣
〈

∂xθ
1 × Δxθ√

|‖∂xθ
1 × Δxθ‖2|

, N

〉∣∣∣∣∣∣ =
√

| cos2 θ‖N‖2 − d2 sin2 θ| ,

proving the theorem.
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