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13th International Conference on Security,
Safety and Sustainability, ICGS3-21

Cybersecurity Privacy and Freedom Protection
in the Connected World 14th and 15th January 21

About the Conference

Following the successful 12th ICGS3, we have much pleasure in announcing the
13th International Conference on Global Security, Safety & Sustainability.

Year 2020 will be remembered as a year of COVID-19 pandemic year with a
profound impact on our lives and challenging times for governments around the
world with technology as a backbone of tools to assist us to work remotely while
in self-isolation and in total lockdown. Every individual and organisation are faced
with the challenges of the adoption of technological change and understand that
nothing will be the same for some time after and even when normality resumes. AI,
blockchain, machine learning, IoT, IoMT, IIoT all are tested and applied at a very
rapid turnaround as we go through the pandemic day after day. However, all these
transformations can bring many associated risks regarding data, such as privacy,
transparency, exploitation and ownership.

Since the COVID-19 pandemic in January 2020, governments and organisations;
small or large have seen an increase in cyber-attacks. Hackers, through recon-
naissance and some network intrusions, targeting nation states medical research
facilities, healthcare organisations conducting research into the virus, financial
sectors and so on. Early in April 2020, the UK and the US security agencies sound
COVID-19 threat alert “…Cybersecurity Infrastructure and Security Agency issued
a joint warning that hacking groups associated with nation-state governments are
exploiting the COVID-19 pandemic as part of their cyber operations…”.

The advancement of Artificial Intelligence (AI), coupled with the prolificacy of
the Internet of Things (IoT) devices is creating smart societies that are interconnected.
The expansion of Big Data and volumetric metadata generated and collated by these
mechanisms not only give greater depth of understanding but as change is coming at
an unprecedented pace COVID-19 driving the cultural changes and the public sector
innovations to a new height of responsibilities.

vii
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Further development and analysis of defence tactics and countermeasures are
needed fast to understand security vulnerabilities which will be exploited by the
cybercriminals by identifying newer technologies that can aid in protecting and
securing data with a range of supporting processes to provide a higher level of cyber
resilience.

The ethical implications of connecting the physical and digital worlds, and
presenting the reality of a truly interconnected society, presents the realisation of
the concept of smart societies in reality.

ThisAnnual International Conference is an established platform inwhich security,
safety and sustainability issues can be examined from several global perspectives
through dialogue between academics, students, government representatives, chief
executives, security professionals and research scientists from the United Kingdom
and from around the globe.

The TWO-day Virtual conference will focus on the challenges of complexity, the
rapid pace of change and risk/opportunity issues associated with the twenty-first-
century lifestyle, systems and infrastructures.

Prof. Hamid Jahankhani
General Chair of the Conference

October 2020
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Artificial Intelligence
and the International Information
and Psychological Security

Konstantin A. Pantserev and Konstantin A. Golubev

Abstract The paper considers the problem of malicious use of technologies that are
based on artificial intelligence (AI). The authors presume that the need to develop
advanced technologies is seen by states as essential to ensuring their global leadership
and technological sovereignty. Particular focus is on AI-based technologies whose
capabilities are growing at unprecedented rates. AI has already become part and
parcel of intelligent machine translation and transport systems. AI-based technolo-
gies are widely used inmedical diagnostics, e-Commerce, online training and even in
the production of news and information.Meanwhile, world’s top search engines have
offered their users voice assistants that significantly simplify and accelerate search
for relevant information.Yet, evidentlymost technological innovations that aremeant
to make our lives easier could potentially be used for malicious purposes. Therefore,
the rapid growth of our dependency on hybrid computer intelligent systems renders
national critical infrastructure extremely vulnerable to attacks by those who would
like to use AI-based technologies to cause significant harm to a nation, which in
turn poses a serious challenge to psychological and information security of people
around theworld. The paper discussesways ofmalicious use ofAI and offers possible
instruments of mitigating the threat that advanced technologies are posing.

Keywords Artificial intelligence · Strategic communication · International
information and psychological security · Information and psychological warfare

1 Introduction

Developing advanced technologies is deemed a sine-qua-non to ensure one’s global
leadership in today’s world. Particular focus is on technologies that are based on arti-
ficial intelligence (AI). The latter’s capabilities have been growing at unprecedented
rates. Nowadays, AI-algorithms are widely used in intelligent machine translation
systems, medical diagnostics, electronic commerce, on-line education, intelligent

K. A. Pantserev (B) · K. A. Golubev
Saint-Petersburg State University, 7/9 Universitetskaya Emb, 199034 Saint-Petersburg, Russia
e-mail: k.pantserev@spbu.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
H. Jahankhani et al. (eds.), Cybersecurity, Privacy and Freedom Protection
in the Connected World, Advanced Sciences and Technologies for Security
Applications, https://doi.org/10.1007/978-3-030-68534-8_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68534-8_1&domain=pdf
https://orcid.org/0000-0560-6988-9200
https://orcid.org/0000-0080-7399-6600
mailto:k.pantserev@spbu.ru
https://doi.org/10.1007/978-3-030-68534-8_1


2 K. A. Pantserev and K. A. Golubev

transport systems and even in the production of news and information. Meanwhile,
world’s top search engines have offered their users voice assistants that significantly
simplify and accelerate search for relevant information.

Often a time, developers of AI-based solutions receive financial support from
their national governments.According to official data, over 30 countries have adopted
national strategies and roadmaps related toAI.Those include theUSA,China, France,
Japan, Russia, and UAE to name just a few [1].

Yet, evidently most technological innovations that are meant to make our lives
easier could potentially be used for malicious purposes. Therefore, the rapid growth
of our dependency on hybrid computer intelligent systems renders national critical
infrastructure extremely vulnerable to attacks by those who would like to use AI-
based technologies to cause significant harm to a nation, which in turn poses a serious
challenge to psychological and information security of people around the world.

2 Artificial Intelligence: From Imaginary Threats to Real
Ones

As a result of the advances in computer science, complex algorithms are becoming
an integral part of people’s daily routines. Yet, one has to be conscious that those
technologies in fact could present a real threat to individual and collective security
at both national and international levels. Thus, researchers who are involved in the
development of AI are divided over the issue of assessing the threat to the future
of humanity in the age of smart societies. Some (e.g. Bill Gates, Mark Zuckerberg)
view technological breakthroughs in AI as an opportunity for people to leave behind
monotonous work and engage in self-actualization. Yet, others (e.g. Moshe Vardi,
Steven Hocking) admonish that a rapid development of such technologies could
trigger mass unemployment or even World War III. Therefore, we should get ready
to deal with the risks coming from advanced technologies, trying to mitigate those
before they turn into a real threat. That is why it seems crucial to elaborate effective
mechanisms of legislature at both national and international levels to regulate the
application of AI-technologies.

Particularly daunting are the rapid rates at which contemporary information tech-
nologies develop, so clearly neither national legislature, nor the system of interna-
tional law, let alone the existing mechanisms of control, can keep up with those.
This is the main challenge of the digital age. Most technological innovations devel-
oped over the recent years are supposed to make people’s lives easier, yet the lack
of effective control mechanisms, as well as that of a proper regulatory framework,
dramatically increases the risk of malicious use of such technologies.

As D. Bazarkina and E. Pashentsev argue, possible malicious use of artificial
intelligence “can cause serious destabilizing effects on the social and political devel-
opment of the country and the system of international relations” [2]. However, given
that AI-based technologies are a relatively recent phenomenon, there are few if any
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real cases of malicious use of artificial intelligence either by actual actors of inter-
national psychological warfare or by terrorists. Yet, it seems almost inevitable that
destructive elements of all kinds, when they get familiar with such technologies, will
put the latter to malicious use before long. Therefore, we need to be prescient about
the ways of possible malicious use of AI in order to elaborate pre-emptive measures
of neutralizing those threats. Nonetheless, some threats have already materialized.

Thus we suggest dividing all threats connected to artificial intelligence into two
types, namely latent challenges that threaten international psychological security
and actual ones that threaten individual psychological security. Latent ways of mali-
cious use of artificial intelligence have been studied by professors Bazarkina and
Pashentsev in their work “Artificial Intelligence and New Threats to International
Psychological Security.” In it they highlight the following potential threats that have
to do with an active use of advanced technologies:

– Malicious takeover of integrated, all-encompassing systems that either actively
or primarily use AI;

– Delivery of explosives by or causing crashes with commercial AI systems such
as drones or autonomous vehicles [2].

To that list should be added such threats as:

– Autonomous weapon systems programmed for killing. Nowadays, most leading
nations are racing to develop various intelligent armament systems. One can spec-
ulate that in the nearest future the nuclear arms race will give way to that of
developing military hybrid intelligent systems. One can only imagine what would
happen if a national army lost control over such intelligent systems or if such
systems fell into the hands of terrorists.

– Social manipulative practices. Currently, social media aided by AI-algorithms
can effectively target prospective consumers. Likewise, using access to personal
data of millions of people, knowing their needs, strengths and weaknesses, AI-
algorithms could be used maliciously also to engage in mind manipulation and
direct propaganda at specific audiences.

– Invasion of privacy. This threat is already with us. Now ill-minded individuals
can track every step of online users, as well as calculate the exact times of their
doing daily chores. In addition, surveillance cameras are being installed almost
everywhere, taking advantage of facial recognition algorithms that easily identify
each and every one.

– Mistakes by operators. The human element will remain crucial even if there
appear smart machines capable of learning on their own. AI is valuable to us
primarily because of its high productivity and efficiency. However, if we fail to
define the objectives clearly for an AI-system, their optimal attainment could have
unintended consequences.

– Lack of data. As is well known, AI-algorithms are based on processing data and
information. The more data is fed into the system, the more accurate the result
will be. Yet, if there is insufficient data to perform a particular task or if the data
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has been corrupted by perpetrators, it could cause fatal glitches within the entire
AI-system, which could cause unpredictable outcomes.

Finally, we should pinpoint yet another risk factor that might be the most
significant one—our increased dependency on advanced technologies that are inte-
grated into every aspect of daily life of each individual, overseeing the func-
tioning of numerous applications and even most critical infrastructure. Clearly such
technologies will be a magnet to ill-minded people and terrorists of all sorts.

In particular, nowadays one can observe a rapid growth of complex intelligent
automated systems. Such systems span a wide range of useful applications such as
the organisation and optimisation of traffic or the management of large facilities
and infrastructure. In the meantime, one should bear in mind that all those intelligent
systems canbecomean easy target to high-tech terrorist attacks.One canonly imagine
the consequences of an interception of control over the transport management system
of a major city such as New York, Moscow, Paris, Sidney, Beijing, Shanghai, Tokyo,
Seoul or over intelligent navigation systems that are used by vessels and aircraft.
Undoubtedly such incidents could result in numerous casualties or cause panic and
create a climate that from information and psychological perspectives would be
conducive to further hostile actions.

Another plausible scenario is for future high-tech AI-based systems that manage
energy grids of large industrial regions to be hacked by an adversary or terrorists,
resulting in unfathomable damage.

The aforementioned examples are only imaginary threats; nevertheless, society
must come to grips with such challenges. In our opinion, as of now, the real threat
comes not from hypothetic terrorists trying to gain control over hybrid intelligent
automated systems but from relatively experienced perpetrators who possess suffi-
cient knowledge of AI-algorithms. For example, they can devise intelligent bots
whosemission is tomisinformordinary people, create unfavourable public opinion or
manipulate news agenda [3].Undoubtedly suchbots canbewidely used in defamation
campaigns against individuals, groups and entire nations.

The greatest danger still, as of now, is posed by those fake videos created with the
help of AI, whose fabricated yet realistic footage is capable of confusing the general
public regarding what in fact is happening around the world.

In and of itself, the technology (Generative Adversarial Networks) of making fake
videos, also knownas deepfakes, applies certain algorithms to synthesise facialmove-
ments of humans based on AI. Most importantly, one needs neither fancy skills nor
knowledge in AI or machine learning to create such videos. All tasks are performed
by a computer application which can be freely downloaded from the Internet.

One of such applications is FakeApp. It can superimpose a person’s face onto
someone else’s. It has a rather intuitive interface and a detailed help file about how to
produce deepfake videos. What is required is a sufficient amount of authentic video
footage of the person one intends to recreate so that the application could render it
to be as realistic as possible.
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The application allows users with the most basic skills in computers to produce
replicas of any person that walk and talk like their prototype and pronounce any
nonsense one can only think of.

This latter threat has alreadybecomepart of our reality. Starting inDecember 2017,
there appeared on the Web a number of fake porno video clips starring well-known
Hollywood actresses such as Gal Gadot, Chloë Moretz, Jessica Alba and Scarlett
Johansson. Those films by no means pose a threat to international psychological
security but they demonstrate a possibility to threaten personal psychological security
because few people would want to be cast in such films. Yet, what is worse, there
are already fake videos out there featuring such salient political figures as Vladimir
Putin, Donald Trump and Barak Obama.

So far, fake footage featuring world leaders has been put out either for fun or to
demonstrate the capability of this new technology. However, some experts caution
that in the future deepfakes could become so realistic that this could have a detrimental
impact on world politics as a whole [4].

One of the most extraordinary examples of deepfake videos was the one created
by American filmmaker Jordan Peel back in April 2018. It featured the former US
President Barak Obama badmouthing the incumbent President Donald Trump. The
idea behind the film was not to misinform the audience but to draw attention to the
potential danger of this new advanced technology [5].

The Russian President Vladimir Putin has also been a target of such deepfakes.
One of such video clips featured Mr. Putin boasting that it was him who put Donald
Trump into the Oval Office [6].

Last but not least, there was a phony video that showed U.S. President Donald
Trump speaking at the White House, declaring that the United States was going to
withdraw from the Paris climate agreement and calling on Belgium to follow suit.
That video was made and distributed by the Flemish Socialist Party. So far, this has
been the first and only real case of using deepfake technology to pursue political
aims. Still, it was a relatively innocuous endeavour since its creators did not intend
to misinform their audiences. On the contrary, at the end of it, the fictitious character
of Donald Trump revealed that the videowas fake. In fact, the Flemish Socialist Party
simply wanted to draw public attention once again to the problem of climate change
by calling on the people to sign a petition to invest more money into alternative
sources of energy and electric cars and to shut down the nuclear power plant Doel in
Flanders [7].

Still, the above cases clearly demonstrate the harmful potential of this new tech-
nology that allows any person with basic computer skills, using a desktop application
available to be downloaded from the Web, to create a deepfake video of any person
and to put any words in his or her mouth. It seems highly likely that terrorist groups
will shortly take advantage of this promising technology and start using it in order to
incite ethnic hatred or to recruit new acolytes to their ranks. This last point brings us
to a conclusion that in the current age of fake news and disinformation society will
have to grapple with some serious challenges to national and international security.

We are already suffering from information overload due to huge volumes of infor-
mation created not only by professional journalists but ordinary social media users



6 K. A. Pantserev and K. A. Golubev

who very often disseminate unwittingly or on purpose unverified stories or even
outright lies. The advent of technology capable of creating deepfake videos presents
yet another challenge—we can no longer trust what we see or hear for any video that
one comes across on the Web, no matter how veritable it may seem, may in fact be
fake, contributing further to “widespread uncertainty” which “may enable deceitful
politicians to deflect accusations of lying by claiming that nothing can be proved and
believed” [8].

Worse still, according to some experts, in the nearest future, as deepfake tech-
nology progresses, one simply will not be able to tell a real video from a fake one [9].
The future, then, may turn out rather terrifying. One can imagine the chaos that would
result if a fake video came out with the US President announcing an “impending
nuclear missile attack on North Korea” [10]. This could absolutely perplex audi-
ences as to what is happening to their world. And if people are not able to trust what
they see or hear, they will choose for themselves what they want to believe [11]. As
Chesney and Citron argue:

“Imagine a video depicting the Israeli prime minister in private conversation with
a colleague, seemingly revealing a plan to carry out a series of political assassinations
in Tehran. Or an audio clip of Iranian officials planning a covert operation to kill
Sunni leaders in a particular province of Iraq. Or a video showing an American
general in Afghanistan burning a Koran. In a world already primed for violence,
such recordings would have a powerful potential for incitement. Now imagine that
these recordings could be faked using tools available to almost anyone with a laptop
and access to the Internet—and that the resulting fakes are so convincing that they are
impossible to distinguish from the real thing. Advances in digital technologies could
soonmake this nightmare a reality. Thanks to the rise of “deepfakes”—highly realistic
and difficult-to-detect digital manipulations of audio or video—it is becoming easier
than ever to portray someone saying or doing something he or she never said or did”
[12].

The cases cited above lead one to ponder about how we should respond to those
challenges. What clearly comes out is that it is necessary to work out effective
mechanisms that could put a lid on uncontrolled spread of deepfakes of this kind
so as to neutralize their toxic content. In the meantime, computer science experts
are working hard to come up with specific algorithms that would be able to detect
deepfakes. Once in effect, such algorithms could be used by social media platforms
such as Facebook and Twitter to inspect and mark up uploaded videos before they
could be viewed by other users.

Yet, as of now, there are no efficient algorithms that could detect deepfakes with
100% certainty. Moreover, it should be noted that deepfake technology is getting
better with each detection cycle. And this is just one side of the coin. The other
one is that there exists no law to regulate the process of creation and distribution of
deepfakes.

When working on the appropriate legislation, aiming to stop the spread of toxic
deepfakes, we would run into a serious problem since any unjustified prohibition
to create or distribute fake videos would be interpreted as a violation of the basic
principle of freedomof speech and expression. Therefore, we believe it important that
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the legislature draw a distinction between malicious use of deepfakes that are aimed
to create some toxic content and the sort of satire, creative effort and self-expression.
Until this conundrum is solved, therewill be no law to regulate the process of creation
and distribution of deepfakes. This means that in the short term one should expect a
flurry of highly realistic and difficult-to-detect deepfakes to come out, raising the risk
of destabilisation of international system and threatening the global psychological
security.

3 Conclusion

Nowadays, most advanced nations increasingly focus on developing AI-based
systems. This trend in science and technology becomes a key priority for the national
development of every country to ensure technological sovereignty in the contempo-
rary digital age. Yet, the rapid integration of AI into our daily life increases the
risk of malicious use of such technologies, which can put personal, national and
international psychological security in jeopardy.

In our opinion the real and present danger, as of now, lies with deepfakes. In the
contemporary information environment, it has become the rule of thumb to double-
check any information published on the Web. However, the emergence of deepfakes
puts disinformation at a qualitatively new level where it could be used maliciously
not only by cyber prankers but also by various perpetrators, terrorists and other
destructive elements. The numerous cases of deepfake videos out there has shown
clearly that this new technology could be used to blackmail and terrify people who
in fact have done nothing wrong.

Thus it becomes crucial for the international community to elaborate effective
mechanisms to control the spread of deepfakes with toxic content. Nowadays,
computer science experts are trying to elaborate appropriate algorithms to detect
deepfakes. The problem, however, is that there currently exists no methodology to
ensure 100 percent detection rate. Worse still, the practical implementation of such
algorithms would be stumbling over some serious legislative obstacles for as long as
this field remains free of legislative regulation.

Given all that, it seems extremely important to elaborate an appropriate legal base
as quickly as possible to deal with deepfakes so as to distinguish between malicious
use of this technology and the innocuous one—that of satire, creativity and self-
expression. Until then, we can expect some toxic content created with the help of
AI-based deepfake technology to threaten the stability of political systems around
the world.
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Blockchain Medicine Administration
Records (BMAR): Reflections
and Modelling Blockchain with UML

Ian Mitchell

Abstract Modelling blockchain should be easy? There are many figures and
diagrams that are intuitive, however they are often unorthodox and do not comply
with standard modelling techniques, e.g., UML. The enterprise blockchain system
designed is for Medicines Administration Records (MARs) and requires audits for
accreditation, that exposes vulnerabilities to unauthorised access and alteration.
These alterations are made in order to pass inspection of the auditors and often
completed to correct human errors unforeseen until the audit. The design stage has
five stages and includes four stages from UML. The initial stage looks at how effec-
tive blockchain is as a solution for the problem domain, and then followed by Use
Case, Sequence, State Machine and Deployment. The final design was implemented
and the overall approach is evaluated.

Keywords Blockchain modelling · Permissioned blockchain · Blockchain
development · Medication administration records · Medication administration
errors

1 Introduction

The ability to model before building is strategic to any engineering domain.
Blockchain engineering is no different, and blockchainmodelling has producedmany
illustrations that are intuitive and bespoke. The diagrams are different and unorthodox
to other software engineering practices. The approach taken here utilises and tries to
adapt existing models to blockchain engineering project in healthcare, Blockchain
Medicines Administration Records, or BMARs [1] for short. So, the problem is
twofold: (i) develop a blockchain consortium for BMARs; and, (ii) understand the
issueswithmodelling blockchainwithUML.Thenext section introduces the problem
domain and the rest of the paper looks at how to model this as a blockchain using
UML notation.
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2 Problem Domain

Falsification of documentation or records is something that healthcare profes-
sionals deny publicly, but privately there are issues. Healthcare professionals have
to complete equipment checks, document the administration of medication and its
reactions to patients, and many other processes that all require auditing by some
central governing quality assurance agency. The evidence is anecdotal that falsifica-
tion occurs, and only comes to light when there are whistle-blowers or the patient
makes a litigation. The temptation when a lawsuit is issued, is to amend, edit or
destroy the documentation and to retrospectively contaminate the evidence in favour
of the defendant. Whilst rare, there are cases that indicate that this occurs and how
tragic the consequences are [2]. In this case the U.S. supreme court decided that
the destruction and alteration of medical records by a paediatrician was to evade the
potential medical malpractice that could have followed.

It is not only paediatricians or General Practitioners, that can spoliate evidence or
make mistakes. All healthcare professionals have opportunities to do this. Removing
this opportunity, promotes trust between all parties, and is the ambition of BMARs
[1]. Briefly, BMARs uses blockchain to automate and audit the completion of
Medicines Administration Records, see [3] for further information on advice on
MARs completion.

2.1 Blockchain

Permissioned blockchain development is inspired by the work of [4], and relies
on append-only decentralised ledgers, but this is where the similarities stop. Permis-
sioned blockchain development does not require Practical Byzantine Fault Tolerance,
PBFT [5, 6], since all the parties involved in the blockchain development channel
are to be trusted and therefore requires only fault tolerance. This difference allows
faster andmore efficient consensus algorithms since they do not have to ascertain trust
between each party. This in turn sees increased throughput in updating the blockchain
and reduces the energy expedited. The other differences are: (i) that permissioned
blockchains are written in Turing complete languages, e.g., Java, and is therefore
deterministic; and (ii) tokens or crypto-currency is optional.

So far, so good but what about patient privacy and confidentiality, surely this can
be compromised on a network? This final point is significant and important to all
healthcare professionals, if we are going to use blockchain technology to overcome
this, the question of security and service-user (SU) privacy and confidentiality has to
arise. This will be looked at in more detail, but essentially the same technology that
keeps transactions anonymous on a permissionless blockchain, e.g., bitcoin, is used
to keep information secure and private on a permissioned blockchain.
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2.2 Medicines Administration Records, MARs

Themotivation is to prevent falsification of documentation. Falsification can include,
the destruction, editing, overwriting, and any other means of altering the medical
data. The solution is to use permissioned blockchain technology to medical data. The
problem domain is still required, one of the simple tasks that healthcare professionals
have to complete when administering drugs to service users (SU), is the use of a
MARs sheet. The MARs sheet records when an SU receives medication and their
reaction to it. It can also record the refusal to take medication and the method in
which it was applied. Guidance on completion of MARs sheets includes the 6 R’s
[7], which are:

1. right resident,
2. right medicine,
3. right route,
4. right dosage,
5. right time; and,
6. right to refuse.

The MARs sheet is preserved and included in quality assurance inspections. For
theUK this is completed by the CareQuality Commission, CQC,which is the accred-
iting body for all healthcare providers, including care homes. So, the problem defini-
tion is to design and model a permissioned blockchain application that implements
MARs.

The rest of this paper is divided up into, Sect. 3 the method and approach used
to model blockchain, Sect. 4 the evaluation of the system and Sect. 5 discusses the
issues and summarises the approached used.

3 Method

For reasons aforementioned, permissioned blockchain is conducive to implement
applications that deal with medical data or records. There are many blockchain
medical applications, e.g., see [8–10] that handle medical data. From these, and other
applications it is known that auditability is apt for blockchain; and, e-Health Records
(EHR) can be stored on blockchain, without contravening any of the Caldicott princi-
ples [11, 12]. However, the first stage of any design is to ask if blockchain is a suitable
solution? This is not a feasibility study but a quick review to decide if blockchain
technology is conducive to solving the given problem. In technology, buzzwords and
trends sometimes overrule common sense, in the 1990s everything was Web 1.0 and
everyone wanted a website. Web 2.0 saw everything shift to user-content generation,
or/and social media, again the applications of this had huge success but also saw
many instances of Web 2.0 backfire on organisations. Web 3.0 [13] is blockchain
or decentralised ledgers, and the advantage is that the mistake of using gratuitous
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technical solutions to problems that are solved has been done in Web 1.0 and 2.0—it
is the intention of Web 3.0 not to make the same mistakes.

3.1 Blockchain Efficacy Analysis

So, when designing a decentralised application, be it permissioned or permissionless,
there are some guidelines to see if your problem domain is conducive to blockchain.
This simple set of guidelines can be found as a flowchart in [24, p. 57]. There are six
questions, adapted from [14], that are going to be answered below for BMARs:

Need a shared consistent data store? According to Oscar Research [15] there
are over 20,000 care homes registered in the UK. Whilst not all of these may have
facilities or trained personnel to administer medicines, many of them will, e.g., 5028
are Nursing Homes. There is not so much a need to share data across a community
of care homes, however there is a need to share data with the auditors. So, yes there
is a need to share consistent data with auditor.

More than one participant to contribute data? In each care home there are
multiple SUs, across a single country there are multiple care homes. There is not
an exact number available in the UK, but if only 10% of the care homes used MAR
sheets, then everyday there would be at least 2,000 records produced. All could be
subject to falsification or errors. So, yes more than one participant would contribute
data.

Data records are never updated or deleted? These records should never be
edited or deleted. Even after the SU’s death these anonymous records would remain
for relevant investigations. MAR sheets themselves should never be altered or
edited in anyway. The information about participants, Care Home Providers (CPH),
prescriptions and medication are stored on a database—these already exist. The
blockchain, via a secure channel, would only store information when a specific event
occurs and store a record of that as a transaction. The transaction is evidence of a
specific instance of an event occurring. So, yes data records are never updated or
deleted.

Sensitive identifiers are not written to the data store? This is the biggest
challenge and all data would be anonymised. The auditors are not interested in
the personal details of the SUs, they are only interested the quality of care the SU
receives. This issue has been discussed for this application in [12] and all theCaldicott
principles are adhered to. So, yes there are no sensitive identifiers written to the
blockchain.

Whowould control the data? The blockchainwould be permissioned and central
control be given to the auditing agency, e.g. CQC. So, yes the auditing agency would
have control of nodes and therefore the data.

A tamperproof log of all the writes to the data store? This is absolutely neces-
sary to ensure that the medication is administered correctly and therefore, yes a
tamperproof log is required.
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Fig. 1 Use case diagram for medication administration records, MARs

In essence, the above questions have all affirmative answers and therefore Medi-
cation Administration Records is conducive to blockchain technology. Any negative
answers to the above would require further research and proceed with caution. This
stage is probably themost important and decides whether to progress to the following
subsections.

3.2 Use Case

Figure 1 illustrates the Use Case Diagram for the system. The use case shows the
interaction of participants with the system and each use case is described below:

Register: The registration and deregistration of an SU to an instance of a CHP is
completed by a manager. This registration would trigger smart contracts, that may
re-order prescriptions from a medical professional and more. Smart contracts would
invalidate any further MARs entries and prevent re-ordering of prescriptions to the
same Care Home provider when an SU has been deregistered. All transactions are
recorded anonymously on the blockchain.

Prescribe: The Doctor participant in our use case diagram is responsible for
generating the prescription, which in turn generates the MAR sheet. This procedure
may differ from country to country, in the UK the prescription is forwarded to the
pharmacy,who dispense themedication and generate the correspondingMARs sheet.
A prepared MAR sheet will include the dosages, timings, medicine administer code
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Fig. 2 Sequence diagram for medicine administration records blockchain application

(e.g. oral), and other information for the duration of the prescription, which can be
28 days or 1 week.

Administer: The carer will administer the medication overtly and thus allow the
SU to refuse or reject the dosage. This would then be recorded; such actions could
involve the smart contract contacting for further medical assistance or advice.

Observe: Any reactions that are abnormal would be recorded and observed and
then the Carer would provide further support by looking at the SU’s personal care
plan and request further professional advice of how serious the consequences are.

Audit: Auditors can audit the system at any time, as can managers. The Auditors
cannot identify individuals from querying the blockchain. Running smart contracts
will have sufficient privileges to access generated MARs and determine from the
blockchain if any transgressions should be bought to the attention of the Auditor.
The system is not concerned with attribution and this would be the responsibility of
the Auditing agency and the Manager.

Once agreed and completed, the modelling moves to the next stage, the sequence
diagram. Normally, a class diagram would be produced for data, however, there is
probably an adequate databasewith the information installed and therefore thiswould
not be required. If there is nodatabase then a class diagramwouldbe required,wehave
skipped this part since the database already existed and the blockchain complements
the database, not replaces it.
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3.3 Sequence Diagram

The sequence diagram will help identify the transactions explicitly and indepen-
dently. The traditional approach to sequence diagrams is to have a sequence diagram
per use case, however, a holistic approach has been taken and consider the overall
system as a sequence diagram and in it identify the transactions.

Figure 2 illustrates the sequence diagram and the key issue in this diagram is the
addition of the blockchain, represented by the class BC. This would not appear in the
class diagram and at first would appear as an error. This is deliberate and represents
the information store on the blockchain. There are six different types of transactions
(TX) represented in the lifecycle of a MAR sheet, and they are described below:

TX1: is to ensure that an immutable record is kept of the registration of an SU to a
care provider by a manager and prevent medication being administered to unregister
SUs. Information included: manager signature, SU primary key, care home primary
key and timestamp.

TX2: is to ensure that an immutable record of the prescription by a qualified
medical professional. Other systems will record this and it is not the intention of
this system to control the ordering and re-ordering of prescriptions. This system is
just to record the prescription has been completed. The identity of the individual is
kept anonymous and has to be completed before a MAR sheet can be generated.
Information included: SU primary key, digital signature of the Doctor/Participant,
and timestamp.

TX3: is to ensure that an immutable record of the generation of the MAR sheet.
Documents stored on blockchain is frowned upon, since they would require constant
updates and contradict one of the questions on never changing information, so it
is not the MARs sheet that is stored on the blockchain, but a record of it being
generated. Information included: SU primary key, digital signature of the generator
and timestamp.

Fig. 3 State machine diagram for medicine administration records blockchain application



16 I. Mitchell

TX4: is to ensure that an immutable record of the administration of a medicine to
an individual. This record is repetitive and continues until the prescription becomes
invalid. It would include: carer signature; SU primary key; MARS primary key;
timestamp; and, observation notes.

TX5: is to ensure that an immutable record is kept of when the prescription
becomes invalid and a renewal process is requested. Essentially, this is when the
MARs sheet runs out of rows to complete and a new one is reordered, however, there
could be other reasons, e.g., patient is showing a bad reaction to medication. This
also ends the combined fragment in Fig. 3. Information included: carer signature,
SU primary key and timestamp.

TX6: is to ensure that an immutable record is kept of the deregistration of an
SU from a home. This would be completed by a manager and invalidate any MARs
entries. There would be a period of grace for transition and agreed by the manager
and dependent on the SU’s needs. Information included: care home primary key,
manager signature, SU primary key and timestamp.

The use case, along with knowledge of the MARs procedure has informed the
identification of the transactions above. The next stage is to think of each of these
transactions and what further events they can trigger. The next section considers
smart contracts modelling with state machine diagrams.

3.4 Smart Contracts—State Machine Diagram

In [16] smart contracts, SCs, are defined as, “… business rules and state…”. SCs
automatically update the ledger when certain pre-conditions are agreed. The design
of these has been covered in [17], despite the excellent description and case study,
this primarily looked at individual smart contract design and was completed using
unorthodox diagrams. Our challenge is to observe the state change for each of the
transactions, and there is no better diagram than UMLs state machine diagrams.
Figure 3 shows the state machine diagram for the case study and associates each of
the transactions, TX1-6, identified in Sect. 3.3.

Then a detailed analysis, much like the one offered in [17], is required of the
possible smart contract implications. For example, the smart contracts for the comple-
tion of a MARs entry could complete the automatic renewal request when its state
is 5 working days, estimated time to renew prescription, from completion. During
an audit of this nature it is what is missing, not present, that indicates errors. MARs
entries left empty are crucial and indicate the omission and are not to be confused
with SU’s refusal or inability to acceptmedicines, of the administering of a prescribed
medicine. Again, smart contracts would be responsible for highlighting these omis-
sions to auditors, they could even be used to help prevent omissions due to forgetful-
ness and remind Healthcare professional of an imminent medicine requiring admin-
istering, reduction in omissions have been recorded in [18] as a result of sending
reminders to healthcare professionals.
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Fig. 4 Deployment diagram for medicine administration records blockchain application

Such detail is crucial to the development of a future Decentralised Autonomous
Organisation, DAO. Until now everything is suggest in a sequence, however, the next
sub-section can be completed in parallel with the detailed analysis of smart contracts,
and concerns the physical architecture.

3.5 Architecture—Deployment Diagram

Figure 4 illustrates the UML deployment diagram. The Blockchain MARs consor-
tium would be deployed on the auditing agency’s server, in the UK this is the CQC.
For auditing networks, the control is normally centralised to a governing body that
can be trusted. Within this device access to several ‘Nodes’ or ‘peers’ is permitted,
which are used to determine, via consensus, the blocks added to the blockchain.
Each node would have its own copy of the blockchain, which would be accessible
for querying for Audits.

Note that the CHP has its own database, and that the proposed blockchain system
is not to replace the database, but complement it by providing an append-only ledger
that is updated by secure protocol and can be used for auditing purposes. Such a
database that could be reflected in the class diagram model for data and provide key
information as to the attributes being passed.

The auditor would not have system access, but would be granted read access
privileges by. Certificate authorities would issue various certificates to communicate
and would be part of the channel configuration.

Normally, instances on a deployment diagram are not shown, however, it is impor-
tant to consider the consequence of adding another instance of a CHP. In our case
study, the instances of Doctor and Auditor have no consequence to the physical
design. However, the introduction of a second CHP has a significant effect. This is
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Fig. 5 Deployment diagram for multi-channel architecture for medicine administration records
blockchain application with two Care Home Providers (CHP)

something worthwhile considering during the design stage, to determine if a single
channel is sufficient for communication as the number of instances increase. This is
discussed in the next sub-section.

Multi-Channel Fig. 5 shows two organisations, CHP 1 & 2. These devices repre-
sent managers and healthcare professionals, essentially all devices working in the
Care Homes under a single organisation. GDPR [19] and National data protection
laws, see [20], permits sharing data within an organisation and therefore multiple
care homes managed by a single organisation operate under a single channel. Natu-
rally, there would be restrictions in place to prevent unauthorised access and this can
be completed using ABAC [21], that is supported by Hyperledger.

This does require access by both Doctors and Auditors, so use cases for auditing
and prescribing/MARs would have to reflect the correct channel and certificate to
use - this would probably require a portal to access the individual CHPs.

The separation of a group of nodes indicate that there are two ledgers, one for each
channel. Access control can be implemented to restrict access to only trans-actions
from a particular care home. Therefore, there is a decision to implement a multi-
channel blockchain, each channel having its own ledger. Terminating blockchains
can also be difficult and the ledgers could easily be removed and would not persist
elsewhere by closing the channel and therefore removing the associated nodes, e.g.,
where a CHP fails accreditation and is removed.

Throughput is difficult to estimate, however the blockchain system can be opti-
mised based on: blocksize; number of channels; StateDB used; and, peer resources.
Optimising these for your Hyperledger consortium is discussed in [22] and should be
considered when designing your architecture. Depending on the settings [22] shows
that these can exceed 2000 transaction per second (TPS) for a single channel network.

Finally, something outside the realms of this paper, there is the opportunity for the
two CHPs to communicate via their own private blockchain. This could be the hiring
of staff, use of temporary staff or other resources these organisations may share.
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4 Evaluation

The prototype was built using hyperledger composer [23]. Whilst deprecated, it
is an excellent tool for building prototype permissioned blockchains before the
construction on hyperledger fabric.

One issue that was soon apparent is that people make mistakes, or user errors.
This did not stop the model, nor information being stored on a blockchain. It is not
unusual for someone to push or click a wrong button on a form, whilst this would still
be recorded on the blockchain, an additional functionality was added to include the
reversal of this action and another TX. Thiswould be followed by the corrected action
and an appropriate TX made—users should be made aware that mistakes cannot be
altered, only corrected and this does not overwrite the error, merely adds a new block
demonstrating that the previous error is acknowledged and a further transaction is to
be made to make the appropriate correction. This correction facility is time-bound
and cannot be completed after a certain time has elapse from the original submission.

In summary, here there are five important stages of development for blockchain
engineering:

1. Blockchain Efficacy Analysis: Is the dog wagging the tail, or the tail wagging
the dog. Is blockchain generating problems, or being used to solve them? Is the
blockchain system proposed the most effective technology to provide a solution
to the given problem. Auditability is conducive to blockchain, but it does not
mean every audit requires a blockchain.

2. Use Case: Identify the main updates required for the blockchain.
3. Sequence Diagram: Identify the key transactions to generate information on

the blocks.
4. Smart Contracts: Use state machine diagrams to model state changes, these

should help identify the transactions andwhere smart contracts can interact with
the system.

5. Deployment: Most permissioned blockchains are going to have a similar
deployment figure. You need to identify the use cases and how and where they
are deployed.

The modelling of blockchain certainly helped with the design, but more with
maintenance and explanations. Explaining with the aid of diagrams is always going
to be easier than explaining code. The BMARs was implemented with success and
exists as a prototype blockchain consortium, further results can be found in [1].

5 Conclusion

The main contribution is twofold: (i) application of decentralised systems to health-
care; and, (ii) a five stage to modelling process for blockchain applications. Specifi-
cally, this model was applied to an auditing network and may not adapt so easily to
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a different type of network, e.g., a supply-chain. In such cases different models may
be used, such as BPMN, to accommodate the change in the blockchain application,
see [24] for further information.

This offers a template for the design of a blockchain consortium for auditing.
There may be differences between auditing services, but in general there are going
to be several crucial decisions, that will revolve around the architecture and type of
throughput required. If the throughput is high, say �1,000 TPS, then optimisation
of the network will need to be considered, this could be a single channel, or smaller
blocks. If the throughput is low, say <100 TPS, then you can afford to have more
peers and a greater number of channel without little consequence to the latency of
each block submitted.

There is a long way to go in modelling blockchain. At the time of writing the
technology supporting blockchain is [4] twelve years old. There have been many
major developments, fromEthereum toHyperledger, but there is a need for a common
method to model blockchains and this five stage methodology is making a start.
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An Investigation into an Approach
to Updating the Governance of Satellite
Communications to Enhance Cyber
Security

Lesley-Anne Turner and Hamid Jahankhani

Abstract The UK is keen to be part of the Global Space market that has seen the
recent activities of Virgin Galactic and SpaceX. This research will take into consider-
ation the UKs operability parameters in relation to International Space agreements to
investigate whether the Governance surrounding Satellite communications prepares
for the new Spaceports that are being developed and the impact on UK Government
departments. The research aim for A Qualitative Approach to Updating the Gover-
nance of Satellite Communications to Enhance Cyber Security is to produce a set
of guidelines to be used for the Governance of Satellite communications through
researching the level of Governance that exists for Satellite communications. The
research includes which techniques and technology that satellites use, the impact of
Governance on Satellite communications within Government departments, COBIT
2019 in Satellites, a review of literature to pinpoint current research of legislation, a
critical review of current Government frameworks for satellite communications and
what public organisations will be taken into consideration.

Keywords Virgin Galactic and SpaceX · Satellite communications · COVID-19
Pandemic · Cyber security · COBIT 19 · SOA · ITIL4

1 Introduction

Space, and what the future explorations of its sciences and travel might bring, is on
the minds of the UK Government.

With the very recent activities of Virgin Galactic and SpaceX, 2020 is set to be the
beginning of big things to come from the Space community. 2019 celebrated the 50th
Anniversary of the Moon Landing and the UK’s House of Commons published its
Library Podcast on 1st April 2019 headlining, “When will UK spaceports be ready
for lift-off?” The Podcast unveiled the UK’s plans for Spaceports to be built at each
end of the Country. The UK is perfectly situated for its Spaceports to deploy and be
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capable of reaching the Polar orbits. The blog goes on to explain the requirements of
the Country’s interests in 10% of the Global Space market by 2030 so Governance
of its Satellite communications will be a requirement.

Satellites have been deployed more and more frequently over the past decade and
theUnitedKingdom are keen to be part of theGlobal Spacemarket. Satellite numbers
are also set to increase further with the building of International satellite deployment
stations so appropriate cyber security Strategies and Policy requirements, across
International States regarding Satellite communications for new and small satellites
and for the existing satellites, will be a priority across the whole Space community.

Inter-Governmental ‘asset pooling’ between the stakeholders of the Space
community isworth investigating because it could provide awelcomed addition to the
UK’s plans to bolster its initiatives and capabilities whilst deploying its own satellites
and communication into the International arena. There has been little investigation
into what Inter-Government agreements exist and for the UK’s Space academia and
business interests, it is an exciting prospect.

The synergy of science exploration and the integral use of cyber security must be
realised though to bring the Treaty fully up to date and to cater for the future of Space
exploration at pace. Users will be aware of the dangers of not updating the Treaty,
as not doing so would leave the rules wide open to translation as, for example, Japan
has recently demonstrated in its very basic Memorandum of Understanding with a
private stakeholder.

The societal, ethical and political extraction of Space resources remains unregu-
lated and as commercial private companies are taking up the exploration of the possi-
bilities that Space offers, Memorandums of Understandings are the only regulations
in existence, and those are imposed by the asset owners.

The research aim for A Qualitative Approach to Updating the Governance of
Satellite Communications to Enhance Cyber Security is to produce a set of guidelines
to be used for the Governance of Satellite communications through researching the
level of Governance that exists for Satellite communications. In order to put forward
proposals for guidelines, the research questions are:

• which techniques and technologies do Satellites use?
• what is the impact ofGovernance onSatellite communicationswithinGovernment

departments?
• does COBIT 2019 fit into Satellite communications?
• what is the current legislation for Satellite communications?
• what are the current Government frameworks for Satellite communications?
• what public organisations will be taken into consideration?

The scope of this investigation will take into consideration the UK’s oper-
ability parameters in relation to International Space agreements, the Governance
surrounding Satellite communications and the impact on UK Government depart-
ments. The use of secondary data collection to increase research validity and reli-
ability throughout the research will aid an investigation into what Governance of
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Satellite communications is currently in place, coming from available Space associ-
ations’ andmember States’ agreements, strategies and policies and previous research
materials.

The methodology adopted for this investigation will be a Qualitative approach in
order to probe the diverse nature of Governance. A triage involving a critical Litera-
ture Review, to form a gap analysis of Governance in Space, case studies interviews
and data method validation using SWOT (Strengths, Weaknesses, Opportunities and
Threats) analyses will all be performed throughout the investigation to validate the
research.

2 Literature Review

The inevitable death of WiFi will see all traffic bouncing through satellites and the
Governments need to be ready to accommodate all of the advancements of 5G. Satel-
lite services have evolved and Satellite techniques and technologies are set to evolve
at pace with the emerging services that are in great demand Globally to be available
anytime, anywhere. de la PlazaOrtega, [1] explains the four IBIS Satellite Communi-
cations Systems in the world which are Amerhis 1 and 2 in operation within Hispasat
Amazonas Satellites and REDSAT and OVERHORIZON, in manufacturing at the
time of writing. The IBIS is a Satellite Multimedia System, where the Broadcast
Network part is integrated with the Interaction Network part, for supporting Inter-
active TV, Internet and Multimedia services. The up link is based on the DVB-RC
standard and the down link is compliant with the DVB-S standard.

The information and data is transported according to the MPEG-2 and IP Stan-
dards, and the system is implemented by following the ETSI Reference Model for
Interactive Systems. The development and newarchitecture technologyof this system
has allowed for advanced performance with lower costs when sharing and is easily
obtained by the citizen. Digital visual Broadcasting Satellite (DVB-S2) has since
been developed and extended to produce DVB-S2X which allows for the use of
smaller antennas and broadband interaction and is covered by the ETSI standards.

The introduction of laser Satellite communications to send more data (1 terabit
per second), with more efficiency, using light signals with less power has advanced
Satellite communications performances exponentially. Inter-satellite links can also
be performed to exchange data. Laser Satellite communication is now a necessity
and radio frequency has become defunct. VSATs (Very Small Aperture Terminals)
are also increasing in numbers because they are easier to launch.

The Governance which informs the Policies of all of the International advances
into Space Satellite communications has not been kept up to date. The impact on
the UK and the other Government departments from the need for a new Governance
model for GOVSATCOM to engage with modern security needs will eventually and
inevitably draw the Global State Members of the Treaty back to the table to sign up
to agreements concerning Satellite communications and security and collaborations
on the priorities of International missions to Space.
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With International Governments already reaping the rewards of the early owner-
ship of their own Outer Space satellites and data, namely America and Japan as
examples, the recently reported statistics of success and the benefits derived from
ownership are very attractive.

The costs of Satellite deployment is decreasing through lack of exclusivity due to
the increase of ‘hitchhiking’ canisters and ‘ridesharing’ into Space. The UK would
want to have ownership of their Satellites and data to be able to offer those services.
Some questions raised though around ‘going it alone’ on such complex advances in
Space are research and performance costs, usability—who will use them and why,
resources to plan, build, launchmonitor and repair, decision making, and the security
and Governance of communications surrounding all of these factors.

Whilst COBIT 2019 is concerned only with what technology should be delivering
or doing and focuses on thebusiness of the overarchingGovernance, ITIL4gives an in
depth guide to how that technology should be implemented and used by the business
from within. Both COBIT 2019 and ITIL 4 frameworks are industry recognised
Standards, encouraging a Best Practice approach and are used by industries Globally.

Combining these Global methodologies would be extremely beneficial to Satel-
lite communications as implementing and embedding the COBIT 2019 framework,
together with the ITIL 4 framework would ensure that every facet of Governance
and Management are taken into consideration for the techniques and technology of
Satellite communications.

The resulting lower Risk posture of Satellite communications is of paramount
importance, not only from a GDPR (General Data Protection Regulation) assurance
perspective across intended international stakeholders but also to ensure the confi-
dentiality, Integrity, accessibility, accountability and non-repudiation (CIAAN) of
the users themselves. However, concerns are emerging about whether GDPR holds
sufficient Law clout throughout the EU (European Union) and beyond regarding the
sharing of data. An example of this is Irelands Lawsuit against a large organisation
that has its offices in Ireland in order to take advantage of lower taxes.

The IRGC (International Risk Governance Council) website also released the
IRGC’s 2015 Guidelines for Emerging Risk Governance Report—Guidance for the
Governance of Unfamiliar Risks, which shows flexible guidelines supporting public
and private sectors [2]. Of particular interest in the IRGC report, for use in Gover-
nance of Satellite communications, are the categories that explain scientific knowl-
edge and experience required for Governance activities, complex environments and
technology interactions specific to communications and changes in evolving contexts
that create amagnitude of impacts. Add these to themethodology pot of COBIT 2019
and ITIL 4 and the enterprise is set to future-proof its business.

From the UK’s perspective, BSI 13,500 (British Standards Institute 13,500) Code
of Practice for delivering effective Governance of organisations by way of offering a
framework to continuously improve and assess development is the national Stan-
dard for delivering effective Governance. This would benefit from an update to
take into consideration the changing landscapes of technology, for example the
Blackett Review in 2018 looked at theUK’s vulnerabilities to over-reliance onGlobal
Navigation Satellite Systems (GNSS).
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The content of this investigation produces some insight into intergovernmental
Governance leading to Policy setting which is also lacking in content. Producing
a scalable Cloud enabled Mobile Governance Framework as citizen mobile phones
utilise Satellites from land, air and sea (5G) is a further challenge.

Papadimitriou et al. [3], asks questions about how outer space exploration
prompted an international community to co-operate with each other, leading to an
age of Global Governance to include Space Orbit Governance and ensure the suitable
use of Global ‘commons’. This investigation produces further information on where
Satellite communications sits in this regard.

Martinez et al. [4], explores the differences between security ‘in’ space and ‘from’
space. Is a new Governance model required? EC (European Commission) proposed
a GOVSATCOM initiative and the EDA (European Defence Agency) released
GOVSATCOM (Government Satellite Communications) was given a mandate to
prepare the next generation of Satellite communications within a 2025 timeframe.
The EU Global Strategy is investing in Satellite communications. This research
details the UK’s relationship with ESA (European Space Agency) and its plans from
2021.

Space Agencies should adopt procedure and processes appropriate to scale
of projects (preserving open data policy) Space Agencies should collaborate on
PRIORITIES for international missions for smaller satellites.

Recommendations to Policy Makers are to ensure adequate access to spectrum,
ensure that report control guides are easier to understand so there’s a balance between
National Security and scientific interests and to provide education and training on
Regulations to the access of small Satellites.

Recommendations to COSPAR (Committee on Space Research) who should
facilitate (but not fund) the fostering of small Satellites’ ground rules (Gover-
nance) CubeSat cannisters Standards came in and gave commercial opportunity for
‘sharing’.

UK is launching in Sutherland, Scotland via Space Growth Partnership, which
is well suited for Polar Orbits. This research will be a new and fundamental part of
Space exploration for the UK launches (6 launches to be hosted):

• Sutherland = virticle launch
• Cornwall and Newquay = horizontal launch Glasgow Prestwick = horizontal

launch.

Regulated by the UK Space Agency, CAA (Civil Aviation Authority) and BEIS.
Licensing Framework for—Space Industry Act 2018

• need for Standard and recommended Practices
• Cyber security connections to the emerging Legal norms are not raised in the

COPOUS Proposal on Space Governance
• nor does the April 2016 draft Report to Chair of Working Group on Status,

Application and Enforcement of the Five Space treaties
• needs a Global Framework for multi-stakeholders.
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To put a context onto the legislation for Satellite communications, and by way of
clarifying the mixed messages and understandings of what the rules are regarding
the use of resources in Space as a whole, a person hiking in a national park is classed
as an “authorised entrant”, whereas a fisherman with a fishing license in a lake is
an “authorised user” thereby highlighting the lawful difference between ‘going’ or
‘being’ in Space and ‘using things’ in Space [5].

‘The OST Article One provides that Outer Space “shall be free for exploration
and use by all States”, and it is therefore important to ensure that this freedom is
not restricted based on misunderstanding or misuse of the notion of “commons”.
The article goes on to distinguish between the economic and legal meanings of
“commons” and between resource systems and resource units. It concludes that
rephrasing and relaunching the discourse must differentiate between the resource
itself (and its economic features) and the legal regime applied to it. Also, each part
of Space or at least categories of parts of Space, e.g. planets, stars, moons, asteroids,
resource units (e.g. helium, platinum, water); and artificial objects such as satellites,
all need to be rephrased. After having identified a specific part of Space or category of
parts of Space and having establishedwhich kind of resource it is,we can associate the
efficient Governance regime to it and then move forward to suggest the appropriate
legal regime (what kind of legal regime do the Space Treaties provide, if any), thus
crafting policy—with CPR’s being best managed by their users.

The technologies currently used byowned and sharedSatellites extend the require-
ments for Global Governance. The OST (Outer Space Treaty), which had its 50th
anniversary in October 2017, is looked after by the only Globally focussed COPUOS
United Nations body for a legal regime in outer space. Further questions are raised
by the Papadimitriou et al. [3] highlight that, do we need today an update on the
OST? Maybe a ‘Peaceful Uses of Outer Space 2.0? Only the placement of weapons
of mass destruction is explicitly prohibited? The other questions of the concept of
ICOC (International Code of Conduct) by the EU in 2015 failed to be accepted. The
IAA (International Academy of Astronautics) in 2006 carried out a study that put
forward the idea of implementing a Space Traffic Management system. By 2020 a
guidance document was agreed to be developed to encourage States to become a
party to the 5 United Nations.

The UKSA (UK Space Agency) has in place the National Space Policy, the
Space Innovation and Growth Strategy 2014–2030—Space Growth Action Plan,
the National Space Security Policy, the National Security Strategy and the Strategic
Defence and Security Review 2015. TheUK also has a dedicatedGovernment expen-
diture for defence Space programs from which the UK MOD procures under PFI
(Private Finance Initiative) for satellite communications.

The security services that are in place today for border surveillance (through
FRONTEX) and maritime surveillance (through EMSA), the recognition on 14th
November 2016 of the EU Global strategy for the EU’s foreign and security policy
includes space and security objectives, the coordination of SECPOL3 (Security
Policy and Space Policy Unit) with the Special Envoy for Space—the EEAS actions
on the field of space and security, the adoption in 2015 of the international code
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of conduct by the EU Council. The European Defence Agency (EDA) is an inter-
governmental Agency under the Common Security and Defence Policy. ESA and
EDA signed an Administrative Arrangement in June 2011. This has all led to the EU
(European Commission) proposing a GOVSATCOM initiative and strengthening of
the security requirements when developing EU Space systems, alongside the two
flagship programmes being Galileo and Copernicus [4].

The UK Space industry’s Space Growth Partnership involves the UK Space
Agency,Department for International Trade and theDepartment forBusiness, Energy
and Industrial Strategy. On 11th May 2018 the Prosperity from Space strategy was
published and set out four priorities, including security [6].

The UK Science Minister Amanda Solloway announced on 19th February 2020
the World’s first National Timing Centre, which will ensure the UK economy and
public services have additional resilience to the risk of satellite failure. Alongside the
new centre, the Government is investing in a further 40 M Pounds in new research
on Quantum Technologies for Fundamental Physics. Chief Executive Professor Sir
Mark Walport from UK Research and Innovation said that our emergency services,
energy network and economy rely on the precise time source that global satellite
navigation systems provide—the failure of these systems has been identified as a
major risk [7].

Whilst spending time researching at the UK Space Agency, the following
information from other public organisations were collected:

• New public cyber security campaign launch: www.gov.uk/government/spe
eches/baroness-morgan-speaking-on-how-we-can-make-technology-work-for-
everyone

• BEIS at: www.gov.uk/government/consultations/future-frameworks-for-internati
onal-collaboration-on-research-and-innovation-call-for-evidence

• Government Science Capability Review, publication on 5 Nov 2019 and Feb
2014—Government Office for Science organisation chart see: www.gov.uk/gov
ernment/publications/government-science-capability-review

• 26 May 2016 publication—BEIS Quality Assurance Model methodologies used:
www.gov.uk/government/publications/assumptions-log-template,

The research aim is to produce guidance by way of a conceptual Framework
that consists of implementing 3 components into the business from Board level—
the COBIT 2019 and ITIL 4 frameworks and importantly, taking into consideration
the IRGC (International Risk Governance Council) Guidance for the Governance of
Unfamiliar Risks.

http://www.gov.uk/government/speeches/baroness-morgan-speaking-on-how-we-can-make-technology-work-for-everyone
http://www.gov.uk/government/consultations/future-frameworks-for-international-collaboration-on-research-and-innovation-call-for-evidence
http://www.gov.uk/government/publications/government-science-capability-review
http://www.gov.uk/government/publications/assumptions-log-template
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3 New Governance Model for the International Space
Communications

Creating aRoadmap to pull the 3 chosenmain research area components togetherwill
help to determine whether they are suitable to use together in a simulated experiment.

SOA (Service Oriented Architecture) is the type of strong architecture that is
Agile and also risk informed. SOA is a good top level model to begin the Roadmap
with. The SOA concentrates on 5 areas of the business (or enterprise):

• Services
• Best Practice
• Process
• Users
• Platform.

The research into which frameworks are appropriate to use against the 5 areas of
the SOA will look at COBIT 2019 (Overarching Governance Framework) and ITIL
4 (Aligning IT Services and Business Needs). Layering these 3 components across
the SOA will plug all gaps for Governance and IT service management, bearing in
mind the new 5G (wireless) capabilities now available to businesses that will increase
attack surfaces.

The use of a security layered approach using a CSMM (Cyber Security Maturity
Model) provides the business with a snapshot of present and required future levels
of cyber security and shows the upward projection of 3 levels within the business:

• Protection Level
• Maturity Level
• Cost Level.

Each of the steps (or columns) across the line graph shows the level at which a
particular security goal is achieved. Carrying out an initial Cyber Security Maturity
Assessment is recommended and should ideally be based on the businesses security
assessment framework.

For this method to be proactively iterative it must be underpinned with the
evaluation of new technologies frequently.

The reason for doing things this way is due to recently unprecedented changes
Globally caused by the Pandemic that have moved us into unknown territory. The
physical interconnectivity of millions of citizens whilst they freely travel between
countries has allowed for an ‘unseen’ and ’unfamiliar’ catastrophic risk—COVID-
19.An adequate transport network operating between countries has enabled theworst
seen virus since ‘Spanish Flu’ to spread beyond borders and overseas to threaten citi-
zens’ lives. To prevent coming into contact with one another citizens have been asked
to quarantine at home. This is a big problem for security resilience as it means that the
new technology that has been implemented leaves citizens without a secure zone.
Furthermore, where businesses are concerned, while citizens are in ‘Lockdown’
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the risks of not being able to remove business vulnerabilities from Risk Manage-
ment registers in order to increase the business resilience are increasing day by day.
Delayed Pentesting, through the commissioning of IT Health Checks that can only
now be conducted remotely, presents a huge challenge to the cyber security of busi-
nesses, especially when checking the vulnerabilities of the physical security of data
centres and any parts of the business that requires people to be onsite. These are
systemic risks that deal with physical and socio-ecological systems.

The UK has withdrawn from the pan-European Galileo—Satellite navigation
project, which has 22 usable Satellites for SAR (Search and Rescue) and is also
used in mobile phones which will still be available after 1 January 2021, leaving
the UK with a gap in its access to Space. However, the UK is still a member of the
ESA (European Space Agency) which is not an EU organisation [8]. The UK Space
Agency leads on policy relating to satellites and the resilience of the UKs Space
programme, as it gears up to launch its own Satellites from the UK by 2025, will be
of paramount importance during the earliest stages that will go on to be completed
by 2030. The National Space Council was set up in 2019 to oversee Space across
Government and it is from there that Governance will be the most robust.

Expiration of the UK MODs SKYNET-5 in August 2022, under a (PFI) Private
Finance Initiative, has intensified theUKs requirementswhere resilience is concerned
and the UK are awaiting an audit of Britains military Space capabilities as of Feb
2019.

The question of whether International Space communications need a new Gover-
nance model to engage with modern security needs comes from the increased
advances in technology, for example Drones are now being used commercially as
well as in Military arenas and are connected directly to Satellites to use GPS (Global
Positioning System) to determine their positions, along with GNSS Position Naviga-
tion Timing which generates automatically geocoded outputs. The GPS URE (User
Range Error) comes from the signals transmitted in Space with 95% probability
[9]. If the transmission were to be intercepted for example, the impact of the Drone
receiving the wrong coordinates from a Satellite could be catastrophic. This means
that the risks impact of a Satellite being attacked would far outweigh the benefits
because of the nature and the use of GPS across the Globe.

Along with implementing ISO 27001 and 2 into an organisation, it is becoming
increasingly important that themanagement of Unfamiliar Risks (unknown territory)
need to be taken into consideration when preparing a Risk Assessment to determine
the controls that need to be in place for any business. The use or merging of the
IRGCs (International Risk Governance Council) ‘unfamiliar risks’ guidance with
the ISACAs COBIT 2019 (overarching Governance installation), together with ITIL
4 launched in January 2019 (aligning IT services with business needs) encourages
agility and an alignment to corporate objectives. A line of sight throughout the
organisation is required in order to iterate Governance and resilience.

Installing COBIT 2019 alone into the Governance of the Global dependency
of Satellite communications would create a huge shortfall of sight on all of the
services and systems that move at pacewithin theGlobal Space sectors. Furthermore,
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the known critical and high risks of continuing a culture of ‘legacy equipment and
systems’ would create yet higher stakes for Satellite communications.

Identifying the unfamiliar risks of Satellite communications, together with
installing COBIT 2019 along with ITIL 4 (ITSM practices) into the Governance area
of the business, from Board level, will significantly increase the chances of being
able to iterate services and systems from business objectives as the need to future-
proof the Governance of Satellite communications is critical. In terms of Satellites, a
satellite is a resource unit within the Space economic system and in terms of Satellite
communications, communications are a resource sub-unit. Adopting proven, layered
and iterative methodologies together, that compliment each other, will bridge that
gap and create a two-way trust ecosystem.

A simulation is a way to put forward the two frameworks, COBIT 2019 ITIL4 that
have been suggested to work in unison. Layered controls equals layered resilience
and whilst looking after the known challenges of cyber security, this ‘combination’
model offers the opportunity of iterating a combined, bespoke system within the
business SOA (Service Oriented Architecture).

However, the results are clear. Not having controls in place to assist businesses
in a World of 5G will have increasingly exponential consequences for enterprises of
all shapes and sizes. Cyber attackers with the ever increasing sophistication of ‘off
the shelf’ products and organised cyber crime are coming from the Dark Web and
International groups.

The SOA (Service Oriented Architecture) provides the foundation for the frame-
works to sit upon, whilst the CSMM (Cyber Security Maturity Model) provides a
working time frame for the technology to be implemented, monitored and updated
by the business. The 2 frameworks researched, COBIT 2019 and ITIL4, were both
originally designed independently and have recently been updated to take into consid-
eration that each framework can be used autonomously and by any business. Cyber
attack sophistication increases the need for layering and combining the frameworks
researched to address the Governance risk gaps. Additionally, identifying the unfa-
miliar risks, such as those presented by the recent COVID-19 Pandemic, to weave
into the fabric of the organisation via Governance will stand a business in good stead.

4 Conclusion and Recommendations

The results suggest that the techniques and technologies that Satellites use are
outdated when previous existing research has taken place. The advancements in
techniques and technology would benefit from being aligned with an SOA (Service
OrientedArchitecture) model. This concludes that the provision of a solid foundation
is recommended and as there is no current existing research, SOA could be explored
for use in Satellite communications when considering new advances in technology.

The results also suggest that the risks of not beginning with a solid foundation
(such as SOA) for frameworks to be reliably built upon would result in a high risk
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impact to the Governance of Satellite communications within Government depart-
ments. In addition, the conclusions highlight the SOA ‘Platform’ area featuring 5G
wireless is also an interesting prospect and would benefit from further research as
there is limited research in this area.

Whilst researching whether the COBIT 2019 framework could be used in Satellite
communications it became clear that it fits into all Governance scenarios as it has a
generic profile and it is therefore concluded that COBIT 2019 would fit into complex
Satellite communications.

The results regarding what the current legislation is for Satellite communications
highlights that the Space Treaty requires an update to consider both Governance
and responsibilities in ‘going to and being’ in Space and ‘using’ Space. The conclu-
sions are that current Government frameworks for Satellite communications are very
limited and the public organisations that are taken into consideration do not seem to
be joined up.
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Enhancing Smart Home Threat
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Abstract The chapter focuses on building a theoretical network, which supports the
protection of home networks from critical cyberattacks. A framework is proposed
which aims to augment a home router with machine learning techniques to identify
threats. During the current pandemic, employees have been working from home. So
it is reasonable to expect that cyberattacks on households will becomemore common
to leverage access into corporate networks. The model described in this chapter is for
a single network; however, the network would be segmented into regions to avoid a
wider compromise. Since the deployment of 5G, mobile threats are rising steadily.
Therefore, the UK requires a robust plan to identify and mitigate all forms of threats
including nation-state, terrorism, hacktivism. Additionally, the model dynamically
analyses traffic to identify trends and patterns; therefore, supporting on the building
of a resilient cyber defence. The emphasis in this model is to bridge the gap of trust
between the government and the public, so that trust and transparency is established
by a regulatory framework with security recommendations. At present, there is no
authorisation to collect this data at national level, nor is there trust between the public
and government regarding data and storage. It is hoped that this model would change
human perception on the collection of data and contribute to a safer UK.
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1 Introduction

The world has been digitalised across the last years, leading to the creation of
smart homes (households with devices that have networking capabilities, known
as smart objects, devices, etc.) [1]. These smart devices can provide a wide variety of
household services (e.g. a smart thermostat controlling the temperature of a house).

An article written by Brandon Vigliarolo [44] shows that the International Asso-
ciation of IT Asset Managers (IATAM) found four main reasons for data breaches
since the global pandemic which are:

• Assets are being purposely left unsecured
• Rapid addition of new hardware leaving little time for security
• Assets on home networks are fundamentally less insecure
• Unprepared users are making mistakes.

One of the issues with smart technology is that they are heterogeneous (different
architectures in terms of hardware and software). There is not a standardisation for
the IoT environment. Even though the most familiar communication protocol used is
Bluetooth (IEEE 802.15), the messaging protocol system is different. Table 1 shows
a comparison between messaging protocols used in IoT from a research presented
by Naik [43], which causes concerns in terms of security [2–4] and privacy [5].

It is paramount to consider the fact that smart home devices are battery-driven
and might use low-power CPUs, including lower clock rates and small throughput
[45]. In [46], the authors performed security tests on a sensor with 8 MHz of CPU
frequency, 10 KB of RAM memory and 48 KB of program memory, which proved
that applying securitymechanisms are not feasible in small IoT devices. For instance,
public key algorithms such as RSA and ECC [47] are very intensive for computa-
tional processing on microcontrollers and requires many instructions to perform one
security process. Therefore, tactics, techniques and procedures (TTPs) executed by
malicious attackers are being developed with nefarious purposes, making more chal-
lenging the protection of home networks. A smart device can be physically accessible
making them prone to tampering attacks to reduce billing costs. An example is a case
published in Wired [51] where hackers can use lasers to “talk” to your amazon echo
or google home, including a demonstration.

The current pandemic that lead to a global lockdown has accelerated the digital
transformation of businesses. An article published by [48] shows that the strategy of
digital communication transformation has been accelerated by 5.3 years in the UK
based on a five-minute survey of 2,569 business decision-makers, which 300 were
UK repliers. Artificial Intelligence (AI) is a cutting-edge topic for research within
the cybersecurity field. Capgemini [49] published a survey interviewing 850 senior
executives in a podcast discussing about AI in cybersecurity. The report [50] shows
an analysis of 20 use cases of AI in cybersecurity in IT, OT and IoT and found that
almost two-thirds do not think their businesses can identify threats without AI.

This chapter focuses the reviewing the landscape of smart home including
taxonomies of smart devices and cyber threats. Moreover, it presents a literature
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review of existing research in artificial intelligence and machine learning techniques
that could potentially be adapted to IoT infrastructures, leading to a future standardi-
sation proposal. In addition, it shows a history of AI including Convolutional Neural
Networks (CNN) andDeepNeural Networks, and an overview of some existing algo-
rithms used for threat detection such as Multivariate Correlation Analysis (MCA).
Therefore, a framework will be created to enhance smart home security divided in
layers and its corresponding explanation, which includes a flow diagram for threat
detection with details for each step that could be used to augment the capabilities of
a home router.

The structure of this chapter is as follows. In Sect. 2, it is done a literature review
of the threat landscape including taxonomies of smart devices and most relevant
threats in terms of security and privacy. In Sect. 3, it is done a review of current AI
and ML techniques including existing research and its impact on IoT. In Sect. 4, it
is analysed some AI algorithms followed by the framework proposal. And finally,
Sect. 5 concludes the chapter including some future work.

2 Smart Homes: Smart Device Taxonomies and Threat
Landscape

A smart device meaning, and classification is constantly evolving as new technolo-
gies emerge. For instance, Alam et al. [6] proposed a taxonomy of smart devices,
classifying a device as a sensor, a physiological or multimedia device. However, this
does not include the smart devices with multiple capabilities – e.g., a bathroom scale
can detect location and show the local weather forecast while measuring the user’s
weight. Given the diversity of devices this taxonomy offers a vague categorisation.

However, Lopez et al. [7] presented the Identity, Sensor, Actuator, Networking,
Decision (ISAND) specification. This taxonomy classifies devices based on some
main features, for instance, it could have an Identity,work as a Sensor,Actuator, or the
device presents Networking capabilities. Moreover, the device can make Decisions.
This taxonomy shows main capabilities of a device. For instance, a device can be
namedas a “SN-Smart object”which implies it presents Sensor andNetworking capa-
bilities. An example of a smart object is the following: A smart car can decide when
the wheels pressure are not properly balanced based on its configuration/calibration,
sending an alarm with a message to the display along with a tone, therefore the user
can notice and make the needed arrangements for a safer driving. This taxonomy
further defines the features and functionality of devices andwould allow us to present
a detailed approachofmethods and frameworks from the security standpoint. Further-
more, recognising a legitimate device is very important, because a smart device must
have a unique identifier within the network and its information can be connected to
the user (e.g. web/mobile app) together with other sources (e.g. metadata).
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Increased adoption of smart devices has seen an increase in cyber threats by the
execution of multiple procedures in order to leak or tamper information as well as
the disruption of services. Some risks are mentioned below.

• Eavesdropping Attack: Also called sniffing, consists about gathering real time
information that smart devices,microcontrollers and smartphones transfer through
a network. It can allow attackers to intercept user privacy and break data confiden-
tiality without disturbing the transmission. In a smart home network, an eavesdrop
attack can be used to steal login/password credentials when a user authenticates
to the smart home app which could allow hackers to take control of the smart
home environment [52].

• Malicious Code Injection: Malicious codes are normally scripts (software
programmed),which canbe inserted into the smart homeapp, allowing attackers to
exploit vulnerabilities including authentication bypassing which allows access to
unauthorised entities. In smart home environments, code injection threats present
an impact on user’s privacy and confidentiality including the capability of attackers
to access the system, including harmful operations like stealing personal data [53].

• Man-in-the-Middle (MitM) Attack: An attacker can impersonate a legitimate
device within the network which can steal, insert, modify or drop packets.
According to [55],MitM is accomplished by the following steps. First, the attacker
waits for an authentication request from a legitimate device (e.g. smart home app)
in order to steal the sent request. Second, MitM creates a tunnelled protocol for
authentication through a back-end server sending the stolen message to the server.
Once the tunnel between theMitMand the server is set, theMitM starts forwarding
legitimate client’s messages of authentication across the tunnel. Finally, theMitM
unwraps the messages received from the back-end server and forwards them to
the legitimate client. For instance, an attacker can use this technique to affect
systems such as sensor/actuator response, usage of devices that could raise bill
costs [8]. As shown in Fig. 1, MitM attacks can occur between servers within the
cloud, between the cloud and the internet as well as inside the home between the
controller and the access point. In addition, attacks of this kind can be performed
between radio base stations and the internet leveraging 4G and 5Gmesh networks.

• Man-In-The-Browser (MitB) Attack: An attacker can leverage the usage of a mali-
cious program to take control of data inserted by the client or recovered from the
server that is normally displayed in a web browser. This can show false data
regarding power consumption for instance and not legitimate readings by a smart
meter [9].

• Denial of Service (DoS) Attack: Denial of Service (DoS) andDistributedDenial of
Service (DDoS) attacks are the most common security threats. It aims to stop the
availability of services as well as the communication resources [10]. It consists
of flooding the home network with ECHO requests in a short period of time.
Considering the hardware limits of a microcontroller (Low CPU and memory), it
cannot manage high number of requests, disrupting the communication between
home devices as well as the control access of the user [52] e.g. When an echo
device states, “I am having trouble now”.
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Fig. 1 Smart home architecture

• Attacks against Home Monitoring and Control: Fig. 1 shows a smart home archi-
tecture, where Singh et al. [11] define the Energy System Interface (ESI) and the
Energy Management System (EMS). The ESI is connected between the home
network and the smart grid. Some threats can include an attacker performing a
message tampering or replay attack. For example, the attacker can imitate the
client’s cloud service sending a message to the ESI requesting to turn off all the
devices connected to the home network because they were increasing the elec-
tricity bill [12]. In case of message tampering or replay attack, the attacker could
send a signal to a smartwashingmachine to repeatedlywash the clothes or increase
the temperature of the oven from 120°C to 240°C. More information about this
attack can be found on [11] which includes PLC environments and Operational
Technology (OT).
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3 Artificial Intelligence and Smart Homes: An Overview

Wilner [13] describes briefly Artificial Intelligence (AI) as scientific methods aiming
toprovidemachines human-like capabilities such as reasoning, learning andproblem-
solving. This includes number of different tools, methodologies and techniques. The
most noticeable namedmachine learning (ML),which consists of teaching algorithms
to recognise consistencies in rearms of data.

AI techniques have the potential to analyse large data sets faster than a human
operator. The data is presented for interpretation, showing trends and possible sugges-
tions in order to improve the performance of the programmed services. There is an
extended literature review of the application of AI in smart homes presented in [53],
categorised in five clusters which are data processing, decision-making, voice recog-
nition, activity recognition and prediction-making. In addition, they divided in main
functions such as healthcare, intelligent interaction, security, devicemanagement and
energy management as well as the review of some products such as MATRIX, Nest
Learning Thermostat. Finally, AI potentially supports some trends for smart home
future applications such as automated parking for cars, “TheUbiquitous Home” [54].

Although AI provides some great future in the technology landscape it presents
challenges in the existing notions of security and privacy, including human rights i.e.
GDPR, and governance. The UK Information Commissioner’s Office (ICO) high-
lighted on its 2017 paper five different aspects of using AI in data analytics including
its implications regarding data protection [56]. The five trends recognised by the ICO
are:

• The use of algorithms: The ICO visualises the use of ML to analyse dataset and
identify correlations to be an enhancement of traditional data analysis, including
the possibility of choosing the hypothesis first and then the data extracted to
validate the hypothesis.

• The opacity of processing: certain algorithms operate as a “black box” to the user.
Compared with traditional data processing where there is a decision tree and a
logic behind it, in ML the result of the algorithm depends on the data processing
training. If trained for large datasets, it might be difficult to explain why the
algorithm reached to a specific result/conclusion in a certain circumstance.

• The trend to gather “all data”: ML needs large datasets to acknowledge and learn.
Therefore, as much data as possible to collect and analyse is better than a random
sample or statistically relevant sample.

• The repurposing of data: The data generated from one activity can be analysed for
multiple purposes e.g. geo-location from a mobile phone logging into the smart
home controller dashboard.

• Usage of new data types: The increase of inter-connected devices and online
tracking activity leads to the automated generation of personal data, rather than
provided consciously by the individual.

In this section we review some ML algorithms offering potential impact for
network traffic analysis including intrusion detection and prevention. Smart home
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security systemsmust be ready to respond andmitigate cyber-attacks that could allow
attackers to eavesdrop, steal personal data, or for instance, lock the person out of their
own household. Cate Lawrence [57] shows an article of a device named “Dojo” by
BullGuardwhich argues three layers of cyber defence. First is the perimeter layer that
should forbid unauthorised access to a device. Second is about intrusion detection
and prevention (commonly known as IDS and IPS). The third layermentions analysis
of traffic behaviour added with the detection of unusual activities or packets. There
is an area or research that has been utilised to support the three layers of defence,
which is called Deep Learning (DL). Figure 2 shows a categorisation of AI, which
includes ML and DL.

Historically, computers struggled analysing the variety in object types, classi-
fying as well as processing in a non-linear pattern, and accuracy [14]. Convolutional
Neural Networks (CNN) were applied in late 1980s to visual tasks and were partic-
ularly inoperative until mid-2000s when the improvements in computing power and
algorithm development were performed [15].

Multiple forms ofML can be separated between actions and effects. Schmidhuber
reviewed unsupervised, reinforcement learning and transformative computation as
well as deep supervised learning and indirect search for shortened programs encoding
deep and large networks. [16]

In 2012, during the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC), the SuperVision team won the challenge including the classification and
localisation tasks with a large-scale deep neural network, proving that CNN are more
efficient [58]. However, one of the challenges of CNN is the large amount of training
data that must be labelled. This requires powerful GPU to stimulate the learning
process in shorter times.

Han et al. [17] proposed a two-phase technique combining CNN transfer learning
along with web data augmentation. They applied an algorithm based on Bayesian

Fig. 2 Categorisation of artificial intelligence, including machine learning and deep learning
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optimisation to hyper-parameters tuning which was applied to six short open
datasets. Their conclusion results were the following: Traditional shallow classi-
fication methods are better than deep neural networks in small datasets; and web
data augmentation can make all CNN improve their performance.

Applications of AI: An Overview and Existing Research

Liu et al. [18] argue that AI is applicable in the field of Magnetic Resonance Imaging
research when applied to image detection, registration, segmentation and classifica-
tion. Bychkov et al. [19] show the potential of DL in medical image classification,
using CNN to predict colorectal cancer based on images of tumour samples. Rakhlin
et al. [20] have foundAI able to improve breast cancer diagnose accuracy, classifying
breast cancer histology images.

Other area to point is security prevention and enforcement. Although we still
must consider that humans are an important part of security surveillance e.g. SOCs,
ML potentially provides significant assistance. Reyani and Mahdavi [21] proposed
a framework for using neural networks for user identification. Sun et al. [22] set a
framework aiming to check high-level facial features. Sun et al. [23] improved the
previous framework including deep learning which they named it “Deepid3”.

Kumar et al. [24] conducted research of the usage of neural learning for smart secu-
rity in IoT environments. They used an ultrasonic accessory module in an Arduino,
an Android smartphone, Feature Extraction, Neural Network training, comparison
and recognition modules, obtaining a 90% of accuracy during their tests.

The investigation conducted byGergelyAcs et al. [25] show a newprivacy scheme
defending the smart metering system. It secures customer’s privacy using holomor-
phic encryption while avoiding a trusted third party to exploit the perturbation algo-
rithm. It retrieves data from the electric supplier and the smart meter, accumulating
information on a certain frequency determining the total statistics instead of learning.

Yi Huang et al. [26] proposed a system that protects from injection attacks on a
central controller using the cumulative sum (CUSUM) algorithm detecting attacks
with a minimum number of examinations.

Eun-Kyu Lee et al. [27] presented a Frequency Quorum Rendezvous (FQR)
using random wireless communication based on spectrum to protect systems against
powerful attacks which include jamming attacks.

QianHuang et al. [28] proposed a technology that improves the accuracy of indoor
positioningwith the assist of Li-Fi-assisted coefficient calibration [29]. This proposal
leverages the existing Li-Fi lighting and Wi-Fi infrastructure providing an accurate,
cost-effective and easy-to-use location framework.

Tiwari et al. [29] discusses a model for multi-device bidirectional Visible Light
Communication (VLC) using the colour beams from RGB LEDs to transmit the data
aswell as synchronisingmulti-device transmission. They also proposed amodulation
technique known as colour coded multiple access for multi-use VLC in smart home
technologies [30]. The communication is established by using RGB Light Emission
Diodes for downlink and Phosphorous-LED for uplink.
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4 Secure Smart Home Network: Proposal of a Threat
Detection and Secure Smart Home Framework

Figure 3 shows a proposed architecture for secure smart homes composed of the
following layers:

Application Layer: A smart Home is formed by diverse applications such asmoni-
toring, remote access, emergency, controlling. In addition, it contributes to coordinate
the intelligence behind it. This model provides the services to end users in an efficient
and secure manner.

Home gateway: It must provide high performance and flexibility, accepting and
transferring multiple datasets from different vendors. It should have included the
MCA System as well as a program to analyse potential threats within the smart
home network. This device should be considered to have strong computing features

Fig. 3 Secure smart home architecture
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in order to analyse and correlate all the data either inbound or outbound in order to
create accurate data analytics.

Network Technology: The main role of the networking layer is to connect the
smart devices allowing to share information with each other. It includes both wired
and wireless devices regardless of the technology or standard that the smart device
use. For wired it is considered electric wires, coaxial, optical fibres and landlines
from telephones, however other standards to have in consideration are X10, KNX,
LonWorks, MoCA and Insteon [34, 35]. In wireless technologies there are two kinds.
The first one based on IEEE standards such as Wi-Fi, Bluetooth, ZigBee. The others
are not based on standardised methods like PHY or MAC layering such as Z-Wave,
SimpliciTI, EnOcean andWavenis [34, 36]. To ensure proper authentication of legit-
imate devices and reliable connectivity from cloud to device the usage of message
brokers is paramount for this framework e.g. MQTT [42]. Table 2 presents details of
wireless communication protocols including cellular, Z-Ware and SigFox.Table 2

Security Layer: To ensure the confidentiality of data and avoid potential data
leaks from outsiders it is recommended to include encryption algorithms such as
holomorphic, ECDSA [37], HMAC [38]. Watermarking is used for integrity [39,
40], and a public key infrastructure [41] for inter-home authentication. In this section
is where we introduce the threat detection algorithm including MCA, FQR and
CUSUM.

Threat Detection Algorithm.

As shown in Fig. 5, once the new packet arrives to the gateway it receives notification
checks. The OS from the network controller defines if the packet is part of the flow
or from a non-existent activity (new flow). Packets from a new flow are sent to the
anomaly detection system, which go through MCA, CUSUM or FQR algorithms.

MCA is an AI-based technology focused on feature extraction for original and
legitimate data, which causes a significant role for data analysis as well as the frame-
work we propose later. MCA is used to define accurate network traffic by taking
the geometric correlation between the component of network traffic [31–33]. MCA
detects DoS-based attacks which the algorithm presents an accuracy of 95.20% [31].
Figure 4 shows three major phases of MCA:

• Phase 1: The function is generated from the input network traffic to the internal
network. The protected server resideswithin and is utilised to create traffic records
with defined time intervals. The analysis of destination reduces the over effort of
detecting malicious activity by focusing on relevant inbound traffic.

• Phase 2: MCA applies the “Generate Triangle Region Map” feature to obtain the
correlation between two different components in each traffic record that came
from first step. It could also extract the correlation between normalised profiles
from the “Feature normalisation” module to gather traffic records.

• Phase 3:An attack detectionmechanism is placed for decision-making, facilitating
detection ofDoSattacks for instance.Moreover, it updates constantly the signature
database for the case of labour-intensive attack analysis.
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Fig. 4 MCA system

FQR is used to detect powerful jamming attacks, which the main two metrics
are Time-To-Rendezvous (TTR) and Rendezvous Frequency Concentration (RFC).
TTR shows the average time from a pair of nodes to rendezvous, while RFC shows
the degree of the rendezvous scheme focusing on a subset of available frequencies.
Jamming attacks can be leveraged if the attacker has some knowledge that frequency
hopping presents a pattern on specific frequencies [27].

The Cumulative Sum (CUSUM) algorithm detects injection attacks specially
addressed to smart grids. However, we consider an important element of the proposed
detection algorithm because the controller and mobile devices can get access and
notifications from the smart grid regarding changes on the system (i.e. EMS, ESI).
On 2011, the CUSUM was proposed by [26] with two main stages: Stage 1 presents
the linear unknown parameter solving technique, and Stage 2 applies a multi-thread
CUSUM to deter a possible appearance of adversary at the controller. Three years
later, [59] proposed a real-time detection for false data injection using CUSUM
including a Markov-chain-based analytical model to determine the behaviour of the
scheme. In addition, the CUSUM algorithm has been enhanced in terms of quantity
evaluation based on the following metrics: False Alarm Rate (FAR), Missed Detec-
tion Ratio (MDR) andDetectionDelay (TD). Thismakes the algorithmmore efficient
and reliable in terms of accuracy.

Once the packet has been analysed by the anomaly detection mechanism, if it is a
known attack the packet is discarded immediately otherwise if goes to the intelligence
security analysis which its main goal is to update the database of known attacks
about new attacking patterns for future detection. The Intelligence system analysis
consist of the following steps: First, it creates a Data FlowDiagram (DFD) to analyse
the vulnerability detected based on a template. If the vulnerability results to be
true, it represents a potential threat for the home network therefore, the packet is
dropped, followed by updating the attack pattern information at the known attack
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DB. Otherwise, the home network controller gets updated in order to forward the
inbound packet to the network.

5 Conclusion

In this chapter, we have reviewed the impact ofArtificial Intelligence in the protection
of Internet of Things Networks with high focus in Smart Home Technologies. This
allowed us to propose a framework for smart home integrating security mechanisms
and introducing some AI-based algorithms to detect common cyber threats such
as DoS, injection and jamming attacks. In addition, it has been proposed a threat
detection algorithm flow diagram for the analysis of inbound packets to the smart
home network. Even though the research is at its early stage, it is planned for future
research to evaluate the efficiency of the reviewedAI algorithms in terms of efficiency
and accuracy in order to investigate the probability of parsing this information in
forensic data which could allow investigators to extract digital evidence without
the requirement of invading personal devices. Therefore, it could support on the
elaboration of reliable chains of custody as well as protecting personal data.
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Cybercrime Predicting in the Light
of Police Statistics

Jerzy Kosiński and Grzegorz Krasnodębski

Abstract Cybercrime is widely felt to be a huge and growing threat to individuals,
companies and organizations and even entire countries. In view of the number of such
incidents and their potential danger and the need to counteract them adequately, the
development of cybercrime should be predict. The paper presents attempts to predict
of different categories of cybercrimes in Poland in 2020 and checks whether the
predicting of cybercrime gives satisfactory results, aswell as towhat extent the results
of the predictingwill indicate a trend and cyclicality in the light of random factors. For
this purpose, police statistical data on cybercrime in Poland in the years 2000–2019
were used and the concept of cybercrime and its interpretation in the Polish Penal
Code have been described. It also seems to be an important practical issue to deter-
mine the time horizon of predicting, based on statistical data obtained from police
data, by various exploration methods, as well as the magnitude of predicting error
resulting from accidental and cyclical factors. Linear trend and the Holt’s method
were used for predicting.

Keywords Cybercrime · Predicting · Linear trend · Holt’s method

1 Cybercrime

One of the major security challenges, not only internal, is the threat of cybercrime.
A further escalation of cybercrime and the use of cyberspace by criminals can be
anticipated in the near future.

The concept of cybercrime can be interpreted in many ways [1]. Cybercrime can
be understood in a narrow sense (computer crime) covering any illegal behaviour
carried out bymeans of electronic activities aimed at the security of computer systems
and the data processed therein. Cybercrime can also be understood in a broad sense
(computer-related crime)—as any illegal behaviour committed through or in relation
to a computer system or network, including offences such as the illegal possession,
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offering or dissemination of information through a computer system or network.
Cybercrime in this sense ranges from economic crimes such as fraud, counterfeiting,
industrial espionage, sabotage and extortion, to computer piracy and other crimes
against intellectual property and breaches of privacy, promotion of illegal and harmful
content, facilitation of prostitution and other crimes against morals, to organized
crime. The latter border is alsomarked by cyber-terrorism, involving attacks on public
security, life and electronic warfare against critical infrastructure. In the concept of
cyber-terrorism, as in cybercrime, the prefix “cyber” refers to committing a crime
involving new information technologies or using cyberspace for traditional activities
(e.g. planning, communication, intelligence, logistical and financial activities).

It is generally accepted that cybercrime is one of the threats that includes unau-
thorized conduct aimed at accessing, acquiring, manipulating or losing the integrity,
confidentiality and availability of data, applications or computer systems. Cyber-
threats also include cyber-terrorism, cyber-spy and cyber warfare. Cyber-threats
are considered in the context of cyber-security understood as the security of glob-
ally connected information systems (e.g. internet infrastructure), telecommunication
networks, computer systems and industrial control systems. Cyber-security breaches
are used for a wide range of criminal activities that cause significant material and
non-material damage to organisations, companies and individuals. It cannot be over-
looked that this is an important problem also in the context of internal security and
thus also state security.

Another source of interpretation of the notion of cybercrime could be the Commu-
nication from the Commission to the European Parliament, the Council and the
Committee of the Regions of 22 May 2007 entitled “Towards a general policy on the
fight against cyber crime” [2], in which the Commission drew attention to the lack of
an agreed definition of cybercrime and proposed that “criminal acts committed using
or directed against electronic communications networks and information systems”
should be considered as cybercrimes.

The 2007 Interpol Handbook highlights four areas where cybercrime currently
focuses: hacking, malware (including botnets), intellectual piracy, illegal content on
digital media.

The specificity of cybercrime has been very well reflected in the Europol report
for 2007 [3]. The report shows that cybercrime is presented in two shots—vertical
and horizontal. The vertical approach concerns crimes that are specific to cyberspace
and cannot be committed outside it. These include: hacking (DDoS attacks, botnets,
zombies, etc.), crimeware (viruses, worms, Trojan horses, etc.), spamming. In the
horizontal perspective, there were crimes whose accomplishment was greatly facil-
itated by the use of computer and IT techniques. The greatest threats were iden-
tified as: child pornography, unauthorised use of payment cards, identity theft
(phishing), intellectual piracy, money laundering via the Internet (cyberlaundering),
cyberterrorism.

However, the best interpretation of the cybercrime notion is based on the Council
of Europe Convention of 23 November 2001 on Cybercrime [4]. The Convention
contains definitions of four types of computer crime:
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(1) offences against the confidentiality, integrity and availability of computer data
and systems,

(2) crimes of counterfeiting and computer fraud,
(3) offences related to child pornography,
(4) offences related to the infringement of copyright and related rights.

The Convention is supplemented by the Additional Protocol to the Convention
concerning criminal acts of a racist or xenophobic nature committed by means of
computer systems [5].

The scope indicated in the Convention may seem rather narrow, but nevertheless,
specific articles of the Polish Criminal Code (CC) can be adapted to these four cate-
gories. The categories of offences against confidentiality, integrity and availability
of IT data and systems will include offences with:

• Article 165—bringing about conditions commonly dangerous to life or health,
• Article 267—unlawful obtaining of information (hacking, computer tapping,…),
• Article 268a—obstruction of information, destruction of data,
• Article 269—destruction, damaging, deletion, modification, alteration, disruption

of the collection, processing of sensitive information technology data or media,
• Article 269a—interference with a computer system or an information and

communication network,
• Article 269b—manufacture, sale, offering of “hacking tools”.

The category of computer crimes includes acts penalized with:

• Article 270—computer counterfeiting,
• Article 285 §1—telecom counterfeiting, phreaking,
• Article 287—computer fraud,
• Article 310—counterfeiting or alteration of money, other means of payment or a

document giving entitlement to receive a sum of money; placing on the market,
holding such funds.

Offences relating to child pornography include acts prosecuted with:

• Article 191a—violation of sexual intimacy; perpetration of a naked person,
• Articles 198–204—sexual exploitation,
• Article 200a—grooming a minor.

The category of offences related to infringement of copyright and related rights
includes acts penalized in two articles of the Penal Code:

• Article 278 §2—illegal acquisition of a computer program,
• Article 293—fencing of a computer program.

It is worth realizing that in the Polish police statistics of the above mentioned
articles it is not always possible to distinguish only those acts which are connected
with a computer system or ICT network.
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2 Attempts to Cybercrime Prediction

2.1 Models

Commonly used models: linear trend and linear Holt model were used for prediction
in this article.

The linear trend model is expressed by the equation:

ŷt = a · t + b (1)

where:

a =
∑n

i=1 (ti − t̄) · yti∑n
i=1 (ti − t̄)2

, b = ȳ − a · t̄ (2)

Holt’s linear exponential smoothing model is used to smooth out the time series
where there is a developmental trend and random fluctuations.

The prediction for moment t is as follows:

y∗
t(α,β)=FT (α,β)+(t−T )·ST (α,β) (3)

where: T is the number of moments in time series taken into account to build
a forecast, usually T = t − 1,

α and β—two smoothing parameters,
The Holt model is described by the following equations:

Ft − 1(α, β) = α · yt − 1 + (1 − α) · (Ft − 2(α, β) + St − 2(α, β)) (4)

St − 1(α, β) = β · (Ft − 1(α, β) − Ft − 2(α, β)) + (1 − β) · St − 2(α, β) (5)

in which: Ft− 1 corresponds to a smoothed value from a sple exponential smoothing
model (average value assessment for t – 1 eriod) and St − 1 is a smoothed trend
increase for t − 1 period.

In order to build the Holt model, the initial values F1 and S1 are needed. Two of
the standard proposals were adopted in this study: (1) based on actual values F1 =
y1, S1 = y2 − y1 and (2) based on regression factors F1 = a, S1 = b (this was not
relevant to the forecast values, but (1) led to smaller errors). The problem of finding
such a pair (α*, β*) for which:

s(α∗, β∗), min
α∈[0,1],β∈[0,1] s(α, β) (6)
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where:

s(α, β) =
√
√
√
√1

n

n∑

t=1

(yt − y∗
t (α, β))2 (7)

can be solved by one of the standard methods of non-linear optimization. Constant
smoothening in the study was determined based on the minimal average error of
expired predictions.

2.2 Cybercrimes Confirmed Prediction

The prognosis of cybercrime confirmed for 2020 based on data from 2000–2019 is
dominated by very non-linear amounts of computer crime and copyright and related
works (Fig. 1).

The projection of the number of identified cybercrimes confirmed for 2020
is subject to a large percentage error of 16.57% MSE (mean percentage error),
which makes the projection of 45,914 identified cybercrimes unacceptable. Simi-
larly, despite its similar value (45,031), the coefficient of determination R2 = 0.13
means that the trend line matching is unsatisfactory. Visually, both prognoses are
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Fig. 1 The number of cybercrimes confirmed in the years 2000–2019. Source Own study based
on Polish Police Headquarters data
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shown in Fig. 2. The declining trend in the number of cybercrimes presented in
Fig. 2 is in conflict with common perception and analysis [6, 7].

Predictions based on data from shorter periods of time, the last 10 or 5 years are
even more mistaken, so they will not be discussed further.

As mentioned at the beginning of the article, cybercrime can be divided into four
categories, so it is worth verifying the predicts for each category separately.

Computer crime
The prediction of the Holt method of computer crime (31,965 crimes) is burdened
with a fairly large percentage error of 9.81% MSE, but the prediction is already
admissible. The linear trend prediction (32,464 crimes) is unsatisfactory as the
determination factor R2 is 0.004. An illustration of these predictions is shown in
Fig. 3.

It is worth noting that the linear trend from Fig. 3 indicates an increase in this
crime.

Offences related to the infringement of copyright and related rights
Predictions of cybercrime related to copyright and related rights violations based
on data from the last 19 years indicate that the trend of these events is decreasing.

y = -536,73x + 1 129 231,68
R² = 0,13
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Fig. 2 Empirical values in the years 2000–2019 and predictions of cybercrimes confirmed. Source
Own study based on Polish Police Headquarters data
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y = 134,18x - 238580
R² = 0,004
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Fig. 3 Empirical values and predictions of computer crime confirmed. Source Own study based
on Polish Police Headquarters data

Unfortunately, these predictions are statistically inadmissible (MSE—43.11%) and
the determination factor R2 = 0.33).

The visible trend of the decrease in the number of these crimes (Fig. 4) is under-
standable, because at the end of the 20th century computer and phonographic piracy
in Poland was even a plague.

Offences against confidentiality, integrity and availability of IT data
and systems
The number of recorded offences against confidentiality, integrity and availability of
IT data and systems is significantly lower than in each of the two previous categories.
However, these are mostly classic cybercrimes. Predicts indicate an increase in the
number of this type of crime, with a poor match (Holt’s MSE method 13.96%—an
unacceptable prediction, and the determination factor R2 = 0.526 of the linear match
trend—weak) (Fig. 5).

Offences due to the nature of the information contained
In the case of crimes, due to the nature of the information contained, police statistics
have been conducted only since 2010. Predicts have a very similar value (Holt—1145,
linear trend—1226). The prediction calculated using the Holt method is acceptable
(MSE—8.23%), while the second one calculated using the linear trend has a very
good fit (coefficient of determination R2 = 0.9095) (Fig. 6).
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Fig. 4 Empirical values and predictions of offences related to the infringement of copyright and
related rights. Source Own study based on Polish Police Headquarters data
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Fig. 6 Empirical values and predictions of offences due to the nature of the information contained.
Source Own study based on Polish Police Headquarters data

2.3 Prediction of Cybercrime Detection

The detection rate is a measure of the effectiveness of police combat against crime.
The detection rate is the quotient of the number of detected crimes (including those
detected in the case of discontinuance) by the total number of crimes confirmed
increased by the number of crimes detected after initiating proceedings discontinued
in the previous year or years—expressed as a percentage. A detected crime is an
crime confirmed in which at least one suspect is identified.

The prediction of computer crimes detection calculated using the Holt method
indicates a significant decrease in detection (up to 41.27% in 2020 and as much as
27.15% in 2022), while the linear tremor indicates a slight increase (up to 51.13% in
2020). The Holt method prediction has a very small MSE error of 2.19% (very good
prediction) and the linear trend has a very large error (R2 = 0.1318). Subsequent
paragraphs, however, are indented.

The detection of cybercrimes related to copyright and related rights violations
has always been very high in Poland. The Holt method prognosis detection of these
crimes very good (MSE 0.01%), and indicates a slight decrease to 97.01% in 2020.
The linear trend, on the other hand, shows a decrease in detection rate to 96.72%,
with a weak match.

TheHolt method’s prediction of crimes against confidentiality, integrity and avail-
ability of IT data and systems detection shows an increase in detection rates to 46.94%
in 2020, but is unacceptable (MSE 21.88%). The poorly matched linear trend shows
a decrease in detection rates to 23.58% in 2020.
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Averygoodpredictionof cybercrimedue to the nature of the informationdetection
contained (MSE 2.20%) shows a detection rate of 69.6% in 2020. A linear trend with
a very large error indicates that this level will be higher and will amount to 75.66%
in 2020.

2.4 Verification of Predictions

As part of the verification of the prognoses, the predictions presented above were
calculated for 2019 and compared with the real values from 2019. The above predic-
tions were calculated not only on the basis of the last 19 years, but also on shorter
periods—the last 10 and 5 years. The linear trend prediction gave the best results
when calculated for the longest period, while Holt’s method proved to be the best
for predicting on the basis of the last 5 years. Unfortunately, the relative error of the
cybercrimes confirmed prediction was large and ranged from a fraction of a percent
to, mostly, several dozen percent (max. 46%). In case of the detection rate predictions
this error was much smaller (max. 19%).

3 Conclusions

The analyses presented above show that the cybercrime prediction on a global
scale is very imprecise. The same statement applies to cybercrimes in the following
categories: crimes of counterfeiting and computer fraud (computer crimes), crimes
against confidentiality, integrity and availability of IT data and systems and crimes
related to the infringement of copyright and related rights.

Cybercrimepredictionmaybe slightlymore accurate for offences due to the nature
of the information contained. Despite statistically good prediction for Offences due
to the nature of the information contained, one should reckon with a big mistake
resulting from exogenous conditions (the numbers of crimes are largely due to
random factors).

Due to the varying amounts of cybercrime committed in different categories, the
predicting of cybercrime should not be conducted globally but by category or by
article of the Penal Code.

Predictions about the level of the detection rate are much better, as its level is
determined by the quality of police staff preparation, and this factor is not so randomly
changed.
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Prediction of Cyber Attacks During
Coronavirus Pandemic by Classification
Techniques and Open Source Intelligence

Shannon Wass, Sina Pournouri, and Gregg Ibbotson

Abstract Over the years, technology has grown rapidly and become a major part
of everyday life. Due to the increased presence of technology, cybercrime is on the
rise and the number of cyber-attacks has increased significantly, this has made data
mining techniques an important factor in detecting security threats. This research
proposes that Classification techniques can be used to reliably classify and predict
cyber-attacks. This paper proposes a classification framework using data collected
from Hackmagedon, a blog which contains timelines and statistics for cyber-attacks.
The dataset includes cyber-attacks which occurred between 2017 and 2019 within
countries in Europe. The purpose of this research is to investigate how Classification
techniques can be used to better understand andpredict future cyber-attacks.Different
Classification techniques will be applied to the dataset to determine which technique
produces the most accurate results. The model will be validated using a dataset
containing COVID-19 cyber-attacks from Hackmagedon.

Keywords Cyber attack · Prediction · OSI · Pandemic · COVID-19

1 Introduction

Over the years, cyber-attacks have become an increasingly prevalent part of today’s
society. This is due partly to the growth in technology and it’s use and dependence
in everyday life. Due to the increased presence of technology, cybercrime is on the
rise and the number of cyber-attacks has increased significantly.
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In 2019, a third of businesses (32%) reported having a cyber security breach or
attack. In winter 2019 and early 2020, almost half of businesses (46%) reported
having a cyber breach or attack [8]. This demonstrates cyber-attacks are evolving
and becoming more frequent.

Since the COVID 19 pandemic began, cyber attackers have taken advantage of
the uncertainty and anxiety of the general populace as an opportunity for financial
gain. In March and April alone, brute-force attacks have risen by 400% [12]. It is
likely this is due to the increase in remote desktop connections, as employees have
had to push technology out at an unprecedented rate, mistakes have been made, and
systems are left unsecure. Under half of businesses have experienced at least one
business impacting cyber attack related to COVID-19 in April 2020, such as: loss of
customer, employee and confidential data, ransomware pay-outs and financial loss
and theft.

In August 2020, it was discovered Blackbaud, a software provider, fell victim to
a ransomware attack in May. The company is used by numerous other universities,
such as Birmingham, Leeds, York, and Reading, who also suffered a data breach.
The information which was breached included names and contact details for donors,
alumni and stakeholders. Blackbaud paid the ransom and the data was destroyed
[16].

Alongside this, in May, two companies involved in building coronavirus hospitals
were hit by cyber-attacks: Bam Construct and Interserve. Bam Construct shut down
its website and other systems as a precaution after being hit by a computer virus,
whereas Interserve stated some operational services were affected [1].

The two attacks mentioned above were both on different work sectors: education
and healthcare. This indicates cyber attackers do not discriminate on the sectors, they
merely target the sector where the greatest amount of disruption and financial gain
can be made.

The top sectors most likely to be affected by a cyber-attack during COVID-19 are
healthcare and banking. Within the healthcare sector, malicious actors are exploiting
the situation to deliver malware payloads at medical facilities to compromise the
infrastructure and demand ransom to restore functionality. Due to the desperation
and necessity of the compromised equipment, healthcare sectors are likely to pay the
ransom as it would be more costly to not pay the ransom. In the banking sector, cyber
criminals are taking advantage of the COVID-19 pandemic by creating phishing
campaigns using COVID-19 misinformation to steal user data [18]. The increase
in cyber-attacks and the elaborate methods used to conduct them demonstrate the
need for more advanced cyber-attack detection methods. Currently, methods such as
IntrusionDetection Systems are used to detect anomalies, however, false positives are
frequent and IP packets can be faked. Therefore, this study aims to develop a frame-
work using classification techniques alongside historical data to better understand
and predict cyber-attacks in Covid-19 era.
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1.1 Background

Many researches have been done in the field of cyber security and data mining
specifically classification techniques. In this section we have reviewed few most
recent studies about how classification techniques can be used for prediction of
different elements in cyber security.

1.1.1 Support Machine Vector

Sarker et al. [21] proposed an Intrusion Detection model using SVM. This experi-
ment used security datasets which represented a collection of information records
consisting of security features which could be used to train the intrusion detection
model. The dataset contained more than 25,000 records which were collected from
a variety of intrusion detection systems simulated in a military network environ-
ment. To collect this data, an environment was created by simulating a US Air Force
Local Area Network. The dataset consisted of both nominal and numerical security
features:

1. Duration logged in
2. Number of failed logins
3. Server error rate
4. Protocol type.

This experiment ranked the security features and assigned them a score, this
was so significant features could be chosen for further processing and irrelevant
features could be removed. Thismade themodelmore effective in terms of prediction
accuracy for unseen test cases. The effectiveness of themodel was calculated in terms
of accuracy, true positive, and false negative. To calculate the results for unseen
test cases, 80% of the data was used for training and 20% for testing. The results
were calculated using a matrix which reported the number of false positives, false
negatives, true positives and true negatives. However, the limitations of this study
were the features in the security dataset were not equally significant to build a data
driven security model.

Kim Donghoon et al. [9] proposed a SVM framework to detect a class of cyber-
attacks which redistribute loads, such as DDOS attacks. The dataset consisted of
captured network packets, 70,000 were used for the training set and 30,000 were
used for the validation set. The limitations of this experiment were the DDOS attack
methods were not complicated enough compared to real world attacks, meaning the
results may be inaccurate. To reliably evaluate the performance, raw data from client
machines affected by a DDOS attack is needed.

Kinan Ghanem et al. [13] proposed a Network Intrusion Detection model using
SVM to reduce the number of instances used during the computation of the SVM
which also reduces the training time of the model. The model was evaluated using
different network traffic datasets from wired and wireless networks at Loughbor-
ough University. The SVM categorised the traffic as malicious or normal, if it was
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malicious, it was placed into one of the four classes: Denial of Service, Remote to
Local, User to Root and Probing.

A positive point to Kinan Ghanem et al. (2017)’s approach was the classifier had
an accuracy of 100% for detection rate. However, the problem with this technique
is the SVM required labelled training data to accurately predict the class of the
data. The limitation of this study is the SVM only reached an accuracy of 81% and
generated false positives of 19% for the Probing class, this could be a result of the
data consisting of different factors; for example, wired and wireless connections, the
different attack types and a possible imbalance in the dataset.

1.1.2 Random Forest

A Random Forest classifier was proposed by Nabila Farnaaz [11] to predict mali-
cious intrusions using a host-based intrusion detection system. The data used for
this experiment was a NSL-KDD data set, this contained records of internet traffic
detected by a simple intrusion detection network, the data contained 43 features per
record, 41 of these features refer to the traffic input and 2 are the labels of whether it
is normal or an attack and the score given to the severity of the traffic input. Within
the dataset, there were 4 different classes of attacks: Denial of Service, Probe, User
to Root and Remote to Local. Their proposed approach and the method was split
into 8 steps:

1. Load the dataset—the data was imported into WEKA.
2. Apply pre-processing technique—WEKA was used to replace the missing

values.
3. Cluster the data into datasets—the data was clustered into groups based on their

similarities.
4. Partition the data into training and test sets—the data was split into different

sets.
5. Select the best set using feature selection—the best set was used based on their

features e.g. type of attack.
6. Dataset was applied to the Random Forest classifier for training—the data was

trained using RF.
7. Test data was given to the Random Forest classifier for classification—the data

was classified using RF.
8. Calculate accuracy, detection and false alarm rate.

The proposed model yielded a high detection rate and a low false alarm rate with
an overall accuracy of 99.97%

A positive point of Nabilia Farnaaz (2016)’s approach is multiple performance
measures were used to evaluate the classifier: accuracy, detection rate, false posi-
tive and true negative. For example, if the classifier were only evaluated using the
detection rate and everything was detected successfully, the classifier would have a
success rate of 100%. However, this would not take into account the accuracy and
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amount of false positives vs true negatives, meaning the results of the experiment
would be inaccurate.

The problem with Random Forest is many noisy trees are created which affect the
accuracy and decisions for future samples. However, Nabila Farnaaz (2016) takes
this into account in the feature selection process, having irrelevant features decreases
the accuracy of the classifier. The features chosen were:

1. Accuracy—the ratio of correctly classified samples.
2. Detection rate—the ratio between total numbers of attacks detected by the

system to the total number of attacks present in the dataset.
3. False alarm rate—this is defined as: FP/TN + FP.

An additional approach was suggested by Leyla Bilge et al. [3], a system called
RiskTeller. This system used a Random Forest classifier to predict which machine
was at higher risk of a cyber-attack. The dataset used for this experiment was binary
file logs from 600,000 machines belonging to 18 enterprises. For each machine, 89
features were used. These features were based on the number of events, application
categories, rarity of files, patching behaviour and past threat history. The features
were categorised into 6 groups:

1. Volume based—percentage of events, fraction of events from top file hashes,
percentage of applications.

2. Temporal—Monthly percentage of events—median/standard deviation.
3. Vulnerability/patching—percentage of patched vulnerabilities/applications.
4. Application categories—top 5 application categories with most events.
5. Infection history—fraction of events for malicious/benign/unknown files.
6. Prevalence-based—fraction of events seen in only one enterprise.

This method consisted of:

1. Data pre-processing—the file and directory names were normalized to identify
those which were likely to perform the same.

2. Feature extraction—features were computed into the classifier.
3. Feature labelling—features were labelled as clean or infected machines.
4. Feature discovery—for each machine, a profile was created containing 89

different features based on events which will be used to predict the machines
risk of future infection.

The problem with this method was whereas RiskTeller predicts the general risk
that a machine is at risk frommalware, it did not classify specificmalware categories.
However, a positive point is Leyla Bilge et al. (2017)’s experiment proves the concept
of using machine learning to predict malware with a high accuracy rate. Risk Teller
achieved a 96% true positive rate and 4% false positive rate, no previous work has
been able to achieve a 96% true positive rate with a 4% false positive rate at amachine
level granularity.

Rupa Ch et al. [5] proposed a computational system to detect and classify cyber-
crimes using Random Forest. The data was gathered from Kaggle, a data science
community and CERT-IN, an Indian Computer Emergency Response Team. The
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information collected fromeachdata source consistedof 2097 recordswith 8 features:
the type of incident, victim, access violation, harm, year, location and age of offender.
After the data was pre-processed, features were extracted and used to classify the
cybercrimes: Incident, Offender, Harm, Access Violation, Year and Victim.

A positive point on Rupa Ch et al. (2020)’s approach was the proposed model
classified with a 99% accuracy rate. The limitations of the study was currently it only
classified cybercrimes into certain groups: Identity theft, hacking, copyright attacks
and other. A feature extension is required to provide countermeasures to the crime
agencies, in order to reduce the frequency of cybercrimes in specific locations.

1.1.3 Naïve Bayes

Prajakta Yerpude [20] proposed a framework for predicting crime using supervised
machine learningmethods, such as Naïve Bayes. The communities and crime dataset
from the UCI repository (a collection of databases) was used, which consisted of
crime data in Chicago, containing a total of 1994 records. Included in the dataset
were features such as:

1. Population—urban, rural etc.
2. Race—asian, Caucasian etc.
3. Sex—female/male
4. Police—percentage of police officers.

To select the most important features for the classifier, Feature Importance was
used to assign each feature a score. The higher the score, the more significant
the feature was to the classifier. The features extracted according to their feature
importance scores were:

1. NumUnderPov: Number of people under the poverty line.
2. NumbUrban: Number of people in Urban Areas.
3. HousVacant: Number of vacant houses.
4. RacePctHisp: Percentage of race Hispanic.
5. LemasPctOfficDrugUn: Percentage of officers assigned to drug unit.
6. PctNotSpeakEnglWell: Percentage of people who did not speak English well.
7. acePctAsian: Percentage of race Asian.

The classifier usedboth clean anddirty data. The accuracyof the result for the clean
data, 77.64%, was higher than the dirty data, 75.42%. This demonstrates that missing
data creates inconsistencies and affects the performanceof themodel.Apositive point
of Prajakta Yerpude’s approach is the feature importance score proved to be highly
predictive, specifically “NumUnderPov” and “NumbUrban”. The limitation of this
study is the dataset consisted of every crime,this analysis can be narrowed down to
categories of crime to yield more accurate results.
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1.1.4 K Nearest Neighbour

Ben Abdel Ouahab Ikram et al. [2] proposed a malware classification framework
using K-Nearest Neighbor alongside visualisation techniques. Using visualisation
techniques, the malware binary was converted into a grayscale image, afterwards,
an image descriptor was computed to classify the malware using K-Nearest Neigh-
bour with features extracted from the data. The dataset used for this framework was
Malimg, this is a malware classification dataset from the website Kaggle, containing
9339 malware samples from 25 different families in the form of grayscale images.
This dataset was split into training data and test data: TestDB and TrainDB. The
features exported from the dataset were: malware families names, number of images
in each family.

The model was trained with different k values and a score was calculated for each
case, for example: k= 2, k= 5, k= 10. Since k= 10 gave the highest training score,
this was saved for future predictions. The test score yielded an accuracy of 97.92%.
The model was saved and used on the TestDB with completely new, unlabelled data.
The purpose of this was to see how the model would perform on unknown samples.
Themodel yielded an accuracy of 92%with the unknown samples.Overall, themodel
accurately classified 46 out of 50 malware samples. The limitation of this study was
the datawas not cleaned before being imported into themodel for training, thismeans
predictions from the data may be inaccurate and misleading.

Masoumeh Zareapoor [25] proposed a model for predicting credit card fraud
using KNN. A credit dataset was used containing e-commerce transactions with
100,000 records labelled as legitimate or fraudulent, 2293 of the records (2.8%) were
fraudulent and 97,707 (97.2%) were legitimate. The model was evaluated using the
following metrics: Fraud Catching Rate, False Alarm Rate and Balanced Classifi-
cation Rate. Incoming transactions were classified by calculating the nearest point
to the newest incoming transaction. If the nearest neighbour was fraudulent, the
transaction was classified as fraudulent.

A positive point of Masoumeh Zareapoor (2015)’s approach was the possible bias
in the unbalanced data was taken into account, the evaluation metrics were changed
from accuracy and error rate to False Alarm Rate and Balanced Classification rate.

1.1.5 Neural Networks

Moshe Kravchik et al. [15] proposed a framework for detecting cyberattacks in
industrial control systems using convolutional Neural Networks. The dataset used
was a Secure Water Treatment testbed which represented a real-world industrial
water plant and included 36 different cyber-attacks, consisting of 7 days of recording
under normal conditions (benign) and 4 days when the 36 attacks were performed
(attack) and logged on a server. The entire dataset contained 946,722 records labelled
as attack or benign. The features used in this experiment were attributes from the
water test sensors: flow meters, water level meters, conductivity and pH analysers.
The data from the sensors was logged and used for training and testing the model. A
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positive point of Moshe Kravchik et al. (2018)’s approach is the model successfully
detected 32 out of 36 attacks. The limitation of this study is convolutional neural
networks are stateless, this means they lack the ability to learn beyond what was
used as a sample.

Ihor Tereikovskyi [24] proposed a model using deep neural networks to detect
cyber-attacks. The model was written using the programming language Python. The
NSL-KDDdataset was used, this is amodification of KDD-99. The dataset contained
a set of data to be audited, including a variety of intrusions in a military environment,
the number of records was 25,192. The features used in the NSL-KDD dataset were:

1. duration—time of connection in seconds.
2. protocol_type—UDP, TCP etc.
3. service—network service.
4. flag—connection status.
5. src_bytes—Data amount transferred from source to recipient in bytes.
6. dst_bytes—Data amount transferred from recipient to source in bytes.

These features served as input variables for the neural network model, the number
of input neurons was 4 which relates to the number of cyberattacks.

The features were combined into groups:

1. Basic attributes.
2. Content attributes.
3. Host traffic attributes.

The dataset contained values of each feature to detect the following types of
cyber-attacks:

1. Distributed Denial of Service.
2. Probe.
3. Remote to Local.
4. User to Root.

The classifier had a 90% detection rate. A positive point of Ihor Tereikovskyi
(2017)’smodel is itwaswritten in the programming languagePython. Python consists
of code libraries, making it easier to use and the preferred language for machine
learning. The limitations of this studywere the dataset only contained 25,192 records,
in order for deep neural networks to perform better over other techniques, a larger
dataset is required.

1.2 Summary

In this section, 2 concepts were investigated: cyber security and data mining tech-
niques. The different components of cyber security were discussed: cyber threats,
threat actors and cyber activities. Alongside this, the different data mining tech-
niques were discussed, including their definitions and how they can be applied to
cyber security.
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2 Data Pre-processing

2.1 Introduction

This section aims to demonstrate the data type and pre-processing stage. Different
tools which have been used for pre-processing the data will be explained.

2.2 Data Collection

This section aims to demonstrate the data collection process. Themain source of data
used in this research is Hackmagedon (https://www.hackmageddon.com/). Hack-
magedon is a blog which contains timelines and statistics for cyber-attacks. The
data collected from Hackmagedon includes cyber-attacks which occurred between
2017 and 2019 within countries in Europe. The dataset includes 1989 records of
cyber-attack incidents where the type of attack is known and unknown.

2.3 Data Categorize

At this stage, the initial dataset needs to be explored in more detail. Each incident of
cyber-attack comes with 11 features:

1. ID—Identifying number given to the record.
2. Date—the date the attack was recorded.
3. Author—the person behind the attack e.g. Lizard Squad.
4. Target—the name of the target.
5. Description—a brief description of the attack.
6. Attack—the type of cyber-attack e.g. Brute-Force.
7. Target Class—the business sector affected by the attack.
8. Attack Class—the category the attack falls into e.g. cyber criminals.
9. Country—the country affected by the attack e.g. UK.
10. Link—a link to a news article about the attack.
11. Tags—key words relating to the attack.

Table 1 shows an example of the structure of the dataset:
The columns that are not relevant to the research will be removed; this is because

they are not useful to the predictive model. The ID, Date, Target, Description, Link
and Tags columns will be removed. These columns are not an area of interest and will
not improve the model. Finally, the Author column will be renamed to Attackers.
The remaining columns that will be used as part of the model are: Attackers, Attack,
Attack Class, Target Class and Country. After the columns are removed, the dataset
is restructured, and 5 different columns remain.

https://www.hackmageddon.com/
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OpenRefine will be used to cleanse the data. The data will be inputted into
OpenRefine and pre-processing will begin, pre-processing includes the following
steps:

1. Removing Duplicates: This will be done using facet text. In OpenRefine, Facet
values provide an overview of the values in a column, making it easier to detect
duplicates. For example, Account Hijacking was present twice due to a spelling
mistake.

2. Capital and lower-case letters: OpenRefine can also cluster the text so lower-
case and capital letters are automatically integrated.Brute-force andBrute-Force
were both values in the Attack column, the difference was the capital F. The
lower-case F became a capital, this merged the values into one.

3. Removing irrelevant records: This is done manually in Excel by filtering out
the records which are Unidentified and contain no information about an attack.

4. Combining Values: Values need to be combined for them to be categorised for
further analysis, multiple columns must be categorised:

5. Attack: The attack is categorised based on the nature of the attack. Table 2 shows
the Attack categories, abbreviations and examples:

(a) Target Class: The target class is categorised based on the sector attacked. Table
3 shows the Target Class categories and examples:

(b) Attack Class: The attack class is categorised based on the class of the attack
(Table 4)

Table 2 Type of threat and abbreviations

Attack Example Abbreviation

Account Hijacking Account Hijacking occurs when a person’s account is
stolen by a hacker

AH

Brute-Force An attacker submits multiple passwords until they gain
access to a victim’s account

BF

DDoS An attacker floods a service with internet traffic to disrupt
users from accessing the service as normal

DDOS

Injection An attacker inserts malicious code into an application to
manipulate the application into working a certain way

INJ

Malware A type of software designed to cause damage to a
computer: viruses, worms, trojan horses

M

MITM An attacker listens into the data sent between two
computers

MITM

Phishing An attacker attempts to gain sensitive information from a
user by pretending to be a known, trustworthy source

PH

Social Bots Automated social media accounts SB

Targeted Attack An anonymous attacker actively trying to infiltrate a
victim’s system

TA

Unidentified The type of attack is unknown UID
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Table 3 Type of target abbreviations

Target class Example Abbreviation

Administration Activities Preparing budget, personnel management,
maintenance of computer data

AA

Education and Social Work Schools, universities and social EASW

Financial and Communication
Activities

Banking companies and communications
related activities

FACA

Multiple Individuals Several individuals MI

Production Related Activities Includes manufacturing companies,
mining etc

PRA

Retail and Transport Retail shops and transportation companies RAT

Science and Technology Companies providing technology and
scientific research

SAT

Single Individual Single individual SI

Unidentified The target class is unknown UID

Utilities Water, gas etc UT

Table 4 Attack class abbreviations

Attack class Example Definition

CE Stealing/spying on classified information from a government
entity or organization

Cyber Espionage

H The use of computer systems for politically motivated reasons Hacktivists

CC A criminal which uses a computer to commit crime Cyber Criminals

CW The use of computer systems to attack a country Cyber Warfare

(c) Attackers: The attack is categorised based on the group or person carrying out
the attack (Table 5)

2.4 Data Statistics

2.4.1 Cyber Attacks by Attack Type

Malware attacks accounted for 43.06% of all cyber-attacks which occurred between
2017 and 2019. This is possibly due to the fact that ransomware attacks are on the
rise. Whereas customer ransomware attacks are decreasing, enterprise ransomware
attacks are increasing (Fig. 1).

One factor which has played a role in the increase is the number of ransomware
authors, ransomware authors know there is a good chance the business will pay the
ransom as it will be more costly for the business to suffer an outage than to pay the
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Table 5 Attackers
abbreviations

Attackers Abbreviation

Anonymous A

Unidentified UID

Chinese Hackers CH

Iranian Hackers IH

Multiple Attackers MA

Nigerian Hackers NH

North Korean Hackers NKH

Russian Hackers RH

Turkish Hackers TH

USA Hackers USAH

Fig. 1 Cyber attacks by type of attack

author [19]. In 2017, 39% of businesses hit by ransomware paid the author, in 2018,
this increased to 45%. Finally, in 2019 this figure increased to 58% [7].

2.4.2 Cyber Attacks by Target Class

The industrymost affected by cyber-attacks was Education and SocialWork between
2017 and 2019, 30.98% of attacks were on this sector. In the past two years, cyber-
attacks on higher education institutions exposed over 1.35 million student identities
[17].

Universities are specifically targeted due to the sensitive information storedwithin
their systems. Additionally, cyber-attacks on universities occur because the systems
are large and complex, which makes implementing protections correctly difficult [4]
(Fig. 2).
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Fig. 2 Cyber attacks by industry

2.4.3 Cyber Attacks by Attack Class

Cyber Criminals were responsible for 75.70% of cyber-attacks which took place
between 2017 and 2019. In 2017, the number of cyber incidents was up by 46% and
in 2018, this decreased to 43% and finally, in 2019, this number decreased to 32%.
One of the reasons for this decrease is between September 2017 and September 2018,
the number of computer misuse incidents decreased from 1.5 million to 1 million.
Another explanation for fewer businesses identifying breaches is organisations are
becoming more secure and aware of cyber incidents. Since 2018, organisations have
increased their defences against cyber-attacks (GOV UK Department for Digital,
[14]) (Fig. 3).

Fig. 3 Cyber attacks by attack class
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2.4.4 Cyber Attacks by Country

The country most affected by cyber-attacks across all industries and attack types
was the United Kingdom. In 2019, almost 50% of UK businesses suffered a secu-
rity breach or cyber-attack; in the last 12 months, only half of the businesses had
completed an internal and external security audit, it is highly likely they did not have
the correct security protections in place to prevent a cyber-attack [23] (Fig. 4).

2.5 Summary

This section discussed the data collected and the different tools and techniques used
to structure the data to prepare it for further analysis, alongside the data statistics.

3 Data Analysis

3.1 Introduction

This section will focus on investigating different classification algorithms, such as
Support Vector Machine, Random Forest, K-Nearest Neighbour, Naïve Bayes and
Neural Networks. Each algorithm will be applied to the dataset and the results will
be analysed and compared to discover which one produces the most accurate results
in predicting the type of attack used in a cyber-attack.

Fig. 4 Cyber attacks by country
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3.1.1 Performance Evaluation Metrics

The following are the performance evaluation metrics the algorithms are going to be
measured against (Table 6):

3.2 Support Vector Machine Analysis

Now data pre-processing has been completed, the analysis stage can begin. In this
part of the analysis, Support Vector Machine, which was discussed in Sect. 1.1.1,
will be applied to the dataset to train the data in predicting the different types of
attacks used in a cyber-attack. 10-fold cross validation will be applied.

Table 6 Explanation of performance evaluation metrics

Name Definition

TP rate Correctly classified values where the
result is correct and is actually correct
[10]

FP rate Incorrectly classified instances where
the result is correct and is actually
incorrect [10]

Precision The percentage of results returned
which are more relevant than irrelevant
[22]

Precision = TP/TP + FP

Recall The percentage of results returned
which are mostly relevant [22]

Recall = TP/TP + FN

F-measure A weighted average of the Recall and
Precision. Takes false positives/false
negatives into account [10]

F-Measure = 2*(Recall*Precision) /
(Recall + Precision)

Fig. 5 SVM summary by attack
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Fig. 6 SVM attack accuracy by class

3.2.1 Prediction of Attack by Support Vector Machine

Figure 5 demonstrates the Support Vector Machine classifier correctly classified
63.3% of instances and incorrectly classified 36.6% of instances based on the type
of attack.

Figure 6 demonstrates the Support Vector Machine classifier yielded a TP rate of
0.633%, a FP rate of 0.297% and a Recall rate of 0.633%.

The M class has a TP rate of 0.958%, a FP rate of 0.591%, a Precision of 0.601%,
a Recall of 0.958% and a F-Measure of 0.739. As the M class has a significantly
higher Recall (0.958%) compared to the Precision (0.601%), this means the classifier
is overclassifying instances as M. The classifier correctly classified 820 instances of
M and incorrectly classified 33 as TA. Out of all the classes,M and TAwere classified
the most frequently.

TA has a TP rate of 0.834%, a FP rate of 0.059%, a Precision of 0.772%, a Recall
of 0.834% and an F-Measure of 0.802%. The Recall and Precision are not drastically
different, meaning whilst the classifier is recalling a high number of instances, the
instances recalled are correct the majority of the time due to the high Precision.
287 instances of TA were classified correctly and 56 were misclassified as M. It is
possible M and TA share certain patterns which makes the classifier believe TA is M
and vice versa. INJ, AH and DDOS were the only other classes aside from M and
TA to have correct classifications, however, the majority of the instances belonging
to the classes were also misclassified as TA or M.

3.2.2 Discussion and Interpretation

Table 7 demonstrates the accuracy of the Support Vector Machine classifier:
The SVM classifier accurately classified the type of attack 63.3% of the time.

The classifier performed the greatest when predicting Malware or Targeted Attack
instances. It is possible this is because there are patterns within the Malware and

Table 7 SVM accuracy in
predicting

Type of prediction SVM accuracy rate

Attack 63.3%
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TargetedAttack classeswhich the other classes donot have. TheTargetedAttack class
demonstrated equally high Recall and Precision, this demonstrates the classifier is
selecting relevant instances which are also accurate to the class, whereas theMalware
class shows a higherRecall than Precision, thismeans a portion of instances classified
as Malware belong to another class. Aside from the classes Malware and Targeted
Attack, the classifier accurately classified instances of Injection, Account Hijacking
and DDOS into the correct class. However, several instances from each class were
misclassified asDDOS,TargetedAttack andMalware.Out of all the classes,Malware
contains the highest number of misclassified instances.

3.3 Random Forest Analysis

Random Forest, which was discussed in Sect. 1.1.2, will be applied to the dataset
to train the data in predicting the different types of attacks used in cyber-attacks.
tenfold cross validation will be applied.

3.3.1 Prediction of Attack by Random Forest

Figure 7 demonstrates the Random Forest classifier correctly classified 67.4% of
instances and incorrectly classified 32.5% of instances based on the type of attack.

Fig. 7 RF summary by attack

Fig. 8 RF attack accuracy by class
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Figure 8 demonstrates the Random Forest classified yielded a TP rate of 0.675%,
a FP rate of 0.216% and a Recall of 0.675%

TheM class is classifiedmore than any other class; however, it also has the highest
Recall rate, 0.900%, it is likely there is a pattern within theM instances which makes
the classifier believe the selected instance is M and misclassify. 770 instances of
M were classified correctly, however, throughout the other classes, there are several
misclassifications as M. For example, 75 instances of INJ and 45 instances of DDOS
were misclassified as M. Aside from the M class, the classifier accurately classified
instances of TA, DDOS, AH, INJ and SB into the correct class. However, there were
also a high number of misclassifications. The classes which were misclassified the
most were M, TA, DDOS and AH. The only class to have no correct classifications
was MITM, all the instances of MITM were misclassified as DDOS, M and TA.

3.3.2 Discussion and Interpretation

Table 8 demonstrates the accuracy of the Random Forest classifier in terms of the
different attacks within the dataset which apply to cyber-attacks:

The RF classifier accurately classified the type of attack 67.1% of the time. The
classifier performed the greatest when predicting Targeted Attack, Social Bot and
Malware instances, it is likely this is due to these classes sharing certain character-
istics which the other classes do not have. The Targeted Attack class demonstrates
equally high Recall (0.817%) and Precision (0.824%), this demonstrates the classi-
fier is selecting relevant instances which are also accurate to the class, whereas the
Malware class shows a higher Recall (0.900%) than Precision (0.668%), this means
a portion of instances classified as Malware belong to another class. The classifier
accurately classified instances of TA, DDOS, AH, INJ and SB. Out of all the classes,
Man in the Middle, Brute Force and Phishing were the only classes to not have a
correct classification.

3.4 Naïve Bayes Analysis

Naïve Bayes, which was discussed in Sect. 1.1.3, will be applied to the dataset to
train the data in predicting the type of attack used during a cyber-attack. tenfold cross
validation will be applied.

Table 8 RF accuracy in
predicting

Type of prediction RF accuracy rate

Attack 67.4%
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3.4.1 Prediction of Attack by Naïve Bayes Classifier

Figure 9 demonstrates the Naïve Bayes classifier correctly classified 64.3% of
instances, and incorrectly classified 35.6% of instances based on the type of attack.

Figure 10 demonstrates the Naïve Bayes classifier yielded a TP rate of 0.643%,
FP rate of 0.224% and a Recall rate of 0.643%.

TheTAclass yields aTP rate of 0.831%, a FP rate of 0.53%, a Precision of 0.790%,
a Recall of 0.877% and a F-Measure of 0.810%. The recall is slightly higher than the
precision, this means the classifier is selecting relevant instances which are correct a
majority of the time. For example, the classifier accurately classified 286 instances of
TA. There are a few misclassifications of TA in the other classes, for example, there
are 23 misclassifications of TA in the AH class. However, unlike the M class, TA has
a low number of misclassifications. The M class yields a TP rate of 0.877%, a FP
rate of 0.421%, a Precision of 0.659% and a Recall of 0.877%, as the recall is higher
than the precision, this indicates there are patterns within the M class which causes
the classifier to misclassify instances as M. The classifier believes the instances to
be relevant to the M class and classifies the instances. In the INJ class, 14 instances
were correctly classified and 76 instances were misclassified into the M class, it is
possible this is due to M containing similar patterns which the other classes do not
have which makes the classifier more likely to classify the instances as M. SB and
DDOS were the only classes to have a higher Precision rate over Recall, this shows
the instances recalled were relevant to the class.

Fig. 9 NB summary by attack

Fig. 10 NB attack accuracy by class
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Table 9 NB accuracy in
predicting

Type of prediction NB accuracy rate

Attack 64.3%

3.4.2 Discussion and Interpretation

Table 9 demonstrates the accuracy of the Naïve Bayes classifier:
TheNBclassifier accurately classified the type of attack 64%of the time. The clas-

sifier was more likely to recall and classify instances as Targeted Attack or Malware.
Both of these classes have a higher Recall than Precision, this means the classi-
fier is recalling instances and misclassifying. Unlike Targeted Attack or Malware,
Social Bot had a higher Precision than Recall, meaning the instances recalled were
accurate to the class. The classifier classified no correct instances of Man in the
Middle, Phishing and Brute Force, the classifier misclassified these instances as
DDOS, Targeted Attack and Malware.

3.5 K-Nearest Neighbour Analysis

K-Nearest Neighbour, which was discussed in Sect. 1.1.4, will be applied to the
dataset to train the data in predicting the type of attack used during a cyber-attack.
tenfold cross validation will be applied.

3.5.1 Prediction of Attack by KNN

Figure 11 demonstrates the KNN classifier correctly classified 67.2% of instances,
and incorrectly classified 32.7% of instances based on the type of attack.

Figure 12 demonstrates the KNN classifier yielded a TP rate of 0.672%, a FP rate
of 0.222%, and a Recall of 0.672%.

The classifier shows the TA class has a TP rate of 0.826%, a FP rate of 0.039,
a Precision of 0.835% and a Recall rate of 0.826%. As the Precision is slightly
higher than the Recall, this demonstrates the classifier is selecting relevant instances

Fig. 11 KNN summary by attack
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Fig. 12 KNN attack accuracy by class

and correctly classifying them as belonging to the TA class. Whereas M shows a
Precision of 0.662% and a Recall of 0.903%, in this case the Recall is higher than the
Precision, although the classifier is selecting relevant instances, a high proportion of
the instances are being misclassified as M. For example, 50 instances of DDOS were
misclassified as M.

The SB class has a TP rate of 0.444%, a FP rate of 0.003%, a Precision of
0.706% and a Recall of 0.444%. This means the classifier does not believe many
instances belong in the SB class and a high proportion of the SB instances are being
misclassified. For example, 12 instances of SB were correctly classified, however,
14 instances were misclassified into DDOS, TA, M and AH. This could be because
the SB class shares similarities with the DDOS, TA, M and AH classes which makes
the classifier believe instances of SB belong to those classes.

3.5.2 Discussion and Interpretation

Table 10 demonstrates the accuracy of the KNN classifier:
The K-Nearest Neighbour classifier using the type of attack feature accurately

classified the type of attack 67% of the time. The classifier performed the greatest
when predicting Targeted Attack instances. The Recall (0.826%) and Precision
(0.835%) are equally as high, this demonstrates the classifier is selecting relevant
instances which are also accurate to the class. The Malware class also had a high
number of classifications; however, the Recall is higher than the than Precision, this
a significant portion of instances classified as Malware belong to another class.
Similar to Targeted Attack, Social Bot shows a higher Precision (0.706%) than
Recall (0.444%), however, as the Recall is significantly lower, this demonstrates
the classifier is not recalling Social Bot instances.

Table 10 KNN accuracy in
predicting

Type of prediction KNN accuracy rate

Attack 67%
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3.6 Neural Networks

Neural Networks, which was discussed in Sect. 1.1.5, will be applied to the dataset
to train the data in predicting the type of attack used during a cyber-attack. tenfold
cross validation will be applied.

3.6.1 Prediction of Attack by NN

Figure 13 demonstrates the NN classifier correctly classified 66.8% of instances, and
incorrectly classified 33.1% of instances based on the type of attack.

Figure 14 demonstrates the NN classifier yielded a TP rate of 0.669%, a FP rate
of 0.212% and a Recall of 0.669%.

The M class yields a TP rate of 0.897%, a FP rate of 0.403%, a Precision of
0.674%, a Recall of 0.897% and an F-Measure of 0.770%. The Recall is higher than
the Precision, this means the classifier is selecting instances it believes to be relevant
to the class, however, as the Precision is also high, this is a strong indicator that the
majority of the instances recalled are accurate to theM class. The classifier accurately
classified 768 instances of M. Out of all of the class, the AH class had the highest
number of M classifications. This indicates M and AH share similar patterns which
lead the classifier to believe instances of M are AH.

Fig. 13 NN summary by attack

Fig. 14 NN attack accuracy by class
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3.6.2 Discussion and Interpretation

Table 11 demonstrates the accuracy of the Neural Network classifier:
The Neural Network classifier accurately classified the type of attack 66.8% of

the time. The classifier performs the best when predicting Targeted Attacks, the
Precision (0.827%) and Recall (0.808%) for this class are equally as high, this means
the instances recalled are relevant and accurate. However, the classifier believes a
high number of instances to be Malware, the Malware class has a Recall of 0.897%
and a Precision of 0.674%. This means the classifier is recalling and misclassifying
instances which do not belong to the Malware class. Unlike Targeted Attack were
the Precision and Recall are equally as high, Injection shows a higher Precision
(0.500%) thanRecall (0.227%), as the Recall is significantly lower, this demonstrates
the classifier is not recalling Injection instances.

3.7 Summary

In this section, data analysis was carried out. Support Vector Machine, Random
Forest, Naïve Bayes, K-Nearest Neighbour and Neural Networks were applied to
the data and various performance metrics were discussed and analysed. For each
algorithm, a discussion was carried out discussing the key points made from the
analysis.

4 Model Comparison

4.1 Introduction

In this section, the different algorithms are compared together in order to assess
which one performs the greatest in predicting the type of attack.

Table 11 NN accuracy in
predicting

Type of prediction NN accuracy rate

Attack 66.8%
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4.2 Comparison of Models

5 different models were trained for predicting the type of attack used in a cyber-
attack, these models are: Support Vector Machine, Random Forest, Naïve Bayes,
K-Nearest Neighbour and Neural Networks.

Out of all the models trained, the Random Forest classifier demonstrated the
highest accuracy in terms of TP (0.675%) and FP (0.216%). Instances were clas-
sified correctly 67.4% of the time. The classifier successfully classified instances
correctly into each class, aside from MITM. In second place, K-Nearest Neighbour
demonstrated a lower TP rate (0.672%) and a higher FP rate (0.222%). However,
instances were classified correctly 67.2% of the time. This is 0.2% less than the
Random Forest Classifier. The RF model had less misclassifications than KNN and
was more successful in classifying Social Bots, Injection and Account Hijacking
instances than KNN.

Compared to Random Forest, Support Vector Machine had significantly more
misclassifications, the only classes to have correct classifications were DDOS,
Targeted Attack and Malware instances. The FP rate was higher, 0.297%, when
compared to Random Forest’s FP rate of 0.216% and the TP rate was lower, 0.633%.
Instances were classified correctly 63.3% of the time, 4.1% less than Random Forest.
Neural Networks and Naïve Bayes both had a lower TP rate. Compared to Random
Forest, Neural Networks and Naïve Bayes demonstrated a higher number of DDOS
misclassifications.

Due to the RF model demonstrating a higher TP rate, a lower FP rate and a higher
accuracy in classifying instances correctly when compared against the other models,
Random Forest was chosen as the most suitable algorithm for the final model (Table
12).

As shown in the table above, Random Forest demonstrated the highest accuracy
in predicting the type of attack. Therefore, the model will be built using the Random
Forest classification algorithm. It is possible Random Forest yielded the highest
accuracy rate due to Random Forest being an ensemble model. The Random Forest
model creates trees on the subset of the data and combines the output from all the
trees. This reduces overfitting and reduces the variance, subsequently, this improves
the accuracy of the classifier.

Table 12 Comparison of
model accuracy rate

Algorithm Accuracy rate (%)

RF 67.4

KNN 67.2

NN 66.8

NB 64.3

SVM 63.3



92 S. Wass et al.

4.3 Summary

Based on the model comparison, Random Forest performed the best and was chosen
for the final model. In the next section, in order to evaluate how successful the model
is, validation data will be applied which contains unseen records of cyber-attacks
which occurred during January and May 2020 during the COVID-19 pandemic.

5 Discussion

5.1 COVID 19 Data Statistics

5.1.1 Cyber Attacks by Attack Type during COVID 19

Since the COVID 19 pandemic began in January, Malware attacks have accounted
for 54.54% of cyber-attacks, this is an increase of 11.48% from the end of 2019,
prior to the pandemic. Similarly, Account Hijacking attacks have increased by 3%. It
is likely the increase in cyber-attacks is due to the increase in remote working since
the pandemic began (Fig. 15).

For example, the coronavirus pandemic has forced organisations to roll out new
technologies at an unprecedented rate. Employees who have been working from
home have been using virtual private networks which lack the necessary protections,
this opens up a point of entry for a potential attacker.

Fig. 15 Cyber attacks by type of attack during COVID19
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Fig. 16 Cyber attacks by target class during COVID19

5.1.2 Cyber Attacks by Target Class during COVID 19

The Financial and Communication Activities industry suffered more cyber-attacks
than any other industry, accounting for 35.5% of all cyber-attacks. This is an increase
of 24.4% from the end of 2019 (Fig. 16).

From February to April, banks have seen an increase in cyber-attacks by 238%.
It is likely attackers are exploiting the situation of the pandemic, for example, the
excessive demand for goods, the anxiety of the general population and the fact a
high proportion of the population are working from home. Alongside this, attackers
have been using coronavirus related information to harvest data and compromise
personal data. As there is a large amount of misinformation spreading regarding the
coronavirus pandemic, this means the general public are more likely to believe a
phishing scam.

5.1.3 Cyber Attacks by Attack Class during COVID 19

Cyber Criminals were responsible for 89% of cyber-attacks which took place during
the COVID 19 pandemic. This is an increase of 13.3% since 2019, prior to the
pandemic, demonstrating that cyber-attacks undertaken by cyber criminals have
significantly risen. Subsequently, cyber-attacks by the threat actor group, Cyber Espi-
onage, have decreased by 9.5%, CyberWarfare has also decreased by 2% and finally,
Hacktivism has seen a decrease of 1.75%. However, the rate of Hacktivist attacks
has fluctuated over the years. For example, in 2015 Hacktivist attacks saw a decrease
of 95% and have been decreasing ever since, in 2017, IBM reported 5 incidents, two
in 2018 and none in the first few month of 2019 [6] (Fig. 17).

It is possible that the decrease in Hacktivist attacks is partly due to groups such as
Anonymous fading from mainstream view. Alongside this, organisations are more
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Fig. 17 Cyber attacks by attack class during COVID19

aware of Hacktivism than they were a decade ago and have the adequate protections
in place to protect against attacks such as DDOS.

5.1.4 Cyber Attacks by Country During COVID 19

Based on the data, no single country has significantly been affected more than others
during the COVID 19 pandemic. 73.5% of cyber-attacks affected multiple countries
during one attack (Fig 18).

Fig. 18 Cyber attacks by country during COVID19
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5.2 Evaluation of Model

To evaluate the effectiveness of the chosen model, a validation dataset is applied, the
purpose of this is to see how the model performs in predicting the type of attack on
unknown data. The validation dataset includes cyber-attacks which occurred during
the COVID-19 pandemic between January and May 2020. One of the main differ-
ences between the validation set and the training set is the number of instances, the
validation set has 35 instances and the training set has 1777. The likely reason for
this difference is the time span of the data collected, for the training dataset, the data
spans from 2017 to 2019, whereas the validation set spans from January to May
2020. This was taken into account when analysing the results of the validation set.

5.2.1 Validation of the Type of Attack Predictive Model

In this stage, the Type of Attack will be evaluated by applying the validation dataset
to the training set. In the validation dataset, there are 35 instances where the attacks
are known.

Figure 19 shows the results of the Random Forest model when the validation
dataset is applied. The Random Forest correctly classified instances 62.8% of the
time and incorrectly classified instances 37.1% of the time. These figures alone do
not provide a clear indicator of the accuracy of the model,therefore, the results need
to be analysed further.

The model demonstrated an overall TP rate of 0.629%, a FP of 0.349% and a
Recall of 0.629%. The overall results of the model do not demonstrate a reliable and

Fig. 19 Validation of type of attack predictive model
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strong model, however, the individual results based on the classes provide a clearer
picture.

The Targeted Attack class has the highest portion of correctly classified cyber
threats, this means the model will be more accurate in predicting Targeted Attacks.
Based upon the Precision, the instances recalled and classified were accurate to the
class. The second highest class is Malware; however, the high FP rate suggests the
model is selecting instances as Malware and classifying them as such when they
belong to another class, another indicator this is the case is the higher Recall over
Precision. The third highest class is Injection with a significantly lower TP rate and
FP rate than Malware and Targeted Attack. However, TP/FP rate by themselves does
not provide a strong indication of accuracy in terms of prediction, the Precision and
Recall needs to be taken into account. For example, the Injection class has a lower
TP rate, however, when the model does classify instances into the Injection class,
the majority of them are correct. This is shown by the Precision being higher than
the Recall.

Figure 20 shows the comparison of TP, FP and Precision for each of the different
classes. The model failed to classify any instances into the Brute Force, Phishing,
Social Bot and Man in the Middle classes.

Figure 21 shows the comparison of Precision and Recall for the different classes.
Targeted Attack and Injection are the only classes to have a higher Precision than
Recall. The Precision was not calculated for the DDOS class or the overall weight
of average for the model.

Fig. 20 TP, FP, and precision for prediction of type of attack
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Fig. 21 Precision and recall for prediction of type of attack

5.3 Summary

In this section, themodelwas evaluated by applying validation data to the finalmodel.
Alongside this, variable importance was investigated to discover which variable had
the largest impact on the model and the statistics for the COVID 19 validation data
were discussed.

6 Conclusion

6.1 Contribution to Knowledge

Over the years, technology has been advancing at an alarming rate, alongside this, the
complexity of cyber-attacks has also been progressing beyond comprehension. This
means there is an increased urgency for specialists to evolve their methods in how
they detect, prevent and manage cyber-attacks. Data mining is a growing technology
and it is being frequently utilised in multiple sectors, such as fraud detection in the
banking sector, email filtering and marketing. In recent years, data mining has been
used to predict trends in cybercrimes and current or past cyber-attacks.

We have developed a predictive model based on data prior to Covid-19 pandemic,
the model was applied to a COVID 19 validation dataset, this is data the model had
never seen before. Based on the results of the validation data set, it was evident the
model detectedMalwaremore than anyother class.However, themodel demonstrated
a high false positive rate when detectingMalware with the validation data. It is likely
this is because there is some factor within the Malware class which makes the model
inclined to overclassify instances as Malware.

Since the beginning of the COVID 19 pandemic in January, there has been a
noticeable increase in cybercrime. Based on the COVID 19 data from January to
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May, there is a growing trend in Malware attacks, more than half of cyber-attacks
since COVID 19 began were Malware attacks, accounting for 54.5% of all cyber-
attacks. Prior to the pandemic, between 2017 to 2019,Malware attacks accounted for
43.06% of cyber-attacks. As mentioned previously, enterprise ransomware is on the
rise due to the increasing number of ransomware authors and the fact the attackers
know there is a good chance the organisation will pay the ransom.

However, since COVID 19, attackers have been using coronavirus misinforma-
tion as a lure, such as financial scams offering financial assistance and free down-
loads for technology solutions which are in high demand. It is likely that due to
the financial desperation COVID 19 has caused, ransomware scams have a higher
likelihood of succeeding. Attackers are taking advantage of the general populations
existing anxiety which was created by the pandemic and exploiting it for financial
gain. Alongside this, remote working has also increased the risk of a successful
ransomware attack, this is likely due to a combination of factors, such as weaker
security controls and phishing scams via email.

Another observation made on the COVID 19 data is the attackers change in focus
on industry. Prior the pandemic, Education and Social Work, such as universities,
were more affected than any other industry, accounting for 30.98% of all attacks.
However, during COVID 19, this reduced drastically to 6.3%. The highest affected
industry during the first three months of the COVID 19 pandemic was Financial and
Communication Activities, such as banks, accounting for 35.5% of all cyber-attacks.

Overall, using the model with the COVID 19 data, the model was successful in
detecting Targeted Attacks, Malware and Injection attacks based on the high Recall
and Precision rates. However, the model was unsuccessful in detecting any instances
of Account Hijacking, DDOS, Phishing, Social Bot and Brute Forcing attacks. This
demonstrates the model is effective in detecting certain types of attacks during the
COVID 19 pandemic.

6.2 Limitations of Study

The limitations in this investigation are related to the data used. As mentioned previ-
ously, the datawas collected from theHackmageddonblog.One of the issueswith this
is the data camewith a significant amount of irrelevant data. During the data cleansing
phase of this investigation, irrelevant records were removed from the dataset and the
various attack categories were reduced. The reduction of the categories was done
manually and was also time consuming, this was because this was done manually.
Another issue with the data is it is possible there are records stated to be a Malware
attack, whereas in actuality they belong to another class. Occasionally, when the
description of the attack wasn’t very clear and not much information was provided,
an educated guess had to be given. Due to this and the data being unbalanced as the
dataset contained significantly more Malware attacks than any other class, it is likely
this has added to the disproportionate amount of records identified as Malware.
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6.3 Future Work

To improve and extend this research further, the following can be accomplished:

1. As mentioned in Sect. 6.2 Limitations of Study, the dataset used was unbal-
anced. There were a higher number of Malware instances compared to the other
classes, the dataset contained 1777 records of cyber-attacks and 856 of these
wereMalware instances. In order to provide an accurate interpretation across the
classes, the number of records in each class would need to be balanced. Along-
side this, this study can be improved by using more than one attribute when
predicting cyber-attacks, therefore, rather than the framework only predicting
the type of attack which occurred, the framework could predict which country
it’s most likely to occur in.

2. An additional attribute could be used alongside the type of attack, such as
the target class or country. This would allow for trends to be analysed and
preventativemeasures put in place in specific areas, for example, which industry
ismore affected inFrance byMalware attacks compared to theUnitedKingdom?

3. The Target Class attribute could be used as the primary feature alongside the
type of attack or country to discover which sector is affected themost by specific
types of cyber attacks during the COVID-19 pandemic in the UK compared to
other countries in Europe, such as Germany or France.

4. Data can be collected and used from client machines to detect whether certain
attacks aremore likely to occur on awireless or wired network, or if themachine
is using a remote connection.

In this investigation as per the aim and objectives, classification techniques were
used. In future research, other data mining techniques can be applied alongside
classification, such as clustering. KMeans can be applied alongside Random Forest,
K Means would classify and assign observations in the dataset into multiple groups,
such as attack type or country, based on their similarities. Once the data has been
separated into multiple clusters, labels will be applied based on what the clusters
are, for example, a cluster representing the different types of malware. By using
clustering algorithms alongside classification, clustering detects patterns within the
data and assigns them into clusters based on the similarity, once multiple clusters
have been created, classification is used to label and classify the data. Due to there
being multiple clusters, it is likely more accurate results will be produced.
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Missed Opportunities in Digital
Investigation

Pat Thompson and Mark Manning

Abstract A recent strategic review of policing published by the Police Foundation
(Barber in The first report of the strategic review on policing in England and Wales.
Police Foundation (2020) [7]) claimed that the police service in England and Wales
is not equipped to meet the scale and complexity of the various challenges it faces,
one of which involves the digital elements within crime investigation. Drawing upon
data gathered for an MSc dissertation evaluating practices across investigators in
the South of England, monthly samples from two years of serious crime investiga-
tions established that 50% of enquiries missed all digital investigative opportunities.
Where a digital opportunity was identified, potential subsequent digital enquiries
were missed 47% of the time. Whilst consistent with the Her Majesty’s Inspectorate
of Constabulary and Fire and Rescue Services (HMICFRS) (State of Policing—The
Annual Assessment of Policing in England and Wales (2018) [44]) and the Infor-
mation Commissioners Office (ICO) (Mobile phone data extraction by police forces
in England and Wales (2018) [55]) reports which highlight that policing capability
is lagging behind modern technology and affecting public confidence; these matters
will be developed and discussed leading to the conclusion that, consistent with the
police foundation report, loss of public confidence will undoubtedly damage police
legitimacy.

Keywords Digital · Investigative ·Missed · Opportunities · Police · Legitimacy ·
Public · Confidence

1 Introduction

The context in which this paper will develop recognizes the rapid evolution and
prevalence of complex digital elements within criminal investigations and how they
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may be stretching both the legitimate boundaries of the rule of law across state bound-
aries and also, policing by consent [67]. It will become clear that an investigative
landscape fraught with technical and procedural complexities has evolved leading
to deficiencies in the police use of digital investigation opportunities within police
investigations. Previous research has identified the varying guises of these compli-
cations which range from the ever-shifting developments in digital technologies
affecting policing [77, 98]. Shaw [94] and Dodd [28] to the complications experi-
enced within a Criminal Justice System anchored within historical precedence [31],
and the increasingly informed expectations held by a technically educated publicwho
simultaneously demand digital competence and digital privacy from law enforcement
[30, 107].

Whilst previous research has identified these layers of complexity, a research gap
exists in establishing how these complexities manifest themselves within ‘practice’.
The study which informed this conference paper reviewed the use of four defined
digital investigative techniques and examined whether investigators were identifying
digital opportunities, applying them correctly and documenting their use so as to
withstand judicial review and ultimately, public scrutiny within a criminal court. The
findings indicated that a knowledge gap exists across investigators in identifying
suitable lines of digital investigation. Where digital lines of enquiry were identified,
questions have been raised as to the effectiveness of their application. The findings
also established a lack of documented rationale being applied to the investigative
decisions surrounding digital investigative opportunities.

2 The Field of Digital Policing

Changes to investigation procedures [69], digital evidence handling [104], types
of crime [60] and the expectations placed upon investigators [43] are just some
examples of the increased investigative arena in which police investigations form
part of a wider criminal justice service made up of multiple agencies and processes
[78]. Complexity across these wider systems and processes compound upon a clear
understanding of emerging technologies [23, 62]. These complexities also straddle a
landscape of differing policing priorities across the UK set by directly elected local
Policing Crime Commissioners who drive policing policy [87].

Brown [19] comments upon the complexity of issues within digital forensics
citing advances in technology, disparate legal jurisdictions and a list of agencies
requiring knowledge of policing processes. However, digital forensics equates to
only one aspect of investigations. Further examples include issues around the under-
reporting of digital criminality [108] and the implications of technology on the legal
profession and its functioning within courts [110]. These examples paint a picture
of technology, investigating offences and processing investigative results through
the criminal justice system as being fraught with complexity. This is highlighted by
Owen [82] who notes that technology outpaces policing knowledge whilst police
knowledge simultaneously outpaces legislative developments. McQuade [70, p. 41]



Missed Opportunities in Digital Investigation 103

also refers to policing tactics as co-evolving with technology and criminal ingenuity,
and becoming increasingly complex, via ‘…recurring criminal and police innovation
cycleswhich have a ratcheting-up effect akin to a civilian arms race’. The concept of a
technological arms race is not unique to law enforcement. Hofman [45] identifies the
complexities of emerging technology in medicine whilst Taddeo and Floridi [103]
explore the implications of artificial intelligence in warfare. Despite these “arms
races” occurring across multiple sectors, perhaps unique to policing is the difficulty
of matching tactics to offending and then presenting the results within a legal system
rooted in historical precedent and tradition [31] and to partner agencies who may not
have technological parity with the police [73].

Further technical and cultural complexities are found within society at large and
the expectations and objections that may be held by the public surrounding the use
of digital tactics within investigations. A contemporary example of this is offered
by Spinello [101] who discusses the range of opinions surrounding the Federal
Bureau of Investigations (FBI) attempts to “crack” the iPhones belonging to the
2015 San Bernadino terrorists [18] and the contrasting expectation of privacy for
citizens versus the expectation to investigate terror offences. Set upon the back-
drop of whistle blower Edward Snowden’s revelations of widescale state sponsored
surveillance style programs [91], the public have developed a complex relationship
with technology and information gathering whereby large swathes of the public will-
ingly submit huge parts of their private lives to exposure on social media [39], yet
the trust held by the same public for “big tech” and government in using this data
is low [46]. In the UK, organizations such as Liberty and Big Brother Watch also
provide commentary against advances in law enforcement’s use of technology [12,
63] whilst contrasting populist opinion suggests “If you have done nothing wrong,
you have nothing to hide!” [68].

These polarizing opinions are setwithin a context of increasingly available sources
of information, which itself causes further complexity. Baum and Potter [8] describe
a disconnect between the vast availability of digital information and the levels of
quality of the information available to the public. The voluminous availability of
“fake news” has made the separation of fact from fiction in directing public opinion
increasingly difficult [52].When this phenomenon is applied to opinions surrounding
policing and the criminal justice sector; news, fake news and opinion all add to an
ever more complicated picture [84, 27]. The analysis of the expectations of digital
tactic use within policing can be expanded further to explore the concept of “policing
with consent” and whether this historical bedrock upon which the UK police have
set their operational foundations is compatible with the pace and intrusive abili-
ties of technology within investigations. Robertson [89] describes policing as being
consented to by the public or, at least acquiesced to, due to a lack of understanding
about what policing involves. The Home Office [47] attempts to codify the concept
of policing by consent by providing a list of generalized aspirational police behaviors
and summarizing the concept as “the power of the police coming from the common
consent of the public, as opposed to the power of the state”. Curiously however the
Home Office [48] declare that it is not possible for a citizen to remove their consent.
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These are all matters to be considered by the police service as they extend their
reach into private matters through their use of technology. An example of this
follows a recent trial of live facial recognition cameras by the London Metropolitan
Police highlighted by Fussey and Murray [36] who discuss incorrect facial iden-
tifications and the implications of this on public confidence into the police when
they comment that its usage. The ethical implications of using technology in the
deployment of police resources based on algorithmic decisions is one that has impli-
cations on the model of policing by consent. Whilst the accepted model of policing
by consent has held sway, Shearing and Stenning [95] previously posed long standing
concerns about the emergence of private/public partnerships in law enforcement and
how these mergers could affect the concept of consent.

Bayley [9] considers the tradition of policing by consent by questioning whether
the concept of consent requires a review of the levels of collaboration between the
police and the public. Bayley [9] posits, however, that this collaborative approach
throws up its own complexities where the interests of the public, the police and
public or private sector partners are all accounted for within a legal and operational
model. These complexities are articulated by Sheptycki [96] who considers that
the “technopoly” mergers between police and private sector partners in tackling
criminality through the use of technology is drifting into a pseudo-militaristic field
and that this is increasingly ‘…the very opposite of democratic policing when an
uncomprehending public experiences a police presence that they do not endorse’.
Whilst debate continues around the use of facial recognition technology by the UK
police, Couchman [25] highlights concerns regarding mass surveillance aided by
questions as to who owns recorded facial “data”, whilst Garvie and Frankle [37]
highlight issues of algorithmic racial discrimination.

It could be argued that public sector policing requires technical private sector
collaborative support to provide the infrastructure and capability to keep pace with
modern criminality, yet this opens a chasm between traditional notions of policing by
consent and the concept of “technopoly” (an assumption that technology is always
positive and of value); [92]. This shifting of the established notion of policing by
consent invites polarized opinions from a more widely informed populace. In 2012,
Bratton and Tumin [17] described policing in Los Angeles as having been “run into
the ground” with cuts to resources and equipment. Parallels to the recent period of
austerity and the effects thereof onUKpolicing can be drawn [67]. In a contemporary
publication, the Police Foundation ([105] p. 54) highlights the current concerns
around public consent and policing stating that: in recent years, a tension has emerged
between the shifting focus of policing and the views of the public. With police
budgets and officer numbers cut, and the balance of risk shifting from public spaces
and volume crime to online threats and hidden harm, many aspects of public facing
‘core’ policing have effectively been de-prioritized. As a result, concerns have begun
to emerge about the health of the police “covenant” with the public.

The evidence would suggest that it is difficult, however, to reconcile an absolute
operational necessity to deal with increasingly inventive criminality and persistently
growing personal data sets with a public who demand, from a position of education
and information availability, individual attention and accountability.Having accepted
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that law enforcement responses to evolving criminality and the handling of digital
investigative products have becomemore complex, it is less clear how the digitization
of criminality sits within the purview of police capability.

3 The Investigation of Digital Crime

Some of the more well-known digital tactics used by investigators include, but are
not limited to, the use of Automatic Number Plate Recognition [49], the use of
communications data [50], the forensic analysis of digital devices [109] and the use
of online research [102].

3.1 Open Source

Online research, often referred to as open source investigation, is a valuable tool
when investigating serious crime [2, 107], though the use of open source tactics has
resulted in complications in the development of policy and process at both local and
national levels [3, 79].

Complications include the necessity of policing agencies to adhere to legisla-
tion that was not written with the pace of the online developments in mind [32].
Complications are also created in considering how to balance the expectations of
the public who are able to complete their own open source investigations, yet, who
simultaneously demand privacy from law enforcement’s use of open source method-
ologies [30, 107]. Indeed, publicly sourced investigations via social networks have
been lauded by society at large yet deemed worrisome by the police following the
use of open source tools linked to vigilante behavior [6]. The ability of the public
to investigate effectively via open source methodologies is both a blessing and a
curse for law enforcement [53] who point to the lack of legal accountability in public
investigations and a culture of skepticism within law enforcement as to the perceived
benefits of public resources assisting in investigations.

The use of open source investigative methodologies has come under scrutiny
by privacy campaigners. Ramakrishnan et al. [88] reported on the use of social
media aggregators in predicting civil unrest across Latin America. More recently
the police use of social media to monitor protestors during the Extinction Rebellion
protests has been called into question by Blowe [14]. The narrative against the moni-
toring and recording of data by authorities across social networks is echoed by the
#FREESPEACHONLINE campaign hosted by Big Brother Watch [13] who retain
a stance of social media being the new “public forum” for discussion and therefore
being protected from mass state snooping.

Whilst the police use of social media and open source research is limited to
the prevention and detection of crime, perhaps cynicism around the leveraging of
mass data sets by authorities has been fueled by recent exposés such as that around
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Cambridge Analytica [21, 57]. Recent commentary around data sharing between
large technology companies and police agencies has also reinforced this nervousness
with one recent article by Yoannou [115] suggesting that Amazon was passing user
details of “Ring” home camera systems to law enforcement along with remote access
powers to allow the well intentioned switching on of cameras by police in the event
of crime occurring in the locality of the device.

This cynicism about public/private partnership in harnessing and using social
media in investigations can be balanced with a reported rise in complaints by victims
to the police stating they have been abused in a social media space [33] and the
accepted parallel of abuse and offending increasing across social media when high
profile events such as terror attacks occur and are reported in the news [75]. Seemingly
law enforcement is expected by victims and the public to access social media during
investigations and yet, the same victims and public are simultaneously cynical and
suspicious of law enforcement engagement with social media companies and private
sector partner organizations.

3.2 Digital Forensics

The retrieval of evidence from digital devices, known as digital forensics, is defined
by Pollitt [85] as a process to identify, preserve, analyze, and present data from
digital devices. As digital devices evolve, the extraction of evidential data has become
more complex as noted by Leong [61] and Agarwal et al. [1] who highlight issues
between the changing technological developments in digital devices and the separa-
tion of understanding between those who have become increasingly technical in the
abstraction of information and those who have the responsibility of applying legal
frameworks to any recovered evidence.

This is highlighted by Mackie et al. [65] who reference the skills of digital foren-
sics teams versus the arrival of the European Union’s General Data Protection Regu-
lations (GDPR) and the complications of bringing the two perspectives into align-
ment. Whilst this paper byMackie et al [65] was largely based on the premise of data
breach offences within a corporate environment, a parallel can be drawn to advances
in cloud technology, the emergence of new legislation [56], and the complications of
legally and technically retrieving cloud data, analyzing it correctly and presenting it
in evidence. Developments in cloud technology has resulted in the holding of data on
servers potentially anywhere in the world. Son et al. [100] reference cloud providers
placing cloud servers across the globe to allow for balancing of resources against
global demand. Pătraşcu and Patriciu [83] comment on the difficulties in retrieving
data held in disparate locations and Ferguson et al. [34] discuss that this global
infrastructure alone provides “severe implications for the detection, investigation
and prosecution” of offences.

These “severe implications” are compounded further by considerations
surrounding the proportionality of seizure and analysis of devices [10, 55, 106]
(hereafter ICO), the intrusion into data held on devices about persons not believed
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to be linked to criminality [12] and the sheer volumes of data that needs to be stored
by the police in the management of digital exhibits [86].

Certainly, issues surrounding the volumes of data recovered by police and the
proportionate and relevant analysis of this data in crime investigations has led to
adverse publicity, including data implications involving the collapse of the Liam
Allan rape trial [99]. The subsequent review of disclosure processes and the impact
digital evidence has had on investigations and the court process identified unwieldy
volumes of material and a lack of management of this data as having a negative
impact across the criminal justice system [5]. The proposed solutions have led to
more confusion across constabularies as police officers and investigators struggle to
ensure understanding across seizure, analysis and presentation of digital evidence.
This confusion is equally present within the Crown Prosecution Service and the
courts [15]. Criminal prosecutions within the UK rely on a burden of proof measured
as “beyond reasonable doubt” [78]. Accordingly, the presentation and subsequent
contesting of digital evidence in a court can be complicated without that evidence
being corroborated by other means.

3.3 Communications Data

One method of achieving corroboration of some elements of digital evidence is via
communications data. Communications data is “the who, where, when and how of
a communication” [50]. Whilst accessing and using communications data is a valid
investigative tool, its use also affords an investigator the ability to corroborate other
aspects of digital evidence. Communications data is largely comprised of records
of traffic across the cellular network via mobile or land-line telephony. It can also
comprise mobile internet traffic records as well as more esoteric versions of commu-
nications including mobile app communications to companies such as “Uber” or
“Just Eat”. The Investigatory Powers Act 2016 [56] is the statutory framework that
defines the circumstances and process by which investigators may apply for commu-
nications data. This process involves submitting a request which complies with the
requirements of the act. This request is then triaged by a team who pass the request
to an independent statutory body, “The Office for Communications Data Autho-
rizations” (OCDA). OCDA’s responsibility is to grant or deny the request having
considered whether the request is lawful, necessary and proportionate [35, 40]. The
proportionate lawfulness of any request for communications data is subjective and
requires individual interpretation of the law against the requirements of the request.
Whilst OCDA will refer to this as balancing the proportionality of the request, Gill
[38] suggests this process involves the consideration of “sousveillance”, the consid-
ering of public perception as to where the power balance wielded by the state is held
into the intrusion of the privacy of citizens.

As the Investigatory Powers Act [56] progressed through its parliamentary
approval process, Chivers [24] stated that there was a need for “a discussion about
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what kind of surveillance is truly necessary and proportionate in an increasingly digi-
talized society”. Whilst legislators advised that the creation of the independent body
OCDA would ensure that proportionality would remain in the forefront of commu-
nications data acquisition, others believed that the Investigatory Powers Act was a
“snoopers charter” [22].

In addition to the discussions surrounding privacy and proportionality, technical
complexity exists in accessing and using communications data. Lock et al. [64] refer-
ence the problems associatedwith the recording of communications datawhen routed
through virtual private networks whilst Brown [19] speaks to “advancements in the
functionality of information communication technologies and disparities between
systems of law globally” as challenging.

Further challenges then exist in the processing of gathered communications data.
Issues with the computer systems used throughout the criminal justice service [26,
111] have rendered the effective transfer of data between agencies difficult due
to the incompatibility of systems used. Despite these difficulties, communications
data remains a critical line of enquiry in many investigations where the linking of
communication events and identification of where these events occurred is crucial to
successful investigations (May, 2015).

3.4 Automatic Number Plate Recognition (ANPR)

ANPR is described by Gunawan et al. [42, p. 1973] as ‘…an intelligent systemwhich
has the capability to recognize the characters on vehicle number plate’.

This recognition is then overlaid onto a location, mapping where the recognition
took place. Rogers and Scally [90] identify both the proactive and reactive abilities of
ANPR for the investigator. Rogers and Scally [90] also identify the scale of ANPR
use across the UK police establishment commenting that cameras exist on nearly
all major road networks. Wright [114] corroborates that as far back as 2012, over
eleven billion records of vehicle movements had been captured by the ANPR camera
network.

This volume of data brings a layer of complexity to investigations surrounding
the storing of images and associated vehicle, keeper and location data for an expo-
nentially increasing data set [59]. Akhgar and Yates [4, p. 155] develop this further
stating that in dealing with “big data sets” there is a requirement for ‘…a specific
combination of tools, intel., experts and data sources along with the suitable access
protocols and security solutions.’

The pattern of law enforcement difficulty with advances in technology is prevalent
across all digital tactics discussed thus far. The other consistent parallel across tactics
has been law enforcement’s grappling with the concepts of privacy and proportion-
ality and the varied expectations held by an increasingly vocal and digitally aware
public. This theme is present across ANPR data capture and manipulation also.

Big Brother Watch [11] comment on the exponentially increasing scale of police
use of ANPR data and the possible consequences of not maintaining track of police
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marking of the data whilst Woods [113] debates the notion that the use of ANPR
data acts as an intrusion into the private lives of road users when set against both the
European Convention on Human Rights and the European Union Charter.

It is acknowledged that policing has an ever-expanding remit [71, 72]. It is argued
that this expansion, alongside Governmental ambitions to move policing from an
“unskilled” vocation to being a formal profession [20], has led to a debate as to the
overall identity and mission of the police. Amidst this identity crisis, developing
measurable and successful process in the already complicated digital arena is diffi-
cult. Speaking to private sector management processes and measuring performance,
Magretta and Stone [66] questioned; “given our mission, how is our performance
going to be defined?”. It is unclear how policing can answer this question.

4 Method

Using aCountyConstabularywithin England as a case study, researchwas conducted
which aimed to understand both the practical use of digital investigative tacticswithin
‘serious crime investigations’ and whether the proportionate use of such tactics was
considered when they were applied.

The term serious crime was used in the sense that it is defined in statute by the
Police Act 1997 [76] (Police Act 1997)

The research afforded an opportunity to explore the identified knowledge gap
including topics of particular interest including: Identifying the levels of use of digital
investigative tactics and establishing where opportunities are commonly missed;
where digital tactics are used, establishing the levels of understanding held by inves-
tigators into the practical application of digital investigative techniques; establishing
the levels of understandingof theproportionate useof digital investigative techniques;
within the case study, to what extent are identified digital investigation techniques
being used and understood within serious crime investigations?

This research analyzed secondary data from completed investigations as opposed
to ‘live’ investigations. Completed investigations can be interrogated for information
whereas the dynamic nature of “live” investigations risks missing the measurement
of digital tactic use which may become a valid tactic later in an enquiry and therefore
missed by snapshot analysis.

All of the data already existed within the policing systems of the area under
research, having been collected as part of a different original purpose. One benefit
of using existing data in identifying the use of digital tactics was that the investiga-
tive process was not biased by the investigator’s awareness of researcher scrutiny.
This knowledge may have led to the investigator including tactics that they would
previously not have considered and the resulting data not being representative of the
‘norm’ for participants.
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4.1 Data Collection Procedures

The 2019 Crime Survey of England and Wales identified 60,920 crimes in the year
ending March 2019 for this particular Constabulary, not including fraud offences
[81].

Utilizing the Constabulary’s crime recording system, a structured query could be
leveraged identifying only those reported offences which resulted in an investigation
taking place.

It is acknowledged that not all reported crimes result in investigations [54].
Comparing the extracted investigations against the HomeOffice list of serious crimes
identified which of the extracted investigations fell within the serious crime defini-
tion. Having identified a data set of crime investigations, it was necessary to identify
a time period from which to collect a sample from the data.

On the understanding that 60,920 crimes were reported in year ending March
2019, it was necessary to establish how many of these resulted in investigations
and subsequently, how many resulted in serious crime investigations which would
produce a sample set from which to select data for this research.

The following data collection process was established:

(1) All crime investigations between January 2018 and December 2019 inclusive
were extracted totaling a sample size of 13,377 investigations were exported
from this two-year period. The data was cleansed and just the crime reference
numbers, and offence types recorded.

(2) The Home Office list was filtered so that all offences that did not satisfy the
statutory condition of potentially carrying a custodial sentence of three years
or under were removed.

(3) Several offences that matched the definition of serious crime remained yet
would traditionally never fall within the practicalities of serious crime inves-
tigation were removed. The rationale behind these removals were that, for
example, by definition, a theft offence can carry a seven-year custodial
sentence, thereby defining it as “serious”. A shoplifting offence however would
not be considered a “serious crime” from an investigative perspective and there-
fore would be outside the scope of this research. This rationale is supported by
the Cambridge Harm Index [97] which suggests that not all crimes are “created
equal” and that measures of seriousness can be applied to crime recording. For
this research, offences have been removed which would all but exclusively be
dealt with at Magistrate’s court and therefore never attract the serious crime
sentencing powers [93].

(4) Having filtered out offences not attracting a custodial sentence of over three
years and offences not traditionally within the remit of serious crime investiga-
tions, a total of 2,275 investigations remained as in the sample providing amean
number of serious crime offences per month across the twenty-four-month
sample period of 94.79.
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Fig. 1 Data analysis flowchart

A random selection of four investigations per month over the sample period
yielded 96 investigations selected, the equivalent to an averagemonth’s serious crime
investigations.

4.2 Data Analysis

Having identified 96 investigations, an analysis process was developed to capture
the relevant quantitative and qualitative data required better understand the approach
taken to digital elements within investigations. This analysis process is visualized in
Fig. 1.

4.3 Results

Quantitative analysis of the results identifies that
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• From the 96 serious crime investigations: 29 investigations did not contain
circumstances where digital lines of enquiry were available or viable.

• Of the remaining investigations, 19 correctly identified one or more digital lines
of enquiry. 48 investigations missed all possible digital lines of enquiry.

• 53 investigations (55%) were dealt with by officers in non-detective roles, whilst
43 investigations (45%) were dealt with by officers in detective roles.

• Within the 19 investigations where digital tactics were identified, there were
instances of multiple tactics being used, with a total of 28 recorded usages of
one or more of the digital tactics noted across these 19 investigations.

• Out of the 19 investigations that did apply digital tactics, it was noted that 9 of them
(47.3%) missed further digital investigative opportunities having identified an
initial opportunity. Of the 48 investigations which missed all digital investigative
opportunities, 16 (33.4%) were missed by officers in detective roles whilst 32
(66.6%) were missed by officers in non-detective roles.

• Of the 28 recorded usages of digital tactics, 27 of them appear to have been
technically applied correctly. Of the 28 recorded usages of digital tactics, 16
(57%) of them described a rationale for the use.

• Within the 48 investigations where digital enquiries were not used, the rationale
for the lack of use was recorded once for each of the identified tactics.

• The legitimacy/proportionality aspects of digital tactic use were explained on 1
occasion each for the use of communications data, device analysis and open source
tactics.

Qualitative analysis of the results provides the following insight into the use of
(or not) of digital investigative tactics.

• Evidence existed of officers correctly identifying digital lines of enquiry, one
example being an investigating officer correctly identifying that a mobile device
required a more forensic download than was locally available and another officer
identifying that ANPR searches could offer investigative lines of enquiry in over-
laying data with a missing persons records system whereby receipts and a car
parking ticket were recovered from a vehicle.

• Evidence existed of investigators incorrectly identifying digital lines of enquiry
includingwrong rationale for the non-utilization of ANPR searches as being given
as there being insufficient cameras in an area and a time frame being too wide to
provide meaningful search parameters.

• Evidence was present of the use of rationale in the consideration of use (or non-
use) of digital investigative tactics including an example whereby an investigator
identified issues with the accuracy of information held by the police and that this
would therefore prevent the initial use of communications data applications.

• A further example demonstrates a rationale for the seizure of a victim’s phone
handset, the policing powers used and level of intrusiveness in searches based on
quantity of data extracted. The rationale also details an explanation for the seizure
and examination of the suspect’s device and goes onto identify complications and
missing data from these initial reviews which developed a rationale for further
digital investigative work on the handsets.
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• Evidence identified examples of digital investigative opportunities existing in
enquiries which were missed by investigators despite the victim providing the
investigator with signposting as to how to conduct relevant digital enquiries.
Evidence also existed of digital enquiries not being progressed due to problems
around a lack of time or an increased workload.

• These capacity issueswere highlighted repeatedly andwithin a local area, a priori-
tisation process around which crimes will be dealt with and in which order was
instigated, often to the detriment of progressing entirely viable digital lines of
enquiry. This was adopted both by investigators and their supervisors.

• Evidence also existed of investigators not maximising the use of digital investiga-
tive methods to understand the “wider picture” including an example involving a
domestic abuse offence where the investigator did not identify that more than one
offence had been committed and a separate stalking report where only a single
incident was investigated as opposed to the wider reported behaviours.

• Despite these problems, there also existed evidence of investigative tenacity
despite digital complications including an example whereby an investigator has
continued to pursue digital lines of enquiry despite initial attempts to glean
evidence being frustrated by the technical architecture of the application being
reviewed.

5 Discussion

The results presented from this evaluative research established a number of areas of
discussion.

5.1 Missed Opportunities

The prevalence of missed digital investigative opportunities clearly identifies an area
of weakness across investigations. It is, however, difficult to identify where this
weakness specifically stems from.

Some of the sampled offences identified a lack of time or an increased workload
as a reason as to why digital opportunities were missed.

This is consistent with recent HMICFRS reporting [44] which highlighted that a
lack of capacity across investigators and police officers identified “a widening gap
between the needs of the public and the police’s capacity and capability to meet
them”.

Whilst it is accepted that lack of capacity is a partial element in the non-
identification of digital lines of enquiry, it is suggested that capacity takes a less
prominent role to a lack of understanding of the opportunities available in the
investigation of digital elements of crime.
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The same HMICFRS report (2018, p. 33), backed up by the recent ICO (2020)
report identifies deficiencies in the digital elements of investigations: As long as
the police persist in using 20th-century methods to try to cope with 21st-century
technology and ways of life, they will continue to fall further and further behind, and
the quality of justice will exponentially diminish.

This cultural difficulty in keeping pacewith technology can be conceptually linked
to the “Dunning-Kruger Effect” [29]; the notion that if an investigator doesn’t know
what opportunities are available to them in investigating crime, theywouldbeunlikely
to identify the opportunities in their investigations. This lack of knowledge, when
embedded within a culture that is “using 20th-century methods to try to cope with
21st-century technology”, can perhaps explain why there is such a high number of
missed opportunities.

In one of the above noted examples, an exasperated victim who has been told
that no further enquiries will be completed into the matter despite that victim iden-
tifying digital lines of enquiry to the investigating officer. Williams [112] discusses
the public’s expectation of police to tackle open source enquiries. In the example, the
victim identifies communications data opportunities alongside Facebook enquiries,
opportunities which have alluded the investigator. This level of education and expec-
tation amongst the public, when faced with non-action by the police in investigating
reports of crime, decreases public trust and confidence in the police.

Morrell et al. [74] suggest that one element ofmaintaining trust between the public
and the police is to ensure that the public believe that the police are competent. In
this instance, the belief of the victim is that the police are not competent. Jackson
et al. [58] suggest that “when people are aligned with their society’s legal structures,
they are … more likely to assist the police and courts through reporting crimes,
identifying culprits, and giving evidence”.

The above circumstances identify howmissed opportunities amongst an educated
public can erode trust in the police. These missed opportunities are believed to be
down to a lack of knowledge [51] and the cultural lack of modernity around policing
practices [44].

Allocation Policies

Despite the filtering process applied to ensuring that only serious crime made up the
research sample, a larger proportion of the samplewere investigated by non-detective
resources. These investigations included offences such as supplying of class A drugs,
sexual assaults, fraud, and stalking offences.

The Cambridge Harm Index [97] acknowledges that not all crimes are created
equally and proposes a “weighting” assessment to understand the potential harm
which could be experienced from the commission of an offence.

Whilst the sample indicates that the greater number of investigations were allo-
cated to non-detective resources, those that could be said to be of a higher harm
weighting (for example rape and offences against vulnerable persons) attracted
detective resources.

This can be viewed as a positive given that the sample data indicates that
non-detective resources miss more digital investigative opportunities than detective
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resources. What the allocation process does not seem to identify however, are the
potential harmful offences that start at a lower harm threshold yet repeat into a higher
harm set of circumstances. The tragic case of Fiona Pilkington in 2007 highlighted
that the culmination of multiple lower harm crimes can have devastating effects.

In examples given above, investigators have missed digital enquiries which would
have revealed patterns of stalking behaviors or repeated domestic abuse offences, and
whilst these are “serious crime” offences that would not necessarily attract detective
resources, the implications of missing digital evidence which evidences ongoing
domestic abuse and controlling behaviors have been repeatedly highlighted [41, 80].
It is suggested that had efforts been put into the recovery of digital evidence across
these examples, the investigator would have been in a better position to risk assess
and address relevant future safeguarding actions.

This lack of awareness or ability to identify digital lines of enquiry amongst non-
detective resources has the potential to not only miss investigative and safeguarding
opportunities, but to also erode at the public’s confidence in the police’s ability
to investigate effectively. Whilst it is difficult to argue against prioritizing high-
risk crimes against lower risk fraud offences, it is suggested that by not engaging
fully in the pursuit of these crimes, officers do not learn how to develop skills in
the digital investigative arena, thus reinforcing the previously referenced “Dunning-
Kruger Effect” and simultaneously continuing to erode the confidence of the public
into the police’s abilities and legitimacy.

5.2 Digital Enquiries Applied Correctly

What is clear from the sample data is that some officers do take a positive approach
to digital enquiries and will not be put off by inevitable digital complications that
may arise.

The example noted above whereby an investigator continued to pursue digital
lines of enquiry despite initial attempts to glean evidence being frustrated by the
technical architecture of the application being reviewed demonstrates that with a
willingness to pursue and learn, digital enquiries can be productive.

6 Rationale and Legitimacy

Following the collapse of the LiamAllan rape trial in 2017, scrutiny into how investi-
gators apply rationale to their enquiries, especially around elements of digital inves-
tigation, has been the subject of much discussion. Smith [99] suggests in relation to
the Liam Allen trial that: Whatever the rationale for the approach of the OIC, the
material should have been scheduled and by failing to do so the CPS were denied an
accurate picture of the case, leading to a flawed charging decision.



116 P. Thompson and M. Manning

The evidence from this research suggests that it is a minority of investigators who
are applying a digital rationale within investigations. Given the increasing relevance
of digital data in investigations, it is suggested that documenting a rationale detailing
the reasons for completing or not completing digital enquiries is as important as the
investigation itself, and to miss this could lead increasingly to adverse conclusions
not only within the criminal justice system but also affecting the public’s wider view
of the police.

The lessons from the Liam Allan case, proposed by the Attorney General’s Office
[5] do not seem to have filtered through to operational investigators. Whilst organi-
zations such as Liberty and Big Brother Watch continue to publicly scrutinize law
enforcement’s use of technology, it is increasingly important for investigators to docu-
ment a rationale, reasoning what digital enquiries are available and why they are or
are not being pursued. The implications of not doing somay see repeated collapses of
prosecutions and increasingly negative public scrutiny, all of which cyclically feeds
back into questions around the ability of police to continue to operate with the full
consent and support of the public whilst accessing the public’s digital data.

This question around policing across digital data and the intrusiveness of the
investigative tactics can be framed against Bayley’s [9] argument that: ‘policing with
consent’ must be rethought because the public increasingly wants direct rather than
representative participation in the supervision of the police. Documenting a ratio-
nale around digital investigations requires liaison with the public to ensure that the
public’s consent and support is maintained. A rape victim, for example, may consent
to having phone messages accessed and reviewed by investigators, but not pictures.
Notwithstanding the technical complexities around this (for example, is Instagram a
messaging application, an image application or a hybrid of both?), it is necessary for
an investigator to balance the wishes of the victim against the evidential elements
of the enquiry and the potential of scrutiny and cross examination as to investiga-
tive decisions at a later judicial hearing. This is a theme noted by the information
Commissioner’s Office [55]where 13 recommendationsweremade to constabularies
around the balancing of data protections expected by the public and the competing
statutory frameworks found within the criminal justice system.

Bradford [16] suggests that “the actions of police officers can have a profound
effect on the legitimacy of the police”. In the context of digital investigations, it could
be argued that this cycle evidences a social positive feedback loop whereby publicly
failing prosecutions increase public uncertainty over law enforcement’s capability
and competence with digital evidence. This in turn increases public scrutiny which
in turn uncovers more failings. All these factors serve to augment each other.

7 Conclusions

This research has illustrated the complexity that surrounds police use of digital
investigative tactics.
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Complexities exist within the technical arena however perhaps more pressing are
the complexities around applying the evolving pace of the modern digital world to
a historically rooted criminal justice system that bases its judgements and future
decisions on that of precedent. Adding to this is the public’s increased knowledge of
modern-day digital capabilities and the resultant expectations of law enforcement in
being able to access data and process it effectively yet to simultaneously maintain
privacy and to remain defensible against accusations of “big brother” interventions.
These layers of complexity then feed into questions as to how UK policing can
ensure that it retains legitimacy with the public and, ultimately, as to whether or not
the digital elements of investigative work accord with the long-standing tradition of
“policing by consent”.

This research has identified that whilst a small number of investigators have an
interest and an ability to positively identify and pursue the digital elements of serious
crime investigations, a majority of investigators do not. This lack of ability speaks
loudly to the questions posed around the legitimacy of the police and the ability of
law enforcement to command the confidence of the public and ultimately to police
with their consent.

This research has also identified that whilst serious crimes carrying the highest
risk are largely allocated to detective resources, what could be termed as “volume-
serious crime” is often allocated to non-detective resources, where the largest amount
of digital opportunities are missed. As has been highlighted, it is within these cases
that tragedies such as that of Fiona Pilkington are found.

This research has highlighted that despite some officers making relevant digital
enquiries, the documenting of the rationale behind these enquiries is largely lacking.
It is difficult to quantify the lack of a rationale behind a missed digital opportunity—
has it been missed through a lack of knowledge or through choice? In either event,
the lack of an accompanying rationale can have serious consequences and it exposes
issues surrounding the police and their perceived legitimacywhendealingwith digital
enquiries.
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Cyber-Disability Hate Cases in the UK:
The Documentation by the Police
and Potential Barriers to Reporting

Zhraa A. Alhaboby , Haider M. Al-Khateeb , James Barnes ,
Hamid Jahankhani , Melanie Pitchford , Liesl Conradie ,
and Emma Short

Abstract Disability hate crime is under-reported in the UK with perceived limited
support given to the victims. The use of online communication resulted in cyber-
disability hate cases, recognised by the Police with the addition of an ‘online-flag’ in
the documentation. However, the cases remain under-reported, with potential indi-
vidual, societal and organisational barriers to reporting especially during a pandemic.
This paper aims to contextualise the reporting of cyber-disability hate cases, identify
potential barriers, and provide recommendations to improve support to victims by
the Police. The retrospective examination was carried out on disability-related cyber
incidents documented by a police force in theUK for 19months. Among 3,349 cyber-
crimes, 23 cases were included. The analysis covered descriptive statistics and quali-
tative document analysis (QDA). Only 0.7% of cyber incidents or 6.7% of cyber-hate
incidents were disability related. The age of victims ranged between 15 and 61 years,
with a mean of 25.8 years. Most of the victims (78%) were fromWhite ethnic back-
ground, and the majority were females (61.5%). Three overarching themes emerged
from the qualitative data as influencers of reporting or documentation, these were:
psychological impact, fear for safety, and the type of disability. Cyber-offences
resulted in a serious impact on wellbeing, however, cases that included people with
visible disabilities were more documented. Further awareness-raising targeting the
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police and public is needed to understand the impact of cyber-offences and recog-
nise the different types of disabilities, which might encourage both reporting and
documentation.

Keywords Incident response · Law enforcement · Online hate crime · Disabled
people · Justice · Law

1 Introduction

Disability is one of the protected characteristics in the UK. It is defined under the
Equality Act 2010 as a “physical or mental impairment and the impairment has a
substantial and long-term adverse effect on his or her ability to carry out normal
day-to-day activities” [1, p. 7]. More than 11 million individuals in the UK live with
impairment, disability and/or a long-term condition [2]. A substantial proportion of
them face challenging circumstances that are considered social determinants of health
such as living standards, employment issues, and education [2]. Disabled people are
also more likely to experience unfair treatment, discrimination, and crime [2]. These
issues necessitate collaborative work to facilitate health-management, support, as
well as overcoming the disabling barriers in society.

The victimisation of disabled people is well documented in the literature [3,
4]. Victimisation is any repeated negative behaviour or attention over time by an
individual or a group towards the “victim” [5]. It can range from harassment incidents
[6–8] to disability hate crimes [9].

Hate crimes include a range of criminal behaviours motivated by hostility towards
protected characteristics such as disability, race, religion, sexual orientation or trans-
gender identity [10]. Accordingly, disability hate crime is defined by the Association
of Chief Police Officers (ACPO) and the Crown Prosecution Service (CPS) as “Any
criminal offencewhich is perceived, by the victimor any other person, to bemotivated
by a hostility or prejudice based on a person’s disability or perceived disability” [11].
Such experiences include harassment, intimidation, damaging property or violence.
The reporting of disability hate crimes increased over time from 1,748 cases in
2011/2012, to 2,020 in 2013/2014 and reached 7,226 cases in 2017/2018 [10]. In the
three years ending March 2018, a total of 52,000 disability hate incidents and crimes
were reported in England and Wales [10].

Disability hate crime remains an ongoing issue in the UK, despite the continuous
efforts to identify the underlying factors and the systematic consequences [12].Oneof
the acknowledged issues is the under-reporting and the barriers to the criminal justice
system [13]. In a quantitative study, hate crime data over 10 years from 2005 to 2015
were examined. It was observed that disability hate crime is under-reported compared
to other categories of hate crime. It was estimated that 56%of disability hate incidents
were reported to the police, compared to 42% of race incidents, however, the police
were less likely to investigate disability incidents (10%) compared to other crimes
such as race incidents (16%) [14]. A potential issue that undermined reporting is
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the normalisation of hate speech over time, probably due to external factors such as
tax-paying [15] and the stereotyping in media representations [16].

Discrimination is an ancient but not a static phenomenon; the increasing use of
technology has resulted in ‘cyber-victimisation’ cases. These are either pure online
offences (cyber dependent) or as a continuation of traditional crimes using electronic
communication (cyber-enabled) [17]. Online offences were found to have no less
devastatingmulti-faceted impact on the victims compared to their offline counterparts
[18, 19]. Cyber experiences are complicated by the anonymity of offenders, the
availability of a broad range of means to employ, longevity of exposure due to
permanent comments online and unavoidability by physical absence from a specific
context [20]. In the UK, it was found that one in every four adults with disabilities
(23.1%) experienced crime including electronically facilitated crimes [21].Due to the
variations in definitions among researchers, disciplines and stakeholders [18], hate
incidents that include online communication will be addressed under the umbrella
term ‘cyber-victimisation’ in this paper.

Cyber-victimisation imposes a huge impact upon victims, such as an individual’s
wellbeing, social relations and can result in long term consequences such as mental
health illnesses or mortality [18]. Such impact requires collaborative work to iden-
tify risks and provide proper support [22]. A recent investigation by the House
of Commons examined the online experiences of disabled people in the UK [23].
The report acknowledged the importance of online communication for people with
disabilities, the impact of hostility in online communication, and recognised that
current laws were unfit for purpose to protect people with disabilities. Moreover,
there is a risk of escalation of disability discrimination during the current COVID-19
pandemic. There are continuous calls to ensure the response to COVID-19 is inclu-
sive and fair to disabled people [24, 25]. However, many UK-based organisations
and activists raised concerns over the rights of disabled people during the pandemic
in response to perceived discrimination in regulations and practice [26]. Hence, the
current situation raises further concerns over cyber-victimisation and requires support
channels to provide appropriate response and support to the victims.

The Police are one of the major instrumental support channels approached by
victims of cyber-offences [27]. The “online flag” in police records becamemandatory
in April 2015 [10]. It is used to help identify the extent of using electronic commu-
nications to facilitate crimes nationally. The online flag is used with offences that
were committed or facilitated through computers, computer networks or computer
enabled devices. In an analysis of using the online flag by 30 out of 40 police forces
in the UK, it was found that racially motivated crimes were highest in numbers (928
offences), followed by sexual orientation (352 cases), disability (225 cases), reli-
gion (2010 cases) and transgender (69 cases). Race was also identified as the most
common motivating factor reported for hate crimes, however, as a proportion, only
2% of racially motivated hate crimes were online. Thus, after putting these numbers
as proportions, the use of electronic communication was commoner in transgender,
disability and sexual orientation hate crimes, with a frequency of 6%, 4%, and 4%
respectively [10].
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Victims of cyber-offences perceived that the support channels did not take them
seriously [19, 27], and this is also demonstrated in cyber-disability hate cases [23].
There are ongoing efforts in the UK for police cyber-crime training, and also encour-
aging researchers to narrow the gap between theory and practice [28]. This paper
examines the documented cases of cyber-disability hate by a police force in the
UK, to situate cyber-disability hate among other offences, identify the impact upon
victims, patterns of reporting/documentation, and guide future work.

2 Methods

An opportunistic retrospective examination of cyber incidents was carried out on
police records provided by a police force in the UK, documented over 19 months
(between July 1st, 2014 and January 31st, 2016). Qualitative Document Analysis
(QDA) was conducted, it is a systematic approach for evaluating and interpreting
written documents to elicit meaning [29, 30]. The analysis steps included: (1) setting
document selection criteria; (2) identifying key areas of analysis; (3) coding, and
analysis [31]. The analysis stage generally includes content analysis, thematic anal-
ysis or both [32]. This approach is suitable as a stand-alone method or triangulated
with other qualitative methods to increase confidence in recommendations [29].

The analysis in this paperwas underlined by phenomenological philosophy,which
looks at official reports as social constructs [33] and it is in-line with previous work
carried by the authors in this area [19, 27, 34].Hence, thematic analysiswas employed
in the last stage. The advantages of using QDA with the Police records include: (1)
its efficiency as a research method; (2) lack of reactivity, i.e. unaffected by research
process and the stability of data without alteration by researchers; and (3) exactness
of police records. This approach helped to address patterns that construct reporting
of cyber-victimisation cases targeting disabled people. However, the QDA here is
limited by partial reporting of some cases.

Ethical approval was granted by the University Research Ethics Committee
(UREC) at a UK University. Cases eligibility criteria included the following: (1)
the case is identified via the online flag in the police records; or (2) using a cyber-
related keyword search in the documentation; and (3) the victim has a disability
and/or a long-term health condition that is documented within the case.

2.1 Case Selection Process

A total of 3,349 cyber-crime cases were identified from the police records over the
specified timescale. This data set included 1,493 cases with “online flag”, and 1,856
cases identified using cyber-related keyword searches. From the overall dataset,
two subsets were extracted: (1) cyber-hate cases, and (2) disability-related cases.
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Fig. 1 Flowchart illustrating the case selection process. *These cases were extracted via systematic
search using keyword-based queries

The cyber-hate dataset included all cyber-related cases categorised as hate inci-
dents following the Crown Procession Service (CPS) guidelines, the total was 119
cases. These were scanned for eligibility criteria, 10 cases were shortlisted, and two
were excluded due to not looking at a victim with a disability; one case included a
comment that implies the offender is speaking on behalf of people with disabilities.
The disability data set was extracted following a search using relevant keywords,
including “disability”, “impairment”, “chronic illness”, “chronic condition”, “long
term condition” or “long term illness”. The disability dataset initially included 25
cases, of which 6 were excluded mainly due to the victim not having a disability/long
term condition, for example, the offender has a mental health condition. From both,
cyber-hate and disability-related datasets, a total of 23 caseswere eventually included
in this analysis. The case selection process is illustrated in Fig. 1.

2.2 Analysis

This paper presents the results collectively without references to individual cases.
Free text written in each included case was extracted into a separate document.
The guidelines for thematic analysis were followed [35]. The text was read, re-
read and then open codes were applied. Codes were examined and further grouped
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into categories, then themes were arranged around a central concept, focusing on
the reporting and impact of cyber-victimisation of disabled people. Demographics
of victims and alleged offenders were extracted from included cases to situate the
sample; however, the data was incomplete in some instances.

3 Results

Only 0.7% of the overall cybercrime incidents, or 6.7% out of cyber-hate incidents,
were disability related. Incident were reported from 6 different cities and towns,
and the included cases were recorded by the police under different crime groups
as visualised in Fig. 2. Harassment was the highest group 10 (44%), one of which
was a single incident, followed by sending grossly offensive materials via electronic
communication (18%), disability hate 3 (13%), domestic incident 2 (9%), racial hate
incident 1 (4%), and one racial hate incident with an injury, followed by 1 (4%)
sending letters to cause distress, and one (4%) public fear/distress case.

3.1 Demographics

Most of the victims were females 16 (61.5%) compared to 11 (42.3%) male victims.
These numbers are higher than case numbers due to the involvement of more than
one victim in one case. The age of victims ranged between 15 and 61 years, with a
mean of 25.8 years. In one case there were 3 victims aged 13, 13 and 12 years. The

Fig. 2 Radar chart illustrating how disability-related cases were recorded by the police
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majority of victims 18 (78%) were from White ethnic backgrounds, 2 (8.7%) from
Black ethnic backgrounds, one (4.3%) victim was from Asian ethnic background,
and 2 (8.7%) unreported cases.

The alleged perpetrators were equally males (n= 10), and females (n= 10), and
3 cases with unreported gender. The age range of offenders was 14 to 51 years with
a mean of 31.8 years in 17 reported cases. Ethnicity wise, 15(65.2%) offenders were
White and one offender (4.3%) was from Black ethnic background, and 7(30.4%)
unreported cases.

Offender’s relationship to the victim was mainly acquaintance 7 (31%) and ex-
partner 6 (26%), followed by stranger 4 (17%), neighbour 2 (9%), and 4 (17%)
unreported cases.

3.2 Qualitative Findings

Upon examining the written text in the documentation, three overarching themes
emerged from included cases. The themes below do not include direct quotations to
ensure the anonymity of reporting such sensitive issues.

Theme 1: Psychological impact. The most common impact shared in docu-
mented cases was psychological. Reports frequently mentioned the victim being
distressed, scared, worried, anxious, alarmed, stressed, upset, crying or being afraid.
One case explicitly included that the victim’s illness has deteriorated following
the incident. One case mentioned sleep disturbances. Other psychosomatic or
behavioural effects reported were also influenced by psychological impact and
interacted with the second theme.

Theme2:Fear for Safety. This theme emerged from reportswhere victims shared
threats received or abusive communication that lead them to fear for their safety or
the safety of their family members. These threats or abusive comments were mainly
through electronic communications such as phone messages or photos. However,
in a few cases, this was associated with offline actions such as knocking the door
or breaking windows, in these cases the threats were taken more seriously by the
victims. Such fears resulted in avoiding being outdoors, taking leave from work or
not sending children to school.

Theme 3: The Type of Disability. Most of the reports in this recurrent theme
implied in the incident records that the victim had a visible impairment. This was
apparent through comments of harassment or disability hate incidents where the
offender used words such as “crippled”, “spastic” or referring to how the victims
look physically. Some cases involved referring to the victim’s use of disability aids.
This was followed by a few cases in which the victim had a learning disability or
was attending a special education school. In some of the cases of learning disability,
the offenders also has other disabilities. While few cases involved victims having
mental health illness. No other types of disabilities or impairments were mentioned
in the records by the police.
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4 Discussion

The documented patterns of reporting showed a triad of three factors that could have
influenced the victims’ decision into taking the case to the police. These themes
were mainly developing psychological consequences, receiving threats, and living
with certain types of impairments. These factors could be summarised in Fig. 3.

The psychological impact is a consistent finding in the literature that is associated
with cyber-victimisation experiences [18]. Hence, triggering stress seems to be an
important factor contributing to the decision of contacting the police. The second
factor is receiving threats or extremely abusive comments, which is documented with
online and offline victimisation [36, 37].

The third factor, having certain types of impairments could be a major contrib-
utor to under-reporting. The findings here suggest that having a visible disability
or to a less extent learning disability are potentially related to reporting being a
victim of cyber incidents. This is relevant to a UK-based survey that examined the
perceived motivation of offenders in disability hate incidents [9]. The motivation
of offenders ranged from hate and jealousy to accusations of fraud because of the
relative invisibility of some impairments. Other work suggests that people with invis-
ible disabilities such as Myalgic encephalomyelitis or epilepsy are also targeted, and
when encouraged they are keen to share their experiences of online abuse [34]. This
indicates under-reporting of incidents involving invisible impairments.

The under-reporting of disability hate crimes is a multifaceted issue. One aspect
lies in public awareness and the stereotyping around disability. This could be linked
to the ongoing debate about adopting the medical model and the social model of
disability. The medical model focuses on impairments, and the medical diagnoses
lead to a legitimised ‘sick role’ in society [38]. However, this model has the potential

Fig. 3 The interplay of
identified factor in reporting
cyber-victimisation by
disabled people to the police
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of exacerbating discrimination due to focusing on deficits. Hence, the social model
was introduced with the argument of separating the impairment from the disability,
i.e. people with impairments are disabled by their surrounding societies. Activists in
disability campaigns advocate for adopting the social model but the medical model
and diagnosing medical conditions can influence how the public view and stereotype
disabled people. The legislations in theUK to protect disabled individualsmight have
created an inherited prejudice towards people who are being put in vulnerable situ-
ations because of their immediate socio-cultural context [12]. A suggested official
explanation of under-reporting focused on people’s understanding of the questions
and that responses were based on ‘perceived vulnerability’ [10]. This might indi-
cate the police documentation is reliant on the medical model of disability and the
legitimised ‘sick role’ in society [38]. Resulting in a complicated situation in which
people with visible disabilities were discriminated against, and those with invisible
disabilities to be abused for not looking physically ill. Hence, further, awareness-
raising is needed to understand the different types of disabilities, and to encourage
people with all types of impairments to come forward.

Under-reporting of disability hate incidents is not a new phenomenon [14], and the
results in this paper indicate that the ‘cyber’ aspect had worsened the situation. This
could be because of victims’ issues in trusting the support channels [19], or due to
issues in training the police to deal with cyber-crimes. In a recent study, the majority
of participants from a police force in the UK (56% n = 163) did not feel confident
to deal with cyber-crime cases [17]. This issue is of concern especially in pandemic
circumstances where appropriate support is needed. During the pandemic, people
relied more on online communication, and concerns over escalations of disability
discrimination were constantly shared [25, 26].

Most of the victims in this paper were fromWhite ethnic backgrounds. This infor-
mation should be treated sensitively and requires further research because disability-
hate is under-reported compared to other hate crimes [14]. However, it is also to be
acknowledged that in the records a hate crime can be recorded under more than one
motivating factor or flag, which potentially requires further investigations and leads
to undercounting [10]. Hence, race is also a protected characteristic and its interplay
with disability, if not appropriately addressed, could result in less trust in the criminal
justice system and exacerbate marginalisation. Additionally, it is important to note
that some of the excluded cases from the analysis here could have been involving an
individual with a disability but were missed if this was not documented by the Police
or brought up by the victim. This also indicates the need for a coherent multiagency
system and consistency in documentation.

5 Conclusion

In conclusion, cyber-disability hate crime is an under-reported issue in the UK
compared to other hate crimes and cyber offences. This could be influenced by several
factors such as race, type of disability, in addition to fear and distress. Therefore,
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it is recommended to appreciate this gap as part of training programmes delivered
to police personnel. This will help to raise awareness about the different types of
disabilities and improve the training on the impact of cyber-crime and its documen-
tation. Raising awareness among the public is also indicated to support the role of
the police in tackling disability discrimination, which includes cyber offences and
covers all types of disabilities.
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Smart Secure USB SSU-256
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Abstract USBs are the most common devices for data sharing and transferring
either for personal day to day use or at the organizational level. Its usage is increasing
exponentially despite the data breaches occurring due to the noncompliance of secu-
rity measurements. Consumers are at risk when sensitive data is stored on unse-
cured USBs. The consequences of losing drives (or when picked up by unauthorized
persons) loaded with sensitive information can be significant, including the loss of
customer data, financial information, business plans and other confidential/sensitive
information, risk of reputation damage. Apropos, this problem of keeping the data
confidential from unauthorized users need to be addressed immediately. Therefore,
in this paper we present an indigenous solution for this problem which can easily be
used by general users and sensitive organizations (strategic, banks, academia, law
enforcement, armed forces, telco’s and many others) to overcome the above stated
confidentiality problem. Our proposed Smart Secure USB (SSU-256), will serve as
secure channel for both data storage and transfer.
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1 Introduction

In year 2000 USB memory stick was launched which was light in weight, portable,
comparatively cheap and offered high transfer rate. Since then the usage of USBs
is increasing exponentially ignoring the fact that they offered no kind of security to
user’s data (Fig. 1).

As both consumers and businesses have increased the demand for these drives,
manufacturers are producing faster devices with greater data storage capacities
[2], despite the data breaches occurring due to the noncompliance of security
measurements. To avoid these data losses secure USBs must be brought into use
(Fig. 2).

Data breaches and cyber-attacks are anticipated to increase in the due course of
time as the computer networks are expanding. As technology progresses, more and
more of our information is at risk. As a result, cyberattacks have become increasingly
common and costly. As per Ponemon report 70% of businesses have traced the loss
of sensitive or confidential information to USB memory sticks [3]. It is crucial and
mandatory to protect our data to get rid of cyberattacks (Figs. 3 and 4).

The basic idea behind the project being proposed is to design a secure USB
which will serve as secure channel for both data storage and transfer. This project is
going to be the productive insight in the industry due to its Multi-layer security i.e.
Biometric Authentication and Encryption which will work completely independent
of each other, beside that it provides User specific Compartments and an Admin for
users registration and deletion as well as being Indigenous, Cost Effective, assuring
integrity and an easy to use, plug n play portable device.

Fig. 1 Global trends of data volume [1]
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Fig. 2 USBs sales volume [2]

Fig. 3 USBs data loss [3]

Fig. 4 What percent of USB drives used in the workplace are safe and secure? [3]
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2 Literature Review

Biometric authentication is a process which uses specificmodality to verify user such
as fingerprint, retina etc. But we are using fingerprint for authentication purpose.
Since everyone on Earth has unique and distinctive fingerprint and it is one of the
most used modalities for authentication. It is also quite accurate and quick process.

Advanced Encryption Standard AES comes under the category of symmetric
cryptography. In symmetric cryptography same key is used to encrypt and decrypt
message. That key is called shared key/private key. AES is based upon substitu-
tion/permutation and works on block of either 128,192 or 256 bits. Main advantage
of using symmetric encryption over asymmetric is that its fast and efficient for larger
data. And there is need to keep the key secret in asymmetric encryption. Amongst
other modes of AES, XTS mode [4] is selected.

XTSwas added to the catalogue ofAES block ciphermodes back in 2010 byNIST
of Science and Technology). It is used by Data Traveler 4000G2 and Data Traveler
Vault Privacy 3.0. The intention of designing AES-XTS was to develop such a move
that vanquishes the shortcomings of other modes of AES. It eradicates the possible
vulnerabilities linked with some side channel attacks which can be used to exploit
drawbacks of other modes.

Two AES keys are used by XTS. Where one key is used for block encryption
whereas the other is used to encrypt a value known as tweak value. Galois poly-
nomial function is used to bring further modification in tweak value and then it
is XORed with both plaintext and ciphertext of each block. The purpose of GF is
to provide diffusion and to make sure that identical ciphertexts are not produced
by identical plaintexts. This factor allows XTS to produce unique ciphertexts from
identical plaintext without making use of initialization vector and chaining. Conse-
quently, the text is now double encrypted using two independent keys, and text is
decrypted by reversing the process. Since there is no chaining involved so if stored
cipher is damaged or becomes corrupted, only the data of that specific block will
be affected. With chaining involved there is possibility of error propagation when
decrypted (Fig. 5).

Fig. 5 XTS mode of AES [5]
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For authentication purpose we will be using R305 sensor [6]. Users are authen-
ticated through their fingerprint, R305 is one of the most widely used module for
fingerprint authentication, with the assistance of DSP in its core. User communicates
with this module by using hex codes in a certain specific format command. The red
LED on this scanner indicates regarding the state of sensor (ON or OFF).

Each R305 module has specific identifying address and while communicating
with another system each instruction is transferred in the form of packet which
indicates the address of the device. This module only gives response to those data
packages whose address is same as its identifying address. This address is 4 bytes
long. By default, its factory value is 0xFFFFFFFF. Almost 500 ms are required for
initialization of R305.

Safe Authentication Protocol for Secure USB Memories [7], User and device
Authentication protocol is way more important than data encryption itself, manu-
facturers mainly focus on keeping data secure which leaves a flaw in the security of
secured USB drives making them vulnerable, Fingerprint is the most used biometric
modality because of its two traits uniqueness and permeance Fingerprint based
symmetric cryptography [8] uses same fingerprint for encrypting and decrypting
data, it uses a string of binary number extracted from fingerprint template act as
cryptographic key. This cryptographic key is used for encrypting messages and for
decryption process the key is generated from fingerprint instance and then both
cryptographic keys are compared. Fingerprint is the most used biometric modality
because of its two traits uniqueness and permeance Apart from being user friendly
this algorithm got vulnerable due to fingerprint cloning. Other issues related with
integration of biometric systemwith cryptographic system [9]. Techniques which are
based on biometric authentication generate a biometric key which is not beneficial
in cryptographic applications since they involve sharing unencrypted biometric data
over an insecure channel thus, such applications require spawning of biometric keys
to release the secret encrypted message that was sent.

Some other kind of secured USB drives like EAGET, having features like finger-
print encryption, user segregated compartments, and dual storage. FU5 is combi-
nation of biometric technology and storage. The data stored in USB can only be
accessed by authentication through fingerprint. Extreme by SanDisk and Kingston’s
defender providing symmetric encryption only.
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3 Proposed Solution

Smart and secure USB which will serve as authenticated storage medium for data
transfer our proposed designs will fulfill following requirements.

The biometric authentication will be done using fingerprint authentication. Data
is further secured through Encryption standards i.e. AES-256, which further includes
file-based encryption. An administrator in the form of admin is there to register and
delete users. This project will help to protect and secure user’s data from unau-
thorized access by having user segregated compartments. Keeps record of all the
recent plugins. It will need no external power source. Providing top level features
in a minimal price, it’s an indigenous and first of its kind smart secure USB. It uses
Raspberry pi zero having R305 attached to it with an external SD card to have user
segregated compartments. Architectural design of it is as follow.

• Authentication: In this part our device will authenticate its owner and other users.
• Encryption: For security purpose wewill be encrypting user’s data with AES-256.
• User specific Compartments: Each user will be allowed to have specific compart-

ment and no one else would be allowed to have access to that compartment.
• Multi- Layer Security: Both encryption and authentication together will provide

multi- layer security (Figs. 6 and 7).

Experimental setup:

For authentication purpose SSU is using R305 sensor. R305 is one of themost widely
used module for fingerprint authentication, with the assistance of DSP in its core.
User communicates with this module by using hex codes in a certain specific format.

Fig. 6 Block diagram of SSU working
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Fig. 7 SSU-256 proposed circuitry

For enrollment and deletion of fingerprints we have used library of Python which is
named as “PyFingerprint”.

User Enrollment:

initialize fingerprint sensor
new_image = readimage ()
if new_image in stored_images
Print (ERROR! This user already exists)
else
verify_image = readimage ()
if new_image = = verify_image
image_hash = hash(image)
save_image(new_image)
username = input(username)
assign_image_hash_to_username ()
assign_storage_to_user ()
else
print (ERROR! Image not matched)

Code:
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Delete User:

username = input(username)# Enter username of user to be deleted
If username exist
image_hash = read_hash(username)
Delete(image_hash)
Delete(username)
Else
Print (ERROR! This user does not exist)

Code:

SSU-256 is using XTS mode of AES 256. It is the standard mode of AES 256 used
in market since, it caters for the issues in other modes. Lack of diffusion is exhibited
by ECBmode since it generates same ciphertexts for identical plaintexts. Whereas in
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CBC encryption of each block is sequential so each block needs to be calculated to
calculate next block. So, encryption/decryption cannot be parallelized in this mode.
In this XTS mode randomization and efficiency is achieved through Tweak value
and Galois function.

In XTS each data block is assigned a positive integer value known as tweak value.
It starts off from a random integer and then assigned one after the other. Tweak value
must be converted to little endian byte array.

For the sake of key derivation SSU-256 is using a function called Password Based
Key Derivation Function (PBKDF-2) [10]. It is just a simple cryptographic key
derivation function. It is immune to dictionary attacks and rainbow table attacks. It
takes several parameters as an input and generates a derived key as an output with
following intakes:

• Password
• Salt
• Count of iterations
• Hash Function
• Derived-key-length.

For Encryption:

Select file to encrypt
plaintext = read(file)
password = input(password)
cfm_password = input(cfm_password)
if password_validity = = True
if password = = cfm_password
hash = hash(password)
# Store hash to be used for decryption
save(hash)
key = PBKDF2(password)
ciphertext = encrypt (AES, key, plaintext)
else
Print (ERROR! Password Mismatched)
else
Print (ERROR! Invalid_Password)

Code:
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For Decryption:

file = input (filename of encrypted file) # Enter same password used at the time of
encryption
password = input(password)
hash = hash(password)
verify_hash = read(stored_hash)
If hash = = verify_hash
key = PBKDF2(password)
ciphertext = read(filename)
plaintext = decrypt (AES, key, ciphertext)
Else
Print (ERROR! Wrong Password)

Code:

We have segregated the memory into user specific compartments. Each user will
be allotted a specific compartment and no user will be allowed to look into anyone
else’s compartment. We are using FAT32 file system. File system basically controls
how the data is stored or retrieved. If there was no file system, then the data would
be stored as a single piece of data like user cannot tell when one data has stopped
and the next has begun. Data is segregated into pieces where each piece is properly
identified by giving it a specific name.

Encryption along with authentication provides multi -layer security to the data of
user. Plus, our idea also facilitates user with file-based encryption, Additional feature
of PBKDF2 makes it harder for attacker to brute force the password.
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4 Analysis of the Proposed Solution

SSU-256 stands out tall amongst its market competitors.

• Providing user, a two-layer security i-e Authentication and encryption.
• File base encryption makes separate passwords for all files hence adding more

protection to the secured data.
• Keeps record of all the recent plugins.
• Pakistan based Indigenous solution to unsecured USBs data breaches.
• No external power source is needed.
• Providing top level features in a minimal price (Fig. 8).

Features SanDisk Eaget Kingston SSU-256

Authentication ✘ ✓ ✘ ✓

Encryption ✓ ✘ ✓ ✓

Multi-users ✘ ✓ ✘ ✓

Multi-layer security ✘ ✓ ✘ ✓

Admin rights ✘ ✓ ✘ ✓

Recent login history ✘ ✘ ✘ ✓

It can serve many different fields of life such as law Enforcements, strategic
organizations, Telco’s, IT sector, Banks, Corporate Sector and General digital Users
(Fig. 9).

Fig. 8 SSU-256
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Fig. 9 GUI of SSU-256

5 Conclusion

SSU-256 is going to stand out as a best external hard drive that gives precedence
to the security of user’s data which they carry and this property will make it one
of the indispensable tool for those who carry sensitive data with them. In this era
where everyone needs to move data from one system to other, most of the companies
have banned the usage of these devices in their office premises which makes life of
employers quite tough. So, SSU-256 will serve as a sound solution to these problems
of data leakage, privacy issues and other attacks possible through USBs. In this
modern era of data where it is the most invaluable thing and every other person
wants to get hold of other’s data. It is the hour of need to have such a project that is
capable enough to combat these problems linked with data security.

SSU-256 with other advancements on encryption techniques, modern authentica-
tion techniques can easily enhance scope of SSU and will be even more beneficial
for companies and general users.
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The Application of Technology
in Combating Human Trafficking

Reza Montasari and Hamid Jahankhani

Abstract Human trafficking is a complex, burgeoning crime with a global foothold
that impacts an estimated 40.3 million people worldwide. Currently, the number
and the scale of innovation and technology tools do not correspond with the magni-
tude of the problem. There is little awareness about existing digital innovations and
technology initiatives within the field of anti-trafficking. This adds to the danger
of fragmented and disjoined development and the application of technology-based
tools. Therefore, considering its importance, this paper aims to provide an analysis
of the current landscape of technology tools used to combat HT. The multi-pronged
contributions of this study is: (1) to enable antitrafficking stakeholders to engage
with technology more effectively and (2) to raise awareness about tools to assist
their work.

Keywords Human trafficking ·Modern slavery · Technology · Innovation ·
Digital forensics · Cyber crime · Cyber terrorism · Cyber threats

1 Introductions

Human Trafficking (HT) covers a plethora of crimes and exploitations spanning from
withheld wages or documents, child labour inmining or natural resource exploitation
to sex-trafficking, domestic service and car-washing [1]. Being a multidimensional
challenge, HT affects all societies around the world. It is a global conundrum that
has transformed into a $150 billion industry as attested by estimates published by
the International Labour Organization (ILO). According to another report published
by Oceana, non-profit ocean conservation organization, HT has become one of the
fastest growing transnational criminal enterprises worldwide. Child labour exists in
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places such as chocolate, coffee and tea supply chains or in places such as fishing
and shrimping boats. Being a pervasive and a highly profitable crime, HT is the
third-largest criminal activity globally, behind drug trafficking and counterfeiting
[2]. With a little cost and yet large profits to be made, combined with a low risk of
being identified, prosecuted and convicted, traffickers are often highly motivated to
remain involved in this odious crime. According to [3], between the period 2015 and
2018, the prosecution rate of traffickers decreased by 42%worldwide. In Europe, this
rate dropped by 52%. 2. This highlights that criminals are operating with impunity
and there is little challenge from the technology systems that are in place to bring
them to justice.

However, despite its devastating impacts, tackling HT is a difficult undertaking
that has become even more challenging through the advancements in technology
constantly exploited by the criminals and their accomplices at various stages of HT
(such as recruitment, movement, control, advertising and abuse of victims). Such
misuse of technology is a key factor contributing to the increase in HT profitability
and the impunity of traffickers [3]. For instance, the members of HT ring exploit
technologies such as instant and secure communication, remote control of victims
using GPS location apps, or receiving and moving illegitimate profits through cryp-
tocurrency [3]. While the misuse of technology tools presents many challenges to
the anti-trafficking stakeholders worldwide, their constructive use could also play
a critical role in the fight against HT and modern slavery [1]. For instance, such
tools could assist in detecting slave-owners, providing satellite imageries to search
for illegal factories to secure blockchain databases that trace fashion back to the
source, or providing simple apps offering advice and contacts to victims or vulner-
able workers. This, in turn, could improve prosecutions, raise awareness and offers
support and services to the victims, and elucidate the structure and tactics of webs
of human traffickers [1].

Despite the positive roles that technology could play in combating HT, little
consideration has been given, or few resources have been assigned, to investigate
the manner in which technology can be leveraged to address HT, in particular in the
contexts of prevention and protection [3]. We believe that any effective measures to
tackle HT necessitate the fusion of a wide range of factors, which together could
produce the desired impact. Thus, being one of such effective measures, technology
must be considered as a critical factor and incorporated as a fundamental component
into any anti-trafficking strategy. We also contend that any future success in elimi-
nating HT in its various forms will depend not only upon the social and legal aspects
of HT but also on technology tools and how nation states are prepared and willing
to harness such tools in their efforts to combat this phenomenon [3]. In line with
our assertion, various other official bodies have highlighted the importance of tech-
nology and communication network in combattingHT [4].However, notwithstanding
numerous calls for incorporating technology into any anti-trafficking interventions,
existing studies and anti-trafficking solutions have not drawn upon technology tools
or communication networks in their proposed interventions.

Therefore, in line with these pronouncements, this paper seeks to address the
current research gap by analysing the impact of the misuse and use of technology
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tools in both facilitating and combatingHT, respectively. The paper also offers recom-
mendations to various anti-trafficking stakeholders on how to maximize the value of
technology-based solutions. These stakeholders could be: law enforcements, govern-
ments, NGOs, businesses, technology companies and academia, etc. The paper is
intended to provide the stakeholders with knowledge and information that could be
useful in leveraging the power of technology to combat the exploitation of victims.

2 Background

The main purposes of HT are exploitation and enslavement. Trafficking can occur
among countries or in areas within a country. Akin to sexual assault or domestic
violence, HT can affect any individual irrespective of age, gender, religion, citi-
zenship or immigration status or nationality [5–7]. At its core, HT is the viola-
tion of human rights through which individuals are exploited for financial gains.
The economic sectors that profit most from HT consist of agriculture, restaurants,
manufacturing, domestic work, entertainment, hospitality, and the commercial sex
industry. Although any individual can become a victim of HT, it is often those within
poor, marginalised and underprivileged communities who are at greater risks of HT.
While there exist numerous types of HT, there are three common forms including: the
sex trade, forced labour, and domestic servitude. Many other forms of exploitation
are thought to be under-reported often due to language barriers, fear of traffickers or
fear of law enforcement. These could include forced marriage, organ removal, the
exploitation of children in begging and warfare. While each incident of HT varies in
specifics, all have three constituent elements consisting of: acts, means and purpose.
These elements can be formulated as: the action of a trafficker (what is done) + by
means of (how it is done)+ for the purposes of (why it is done)=HT (the result). To
determine whether a specific circumstance indicates HT or not, one should consider
both the definition of HT as well as the constituent elements of the crime as defined
by relevant national and international legislations.

3 Technology

3.1 Misuse of Technology

Due to the advancements in technology, sex traffickers are no longer limited to recruit
their victims in person. Technology enables traffickers to have a wider access to an
unlimited number of potential victims. Traffickers are increasingly becoming adept at
exploiting technological advances to recruit and sell victims. For instance, traffickers
exploit tools such as proxy servers that can mask the source of communication
hence concealing identity; online means such as web applications, chat rooms and
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virtual currency to advertise; Global Positioning Systems in cell phones to track their
victims; or use encrypted data to communicate with other criminals [8].

Operating systems offered by technology giants such as Appel and Google now
encrypt user’s data by default. Similarly, messaging systems such as WhatsApp,
owned by Facebook, offer end-to-end encryption in which only the person sending
the message and the person receiving the message can see the communication.
Such technologies are important in that they increase privacy of user’s data online,
thus ensuring the protection of human rights. However, they simultaneously pose
significant challenges to law enforcement agencies in relation to data extraction
from devices containing such technologies. This has resulted in authorities voicing
concerns that encryption technologies can threaten the public by blocking access
to data exchanged between traffickers or other criminals [8]. There exist millions
of child sexual exploitation images circulating online. These abuse images, that
can be easily uploaded onto various online platforms, are created through various
means such as capturing screenshots of live streaming abuse or snapping exploitation
photos on mobile devices, etc. Some of these photos have remained in circulation
even many years after the initial incident of sexual exploitation. Addressing the issue
would require partnerships from online platforms that have facilitated such a wide
scale propagation [9].

3.2 Constructive Use of Technology

Notwithstanding its constant misuse and the many challenges that technology tools
present, they also offer many benefits such as providing better insight, real time
intelligence and linking together disparate data sets. Technology tools could be a
highly valuable instrument at the disposal of stakeholders involved in combatting
trafficking offences. This section describes some of the key technologies that can
be utilised by the stakeholders to combat HT more effectively. While the individual
description of each given tool is outside the scope of this paper, the key categories
of these tools are discussed below.

Data Aggregation and Analysis The online world is infinite, and there exist
numerous web applications, social media, chatrooms, applications, and on-line video
games that can be linked to the online activities of both the victims’ and human
traffickers’. This has resulted in large volumes of data (Big Data), the collection
and analysis of which pose significant challenges to law enforcements and other
stakeholders involved in the fight against HT. For instance, these challenges could
concern the quality of data—including: accuracy, validity, reliability, timeliness,
relevance and completeness—about the distribution of victims, traffickers and buyers
of the victims’ services. Furthermore, this data is often spread over many sources
in different jurisdictions, creating additional issues such as data ownership, privacy,
unwillingness to share or a lack of knowledge concerning what data are available.
Considering this large volume of data, combined with the stated challenges, it would
be impossible for analytics practitioners to screen and analyse this quantity of online
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data. As a result, data analysis tools could be utilised to aggregate and synthesise
only pertinent data into useful reports hence saving time and valuable resources.

Machine Learning and Deep Learning Anti-trafficking stakeholders could also
employ the computational power of Machine Learning (ML), Deep Learning (DL)
and Pattern Recognition (PR), three sub-sets of Artificial Intelligence (AI), to address
HT more efficiently. AI technologies are capable of making predictions, recommen-
dations or decisions independently andwithout human involvement [9]. For instance,
in case of HT, an AI-based automated age-progression software can be deployed to
establish how a child victim of sex trafficking would age and look when she/he is an
adult. This is important as it can facilitate independent device communication with
buyers of services from trafficking victims. This, in turn, will enable investigators
to specify, for instance the characteristics of physical space in which the child is
being held, and to determine financial transactions that could demonstrate signs of
HT networks. ML could be a key asset in combating HT. It can be used to auto-
mate manual assignments and enable difficult tasks to become less complex given
the ease with which it can sift through large quantity of data and extract patterns.
For instance, ML techniques could be utilised to develop child finder desktop and
mobile applications that will be capable of matching pictures of exploited children
against a given country’s database of missing children. With this type of application,
the law enforcement’s reaction time, a key factor to assist an exploited child, could
potentially be reduced from days to seconds [10].

Blockchain for Traceability and Provenance Businesses operating in high-
risk sectors, such as fishing, mining, construction or textile industries, are espe-
cially susceptible to the risk of forced labour within their large, complex supply
chains. Given that these businesses, oftenmultinational corporations, have numerous
suppliers dispersed worldwide, observing their supply chains could be an intricate
undertaking. Therefore, in order to determine threats of HT and forced labour, these
businesses could adopt the use of blockchain technologies which facilitate tracking
themanufacturing of themerchandise from their origin to the end use to ensure trans-
parency and assist in practising both duty of care and due diligence [9]. Through the
use of blockchain, these corporations will be able to collect vital information, analyse
their supply chains and third-party networks, detect signs of HT and forced labour,
and prevent it in the future. For instance, theGlobal FishingWatchmapping platform,
developed by Google, can be employed to examine vessels with histories of HT and
forced labour. Similarly, the International Air Transport Association (IATA), a trade
organisation for the world’s airlines, has established a global awareness and training
program called Eyes Open International to train flight attendants, gate agents and
other airline personnel to notice signs of HT, and also to increase public awareness
of this crime [10].

Facial Recognition The computational power of Facial Recognition technology
and visual processing software can be leveraged in web crawling to search for photos
and videos of victims of trafficking for sexual exploitation. These types of technology
can also assist investigators in examining large quantity of photographs and videos
to detect content that can be ascribed to a specific person of interest [10].
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Image and Video Fingerprinting Software that enable image and video finger-
printing techniques could also be utilised to identify, extract and then summarise the
characteristic elements of a video recording allowing that to be uniquely identified
by its resultant fingerprint. This technology could be effective at identifying child
sexual abusematerial and comparing digital video data. For instance, such techniques
could enable investigators to detect the digital fingerprint of an image or video that
law enforcement have classified as child sexual exploitation material.

URL Blocking URL Blocking is another technology that could allow internet
service providers (ISPs) to block any part of a URL that includes known child sexual
exploitation material. As a result, this would restrict the propagation of such material
and prevent the cycle of re-victimization.

Existing Initiatives Technology could also be utilised to monitor HT and raise
public awareness. There exist a number of apps such as GoodGuide that enable
conscious consumers to be cognizant of the environmental and social impacts of
their purchases. GoodGuide ranks a wide range of products and scores them based
on health, environmental, and social aspects. Red Light Traffic is an app that enables
the public to report suspected cases of HT anonymously. It also informs people of
the “red flags” of HT, so it can be identified and reported [3].

The United States’ Defence Advanced Research Project Agency (DARPA) have
launched the Memex program, an initiative that seeks to develop software that
enhances online search capabilities beyond the existing technologies [11]. Currently,
Memex [12] can be employed to solve complex search problems such as HT, court
documents, and research papers. Owing to its domain-specific indexing and search
capabilities, Memex could enable investigators to engage with advanced content
discovery, information extraction, information retrieval, user collaboration and other
key search functions. For instance, Memex can be used to search and scan the most
hidden contents of the deepweb, the darkweb (such as advertisements for sex labour),
and non-traditional content (such as multimedia) that cannot be discovered or linked
together with standard search engines [11].

Furthermore, “Made in a Free World”, a not-for-profit organisation, have created
the Slavery Footprint website that is claimed to enable the users to visualise how their
consumption habits are related to modern slavery [13]. Likewise, LexisNexis, an
Information Technology corporation, provides legal, regulatory and business infor-
mation and analytics. Headquartered in New York City and serving customers in
more than 130 countries worldwide, LexisNexis provides

technology tools to combat HT. It combines legal and business information with
analytics and technology to provide powerful newdecision tools by utilisingMachine
Learning, Natural Language Processing, Visualisation, and Artificial Intelligence to
their worldwide legal database [14]. LexisNexis have designed and implemented a
supply chainmonitoring product entitled Smartwatch. According to LexisNexis [15],
as of 2020, it searches 40,000 premiumand online news archives and business sources
and a comprehensive archive dating back 40 years. Aswell as news articles and select
social media sources, users are provided with access to 80 million companies over
1,000 industry sources, and 75million executive and biographical sources, in addition
to important regulatory, legal, and public records content.
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Unseen UK operates the UK Modern Slavery Helpline and Resource Centre. Its
mobile application, the Unseen UK App, facilitates reporting to the UK Modern
Slavery Helpline easier. It can assist the police and modern slavery groups in under-
standing understand how to respond to cases or suspected cases of HT, create greater
awareness on the issue, inform individuals on how to identify signs of exploita-
tion, and report situations of concern [16]. The Child Safety Hackathon, organised
by Thorn and Facebook, is a 48-hour collaborative event that occurs once a year.
This event brings together experts from the technology industry (such as Google,
Microsoft, Amazon, Twitter, Pinterest, Intel, Facebook, and more) to hack on devel-
oping advanced solutions that will facilitate locating victims faster, deter predatory
behaviour and make platforms safer [17].

4 Conclusion

Technology tools can be both misused and used to facilitate or to assist with combat-
ting HT, better detecting and protecting victims. Although criminals are becoming
more skilled in technology and able to exploit it successfully, the same might not be
necessarily true of the actors accountable for combating HT. Considering this, any
future success in eliminatingHT in its various formswill be contingent on themanner
in which nation states and civil societies are primed to develop, utilise and regulate
technology in their responses to this crime [10]. This approach is of paramount impor-
tance, necessitating a collective and strong commitment and cooperation amongst
nation states. This collective efforts are often a long process that necessitates vital
improvements of both human and financial resources for monitoring, identifying,
investigating, sentencing and disrupting all methods of HT enabled by information
communication technologies especially by the Internet.
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Countering Adversarial Inference
Evasion Attacks Towards ML-Based
Smart Lock in Cyber-Physical System
Context

Petri Vähäkainu , Martti Lehto , and Antti Kariluoto

Abstract MachineLearning (ML) has been taking significant evolutionary steps and
provided sophisticatedmeans in developing novel and smart, up-to-date applications.
However, the development has also brought new types of hazards into the daylight that
can have even destructive consequences required to be addressed. Evasion attacks
are among the most utilized attacks that can be generated in adversarial settings
during the system operation. In assumption,ML environment is benign, but in reality,
perpetrators may exploit vulnerabilities to conduct these gradient-free or gradient-
basedmalicious adversarial inference attacks towards cyber-physical systems (CPS),
such as smart buildings. Evasion attacks provide a utility for perpetrators to modify,
for example, a testing dataset of a victim ML-model. In this article, we conduct a
literature review concerning evasion attacks and countermeasures and discuss how
these attacks can be utilized in order to deceive the, i.e., CPS smart lock system’s
ML-classifier to gain access to the smart building.

Keywords Adversarial machine learning · Defensive mechanisms · Evasion
attacks · Cyber-physical system

1 Introduction

A cyber-physical system (CPS), such as a smart building, utilizes technology aiming
to create a safe and healthy environment for its occupants. Buildings are pertinent
to smart cities, but as the number of buildings grows, it also increases security
risks. Smart building technology is still in the early stages of growth and adop-
tion increases moderately and is steadily becoming a significant business around the
world. Actors and industries interested in implementing intelligent building solutions
are, for example, airports, factories, hospitals, military bases, residential buildings,
etc. Adoption of smart building technology brings in associated security threats
consumers are usually unaware of. In the smart-building CPS context, for example,
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there exists a chance that, with e.g., adversarial attack, a perpetrator could fool the
ML-model and gain entry to a building causing significant security threats.

A cyber-physical system (CPS) is an interconnected network of sensors and actu-
ators, which are controlled by a program within a cloud. The program accepts data
from the sensors and calculates, based on previous events, how the actuators should
be adjusted to implement changes to the flow of the system. A smart building is an
example of a CPS. Cyber-physical systems tend to produce and gather an abundance
of data in real-time.

Artificial intelligence (AI) is known to be an algorithm that can mimic human
behavior to an extent. It is used in multiple industries and to solve many different
tasks autonomously. The use requires data for training and for the necessary testing in
order to validate the desired functioning of the AI. Utilizing artificial intelligence or
machine learning (ML) within the cloud program of the CPS can help to improve the
operation of the CPS control cycle by optimizing, for example, the energy consump-
tion usage of a smart building. Later, we introduce aML-assisted smart lock as access
control to an imaginary smart building (CPS) functioning as an example.

The concept of cybersecurity is extensively used and remains vague and intricated.
Its goal is to enable operations in cyberspace without risk of physical or digital
harm [7]. It can be applied to various contexts, from business operations to ICT
technologies. According to De Groot [5], cybersecurity can be defined as “the body
of technologies, processes, and practices designed to protect networks, programs and
data from attack, damage or unauthorized access. Cyber securitymay also be referred
to as information technology security.” Gartner defines cybersecurity as follows:
“Cybersecurity is the combination of people, policies, processes and technologies
employed by an enterprise to protect its cyber assets” [8].

Cybersecurity is an important viewpoint for the running of the CPS, especially
when concerning the machine learning algorithms. These algorithms are proba-
bilistic, involve a vast amount of data, and their training can take a long time as
well as be costly. Since MLmodels are also used for various tasks ranging from non-
demanding choices to highly critical decisions, the protection of the models against
perpetrators is indispensable.

In this article, the authors have showcased the need for artificially intelligent
systems and the importance of cybersecurity against the threats involved with both
AI andCPS. In Sect. 2, the authors explain artificial intelligence andmachine learning
in more detail. In Sect. 3, the authors describe adversarial machine learning, where
Sect. 3.1 showcases the ML testing-phase adversarial inference evasion attacks, and
Sect. 3.2 reviews the defenses against evasion attacks. In Sect. 4, we discuss the
application of evasion attacks and defenses against them in a smart building context.
Lastly, Sect. 5 concludes the paper.



Countering Adversarial Inference Evasion Attacks … 159

2 Artificial Intelligence and Machine Learning

AI is a mathematical approach to estimate a function, and it can be expressed mathe-
matically as f(x): Rn → Rm, where f(x) is the function to be modeled, Rn represents
the real input values and Rm represents the possible real output values. ML research
field is needed to make AI models and systems more capable of handling new situ-
ations [11], because resources might have been limited during initial training, and
the new situation might be from outside the original input or output domain that was
used for training of the model.

Deep Learning (DL) is a subfield of ML, where the learning is done with models
that have multiple layers within their structure. The additional depth can help the
models to learn more complex associations within the given data than regular AI
models [12]; hence DLmodels are called deep. AI is a very enticing choice for many
different use cases, where the function to be estimated is either unknown or difficult
to implement in practice, such as machine translations. In practice, the quality and
quantity of data, the structure of the model, and training time, as well as the training
method, affect how any AI learns to make its choices.

Neural network (NN) is a popular base model used in the development of AI
solutions. The model has three layers: an input layer, hidden layer, and output layer,
where data flows from the input layer through the hidden layer consisting of multiple
layers, and the result is produced to theoutput layer.NNsare a collectionof structured,
interjoined nodes whose values are comprised of all the weights of the connections
coming to each node. Every value of a node is inputted to an activation function,
such as a rectified linear unit (ReLu). The activation function is typically the same
for all the nodes in the same layer.

Long-Short Term Memory neural network (LSTM) is a special case of Recur-
ring Neural Network (RNN) [13], which retains output information from previous
timesteps as part of the input information. The extra information can be helpful i.e.
when forecasting with sequential data. Because NNs can suffer from the problems
of vanishing and exploding gradients, which likely will increase with the growth of
sequence size, LSTMs have three gates within each node that are used to control the
information going through them [13]. These logical gates use sinh and tanh activation
functions to control the flow and size of internal representations of the inputs and
outputs.

3 Adversarial Machine Learning

In recent years, the utilization of the ML approach has been flourishing and seen
an expeditious increase. ML has been used to identify relevant patterns in the infor-
mation and make even more precise predictions as a function of time. ML methods
have been used to, i.e., malware detection, facial and speech recognition, robotics,
autonomous cars, etc. The benefits come with the disadvantages, and ML models
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Fig. 1 Inference evasion attacks and defenses in adversarial machine learning

may be vulnerable to exploitation and manipulation. This kind of risk can be consid-
ered as “AML” as systems can be fooled by perpetrators through malicious input
to cause a malfunction in ML models to make incorrect assessments. During the
AML attacks (Fig. 1), inaccurate or misrepresentative data can be injected into an
ML model at the model training phase, or malicious data may be used to swindle a
trained model to make it behave abnormally and provide false predictions [10].

The field of AML has emerged to study vulnerabilities of the ML approach in
adversarial settings and to develop techniques to make learning robust to adversarial
manipulation [32]. AML is about learning in the presence of adversaries, and the
learning can happen, i.e., in an exploratory way in testing (inference time), when the
attacker aims to confuse the decision of the ML model after it has been learned [29].
Adversarial attacks have been under extensive research recently, and one prominent
finding by Szegedy et al. [30] was in the field of computer vision, revealing that a
small perturbation in the form of carefully crafted input could confuse a deep neural
network (DNN) to misclassify an image object. After the study, adversarial attacks
have been more widely explored beyond image classification.

3.1 ML Testing-Phase Adversarial Inference Evasion Attacks

An evasion attack occurs when the neural network receives an adversarial example as
an input, which can be considered as a deliberately perturbed appearing unmodified
and precisely the same to human eyes, but is able to deceive the classifier [20].Attacks
against ML can be traced back to the year 2004 when Battista Biggio published the
paper: “Wild Patterns” concerning the rise of adversarial machine learning. Research
in the field of adversarial examples has been conducted to a great extent in computer
vision, but they are basically applicable to any type of ML systems. For example,
Sharif et al. [27] managed to impersonate as another person by wearing particu-
larly designed adversarial glasses. The use of glasses embodies that perturbations
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can occur due to other incidents than modifying images with proper adversarial
techniques.

Evasion attacks can be roughly divided into gradient-based and gradient-free
classes. Gradient-based attacks can be further divided into a single step and iterative
attacks. Fast Gradient Sign Method (FGSM), proposed by Goodfellow et al. [9], is
a well-known single-step white-box type of an attack utilizing gradients of neural
network in generating an adversarial example. In the case of adversarial images,
the aim is to create an image that maximizes the loss. This can be expressed with
the following equation: adv_x = x + ε ∗ sign(∇x J (Θ, x, y)) in which adv_x
= adversarial example, x = original input image, y = original input label, ε =
multiplier to ensure the perturbations are small, Θ = model parameters and J =
loss. (TensorflowCore) [31] FGSM attack can be used to counter any kind of ML
algorithms making use of gradients and weights. The backpropagation method can
be used in calculating gradients. FGSM provides low computational cost and can be
effective to run if weights and learning architecture is known. FGSM applies well
for crafting adversarial examples with major perturbations, but as a downside, it is
easier to detect than other methods, such as L-BFGS and JSMA [3].

Jacobian-based saliency map algorithm (JSMA) was presented by Papernot et al.
to optimize L0 distance. JSMAattack can be used for deceiving classificationmodels,
for example, neural network classifiers, such as DNNs in image classification tasks.
The algorithm is able to induce the model to misclassify the adversarial image
concerned as a determined erroneous target class [33]. JSMA is an iterative process,
and in each iteration, it saturates as few pixels as possible by picking the most impor-
tant pixel on the saliency map in a given image to their maximum or minimum values
to fool the classifier [24]. Even though the attack alters a small number of pixels, the
perturbation is more significant than L∞ attacks, such as FGSM [19]. The method
is reiterated until the network is cheated, or the maximal number of altered pixels is
achieved. JSMA can be considered as a greedy attack algorithm for crafting adver-
sarial examples, and it may not be useful with high dimension input images, such as
images from ImageNet dataset [19].

The perturbation generated by JSMA is the gradient direction of the predicted
value of the target class label, a forward derivative. The forward derivative is
composed of the partial derivative value of the target class for each pixel [14].
To craft an adversarial example from a given input X (example point), JSMA first
computes the gradient ∇F(x) in which F denotes feedforward neural network [17].
The dimensions for the model output (number of classes) and the inputs are M and
N, respectively. The Jacobian is computed by:

∇F(X) = ∂F(X)

∂X
=

[
∂Fj (X)

∂Fj (X)

]
i∈1...N , j∈1...M

(1)

The next step is constructing a saliency map used to choose the most relevant
component to perturb. The goal is to maximize the output for the target class c,
Fc(X), and minimize the output for the other classes j �= c [34]. This can be



162 P. Vähäkainu et al.

reached by utilizing the adversarial saliency map:

S(X, c) =
{
0, if ∂Fc(X)

∂X < 0 or
∑

j �=t
∂Fj (X)

∂X > 0
∂Fc(X)

∂X

∣∣∣∑ j �=t
∂Fj (X)

∂X

∣∣∣, otherwise
}

. (2)

The adversarial attack can be created by starting from a selected example point
and to iteratively perturb the example point in the direction of S(X, c) by minor steps
until the predicted label changes. For an untargeted attack, the prediction score is
minimized for the winning class in a similar fashion [34].

TheLimited-memory-Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) is a popular
non-linear box-constrained gradient-based quasi-Newtonian numerical optimization
algorithm using a limited amount of memory for adversarial examples generation
[33]. The algorithm can be utilized for solving high-dimensional minimization prob-
lems in where both the objective function and its gradient can be computed analyt-
ically [4]. Due to the costly linear search method is used to find the optimal value,
especially for complex DNN networks, the algorithm is considered time-consuming
and therefore impractical [36].

According to Krzaczynski, L-BFGS algorithm is for finding local extrema of
functions based on Newton’s method of finding stationary points of functions. The
second degree of approximation can be utilized to find minimum function f(x) using
the Taylor series as follows:

f (x0 + �x) = f (x0) + ∇ f (x0)
T�x + 1

2
�xT · H�x . (3)

In the formula, H denotes hessian matrix (H = B−1), f (x0) is a locally modelled
f at point x0 at each algorithm iteration, ∇ f (x0) is a gradient of the function. The
minimum can then be solved from the following equation:

∇ f (x0 + �x) = ∇ f (x0) = H�x ⇒ ∇ f (x0 + �x) = 0 ⇒ �x0 = −B−1 · ∇ f (x0).
(4)

According to Okazaki [22], the computational cost of the inverse Hessian matrix
used in the L-BFGS algorithm is high, specifically when the objective function takes
a significant number of variables. L-BFGS algorithm iteratively looks for a mini-
mizer by using approximation of the inverse Hessian matrix by information from
last m iterations. The process mitigates computational time in solving large-scale
problems, and saves the memory storage. However, the L-BFGS algorithm solves
the minimization problem only if the objective function F(x) and its gradient G(x)
are computable.

Carlini and Wagner (C&W attack) has been presenting one of the most powerful
iterative gradient-based attacks towards Deep Neural Networks (DNNs) image clas-
sifiers due to its ability to break undefended and defensively distilled DNNs on
which, for example, L-BFGS and DeepFool attacks fail to find the adversarial



Countering Adversarial Inference Evasion Attacks … 163

samples. In addition, it can reach significant attack transferability. C&W attacks
are optimization-based adversarial attacks, which can generate L0, L2 and L∞ norm
measured adversarial samples, also known by CW0,CW2, and CW∞. The attack
attempts to minimize the distance between a valid and perturbed image while still
causing the perturbed image to be misclassified by the model [28]. In many cases,
it can decrease classifier accuracy near to 0%. According to Ren et al. [25], C&W
attacks reach a 100% success rate on naturally trained DNNs for image datasets,
such as MNIST, CIFAR-10, and ImageNet. C&W algorithm is able to generate
powerful adversarial examples, but computational cost is high due to the formulation
of the optimization problem. The C&Wattack formulates the following optimization
objective:

min

δ
D(x, x + δ) + c · f (x + δ), where x + δ ∈ [0, 1] and f (x + δ) ≤ 0. (5)

In the optimization formula, δ signifies the adversarial perturbation, D means L0,
L2 or L∞ distance metric, and f (x + δ) denotes customized adversarial loss. The
condition for function f (x + δ) ≤ 0 is valid only if DNN’s prediction is targeted by
attack [25]. This attack is to search for the smallest weighted perturbation by norms
concerned in order to simultaneously force network to improperly classify the image.
In the formula, c stands for a hyperparameter to balance the two parts of equation,
and f (x + δ) is the loss function to measure the distance between the input image
and the adversarial image [15, 16].

Gradient-based optimization and computation can solely be carried out in situa-
tion (white-box setting) in which a perpetrator possess full information of the model
architecture and weights and in addition, full access and control over a targeted
DNN. As this is not likely a real-world case, adversarial attacks in the black-
box settings are considered. Gradient-based approaches usually are computationally
expensive; therefore gradient-free optimization can be considered as a practical alter-
native. Alzantot et al. [1] introduced GenAttack, which bases on genetic algorithms
being population-based gradient-free optimization strategies. GenAttack is robust to
defenses executing gradient masking or obfuscation. It is also able to craft perturba-
tions in the black-box setting to override somegradient-alteringdefensemethods.The
algorithm can conduct successful targeted black-box attacks by querying the target
model remarkably less than other comparablemethods, even against large-scale high-
dimensional ImageNet models, which earlier methods have had difficulties to scale
to.

3.2 Defense Mechanisms Against Evasion Attacks

Several defenses have been presented in the literature to reduce the effect of adver-
sarial attacks, such as C&W, FGSM, JSMA, and L-BFGS. The network’s robustness
can be improved by continuously training the model with new types of adversarial
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samples to make the classifier more robust against forthcoming attacks. According
to Moosavi-Dezfooli et al. [21], the number of samples to train the model doesn’t
solve the problem as novel types of adversarial samples emerge at all times. Luo et al.
[18] presented the ‘foveation’ mechanism, which can be used in defending against
adversarial samples generated by L-BFGS and FGSM. It is assumed that by training
a significant number of data sets based on the DNN classifier can be considered to be
robust to image scaling and transformation changes. Confrontation mode does not
have this feature.

Many potential defense mechanisms can be thought of as belonging to the group
of gradient masking. These techniques generate amodel without useful gradients, for
example, by using the nearest neighbor classifier instead of DNN. Nearest neighbor,
though, has been shown to be vulnerable to attacks based on transferring adversarial
examples from smoothed nearest neighbors. Papernot et al. [23] Gradient masking is
used because most white-box attacks operate by calculating the gradient of the DNN
model [14]. Therefore, if the efficient gradient cannot be calculated, the attack will
not be successful. Gradient masking’s primary aim is to make the gradient useless.
Yanagita and Yamamura [35] states that gradient masking is able to eliminate the
valuable gradient for perpetrators, but adversarial perturbations easily transfer over
most models. The models concerned can be fooled by adversarial examples crafted
based on other models. A Black-box type of attack can be then utilized to overcome
gradient masking defenses.

Defensive distillation can be counted to one of the adversarial training techniques
providing flexibility to an algorithm’s classification process, making the model less
prone to exploitation. According to Carlini and Wagner [2], it can take an arbitrary
neural network, increase its robustness, and mitigate the ability to find adversarial
examples from 95 to 0.5%. It was originally introduced to transfer learned informa-
tion from one NN to another (defensive technique). Its feasibility to defend against
FGSMand JSMAwas demonstrated [35] presented a defense distillationmethod that
can reduce the input variations making the adversarial crafting process more diffi-
cult, helping DNN to generalize the samples outside the training set and reducing
the effectiveness of adversarial samples on DNN. The distillation method transfers
the knowledge from one architecture to another by decreasing the size of DNN. In
distillation adversarial training, one model can be trained to predict the output of
probabilities of another model trained on an earlier baseline standard. Defense distil-
lation provides the advantage of being compliant with yet unknown threats. Usually,
the most efficient adversarial defense training methods demand interminable input
of signatures of known vulnerabilities and attacks into the system. The distillation
provides a dynamic method requiring less human intervention.

As a drawback, if a perpetrator has a lot of computing power available and the
proper fine-tuning, she can utilize reverse engineering to find fundamental exploits.
Defense distillation models are also vulnerable to poisoning attacks in which a mali-
cious actor corrupts a preliminary training database. (DeepAI) [6] Defensive distilla-
tion can be evaded by the black-box approach [23] and also with optimization attacks
[30]. Carlini andWagner [2] proved that defensive distillation failed against their L0,
L2 and L∞ attacks. These new attacks succeed in finding adversarial examples for
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100% of images on defensively distilled networks. Previously known weaker attacks
can be stopped by defensive distillation, but it cannot resist more powerful attack
techniques.

Empirical experiments indicate it is challenging to detect adversarial examples
generated by the C&W method. However, C&W attacks can be detected by a rela-
tively high 93% accuracy on ImageNet-1000 by utilizing the Enhanced Spatial Rich
Model (ESRM), which also provides high detection accuracy against weaker single
step gradient-based FGSM attacks. The computational time of ESRM is long due
to high-dimensional features. ESRM is an extended version of SPAM (Spatial Rich
Model), which extracts residuals from images. Residuals can be seen as the image
noise components gained by subtracting from each pixel its estimate received using
a pixel predictor from the pixel’s neighborhood. SPAM doesn’t provide means to
consider the location of modified pixels caused by adversarial attacks; therefore,
estimation of the relative modification probability of each pixel is required to be
done. This can be done by utilizing MPM (Modification Probability Map), which is
the matrix of all pixel’s modification probabilities. ESRM provides a new Markov
transition probability estimation based on MPM [15, 16].

Defense-GAN (Generative Adversarial Networks) is a defense strategy providing
sophisticated defense methods against white-box and black-box adversarial attacks
used to threaten classification networks. Defense-GAN is trained to model the distri-
bution of unperturbed images, and at inference time, it finds a close output to a given
image not containing adversarial changes. Prior to sending the image to the classifier,
it is projectedonto thegenerator byminimizing the reconstruction error ||(G(z)−x ||22,
and the resulting reconstruction G(z) will then be passed to the classifier concerned.
Training the generator to model the unperturbed training data distribution reduces
potential adversarial noise [26].

Defense-GAN can be utilized jointly as an add-on with any classifier without
modifying the classifier structure. In addition, re-training the classifier ought not to
be required, and mitigation of performance should not be prominent. The defense
method concerned can be utilized to defend against any attack as it does not presume
an attack model but takes advantage of the generative efficiency of GANs to recon-
struct adversarial examples. Due to the GD (Gradient Descent) loop and non-linear
nature of Defense-GAN, a white-box type of attacks are challenging to conduct [26].
The authors mentioned a conducted C&W L2-norm attack under white-box setting
against a convolutional neural network classifier. Under a white-box setting, with no
attack and for most of the target classifiers, accuracy was higher than 0.992, utilizing
the MNIST image dataset. By conducting the attack (both FGSM and C&W) and
taking advantage of the Defense-Gan defense strategy method, accuracy decreased
only less than 1%.

Defense-GAN overcomes adversarial training as a defense method, and when
conducting adversarial training using FGSM in generating adversarial examples
against, for example, the C&W attack, adversarial training efficiency is not suffi-
cient. In addition, adversarial training does not generalize well against different
attack methods. Increased robustness gained by using adversarial training is reached
when the attack model used to generate the augmented training set is the same
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as that used by the perpetrator. Hence, as mentioned, adversarial training endures
inefficiently against the C&Wattack; therefore, a more powerful defense mechanism
should be utilized. Training GANs is a remarkably challenging task, and if GANs are
not trained correctly, and hyperparameters are chosen incorrectly, the performance
of the defensive mechanism may significantly mitigate [26].

4 ML-Based Smart Lock System in Smart Buildings

Figure 2 showcases an example case of a smart lock system integrated into a smart
building under evasion attacks. The intended use is such that in order to control access
to the building, the building user is recorded on video surveillance, and each image
is sent to the CPS’s ML model that uses pre-taken and confirmed images from the
database to compare the current user’s image to the confirmed ones. A third-party
service is used in the background for the comparisons, and each image before sending
it to the cloud-based service is preventatively classified and perturbed. The figure
also includes the API, and it is intended for users to register, sign-in, and update their
own profiles, including their face images. Therefore, there are twoways a perpetrator
might attack the CPS’s ML model, either by means of physical adversarial evasion
attacks or by using the API to send the malicious image as input to the ML model to
achieve the evasion attacks.

To protect other inhabitants of the building, the ML model ought to be trained
against different adversarial attacks e.g. using a model that exhibits a structure of
stacked ensemble. The stacked ensemble should firstly be able to take in the image as
input and use defensive distillation to reduce the number of malicious pixels’ effects
in the image since defensive distillation is a valuable technique to combat unknown
attacks. Then, the “new” image can be given to a group of neural networks that
have different structures and have been trained with different data against multiple

Fig. 2 Evasion attacks
towards ML-based smart
lock system in smart
building’s context
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attacks. For example, it might be beneficial to have a CNN or LSTM that has been
trained against FGSM and JSMA based adversarial attacks and to have another DNN
trained with an enhanced spatial rich model to find any remaining potential C&W
attack generated pixel combinations. Lastly, the second to last model of the mainML
model combines the classification results and the corresponding confidence values
and outputs the ruling of the other (sub)NN models. If no malicious inputs have
been detected, then the input and the likeliest images from the database are sent
to be compared in the cloud by the third-party vendor(s). The third-party vendor’s
results are used to ascertain which of the known users is in the image. This result
gets inputted for the last model in the ML model, and it creates the access-allowing
commands for the user to the smart building.

5 Conclusion

In this paper, the authors reviewed the concept of adversarial machine learning and
related evasion attacks. These attacks include gradient-based and gradient-free tech-
niques, such as FGSM and C&W, respectively. The attacks can perturb the input data
in such a way that the inputs seem valid for a human but mess maliciously with an
artificial intelligence model.

The defenses against the adversarial evasive attacks showcased here were defen-
sive distillation, defense-GAN, foveation, nearest neighbor clustering, Spatial Rich
Model (SPAM), and enhanced spatial rich model (ESRM). To detect and prevent
the adversarial attack effects, it is recommended to utilize a multitude of defensive
tragedies, such as tomaintain role-based access control to themodels’ APIs and func-
tions. In addition, it is vital to train the desired ML models against different attacks.
Unfortunately, none of the defensive methods were completely impenetrable. Thus
an ensemble of AI models is recommended, even though training NNs against these
attacks is time-consuming, and it costs both money and resources.
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Software License Audit and Security
Implications

Wee Kiat Yang, Amin Hosseinian-Far , Luai Jraisat ,
and Easwaramoorthy Rangaswamy

Abstract The typical purpose of software auditing is to assess the conformant of
the developed software with the original plans, procedures, relevant regulations.
Every audit involves several people with various roles in the auditing processes. The
audit itself entails a number of preferable characteristics. In any audit engagement,
the perceptions of the audit quality are directly related to the perceived reputation,
credibility and objectivity of the auditor. This paper highlights and critically reviews
the research works related to quality in audit, in particular, software license audit
from the perspective of internal control and security. The paper examines existing
studies in the field with a view to identifying future research opportunities in relation
to software license auditing. Moreover, security implications and challenges in the
context of software auditing, and a set of recommendations are provided.

Keywords License audit · Software audit · Compliance · Security
1 Introduction

In every software company, survival depends on aggressive development and protec-
tion of its intellectual property [1, 2]. Other than protection from illegal installation
of products, compliance is another important area of software licensing. This is espe-
cially so in relation to consumption and proper licensing of the software products
and ensuring their customers software assets are managed effectively [3].
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In an audit engagement, the perceptions of the audit quality are directly related
to the perceived reputation, credibility and objectivity of the auditor; in essence, the
quality and experience of an auditor [4].

Considering the plethora of software development activities in today’s digital
world, license auditing process entail a number of challenges. Some of these
challenges are:

• Inappropriate licensing model for customer
• Ineffective software asset management process
• Ineffective users’ access management
• Ineffective authorization management
• Engaging software customers in the audit process
• Third party audit firms that do not understand or abide by the licensing model and

measurement methodology of software vendors
• Inaccurate information or advice provided by third party audit firms

Considering these challenges, this paper attempts to provide a concise overview
of the software license auditing process. It also attempts to provide a brief discussion
on security implications in the context, and offer a number of recommendations.

The rest of the paper is structured as follows. Section 2 provides a literature review
on software licensing, contributing factors on audit quality, and relevant concepts
within the field. Section 3 provides a brief discussion on auditing challenges and
security implications. A brief discussion, the future of software license auditing, and
a number of recommendations are provided in Sect. 4. The paper is concluded in
Sect. 5.

2 Literature Review

Audit is defined as “an official examination of business and financial records to
see that they are true and correct” or “an official examination of the quality or
standard of something” [5] and License Auditing is the official examination of the
licensees’ deployment and utilization of the software to ensure proper Software
Asset Management (SAM). Most of the existing studies are conducted in the area of
financial auditing and are focused on the financial examinations.

Other than the qualification of the auditor, audit quality is an important aspect of
a successful audit. Audit quality, as defined by DeAngelo [6] “..to be the market-
assessed joint probability that a given auditor will both (a) discover a breach in the
client’s accounting system, and (b) report the breach.”. It is also determined between
low-to-high quality involving various factors [7].

In the area of financial auditing, failure in an audit often occur when the auditor
does not enforce the proper audit principles. This is known as theGenerally Accepted
Accounting Principle (GAAP) failure. Another circumstance when an audit failure
can occur is when the auditor fails to produce a qualified report for the engagement
known as audit report failure [8].
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Fig. 1 Framework adopted
from Francis’s Audit Quality
Assessment Framework [7]

To date, several research works have studied audit quality and the factors that
are affecting the audit quality. Some of the notable factors include: Audit firm’s
reputation [9, 10], Audit firm’s size [6, 7, 11–14], Non-Audit services [15], Task
complexity [16], Auditor’s rotation [16, 17] and Auditor’s independence [16, 18].

To effectively study the audit quality, Francis [7] developed a framework that
assesses some of the factors that are impacting an audit quality. The framework
consists of 6 levels namely Audit inputs, Audit process, Accounting firm, Audit
industry, Institutions and Economic consequences of audit outcome (Fig. 1).

Audit testing procedures and team personnel are the inputs to the framework. The
inputs are then transited to the next level of the framework for the decisions to be
made by the engagement team through the audit process. The assumption of Francis
was that auditing occurs in the context of the audit firm [7]. The audit firm is also
the institution that hires, trains and develops the auditors. The audit report is also
cleared and issued under the name of the firm. It is this collection of audit forms that
has formed the Audit Industry and the audit market which is in turn governed by
various certification bodies and institution. Therefore, these activities affect clients’
companies in terms of report outcome. It was also noted by Francis that if an audit
is carried out by competent auditors, the audit result will be of a higher quality.
However, there are no evidence to support this claim. On the contrary, performance
can be affected by many factors [11–13]. It was also perceived that larger firms have
more in-house expertise and therefore have a greater opportunity to produce higher
quality audits. While there were insufficient data to link audit quality and size of
audit form [7], it is somewhat true in terms of expertise. In the context of principle
software vendors, the auditors, who are the employees of the principal software
vendors, usually have the expertise and expert knowledge in their own software
products. Additionally, they are supported by a large number of in-house resources
that are experts in different dimensions of the software product. Thus, the quality
of audits conducted by principle software vendors are perceived to be of a higher
quality compared to external audit firms. Other factors should be considered. There
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are instances that accounting audits in their audit tenure conduct non-audit services,
and this may influence the level of specialty required for nonfinancial audits.

There are no firm evidence pointing to the loss of audit quality for firms registered
with the Securities and Exchange Commission (SEC) when performing non-audit
services. Instead, such registration is observed to be positively associated with the
audit quality, and therefore it is of the opinion that it is actually the result of audi-
tors providing higher quality audit [19]. In a separate study conducted by Boskou,
Kirkos and Spathis [20], information from publicly available annual reports were
used to develop a classification of audit quality. Using machine learning techniques
to perform text mining from a company’s annual report also yielded the conclusion
that there is a positive relationship between financial, operational and strategic risks
[21]. Boskou, Kirkos and Spathis used models and natural language processing to
review different models and developed a classification that can be used to predict
internal audit quality, by enabling the auditor to effectively assess the risks and better
plan audit procedures [20].

In order to provide inputs relating to the attributes that are important to audit
quality, around 4,600 audit professionals in IT and Finance were surveyed by Stoel
et al. Accounting skill and Audit skills, Business process knowledge and experience
were rated higher by the Financial auditors while Auditor Experience with Auditee,
IT and Controls Knowledge, and Planning and Methodology were rated higher by
IT [22]. This information provides greater insights to audit leads when planning for
an audit that can contribute positively towards improving the quality of audit.

In a separate study conducted by Kilogre and Bennie [23] on Australian auditors,
the audit quality attribute that was perceived to be the most important was reported
to be ‘Audit firm size’ (Table 1).

“Whether or not they are IT auditor or Financial auditors, it was observed that
there was a positive correlation between auditors in big-N firms and audit quality
that is referred to as the “Big N effect” [14]; therefore, it seems that the higher
the quality of the audit, the greater the assurance of report quality [24]. However,

Table 1 Categorization of attributes and their relative ranking, adopted from [23]

Rank Attributes Category

1 Audit firm size Independence/Competence

2 Partner/Manager attention to audit Competence/Interaction

3 Communication between audit team and client management Interaction

4 Knowledgeable audit team Competence

5 Audit firm industry experience Competence

6 Partner knowledge of client industry Competence

7 Senior manager/manager knowledgeable—client industry Competence

8 Provision of non-audit service Independence

9 Audit quality review Competence

10 Audit partner tenure Independence
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it is challenging to compare the audit quality between firms that assign the audits
in Big-N and non-Big-N as the audit firms choose their auditors based on firm or
the characteristics of the auditor. Nevertheless, larger firms have more resources and
technology support over non-Big-N firms.Moreover, Big-N auditors are known to be
“generalist” [25, 26]. That being said, firms with poor performance are more likely
to change auditors [27].

Apart from the studies involving attributes contributing to audit quality, some
research works have attempted to adopt text mining to examine audit report and
evaluate the quality of audits. A company’s annual report is a useful tool where the
information is available publicly. This information can be analyzed textually using
classification methods. Machine learning and natural language processing tools can
also be used to effectively assess risks and provide recommendation to auditor to
improve audit procedures [20].

Generally, in an audit practice, auditors collect artefacts and supporting documents
through the use of an audit procedure to detect materials that may demonstrate
misrepresentation in financial statements. When such misinterpretation is detected
by auditors, suchmisconceptions are usually communicated to auditees’management
to adjust the misstatements. This is similar with license auditing where the license
auditor communicates with customers (or management) to understand the cause of
such misinterpretation. These misinterpretations, however, can also be due to the
internal processes that result in certain findings. For instance, suppose a customer
hasUser Licenses created in the System that exceeds his/her entitlement. Discussions
are carried out with the customer to understand the issue, and where necessary, User
number is adjusted downwards based on the assessment and feedback; Also, another
underlying reason may be due to the customer’s failure to clean up or deactivate
an unused User account, that was later verified using system data. In summary, the
phases of determining audit quality are (i) Detecting (ii) Adjusting (iii) Reporting of
misstatement/misrepresentation to achieve audit quality.

The observable audit objectives include audit adjustments, audit opinion and the
quality of audited financial statements. Adjustment occurs when there is a misstate-
ment in the pre-audit financial statements and is required by the auditor to correct
the misstatement or issuing a modified audit opinion in response to the misstate-
ment [28]. According to Xiao et al. [28], an audit adjustment appears to occur more
frequently when the audit effort is greater. The increase audit effort means the auditor
can performmore comprehensive audit verificationswith the attainment ofmore arte-
facts to demonstrate certain system behavior or financial postings, thus improves the
ability to detect misstatements. With enough artefacts and evidences, the auditor is
in a better position to determine anomalies, and less likely to waive any audit adjust-
ments proposed by the client’s management. If an adjustment is required with the
support of the evidence, auditors are in a better position to ensure detected misstate-
ments can be corrected through adjustments. Therefore, higher audit effort does not
naturally means that there are more issuances of modified audit opinions [28].
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2.1 Licensing

In the software market, infringement of copyright includes the reverse engineering
of software codes and unauthorized duplication and use of software. The Business
Software Alliance estimated that, in 2011, that the illegal software market caused
about US$63 billion in damages all over the world [29].

When we look at software licensing, the general categories are opensource,
non-opensource and subscription based. There are well over 60 different types of
opensource software [30] such as mSQL, Linux, opensource Office etc. In terms
of non-Opensource, there are several major software vendors with products that
are non-Opensource, for instance MicrosoftTM, SAPTM, OracleTM, AdobeTM etc.
Subscription software examples are SalesforceTM, Workday, SAP Cloud Solutions
etc.

In terms of license auditing, in particular to SAP licensing, there are different
licensing models namely perpetual, subscription and consumption based. SAP soft-
ware are based on two components (i) Software and (ii) SAP Named Users. There
are two perpetual license models—the Classic SAP software and SAP S/4HANA–
branded software. Software provides the opportunity to support business function-
ality and is licensed in accordance with specific metrics. SAP Named Users provide
the rights for individuals to use the software. The named users are further divided
into a few types, each providing specific use rights. SAP uses the analogy of a house
and the key where the Software is the “house” and the Named Users are the “keys”
[3].

In a subscription model, the customer does not have perpetual use rights over
the software, instead pays an annual subscription fee as part of a term contract. The
fee includes all the Software as a Service (SaaS) components, including product
support. Under the consumption-based model, and the customers pay the dues based
on actual usage. There are also various types of database licensing options that need
to be considered.

Compliance is an important aspect of SAP software licensing. When it comes
to the consumption and proper licensing of SAP products, SAP’s global audit and
license compliance process protects SAP’s core business assets and ensures that
SAP’s customers can manage their SAP assets effectively and manage any overuse
of the software [3].

If an audit is initiated by a software vendor, organizations should cooperate with
the software vendors. There are instances where customers are evasive and purpose-
fully delay requests, provide inaccurate orwrong information, and are non-responsive
to the request of information or organization’s attempt to circumvent the software’s
built in monitoring mechanisms [31]. In such cases, there will be difficult conversa-
tions with the customer with possible escalations from both sides. At times, it may
involve legal interventions to enforce the contractual rights. Therefore, it is impor-
tant to properly plan an audit engagement. Planning the information systems audit
must include all the stages necessary for the achievement of the objectives of the
audit mission, namely documentation of the audited activity, the program or system
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under scrutiny, the establishment of the audit strategy, the establishment of the audit
procedures and techniques, and the methods of synthesis, analysis and interpretation
of the audit evidence [32].

3 Security Implications

Many software organizations are facing the situation where it is believed that their
intellectual property (IP) rights are not used in a lawful manner causing revenue
leakage and potential loss of control over the protection of IP rights and discour-
agement of infringements [33]. All usage of Intellectual Properties should be appro-
priately licensed depending on the usage and scenarios. In the factsheet published
by the European Intellectual Property Rights (IPR) Helpdesk, license agreement is
defined as “a contract underwhich the holder of intellectual property (licensor) grants
permission for the use of its intellectual property to another person (licensee), within
the limits set by the provisions of the contract” [34]. Without such an agreement, the
use of the intellectual property would most likely result in an infringement.

Based on a survey conducted by Deloitte on consumer privacy, it was found that
91% of the 2,000 participants aged between 18–75 are willing to accept legal terms
and conditions without reading them [35]. Not just in the consumer space, companies
sometimes agree and sign the Software agreement without fully understanding the
implications of the contract or the “fine prints”. While some may say that contracts
of larger and younger companies tend to be “pro-seller”, there are no evidences to
support that larger firms offer software terms that areworse than those that are offered
to general public as compared to business and corporate users [36].

Proper software licensing and audit not just ensure company remains compliant
to the agreement that they have signed with the Software vendor, but also ensure their
internal control and governance are functioning properly. Internal control that we are
discussing in this paper are the segregation of duties and unauthorized access. Segre-
gation of duties is one of the fundamental elements of internal control [30]. Other
than ensuring no single individual has control over the whole process, exposing the
organization to risk. but also to ensure legal compliance [37]. Not just in Informa-
tion Technology, this notion is also an important topic in accounting, given that
the segregation of duties seeks the prevention of possible fraud through collusion,
where there are conflict of interest [38]. In licensing terms, one scenario relating to
the segregation of duties include sharing of User IDs within the organization. Some
companies attempt to cut down the number of licensed Users by allowing Users
to share a single User ID for various functions within the department. This results
in the inability to identify the exact person who entered a request entry. This issue
leads to the inability to identify the individual who approved the request. This also
creates collusion between employees and potentially results in fraud cases within the
organization.

With the sharing of User ID, an employee who is no longer with the department
or organization may gain unauthorized access to the application software by using
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the shared User ID. This can be done by a disgruntled employee or an attacker with
the aim of stealing information, resulting in unauthorized access to the protected
or sensitive information. Eventually, this compromises the data integrity and avail-
ability within the firm [39]. Software license audit can potentially expose sharing
of licenses by reviewing the Usage information and User management procedures.
While protecting the intellectual property of the software vendors, it can also uncover
malpractices and make known to the management for corrective measures.

4 Discussion and Recommendation

In every license audit scenario, the outcome is not just ensuring the intellectual
property is protected, but it also provides a significant revenue stream to the company.
Several existing research studies have been conducted on audit quality. However,
more remains to be done in the area software auditing, in particular, software license
auditing and how it will inform information security and compliance procedures.

Some security implications relating to license management are:

(a) The issue of unauthorized access; In addressing the issue on the sharing of
User IDs, proper management of User licenses reduce sharing of User ID thus
cutting down unauthorized access incidents to the system. Preventive measures
include:

• Ensuring that every individual is assigned to their own User ID; that way,
any access and transactions can be traced back to the individual;

• Ensuring User Management policy is in place. For instance, if an individual
has not logged in for 30 days, the User ID should be locked and if the
individual has not logged in for next 30 days, the ID will be invalidated;

• Authorization assigned to individual IDs should have an expiry date and set
access levels that should be approved periodically;

(b) SharingofUser IDspotentially leads to the risk of segregationof duties;User ID
sharing between a few individuals performing different roles leads to the User
ID being authorized in excess of the requirement. For example, an individual
may submit a purchase requisition and uses the same ID; the requisition can be
approved by the same individual thus making unauthorised purchases through
the system that are challenging to uncover by examining the existing system
data.

Addressing such licensing concerns, provides the opportunity to organizations to
minimize risks related to internal controls.
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5 Conclusion and Future Work

License auditing entails a number of processes and a good quality audit is typically
defined by several characteristics. There are security implications in the software
license auditing sector. This paper highlighted the importance of audit quality, and
discussed some of the security implications within the context.

Moreover, the paper explored other research opportunities. One of the future
areas of research is to assess and identify further factors that affect the quality of
an audit. This could be achieved, for instance, by the application of information
seeking behavior and foraging theories and practices, which may also inform other
security implications specific to license auditing. In this context, various categories of
information, i.e. information as process, information as knowledge and information
as thing will need to be analyzed considered, and ‘information as thing’ as a notion
will need to be used to assess data in the license auditing process [40]. Data in the
context of future research refers to the facts and statistical representation residing in
the information system that can be downloaded for analysis.
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The Deployment of Autonomous Drones
During the COVID-19 Pandemic

Usman Javed Butt, William Richardson, Maysam Abbod,
Haiiel-Marie Agbo, and Caleb Eghan

Abstract Drones are being utilised in diverse domains all over the world. The
latest employment is the utilisation of drones during the global pandemic for crowd
dispersal, infection monitoring, facial recognition, and logistical roles. Drones with
artificial intelligence are unique devices that enhance the economy and are capable
of completing tasks that humans cannot. The issue is that companies have disregarded
the security of these machines, making them vulnerable to cyberattacks. Further-
more, a compromised drone can be used as a malicious offensive weapon system for
tasks such as illegal imagery, videography, and as a functioning autonomous weapon
system. This paper critically analyses the amalgamation of drones and artificial intel-
ligence, reviews the current threat landscape, and studies drone vulnerabilities in
regard to attackmethods. Finally, a robust frameworkwith secure countermeasures is
proposed and therefore recommended for the drone industry to adopt and implement.

Keywords Drones · Cyberattacks · Cyberspace · Cyber Criminals · Artificial
intelligence · Autonomous

U. J. Butt (B) · M. Abbod
Department of Electronic and Computer Engineering, Brunel University, London, UK
e-mail: usman.butt@brunel.ac.uk

M. Abbod
e-mail: maysam.abbod@brunel.ac.uk

W. Richardson · H.-M. Agbo · C. Eghan
The Department of Computer and Information Sciences, Northumbria University, London, UK
e-mail: william.j.richardson@northumbria.ac.uk

H.-M. Agbo
e-mail: haiiel-marie.agbo@northumbria.ac.uk

C. Eghan
e-mail: caleb.eghan@northumbria.ac.uk

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
H. Jahankhani et al. (eds.), Cybersecurity, Privacy and Freedom Protection
in the Connected World, Advanced Sciences and Technologies for Security
Applications, https://doi.org/10.1007/978-3-030-68534-8_13

183

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68534-8_13&domain=pdf
mailto:usman.butt@brunel.ac.uk
mailto:maysam.abbod@brunel.ac.uk
mailto:william.j.richardson@northumbria.ac.uk
mailto:haiiel-marie.agbo@northumbria.ac.uk
mailto:caleb.eghan@northumbria.ac.uk
https://doi.org/10.1007/978-3-030-68534-8_13


184 U. J. Butt et al.

1 Introduction

The interesting concept of artificial intelligence (AI) and drones is becoming a fast
and growing form of unique amalgamation. This is due to its low costs, manoeu-
vrability, and speed, especially when concerning logistical issues with transferring
packages and equipment that need to be distributed in hasty situations.

Recently, during these unprecedented times AI and drones have been combined
for a rapid distribution of emergencymedical supplies, personal protective equipment
(PPE) andCOVID-19 tests equipment to peoplewho need them in undulating terrain:
where these are logistically hard to get to, or whom need, rapidly distributed.

This has already been utilised in the south of England, the Isle ofWight, and Scot-
land. Scotland, for example, has been supplying arduous areas in derelict locations
such as the Isle of Mull where teams have desperately needed PPE. Further to this,
globally, this concept is been rendered successful in countries such as Africa and the
United States of America. In Africa, these drones are providing critical assistance to
communities who have been viciously impacted by COVID-19 and these journeys
have been successfully utilising this as far as ninety kilometres away. The journey
by vehicles would normally take hours due to the terrain and quality of vehicles,
making drones a unique alternative.

China has utilised their drones differently from others during the pandemic; they
have used drones to fly at high elevations and disinfect buildings in urban areas which
is said to be a lot less time - consuming than manual labour, and more effective. This
is because they can spray up to 600,000 square metres a day and this is something the
United Kingdom (UK) government is considering for UK cities. Furthermore, coun-
tries have used drones in more diverse ways, the Netherlands and Malaysia are using
them to enforce lockdownmeasures. These countries are usingAI to visually identify
people who are not complying with these measures, and consequently enabling the
police force to follow the crimes up with visual identification as evidence.

These examples of the deployment andutilisation of autonomous drones have been
successful and effective during these unprecedented times; however, the security of
these machines has been overlooked. This is a problem since attacks such as wireless
attacks, hijacking, and man-in-the-middle attacks could be performed against these
machines. This leaves medical supplies vulnerable, data insecure, and equipment
exposed. Further, this could leave these machines vulnerable to compromise and
used maliciously by stealing sensitive data such as facial recognition data and voice
recognition data which could then be used for personal authentication methods. This
would be detrimental to the public and to the governments using AI and drones,
which is why the enhancement of security is needed.

This paper will contribute to the enhancement of security for autonomous drones
by exploring their architecture, locating their vulnerabilities, and rectifying these by
recommending secure protocols to defend against malicious attacks.
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2 Autonomous Drones and Their Role in the COVID-19
Pandemic

Autonomous drones have been employed for various roles since the pandemic erupted
in early 2020. The roles that drones have been employed in have been in a positive
light, since they have engaged with the population during critical situations. The
most notable role during the pandemic is delivering emergency medical supplies to
locations that are in derelict locations, or, for people who cannot reach the intended
location to pick-up these supplies. The reason the United Kingdom (UK) employed
these machines was because the UK Government enforced minimal movement to
mitigate the virus spreading and decrease contact with other humans, this was a safer
alternative to mitigate the spread of the disease. At the time of writing, there are
more than sixteen million cases confirmed globally linked to COVID-19 [1]. The
profound effects of the pandemic are expected to plunge vast amounts of countries
into recession and the employment of autonomous drones are an alternative to ignite
economies again.

At the beginning of the pandemic, the UK was not fully prepared, and for that
reason, there was a shortage of personal protective equipment (PPE) throughout
industries [2]. This issue, along with the high risk of spreading the disease through
active movements, presented unprecedented challenges. For this reason, drones were
utilised quicker than expected in the industry, and proved to provide a monumental
advantage when supplying critical facilities such as hospitals, key workers, and
vulnerable people.

Additionally, except for being used logistically for medical supplies, drones are
being employed to sterilise urban terrain tomitigate the spread of disease [3]. Further,
when employed in these urban areas, in Wuhan China, using artificial intelligence
(AI) capabilities, the drones were able to identify humans so that they could be identi-
fied, they could then disperse crowds easier and therefore told to isolate. Furthermore,
if these people did not comply, they were then able to identify for prosecution by
using surveillance technology, along with the capability to be told to comply through
automated speech [4].

In addition to medical supplies being logistically utilised by drones, e-commerce
industries have also taken advantage of autonomous drones. In the United States
of America (USA), the company “Wing” owned by google has conducted thou-
sands of automated flights carrying various packages across the USA using drones
that fly around sixty-five miles per hour [5]. These drones have proved invaluable
when conducting logistical tasks, especially because thisminimises person-to-person
contact. The journeys have been anything from two to twelve-minute journeys with
the furthest being twelve miles. Wing, call this their drones-as-a-service (DaaS) plat-
form and they report that this has solved many isolated family’s issues when needing
crucial household items such as food, toilet paper and bathroom accessories [6].
Amazon is also in the early stages of their prime air platform, which is the same
concept as Wing, however, Wing is leading the way in drone delivery innovation.
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In Australia, a group of academics teamed up with Dragonfly to develop drones
that can test human temperatures using artificial intelligence to detect COVID-19
symptoms and infectious diseases. The drones can establish symptoms from just ten
metres away from the intended person and transfer this data in real-time back to the
required personnel. Its main objective is said to track and trace the disease as fast as
possible in order to contain and minimise possible contact between humans [7].

Figure 1 illustrates the sectors utilising drones: augmented intelligence is being
used to identify people to comply with lockdown procedures. It is also being enabled
to identify criminals andmissing persons byUKpolice force [8]. Populationmanage-
ment is being mitigated by drones to control crowds of people not complying with
rules. These people are being identified and arrested in China if they do not comply
with government rules [3]. Disinfection by drones are being utilised in urban areas
to sanitise areas in built-up high populated areas. Drones in urban areas are signifi-
cant, since they can reach areas that humans cannot, or is not safe. Finally, PPE and
food supplies are being distributed to key workers in critical need of resupply. More-
over, essential medical supplies are being distributed to vulnerable people in derelict
locations, because of speed and versatility when mitigating terrain and weather.

At the time of writing, the data collected from [9] illustrates the industries that
are utilising drones the most. In Fig. 2, we can see that construction is the largest
sector followed by information communications and manufacturing. Drones can
make industries objectives easier by using their advanced abilities such as elevated
imagery, video-link, and live data feeds. This can render industries jobs easier as
they can identify issues and rectify them faster than they would if not identified.
They also make industries ultimately more cost-effective in the long-term, since the

Fig. 1 Sectors utilising
drones
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Fig. 2 Sectors mostly
utilising drones

Sectors Utilising Drones

Construction Manufacturing Information & Communications

Imagery Transportation Law & Accountancy

Marketing Education Retail

Healthcare

advanced skills, faster utilisation, and more accurate data create a significant return
on investment (ROI).

Drones are becoming amain driver in countries andmore so in smart cities. This is
because of the lucrative revenue they accumulate; they enhance the economymaking
them valuable assets by boosting digital transformation through employment, along
with valuable data to industries. Figure 3 shows the commercial industry projections
from 2016 to 2025. The projection for 2025 is estimated to be 12,647.02 million U.S
dollars [10].
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Fig. 4 Most common use of drones [9]

Figure 4 shows data collected from [9] on how drones are being utilised. The
data indicate that videography is the largest and most popular function across indus-
tries and general hobbyists, followed by photography and entertainment. The data
collected indicates that drones are asmuch popularwith the public, aswith industries.
It also identifies the ease with which the public can operate such a complex machine
with the many technical sensors they possess. Governments should seek to protect
the public’s privacy against the misuse of drones through offensive techniques. This
should also be incorporated with national security when offensive drones can be
misused with illegal imagery and videography.

3 A Review of Drones, Their Architecture
and Vulnerabilities

3.1 Drone Types

There are three main types of commercial drones being used in industries and during
the pandemic. They all come under the classification of unmanned aerial vehicles
(UAV) since the term drone can be used for autonomous robots or even vehicles. The
three types used largely are:

• Fixed-Wing Drones: These are usually launched from a runway so that speed can
be produced before take-off. Not necessarily used in the commercial industry, they
are used primarily within the military with large weapon systems attached. These
tasks normally endure long range missions with surveillance and reconnaissance
functions [11].
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• Hybrid-Wing Drones: A combination of fixed and rotary winged type of drone.
This is a new concept that can glide and land or take-off using its rotors which adds
an extra advantage, in diverse terrain and environment. This is a fully autonomous
drone used in themilitary; however, this could be a new concept in the commercial
industry since its emphasis is on longevity flights and endurance [12].

• Multi-Rotor Drones: These drones are the most common in the commercial
industry as they can take-off in compact areas, are easily manoeuvrable and can
travel at high speed [13]. Additionally, this type of drone presents the advantage of
hovering over objectives to conduct further tasks. Futhermore, multi-rotor drones
are especially useful when using artificial intelligence since AI enables them to
pinpoint locations, people, tangible objects and to send real-time data back to the
ground control station (GCS).

3.2 Drone Architecture

In this section we look at the vulnerabilities in drone architecture, this is critical to
understand since there has been little or no emphasis on the security of Personal Iden-
tifiable Information (PII), which could be compromised when the drone is deployed,
or when stagnant. Drones have been rendered targets for cyberattacks by threat actors
such as criminals, nation-state and even script kiddies. This is due to their inade-
quate security along with their wireless connection which is prone to be intercepted
by Man-In-The-Middle (MITM) attacks, remote takeover, and Denial-Of-Service
(DOS) attacks.

According to [13] a typical drone architecture consists of three elements:

• Flight Controller: This is the central processing element within the drone archi-
tecture [13]. This central point processes the data that is transmitted to the drone
consequently interpreting this into concise information which is then relayed to
the GCS. The sensors includedwithin this element are all pertinent to themapping
and flight destination of the drones, with themain sensor attached being the global
positioning system (GPS).

• Ground Control Station: This is the ground-based hardware incorporating
software that allows the operators controlling the drones to communicate with
payloads [14]. Note that for autonomous drones the operator controlling will
set the flight path and the destination allowing the drone to intelligently travel
without interaction. The GCS is designed to communicate with the drones from
huge ranges, thismakes themmore susceptible to attacks because of this increased
proximity which is more susceptible to their communication being compromised.

• Data Links: This enables the data to be transferred from the drone to the GCS so
that commands can be performed [15]. The data links system is better categorised
into three types:

1. Line of Sight (LOS): This is controlled throughwireless communicationswhich
are close in proximity and can operate by radio waves. Commercial drones will
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use this method especially with the introduction of 5G which increases the
bandwidth capabilities.

2. BeyondLine of Sight (BLOS):Missions that are controlled by satellite commu-
nications since they are out of proximity, or they can be controlled by a relaying
device [16]. This concept is used with autonomous drones as their proximity is
increased from the GCS.

3. Tactical Data Communication: A communication link, which is associated
with military drones, so that communication can be processed through multiple
aircraft [15]. This is a secure method since military drones transport and utilises
weapon systems during kinetic warfare.

Figure 5 illustrates how drones communicate with the GSC. This diagram shows
the two types: by human interaction or by setting the flight path using artificial
intelligence from the GCS. Most modern drones now use 2.4 GHz or 5.8 GHz radio
frequency depending on the proximity from the GCS to the drone [17]. Attached
to the drone are the sensors such as the GPS for mapping, along with the camera

Fig. 5 Common drone architecture and communication link
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for imagery, and intelligent voice sensors so that some drones can talk if needed.
The drone architecture holds data regarding the flight path and Personal Identifiable
Information (PII) if they are delivering to specific households. The attacker’s main
objective would be compromising the drone for valuable data and taking over the
drone remotely to use as an offensive weapon system.

A report by Statista [18] shows current IoT sensor shipments for drones in 2019
and 2020, followed by the predicted shipments of IoT for the subsequent years up to
2023. The graph shown in Fig. 6 shows the profound increase of sensors being used
to attach to drones from 2019. The coloured key indicates which industries have and
are predicted to have the most IoT shipments. The graph suggests that construction is
likely to obtain themost sensors for drones. This shows that surveying andmapping of
urban areas are imperative to the growth and performance of a smart city, since drones
in construction are used to assess and evaluate the potential and final constructions
of large buildings. The drone industry is expected to surpass $141 billion by 2023
making this one of the world’s fastest growing technology industries, this figure will
also entice cybercriminals to attack drones, as the lucrative market increases.

3.3 Drone Vulnerabilities

It is common knowledge that commercial drones are not manufactured with security
in mind. Drones primarily use a GPS for navigation that is not encrypted, which can
be spoofed and thus controlled by an attacker. One of the most notable attacks on a
drone was an attack by Iraq insurgents in 2009, these insurgents compromised the
live feed of a US predator drone, and in doing so they were able to avoid lethal kinetic
force by watching the video footage and successfully circumvent the attacks [19].
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There are three fundamental ways that attackers could intercept the drone and
maliciously compromise its confidentiality and integrity. Altawy and Youssef [16]
categorise these into three capabilities:

Revelation: The attacker would have to perform eavesdropping into the data in real-
time use. This could be easily conducted since commercial drones do not encrypt their
data-in-transit. Performing such attacks would enable the attacker to compromise the
wireless connection, this would establish a rogue connection between the attacker
and the drone thus creating a secondary controller to control its commands.

Knowledge: The attackerwould have knowledge on configuration and authentication
information so that they could access the system with authenticated data. This would
enable the attacker to gain PII from the drone software and control its architecture.

Disruption: The attacker conducts an attack by using a sophisticated technique such
as a MITM attack where they could compromise the connection and maliciously
take over the drone. Using the drone’s autonomous software, the attacker could now
use this as an offensive weapon by collecting live imagery from an intended target,
intercept home or corporate networks using its powerful signal, and even used as an
offensive kineticweapon systemby logistically carrying explosives usedby terrorists.

Dey et al. [20] proved in their experimental study that drone architecture could
be exploited through three methods when they tested against drone software: DJI
Phantom 4 PRO and Parrot Bebop 2. In particular, the attacks performed were
cracking authenticationmethodwhich allowedmodifications to the software, reverse
engineering which allowed still images to be extracted, and GPS spoofing which
allowed for the signal to be spoofed and thus controlled by a rogue controller. These
two drones are some of the most sort after commercial drones and most likely used
in the pandemic considering their credibility.

Autonomous drones are a new concept, with artificial intelligence software
embedded within the architecture, this renders more avenues to attack and therefore
more vulnerabilities to exploit. Astaburuaga et al. [21] performed a vulnerability
assessment, they achieved this by using Nmap scanning software which revealed
multiple portswere open. Their analysis showed thatmany vulnerabilitieswere found
and anyonewith adequate tools could connect to the drone and access their data along
with other attached sensitive information. Accessing an autonomous drone would
present even more open ports since the software used would require more connec-
tions from the hardware to the GCS. If an autonomous drone were then accessed, it
could then be used maliciously by using offensive techniques by conducting intelli-
gence gathering, facial recognition data, automated hacking, and speech imperson-
ation data through manipulation of the program code. Securing autonomous drone
architecture should be at the forefront of manufacturers incentive to help mitigate
this threat.

This section reviewed the most significant usage of drones, their types, and their
architecture. The paper then analysed the vulnerabilities between the GCS and the
drone itself, with diagrams to illustrates drone to GCS architecture and impera-
tive data to interpret the importance of drone security. This section signified the
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importance of drones with data to show the significant increase in demand and their
significance on the economy.

4 The Amalgamation of Artificial Intelligence and Drones

4.1 Artificial Intelligence (AI)

Artificial Intelligence unequivocally enhances drone design, this is because of the
unique sensors that can be attached to the drone to create a device that communi-
cates with the GCS using real-time data. AI and drones can be used to enhance the
design and assist with logistical, medical, intelligence gathering, and environmental
situations.

There is no standardized and globally accepted definition for what Artificial Intel-
ligence stands for.Available definitions forAI can be classified into twogroups. There
are the “essentialist” definitions that define AI based on the end-goal expected from
systems and there are the “analytical” definitions basing their definition on a list of
essential abilities needed to create AI [22]. But all those definitions have one thing in
common. AI-enabled systems should be “systems capable of performing tasks that
would require a human factor”. Artificial Intelligence tasks can range from simple
tasks such as speech recognition, language translation or computer vision to more
complex ones such as theorem proving, fault diagnosis, scientific analysis, or medi-
cation diagnosis. However, drone’s ability to perform those various tasks depends
on the level of Artificial intelligence they have been embedded with. They are three
main class of Artificial Intelligence.

4.2 Type of Artificial Intelligence (AI)

• Weak Artificial Intelligence/ Artificial Narrow Intelligence (ANI)

This type of AI is the most common type of AI. Drones equipped with Weak AI
can only perform tasks they were programmed to do. Hence have “narrow” capabil-
ities. Searle explains that “Weak artificial intelligence refers to a scientific theory
that recognises that computers imitate certain mental abilities and do not claim
that computers can understand or that are intelligent” [23]. In this case, drones
embeddedwithweakAI are capable of facial recognition, voice recognition, language
processing (language generation and translation), reasoning, planning,mapping, data
analyses for inconsistencies detection andmuchmore. In France,WeakAI embedded
drones were used to monitor compliance with lockdown measures in public spaces
such as parks and beaches [24].
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• Artificial General Intelligence (AGI)/Strong Artificial Intelligence

Strong AI refers to machines’ ability to “learn, perceive, understand and function
completely like a human being” [25]. Strong AI’s should enable drones to perform
intelligent actions and specific problem-solving.

To achieve that, drones equipped with AI technology use the advantage provided
by four elements. Machine perception and Computer Vision (CV) for optimal data
capturing/analysis and Machine Learning (ML) and Deep Learning (DL) to enable
learning and decision-making ability.

• Machine Perception allows drones to better observe and capture their surrounding
environment using electro-optical, stereo-optical and LiDAR [26].

• Computer Vision (CV) enables drones to perform automatic extraction and
analysis to obtain substantial material from raw data previously gathered [26].

• Machine Learning (ML) “algorithms are designed to learn and improve when
exposed to new data” [26]. Its implementation gives drones the ability to learn
and improve from data previously analysed.

• Deep Learning (DL) is used as an alternative to Computer Vision (CV) and
Machine Learning (ML) due to its price to performance ratio and hardware
requirements. However, it is hard to train Deep learning algorithms since they
require a huge quantity of data especially when it comes to training for image
recognition. Despite that, with appropriate data for training and processing power,
Deep Learning algorithms prove to bemore capable thanML andCV and improve
drones’ decision-making process [26].

Strong AI’s ability to process data captured was critical in some countries during
theCOVID-19 pandemic.With StrongAI, some droneswere capable of using image-
processing algorithms and other various algorithms to extract human’s heart rate from
video taken by drones and to detect actions such as sneezing and coughing [27]. In
China, India, Italy, Oman and Colombia Strong AI was used on drones with the
help of thermal cameras to identify potentially infected citizens based on their body
temperature [28].

• Artificial General Intelligence (AGI)

The development of ASI is still in progress and if achieved, will change the way
machines functions, and greatly improve human lives. The main goal of ASI is to
create machines capable of higher cognitive function than a human [25].

4.3 AI Techniques and Applications in Drones

Artificial intelligence uses various techniques to enable machines to perform the
way they do. Each technique is used depending on its functionalities and domain
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of application. With time, those techniques have evolved and as a result, hybrid AI
methods have been developed.

The most noticeable and commonly used are Artificial Neural Networks, Fuzzy-
Cluster Analysis, Evolutionary Algorithms, Genetic Optimization, Fuzzy Inference
Analysis, Particle Swarm Optimization, Expert Systems.

Some of those techniques are used in drones to improve control in dynamic envi-
ronmental conditions like wind, mapping, motion and path planning, stabilization
system, enhancement of landing on moving targets and much more. All those factors
have proven for drones while performing activities such as Telemedicine, Medical
Supply contact-free delivery, surveillance and enforcement and hygiene applications.
Here are some applications of those techniques to improve drones’ functions:

• Path Planning for Quadrotor UAV Using Genetic Algorithm

Genetic algorithms can be classified as a searching type of algorithm, they were
designed to study adaptation as it occurs in nature and devise a way to bring
this process into computer systems [29]. They search for the best path to achieve
a maximum problem-solving rate.

Genetic algorithms are made of chromosomes with different genes and each chro-
mosome represents a solution. To come to the best solution, the genetic algorithm
generates a population of solutions and lets it evolve [30]. Population, in this case,
represents possible solutions considered by the algorithm. The focus of this process
is to identify the fittest during the process of the algorithm meaning to find the best
possible solutions over many generations. This is done by recombination and muta-
tion in the population [31]. One of the problems during the use of a genetic algorithm
is to define a constant that can be used to determines which chromosomes (solutions)
are the fittest. Figure 7 illustrates the process used to obtain the best path for the UAV.

The process begins with an Initial Point (IP) and a Target Point (TP) in 3-
dimensional coordinates. All possible routes are inserted and processed by the
Generic Algorithm (GA). The final output (the fittest) will be the shortest path to
travel by the drone [30].

Fig. 7 Genetic algorithm
system process
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Fig. 8 Generic algorithm flowchart

Figure 8 shows the GA flowchart. The new element brought by the flow chart is
obstacle detection. If an obstacle is present in the fitness chromosome, the penalty
option is implemented, and the travel distance is augmented [30]. Next, at the selec-
tion part, the first half of the high fitness chromosome is copied and used to generate
a set of new generations. They are then crossed and mutated to bring out a list of the
fittest chromosomes. The fittest is the one with the lowest distance to travel for the
drone [30].

In summary, the genetic algorithm considers various solutions available to the
drone, combines them and through an elaborated process, determines the fitness
chromosome (solution). With the obstacle detection process and genetic algorithm,
the risk of damage to the drone navigating is reduced.

• Path Planning for Quadrotor UAV Using Genetic Algorithm

Artificial Neural Network (ANN) is a “parallel distributed processor consisting of
simple neurons that enabledmemorizing the knowledge of a system bymimicking its
nonlinearmodel after training” [32]. ANNcontrol andmodel are based on the activity
and rules of the human brain neurons. Adopting those model and rules improve
ANN algorithms ability to perform practical problem-solving. Its implementation in
drone’s architecture increases UAV’s capabilities and range of abilities.

One of the ways ANN is used in drones is for Fault Diagnosis in UAV blades.
Failure of propellers in a flying UAV can cause damage to both the drone and
the people around the flying area. To be able to detect such failure, the method
proposed uses noise measurement and ANN algorithms (AI) for the detection of
unbalanced blades. For this method to be implemented, the noise made by the drone
in various states (balance, unbalanced 1, unbalanced 2) ismeasured and data collected
is processed and used to train and test a classifier based on ANN [33]. Figure 9 shows
the process used to achieve the desired outcome.
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Fig. 9 ANN process

Fig. 10 Position of the
sound level meter

• Data Acquisition (Sound Level Meter)

As previously mentioned, data acquisition is made in three states [33]. The “balanced
blade” refers to a state where no modification is made to the drone, the “unbalanced
blade 1” refers to a state where one strip of paper tape is applied to the upper surface
of the drone (at middle) and the “unbalanced blade 2” refers to the state where two
strips of paper tape are applied to the upper surface of the drone (at the right). The
paper strips are used to create a modification in the aerodynamics of the blade similar
to those of a faulty propeller [33].

Themeasurements are then performed in an anechoic chamber covered by absorp-
tive fibreglass wedges to reduce signal reflection as much as possible and the drone
is positioned at the centre of the chamber on a tripod to reduce positioning errors.
To ensure the data acquired is viable, the equipment used to measure noise must be
compliant with the UNI EN ISO 3745:2012 standard [34].

In summary, the measurements are made over 3 different sections using the states
mentioned earlier. In each section, the measurement equipment assumes different
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positions to achievemaximal quality [33]. Figure 10 gives an insight into the positions
adopted during the measurements.

• Feature Extraction (Signal Processing Techniques)

At this stage, the measurements are not made of pure tone but a wide range of
frequencies with various levels. To refine themeasurements, it undergoes a frequency
analysis process using the “bank” of band-pass filters method. The aim is to perform
a sound analysis of the signals from their waveform to determine their spectrum
(amplitude of the sound). By making the stationary signals go through a series of
devices (filteringmethod) that only allow a certain range of frequencies, by excluding
sound components of higher and lower frequencies and by measuring the output
of each filter with a sound meter level, it is possible to obtain a certain level of
measurement within a specific frequency range [33].

• Data Splitting

While working with ANN one important step is the “validation of model” problem
[33]. It refers to the network’s ability or inability to maintain its classification process
in the event of new data being inserted. In case the network is unable to maintain
its classification abilities, it overfits. Data Splitting suggests solving the overfitting
problem by dividing the whole dataset collected from the drones into two subsets.
The training set is used for the actual training and building of the model and the
testing test is not used immediately. The model will eventually encounter the testing
set during future training [33].

• Classifier Training

As previously mentioned, Neural Networks mimic the way the brain operates during
the learning process. Artificial Neuron is used to refer to units in the Neural Network
in charge of signal transfer. It is made of an input termination, a central body, and an
output termination [33].

A neuronal network contains Neutrons in a structure with parallelism meaning
they do not work together despite being connected. These connections are char-
acterised by a parameter called weight and the neuronal network displays sign of
intelligence when all the various unit interact.

The way a Neuron operates is simple. The neuron activates if the signal received
exceeds a predetermined amount. Once active, it emits a signal transmitted over the
communication channels to other neurons it relates to.

This weight can then be adjusted based on the experience gained during the
training phase and an update rule is applied for the update to be done repeatedly.
This process is repeated until the error rates drop to a certain level.

During the training phase, a multi-layer neural network is used with 1 hidden
layer and 3 output classes representing the three conditions mentioned earlier and
70% of the input data and known outputs are selected and submitted to the network
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for weighing and error minimization. A backpropagation algorithm through various
steps further reduces the error occurrence rate [33].

• Classification

Once the training stage is done, the testing phase is done to make sure that the
network reacts appropriately when it faces new data. That is done by adding the 30%
of unused data to the testing set and submitting it to the model to make sure it works
as intended.

Using this process, the drone’s ANN trains with the data collected and can apply
its learning experience in live situations.

5 Susceptible Attack Methods Against Autonomous Drones

Attack methods refer to techniques or means used to gain unauthorized access into
systems or network servers. In most cases, attack methods attempt to exploit vulner-
abilities in the communication medium or other features specific to their target. The
possibility of drones being exploited during the pandemic is, in our opinion, severe,
since the drones were rushed into employment without security in-mind. To grasp
the way attack methods, exploit drones’ vulnerabilities and impact their operation,
it is then critical to review the different communication methods used by drones.

Drone control is usually handled by a remote controller. The process is simple:
using its radio transmitter the controller sends a PPM signal containing information
such as throttle, yaw, pitch or roll to the drone’s receiver [35]. That signal (PPM) is
then translated into control signals for the electronic speed controller of each motor
of the drone.

To reach the drone, the PPM signal is first transformed by a transmitter module
into an electromagnetic oscillation and is then sent by a transmission standard in the
air to the drone’s receiver [35].

In this case, the transmission standard refers to the mean used to transfer data
and signal between the drone and the controller. In most cases of drones’ attack,
the transmission standard is exploited, used or tampered with to gain unauthorised
access to drones [35].

They are several transmission standards (communication methods) used in drone
communication but the most common are:

• GPS: Global Positioning System (GPS) is a key component in drone commu-
nication. It uses satellite signals to provide accurate navigation and is usually
combined with Inertial Navigation Systems (INS) to offer a more thorough UAV
navigation solution.With the use of GPS, it is easy to determine a drones’ position
and plan the movements of autonomous drones in heavily populated UAV areas.

• Bluetooth: Bluetooth is a wireless short-range communication technology stan-
dard that uses radio waves to transmit data to and from the controller (mobile
phone). It is usually used for data transmission in tiny drones and the outdoor
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range is 100 m. In some drones, Bluetooth is used to broadcast information about
the location and direction of the drone using a line of sight method [35].

• Wi-Fi: Most drones nowadays are Wi-Fi enabled. Wi-Fi is used in various ways
by drones. It can be used to transmit a huge amount of data from drones to storage
mediums such as cloud servers, web servers etc.., can be used to broadcast live
video feeds to various devices (smartphones, computers, tablets) or can be used
for remote control purposes. Its range is usually between 300 and 600m; however,
some remote controllers using a remote controller extender can reach a range of
2 km [35].

5.1 Man-in-the-Middle Attack

Man-in-The-Middle Attack (MiTM) is “the act of unauthorized individuals or parties
placing themselves in the path of communication to eavesdrop, intercept and possibly
modify legitimate communications” [36]. Figure 11 gives an insight into the structure
of a MITM attack.

During a standard exchange between a drone and its remote controller, the
drone exchanges data with the controller through a Wi-Fi connection established
between the two. However, during a MiTM attack, the attacker aims at intercepting,
sending, and receiving data meant for other parties on the network. To achieve that,
a commonly used method is ARP Cache Poisoning. Using this method, the attacker
sends false or spoofedARP replies to corruptARP tables and can impersonate devices
on the network. Simply put, attackers try to be considered as the remote controller by
the drone and to be considered as the drone by the remote controller. Hence making
all communications pass through their device. Table 1 presents the popular tools
used to perform the MITM attack [36]. The MiTM Attack can have a disastrous

Fig. 11 MiTM attack
structure
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Table 1 MITM attack tools Man-in-the-middle attack tools

Cain & Abel dnsniff

Ettercap Karma

AirJack wsniff

Ucsniff ARPPoison

Wireshark The Middler

SSLStrip webmitm

impact during drone activities during COVID-19 where Telemedicine is done by
medical professionals to communicate and emit diagnosis of patients. Information
communicated by patients can be captured, tampered with or use for unintended
purposes.

5.2 Denial of Service/Distributed Denial of Service (DDoS)

“The purpose of a DoS attack is to render a network inaccessible by generating a
type or amount of network traffic that crashes the servers, overwhelms the routers, or
otherwise prevents the network’s devices from functioning properly.” [37]. A DoS
attack is a one-to-one availability attack meaning that it can be performed from a
single machine. In contrast, a DDOS attack is a many-to-one availability attack.
On a technical level, DDoS attacks require the use of other systems (computers,
drones etc.) previously compromised and running programs called zombies. Once
the attacker wants to perform a DDoS attack, he activates the zombies. They then
send enormous network traffic toward the target to create a denial of service. There
is various type of DoS attacks. Table 2 presents some examples.

A DoS/DDoS attack can be performed on drones by targeting either the drone
or the remote controller. In the case of DoS attacks directed toward the Remote
Controller, an efficient attack is the Deauthentication Flood attack.

In this attack, the attacker sends Deauthentication packets continuously to the
remote controller causing it to disconnect from the drone. To be able to do that, the
first step is to gain control over communication between the drone and the Remote
Controller. It is done by performing a spoofing attack that gives the ability to send
signals to the drone while pretending to be the Remote Controller [38]. Once Deau-
thentication packets are sent and the connection is lost with the Remote Controller,
the drone either crashes or initiates the RTH mode to return to the last recorded
Home Point automatically. Before that happens, the attacker can connect to the
drone, change network settings, use FTP privilege to gain root access, install a back-
door to main access or even manipulate and steal the drone. This attack is described
in the case where the drones’ Wi-Fi is not password protected. In case it is protected,
attackers can use Aircrack to capture packets, crack the Wi-Fi password using a
dictionary attack and then initiate the Deauthentication Flood attack.
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Table 2 Type of DoS attack

DoS name Description Type

SYN flood Is executed by initiating many connections from a
machine or several machines to the victim without
replying to the victim’s SYN/ACK packets. Resulting in
accumulation and inability to process any new
connections on the victim’s side

Resource exhaustion

DNS reflection Is executed by redirecting a high number of requests
spoofed from several victims to an available DNS server

Ping of death Is executed by sending fragments of ICMP Echo
Requests. Those fragments reunite and cause systems to
crash due to their size being larger than the IP packet’s
maximum size

Malformed packet

Smurf Is executed by using the spoofed source address of the
victim to send ICMP Echo Request messages to a direct
broadcast address of the network known as Smurf
Amplifier. The aim is to amplify single requests into
multiple ones. The Smurf Amplifier then sends large
numbers of responses from the previously received
request to hosts in the network

ICMP flooding

Fraggle Is a variation of the Smurf attack. Instead of using
ICMP, Fraggle uses UDP request and ICMP port
unreachable message instead of ICMP Echo Response

Resource exhaustion

In case of DoS attack directed toward the Drone, an efficient attack is the JSON
attack. This attack is performed by sending a request to the drone while pretending
to be the Remote Controller. The first step in this attack is to perform an ARP Cache
Poising or Spoofing attack to appear to be the Remote Controller. The next step
is to identify open ports on the drone using a simple Nmap scanning command.
Once it is confirmed that port 32/tcp used by telnet is open, the request is sent as
a JSON record wrongly formatted with 1000 characters in the first field [39]. This
wrong format causes the CPU and memory usage of the drone to drop gradually.
This method creates an overflow in the drone’s memory and causes the drone to stop
functioning [39].

In both cases, the damages can be life-threatening especially if they are performed
on drones used to deliver medical supply, test samples, medication or other critical
supplies during the COVID-19 pandemic. By performing a DoS attack, supply can
be lost or stolen due to the drone losing and crashing or the drone being hijacked
after DoS is executed. The damages can be irreversible.

5.3 GPS Spoofing

Global Positioning System (GPS) is a satellite-based radio navigation system that
offers geolocation and time information to GPS receivers. Military GPS signals are



The Deployment of Autonomous Drones During the COVID-19 Pandemic 203

designed with strong encryption protocol and are therefore more resistant to most
attacks. In contrast, Civil GPS signals are designed for public access and are freely
accessible by anyone.Making it vulnerable to spoofing, signal blockage and jamming
attacks [40].

Given this, many devices rely heavily on Civil GPS, particularly drones whose
navigation, sensors and other features operate almost exclusively with GPS signals.
(Global Positioning System Directorate, 2013) claims that the Civil GPS is “unen-
crypted, unauthenticated and openly specified in publicly available documents” [40].
This aspect makes devices relying on Civil GPS easy target to spoofing attacks.

When performing a GPS spoofing attack, overt and covert strategies are the main
spoofing strategies used. Overt strategy refers to amethodwhere the spoofer does not
attempt to conceal the detection of the attack while in the Covert strategy the spoofer
tries to avoid detection from both the GPS receiver and the drone’s navigation system
[40].

They are various GPS Spoofing attacks; this section reviews the “AlignedAttack”.
For the execution of the “AlignedAttack”, the spoofer needs a “receive” and “transmit
antenna” since the attack is performed away from the drone. The “receive antenna”
is used to receive authentic signals from available GPS satellites and the “transmit
antenna” emits a counterfeit signal toward the drone’s antenna. The counterfeit signal
must be sent to the drone’s antenna in such a way that each counterfeit signal aligns
within a fewmeters to the authentic signal. The counterfeit signal must be spreading-
code-phase aligned with the authentic signal [40].

After the capture of the drone’s carrier– and code-phase tracking loops, the spoofer
can adjust the code-phase of the spoofing signals to influence the drone’s receiver to
report a simulated (false) location compared to its true location. The drone’s time can
also be influenced by making a little adjustment in the counterfeit signal code-phase
[40].

It is important to remember that the “aligned attack” can only be performed if the
spoofer is capable of measuring the system delays to the nanosecond and make up
for it by emitting signals based on the delay predicted [40].

5.4 De-authentication Attack

De-authentication is an IEEE 802.11 protocols’ feature part of the management
packets system. It allows the access point or station to de-authenticate users by
sending De-authentication packets. This is done by the access point to save resources
in case of very resource-demanding periods or in case they are inactive users over
the network [41].

With most civil UAVs not using a security protocol on their network or having
a default password set by the manufacturer, it is easy for attackers to send
de-authentication packets to the drones to de-authenticate the remote controller.
Figure 12 gives an overview of the De-authentication process [41].
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Fig. 12 De-authentication
attack

This attack can be performed in two scenarios. In the first scenario, the drones’
access point is set on “No Security” and connected to its remote controller. In the
second scenario, the access point is set on “WPA/WPA2” encryption. Each of these
scenarios requires a different approach.

In the “No Security” scenario, Deauthentication packets are sent to the drone
resulting in a loss of connection between the drone and the access point. The attacker
can then connect to the drone without the need for a password and control it. The
attack is performed using the following process. Figure 13 shows the steps resulting
in a successful De-Authentication attack with no security.

Fig. 13 Steps to perform
de-authentication attack (No
Security)
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• First, the attacker sets hismachine onmonitormode using the following command
“sudo airmon-ng start wlan0mon”. This mode allows the attacker to “read all
the packets of data, even if they are not sent through this mode and control the
traffic received on wireless-only networks” [42].

• Next, it is critical to determine the MAC address of the drone and its remote
controller since it will be used to send the de-authentication packets. By using
Airodump-ng, through this command “sudo airodump-ng wlan0”, the attacker
can get critical information such as the drones’ “MAC Address”, “Channel” and
“Encryption Type (WEP or WPA/WPA2)” that will next be used to get the
remote controllers’ “MAC Address”.

• Using the previous information, the following command is used to deter-
mine the “MAC address” of the remote controller. Using airodump-ng, the
following command is used “sudo airodump-ng –bssid droneBSSID –channel
droneChannel wlan0mon” to capture incoming traffic to the drone. Since the
remote controller is connected to the drone, it is certain to capture traffic incoming
traffic with “MAC Address” of the remote controller.

• With the MAC address of both the remote controller and the drone known, the
de-authentication attack can be performed. De-authentication packets are sent by
the attacker to the drone’s MAC address, which in turn sends de-authentication
packets to the remote controller, causing a loss of connection. The following
command is used to perform the attack “sudo aireplay-ng -0 0 -a droneBSSID -c
remotecontrolBSSID wlan0mon” [38]. The attributes used in this command are
“-0” for the number of De-authentication packets to be sent, “-a” for the drone
MAC Address and “-c” for the remote controllers’ MAC address.

• Once the connection is lost between the drone and the remote controller, the
drone either crashes, remains in position until the connection is re-established or
initiates its RTH to return to the last saved point. During that time, the attacker
simply connects to the drone since there is “No Security”.

In the “WPA/WPA2” scenario, Deauthentication packets are sent to the drone
resulting in a loss of connection between the drone and the access point. However,
in this case, de-authentication is done to make the remote controller re-authenticate.
The goal is to capture four-way WPA handshake and perform a dictionary attack
to get the password of the access point. Figure 14 shows the steps resulting in a
successful De-Authentication attack with WPA/WPA2.

• In the first part of this attack, the steps followed in the “No Security” scenario
are reproduced. The difference is that the attacker cannot connect to the access
point since it has a password. So, a dictionary attack is performed to determine
the password and connect to the drone.

• UsingAirodump-ng, the attacker collects four-wayWPA2 handshake packets sent
to the access point using the following command “airodump-ng –bssid droneB-
SSID –channel droneChannel –write nameoffile wlan0mon”. The attributes
used in this command are “–bssid” for theMACAddress of the drone, “–channel”
for the channel of the access point and “–write” for the name of the file where
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Fig. 14 Steps to perform
de-authentication attack
(WPA/WPA2)

captured packets are to be saved. To be sure to capture enough packets, it is best
to perform the Deauthentication and packet collection process more than once.

• Once the packets are captured, the dictionary attack can be performed by using the
following command “aircrack-ng nameoffile -w pathtothepassworddictionary”.
The attributes used in this commandare “nameoffile” for the nameof thefilewhere
the captured four-way handshakes are saved, “-w” for the path to the file where
the word list (dictionary) of possible passwords is saved. Aircrack-ng duplicates
the four-way handshakes and uses the word list (dictionary) to verify if any of the
words in the word list matches results of the four-way handshake. If it does the
key to the access point is identified. Word lists of possible passwords for drones’
access point is available for download on various platforms for free.

• Once the password is identified; the attacker can launch anotherDeauthentication
to de-authenticate the remote controller from the drone and use the password to
connect to the drone and take control of it.
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6 Threat Actors Targeting Autonomous Drones and Their
Incentive

The deployment of drones during the COVID-19 pandemic has brought convenience
and efficiency in the way the delivery of goods and security surveillance is been
carried out and many more. During the pandemic, the employment of drones has
been utilised in diverse ways. The threat actor’s incentive is to target these drones
for financial gain, at a time where nations are vulnerable to attacks due to other
ongoing concerns. The autonomous performance of drones faces numerous threats
and fallbacks in its operation due to sophisticated attacks frommajor threat actors and
vulnerabilities in the security hierarchy. This section will emphasise on threat actors
and frequently used attack vectors used to exploit and compromise drone security
and operations. There are various types of threat actors that could pose a threat to
the deployment of drone amid COVID-19. Among these can be distinguished indi-
viduals, cyber-criminals, organizations, hacktivists, and organized corporate espi-
onage [43]. Most of these threat actors aim at either intercepting the communication
medium, gaining unauthorized access to on-board information of a drone, or disturb
operation.

Todelve into this, it is paramount to reflect brieflyon the buildingblocks of a drone.
Drone as a UAV consist of three fundamental building blocks which are unmanned
aircraft (UMA), Ground control station (GCS), and Communication data link (CDL)
[44]. In most attacks’ scenarios, the communication datalink is highly exploited
by threat actors due to the adaptation of wireless communication either through
Bluetooth, Wi-Fi, radio waves, and satellite transmission. Each communication and
data storage medium present a level of security vulnerabilities which are constantly
exploited by threat vectors within several attack vector medium. When the security
chain is compromised, it is an indication that a vulnerability is been exploited by a
threat actor.

6.1 CIA

As initially highlighted, threat actors aimat intercepting theflowof communication of
a drone as well as it is on-board information. As drone usage during this pandemic is
increasing in popularity, the threshold of threat actors could increase in a sophisticated
manner due to the physical exposure drones are subject to within the aerospace as
well as the increasing demand for drones during this period [45]. This makes sensors,
ground control, imagery, and sensor data vulnerable to attacks. These threats breach
the privacy, safety, and security of data of a deployed drone. The attack execution
from these threat vectors aims at compromising the integrity of payload, gaining
access to confidential payloads, and depriving the access of services, these break the
security chain of the system [43]. The security chain within the cyberspace focuses
on three fundamental building blocks, which are data confidentiality, integrity, and
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Fig. 15 CIA diagram

availability. Confidentiality ensures data in and out of a system can only be accessed
by authorized personnel while integrity ensures originality and authenticity of data
[46]. Finally, availability ensures consistency and accessibility of service or data
within a system setup. These elements are illustrated in Fig. 15.

Threat actors depend on attack vectors as a means of carrying out attacks against
drones during the pandemic. The attack vectors could be technical or intellectual
procedures use in executing attacks. Some of these attacks’ vectors may include
GPS spoofing, Denial of service, backdoor access, and many more. By deploying
these attack vectors, a threat actor can compromise the security system of a drone
and gain unauthorized access. This is illustrated in Fig. 16.

6.2 Threat Actors and Security Integrity

Considering the integrity of data, threat actors aim at compromising or altering flight
history, schedules, destination profiles, andmajor security protocols of a drone desig-
nated for operation during the COVID-19 pandemic. In some instances, hacktivists
might alter the information of a scheduled drone by deploying spoofing, a method-
ology used in falsifying data of a system [47]. In this case, the threat actor has the
privilege to tamper with the originality of data to suit the objective of the attack
either by altering GPS coordinates or redirect its communication link. When the
coordinates of a drone are altered by a threat actor, its mission also gets diverted. A
drone scheduled for security surveillance or delivery of personal protective kits and
medicine could be redirected to a different geographical area which it is not intended
for. As reported in 2016 by the US Department of Homeland Security (DHS)
and the US Customs and Border Protection (CBP) agency, a US border patrol
drone was diverted from its flight path by drug traffickers to transport drugs along
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Fig. 16 Threat actors attack tree

the U.S-Mexico border with impunity [48]. In this case, the surveillance drone was
redirected to create a blind spot for a major crime to be carried by a threat actor. The
threat actors in this scenario did not tamper with the availability of service and data
confidentiality. However, the integrity of data was compromised when the drone was
diverted from its original task. Another incident occurred in 2011 when the Iranian
military made progress in hijacking a U.S operated drone and redirected its destina-
tion to Iranian territory [49]. This was done by jamming the drone’s frequency which
it depended on in navigating its GPS coordinates. New frequency coordinates were
then communicated to the drone to assume it was near its intended destination when
the drone was far from home. In this scenario, the threat actor was able to decrypt
the GPS coordinates of a US military-operated drone and transmitted false data to
change its intended destination.
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6.3 Threat Actors and Security Confidentiality

Confidentiality is a core security element that is broken by threat actors when access
is gained through the data transmission of a drone or its data storage platform either
cloud or web base storage. This is done by eavesdropping and sniffing on a drone
transmission network or third-party software. An attacker sniffs on the network to
collect packets of a drone then deploys sophisticated tools such as aircrack-ng to carry
out the attack. Aircrack-ng is a software suite designed for detecting and sniffing on
network packets and cracking of security encryption protocols of a wireless network
interface [50]. Also, a threat actor could have access to the on-board camera of a
deployed drone and have the privilege of getting video and image feed from the drone.
When a threat actor gets to have a clue of ongoing activities between a deployed drone
and a network interface, it provides the attacker with information helpful to carry
out a major attack. This could result in a Man-in-the-Middle attack, where a threat
actor intercepts all communication links from the GCS to the drone. An adversary
with relevant information on drone deployment can execute a sophisticated attack
base on the information at their disposal. When the confidentiality of the drone
security system is compromised, it exposes the drone to potential attacks that might
be executed instantly or after some time when data flow over the network is carefully
analysed by a threat actor. A hacktivist might gain access to amilitary or government-
operated drone and leak the captured information to a public domain as a means
of creating chaos or fuelling a propaganda mission regarding health cases and the
number of supplies sent to a region. This reveals the impact created by a breach of
security (in this case confidentiality) in the case of drones, especially when sensitive
information gets into the wrong hands.

6.4 Threat Actors and Service Availability

The reliability of a system is important especially during this pandemic period. One
major security element threat actors target most is service availability of dispatched
drones. There have been countless cases where drones have gone missing or jammed
within the aerospace. A threat actor aims at taking control over a dispatched drone in
flight and redirect its mission or crash it. A drone scheduled to deliver some packages
could get hijacked in-mid-air without completing its intended mission. What a threat
actor does is initiate aDenial of Service (DoS) attack by overwhelming the associated
network interface. Denial of service (DoS) or Distributed Denial of Service (DDoS)
occurs when a threat vector causes a drone service or network to be unable to provide
its intended services either temporally or permanently [51]. In some instances, when
a service is unavailable, it gives room for the attacker to plant malicious code into
related drone systems before getting it back in full operation. In this case, there is
a temporal Denial of Service (DoS) geared towards a major security breach that
might be in operation for a long period especially when a back door is created. A
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drone being hijacked by a threat actor could be weaponized rather than providing the
aid intended amid the pandemic and released back to its original operators without
the operators knowing the hidden damages created. A drone scheduled to deliver
medical supplies in a remote area could be jammed by attackers, hence denying
access to those supplies when needed. Each of these scenarios provides an insight
into the impact Denial of Service (DoS) attack can have on a larger scale in the case
of drones used during the COVID-19 pandemic. Commercials drones designed for
high profile missions such as humanitarian aid and supplies face a lot of threat of
such nature.

The privileges attackers have after compromising a dispatched drone seem to be
limitless. It reveals the threat hackers pose to drones and their related transmission
mediums. The threat level varies from one drone mission to another as well as
the estimated impact. Terrorists for instance target drones designated for special
missions with relevant payloads onboard. This is directed towards government and
high profiles institutional drones to fuel massive online propaganda and cooperate
espionage. In 2016 it was reported that a Palestinian terror group for two years could
see what the Israeli military surveillance drone saw [52]. Having access to such
privilege always allows threat actors to monitor surveillance drones and determine
their course of action. This is a typical example of having the confidentiality of the
drone security system been compromised. Unauthorized personnel could gain access
to information which they can capitalize on to exploit other venues. As demonstrated
by Samy Kankar in 2016, a threat actor can hijack a drone about a mile away by
making use of standard radio, reprogram the drone’s onboard software to hijack
the system and take control over it [53]. By reprogramming the onboard software,
threat actors can impersonate legitimate drone pilots and be granted full control. This
was done by jamming the drone’s frequency which it depended on in navigating its
GPS coordinates. New frequency coordinates were then communicated to the drone
to assume it was near its intended destination when the drone was far from home.
In this scenario, the threat actor was able to decrypt the GPS coordinates of a US
military-operated drone and transmitted false data to change its intended destination.

The common pattern in most of these attacks requires the threat actor to disrupt
the signal between a drone and its GCS by deploying malware or altering the drone’s
central data. Once this is successful, the threat actor creates a sync between the
drone and its programmed script designed to initiate the attack. The attack patterns
discussed reveal that, in some instances, service availability of the drone was first
affected by jammed the system then proceeded to alter data records by compromising
integrity. This shows how one security element is compromised to initiate another
attack and to pave way for another security element to also be compromised. It can be
concluded that the three-security element, confidentiality, integrity, and availability
are all interdependent elements of drones’ systems.
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6.5 Threat Actors and Attack Motivation

Threat vectors targeting drones during this pandemic are motivated by a purpose that
compels them to execute attacks against drones. The purpose varies from one threat
actor to another. While some might be motivated by minor goals, the impact of the
successful execution of the attacks could result in massive damages and breaches.
Some of these purposes are but not limited to:

• Threat actors such as terrorists execute drone attacks toweaponize them for attacks
or suicide mission.

• Curiosity is one major purpose that motivates most threat actors, especially
teenagers who have access to tools and means to exploit drones.

• Governments motivated by rivalry with other nations can often launch drone
attacks to gather intelligence especially when it comes to surveillance data.

• Hacktivists are mostly motivated by online propaganda and political interference.
• Cybercriminals are motivated by money. Most cybercriminals execute

ransomware attacks against drones to demand ransom from owners.
• A threat actor could launch a drone attack to carry out a prank.
• Theft is one purpose that motivates threat actors to launch attacks against drones

scheduled to deliver goods.

7 Countermeasures

As already established, most drones used amid this pandemic are subjected to attacks
that are geared towards their communication channel. It is needful to set up frame-
works, security measures, and policies that safeguard drones from attacks launched
against them and limits the impact of those attacks on drone’s effective operations.
These countermeasures will be addressed in connection with the already discussed
attacks in the previous section. The countermeasures are in-line with the hasty, yet
appropriate deployment of drones during the pandemic. It is paramount to note that,
no system is completely secured, however, the measures addressed in this section is
geared towards narrowing down the possibility at which an attack may occur as well
as managing the impact of an attack.

7.1 Countermeasures Against GPS Spoofing

A successful GPS Spoofing attack leads to the drone’s receiver antenna being
unable to provide accurate information to the drone, sometimes causing irreversible
damages. It is necessary to have in place a mechanism to ensure that GPS remains
fully functional in the case of GPS Spoofing.
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An encoded binary code is embedded in the legacy GPS signal known as the
Y-code (encrypted precision code) transmitting on the frequencies L1 and L2 [54],
mostly designated for military use. There is a dynamic sequence that causes the
encrypted binary code to change 10.23 million times per second, causing the Y-code
to change its combination key uniquely without regular repetition. In the absence of
the encrypted key, attackers cannot generate the Y-code, hence basically impossible
to spoof a GPS set in the direction of a Y-code. Coarse Acquisition (C/A) code is
included in the GPS legacy signal which was initially intended to acquire a Y-code
[55]. The change in the sequence of the C/A code is less compared to that of the
Y-code as its 1 and 0 s changes within 1.023million times per second with a potential
repetition every millisecond [56]. C/A code can be recreated by attackers since is
made available in a public signal-in-space interface specification, hence subjected
to potential spoofing of GPS signal [57]. Direct tracking of the encrypted Y-code by
using a GPS receiver with a Selective Availability Anti-SpoofingModule (SAASM),
will provide high-level protection against GPS spoofing.

An additional security mechanism can be provided to the dispatched drone by
enabling the navigation system with an inertial measurement unit (IMU) since an
attacker cannot manipulate or spoof the gravitational field or vehicle dynamics of
the Earth to persuade the inertial unit to assume it has shifted in a way it has not.

7.2 Countermeasures Against DoS/DDoS Attack

Drone communications depend greatly on the Global Positioning System (GPS) for
the drone’s accurate positioning, navigation, and timing (PNT) [58]. However, oper-
ating on civil GPS (an insecure and unauthenticated system), drones are vulnerable
to GPS Jamming which is a major contributor to a DOS attack.

In the case of GPS Jamming, the implementation of an adaptive antenna (ADA)
in the drone’s architecture ensures an uninterrupted workflow and assured PNT func-
tionalities by overcomingGPS jamming andmaking sure there is consistency in oper-
ation with related GPS. With ADA, an advanced digital signal processing method
is deployed to immune the drone from single or multi-jammer occurrences or inter-
ference [59]. This is possible due to the multi-band jamming immunity that ADA
provides.

Another way of avoiding interference is by filtering in the receivers. In this line
of defence, it is necessary to filter the majority of the interference as it reaches the
receiver [60]. This is to eliminate signals that are not in the direction of the GPS
frequencies intended to be received. However, unexpected signals that fall in-band
could overwhelm the receiver.
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7.3 Countermeasures Against Man-in-the-Middle Attack

MiTM attack is established on the concept of unauthorized monitoring of data flow,
interception of data flow, and altering data variables [61]. In setting up security
systems to counter such attacks on the communication datalink of a drone, it is
needful to consider these elements. As initially discussed, the drone architecture is
designed to have communication with the Ground Control Station (GCS) through
wireless transmission. One security infrastructure recommended in the process of
securing the communication datalink is the use of a virtual private network (VPN). A
VPN is a designed private network developed within a public network infrastructure
to serve as a secured and anonymous means of transmitting data [62]. The inclusion
of VPN into a drone network infrastructure should be done by first doing a close
examination of potential threat level, followed by a review of the dynamics involved
in the implementation process, as well as the maintenance and troubleshooting of a
specificVPN [63]. By introducing aVPN service into a drone network infrastructure,
the network layer gets encrypted hence providing a level of anonymity with regards
to geographical location, data in transit, and user credentials. With such security
measures in place, data confidentiality is assured within the security chain of the
drone’s system. This will ensure a narrow success rate of MITM attack by depriving
attackers of the privilege of accessing the communication data link between a drone
and the GCS.

7.4 Countermeasures Against De-authentication Attack

De-authentication breaks the confidentiality of every security system and goes further
to affect the integrity state of the security chain. As ameans of preventing or ensuring
constraints towards de-authentication against 802.11 networks, there are several
security measures and controls that could be considered.

Setting up an external firewall that is made up of Egress, Ingress, and Address
filters. This helps to monitor traffic flow within the drone’s network and examine
the data flow leaving the network related to already issued policies by the network
administrator [64]. An external firewall can be directly located on the drone. The
drone might be in direct connection to servers, routers as well as network switches.
With the aid of an external firewall, there is direct control of the inflow of data from
outside sources as well as the type of data that flows from the workstation. This
reduces the success rate of attackers sending de-authentication packets to the drone
or its controller as an initial means of initiating the attack. The address filter sees to it
that any address not recognized by the network is filtered out. It is also recommended
that a strong password is used in securing data across the network. Though a strong
password made up of alphanumeric elements and symbols might reduce the success
rate of a dictionary attack; however, multi-factor authentication must be set up to
enforce a level of constraints. With multi-factor authentication, the system requires
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not just a username and password. It goes on to request One Time Password (OTP)
either through SMS or mail notification. OTP is a two-factor authentication that
provides mobile devices with temporal tokens which are bound to expire after a
given period [65]. In some instances, a multi-factor authentication might require a
fingerprint or facial recognition to complete the process of de-authentication [66]. All
this increases the security level of the drone system. This means when one security
layer is compromised, another layer makes up for it. This will ensure the safe flight
of drones dispatched in the fight against COVID-19.

8 Proposed Framework for Drone Operation

Developers are now paying attention to privacy-protection and security technologies
for drones, due to the social and legal implications on privacy intrusions and safety
standards [67].With the recent deployment ofAI anddrones, the proposed framework
provides a robust and secure mechanism against malicious actors. The pandemic
has resulted in a significant number of drones being deployed, and it is critical for
these systems to be protected appropriately. This section proposes a framework that
encompasses the already discussed countermeasures such as ADA, IMU, Y-code
encryption protocol, legislative measures and controls needed to ensure the privacy
and safe operation of commercial drones. The framework considers major industry
playmakers when it comes to drone usage. These playmakers have been categorized
as operators, service providers, and manufacturers. It is critical for activities carried
out by these playmakers to be guided by laid down policies, legislations, security
standards, andmitigation plan. In certain jurisdictions, there are laid down legislation
that needs to be adhered to in operating or manufacturing a drone either for private
use or commercial use. The framework considers policies on geographical movement
such as restrictedflight zone and limited frequencybandwidth. The frameworkwill be
more applicable to drones and operated in a jurisdiction that recognizes these factors
as vital to adhere to. Figure 17 gives an understanding of the various processes and
elements of the framework.

The application of this framework is well discussed by incorporating the frame-
work into an applicable scenario such as the deployment of drones duringhealth crises
such as COVID-19. First, the signal between the drone and antenna is encrypted with
the Y-code binary to safeguard signals from being corrupted or jammed. SAASM
is recommended for GPS receiver as a counter mechanism against GPS spoofing.
Access to credentials such as login is secured with multi-factor authentication. This
could be a two factor or three-factor authentication procedure. This requires users
to undergo layers of verifying their identity before been granted access. The frame-
work sees to it that, access to drone data storage is granted to legitimate persons
with the help of multi-factor authentication. The framework takes into consideration
a means of identifying anomalies within the network connectivity by embedding
an intrusion detection system. An intrusion detection system monitors the network
for any anomalies or intruders [68]. This is embedded in the network transmission
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Fig. 17 Proposed framework

channel between the drone and its data source. In this case, service operators and
providers are alerted on any unauthorized intrusion within the network channel. The
ADA anti-jamming system will perform as an automated mechanism that counters
any jamming attack against the drone. Both the IMU and ADA are automated and
have a connection with the monitoring system which provides relevant operators and
service providers with information on its performance and status. By automating
their performance, the drone is enabled with security measures that are autonomous
and triggers instantly against jamming or spoofing.

Despite all these technical features, the framework acknowledges the essence
of legislative and security standards that might be relevant to the drone base on
jurisdiction and purpose of drone usage. This has been categorized as licensing and
certification, controls and mitigation, policy implementation and review, geograph-
ical legislation, and radar restriction which are solely directed to the drone and its
flight. Figure 18 shows the framework and its impact on various attacks.

9 Conclusion

This paper critically analyses the unique combination of drones with artificial intel-
ligence. The paper initially reviews drone’s architecture, along with their vulnerabil-
ities to better understand the security issues it faces. It then analyses drone’s current
deployment, especially during the recent global pandemic (COVID-19)where drones
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Fig. 18 Impact of
framework on attacks

have been used for logistical purposes, for crowd dispersal, for urban disinfection,
and even for facial recognition. The paper also critically evaluates artificial intelli-
gence and indicates how it enhances drone design. Futhermore, the paper takes a
look at the way AI was embedded in drones and gives an overview on how drones
without an efficient security mechanism in place are vulnerable to cyber attacks.The
paper then reviews threat actors, their incentives and possible attack methods they
could potentially use against commercial drones. Finally, a robust framework is
proposed for the drone industry in order to improve on drone’s security and enable
drones to face some of the aformentioned attacks. The framework would bridge the
gap between commercial and government grade security, and improve trust with the
public in order for trust, transparency, and privacy to be formed. The framework is
designed to act as a robust mechanism against malicious threat actor who target
commercial drones for financial and malicious gain.
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Effective Splicing Localization Based
on Image Local Statistics

P. N. R. L. Chandra Sekhar and T. N. Shankar

Abstract In the digital era, people freely share pictures with their loved ones and
others using smartphones or social networking sites. The news industry and the
court of law use the pictures as evidence for their investigation. Simultaneously,
user-friendly photo editing tools make the validity of pictures on the internet are
questionable to trust. Intense research work is going on in image forensics over the
last two decades to bring out such a picture’s trustworthiness. In this paper, an effi-
cient statistical method based on Block Artificial Grids in double compressed JPEG
images is proposed to identify areas attacked by image manipulation. In contrast to
existing approaches, the proposed approach extracts the local characteristics from
individual objects of themanipulated image instead of the entire image, and pair-wise
dissimilarity is obtained between those objects and exploits the manipulated region,
which has the highest variance among other objects. The experimental results reveal
the proposed method’s superiority over other current methods.

Keywords Splicing localization · Object segmentation · Block artificial grids ·
Cosine dissimilarity

1 Introduction

Nowadays, in digitization, people strongly connect with social networking sites and
freely share their ideas, pictures, and comments. In present-day society, images are
used extensively in many ways, such as evidence in the court of law, journalism,
science, and forensics discovery [1]. The Government is also taking positive steps
towards digitizing all fields to reach the public. Simultaneously, the rapid growth of
technology in developing powerful image editing tools induced an interest to make
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the images or videos manipulate with ease and cannot be traceable with human
vision. Copy-move, splicing, re-sampling, cloning few manipulation attacks which
are frequently to tamper digital images. If an image has undergone these attacks and
uses for evidence, it significantly impacts the trustworthiness of such evidence [2]. It
is a challenge to distinguish the original with manipulated and establish the integrity
and authenticity of digital images [3].

Image Forensics, a branch of Multimedia Forensics, aims at developing powerful
techniques and tools towards detecting manipulation attacks on images [4]. In tradi-
tional methods like watermarking, authentication is considered an active method
where authentic code is embedded in the original image to verify authenticity.
Whereas blind or passive methods do not require any external clue to assess the
authenticity of the image. Many image tampering techniques work on the assump-
tion that pictures taken from different cameras or different processing operations
introduce different inherent patterns into tampered image [5]. Furthermore, these
underlying patterns consistent throughout the original image, and when any manip-
ulation attacks it, there will be inconsistency in those patterns of tampered image.
These intrinsic inconsistency statistics can thus be used as forensic features to identify
image tampering [6].

In image splicing, a part of the source image copied and pasted into the donor
image. The post-processing techniques applied to the tampered image made human
vision challenging to find such attacks [7]. This challenge attracted many researchers
to findmethods for image splicing detection. These techniques extract image features
and use classification techniques to reveal the forgery, and achieve even high success
rates [8]. However, it is worth locating the tampered region in many real-time
purposes to gain confidence [9]. Splicing localization brings many more challenges
as it requires pixel-level analysis rather than image-level analysis [4, 10].

The images captured by digital cameras are stored in Joint Photographic Experts
Group (JPEG) format. The JPEG format uses lossy compression and responsible
for the proliferation of images on the internet and social networking sites. In JPEG
compression, the digital image divides into 8 × 8 non-overlapping blocks, and for
every block, the discrete cosine transform (DCT) is evaluated and then quantized
using a standard quantization matrix. When a splicing attack manipulates the image,
it introduces discontinuities, and these statistical traces, such as JPEG quantization
artefacts and JPEG grid alignment discontinuities, are used to exploit tampering
attacks [11, 12].

The tampered region blocks will undergo single compression in a splicing attack
while the remaining blocks will have double compression. For double compression
(DQ) artefacts, a model of periodic DCT patterns is created in [13] and evaluated
each block of the image concerning its conformance of the model. Any block whose
probability distribution distinguishes from the original classifies as blocks manip-
ulated by a tampering attack. A similar approach found in [14] where the authors
assume that the distribution of JPEG coefficients changes with the number of recom-
pressions and proposes a training a set of support vector machines (SVM) for the
first digit artefacts and estimated the probability distribution of each block as single
or double compressed thereby exposed the splicing attack.



Effective Splicing Localization Based on Image Local Statistics 223

In [15] proposed an alternative method to exploit DQ artefacts. They compare the
discontinuities using the quality factor adopted in the tampered region with the prin-
ciple that a JPEG ghosts—a local spatial minimum- will correspond to the tampering
attack. The limitation of the method is; it works only if the tampered region has a
lower quality factor than the rest of the image. An alternative to the DQ disconti-
nuities, in [16], the authors created a model on the entire image DCT coefficient
distributions using the degree of quantization. The inconsistencies become indica-
tive of the tampering attack. The difference between this method and DCT-based
is that the output is not probabilistic, making the technique relatively difficult to
interpret although efficient.

Other techniques use JPEG grid discontinuities as they occur during compression
by placing spliced objects that misaligned the 8 × 8 block grid. The 8 × 8 block
creates the grid even when the image compress with high quality and these disconti-
nuities are invisible to human eyes but can be exposed using filtering. The absence or
misalignment of the 8× 8 grid with the rest of the image can become a fingerprint to
exploit a tampering attack in [17]. In [18], the authors extracted local features from
the intensity of the blocking pattern. Any variations in those features indicate the
block grid’s absence or misalignment to detect splicing attacks. In continuation the
authors of [12] expose tampering detection and localization by the probability distri-
bution of its DCT coefficients. They used three features that can truly distinguish
tampered regions from original ones and obtain accurate localization results. The
drawback of their method is the refining of the probability map in post-processing,
and it is a remediate strategy that influences localization results. To eliminate the
drawback, [19] used a mixture model based on normalized grey level co-occurrence
matrix (NGLCM) and obtained more accurate localization with the prior knowledge
of both tampered and original regions. To get this, they used conditional probabil-
ities of tampered regions and original regions of DCT blocks in first, second, and
third-order statistics. Still, their method is time consuming and the rate of false alarm
is high.

In this paper, we move towards proposing a forensic technique that can localize
the tampered region from a single JPEG image with double compression. Unlike
other techniques that produce probability maps from 8 × 8 DCT coefficients, we
proposed an efficient statistical model that uses block artificial grids (BAG) [18] and
expose localization of spliced object.

1.1 Our Contribution

Over the years, various splicing localization techniques have proposed that there is
still scope for robustness and effectiveness, as splicing is complex in nature. In this
regard, we are offering the following contributions to our proposed work. (i) Instead
of extracting features on the image level,we segment the image into individual objects
and obtain features from each object. (ii) For each object, we estimate the variance
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of the BAG noise (iii) Instead of probability maps, we used pair-wise dissimilarity
to classify the suspicious objects from original ones to expose tampered object.

The paper is organized as follows: Sect. 1 describes JPEG fingerprints from block
artificial grids to speed up computation time. In Sect. 2 the proposed statistical
method to expose splicing attack in JPEG image is described. The experimental and
evaluation results present in Sect. 3, and finally, the paper concluded in Sect. 4.

2 Proposed Method

In this work, our primary goal is to localize the tampered region of the spliced
JPEG image. The proposed work is framed into three levels: object-level image
segmentation to extract individual objects in the spliced image, estimate the variance
of each object using block artificial grids, and pair-wise dissimilarity among objects
to localize tampered region as shown in Fig. 1.

2.1 Object Segmentation

Object detection is a challenging computer vision problem that solves object detec-
tion and classification. Among several object detection techniques, Mask R-CNN
[20] is awidely used framework for object detection developed byFacebook research.
It outperformsCOCOsuite challenge consisting of instance segmentation, bounding-
box object detection, and person key point detection. It is a simple extension of Faster
R-CNN with predicting the object’s mask and easy to estimate human poses.

Using the Mask R-CNN framework, as shown in Fig. 2, we performed object
detection and segmentation [21] for the given spliced image and extracted individual
masks of all objects. Then for each mask, find its object from the input image along
with the bounding box area. We split each object into foreground object consisting
of the object mask region and the background object consisting of the remaining part
in the bounding box from each bounding box object.

Fig. 1 The Proposed Frame Work
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Fig. 2 Mask R-CNN Frame Work adopted from [20]

2.2 Block Artificial Grids

When the image is compressed with lossy JPEG, it leaves horizontal and vertical
breaks in the image and is commonly refers as Block Artificial Grids (BAG). The
BAGs of the entire image are roughly at the border an 8 × 8 block with a periodicity
of 8 at both horizontal and vertical edges. When any attack alters the image, then
the BAGs appear within the block instead of at borders. Thus this JPEG fingerprint
is used in image forensics [12]. While compress the image using a digital camera,
it introduces noise such as natural noise, BAG noise due to the JPEG compression
factor. The artificial grid lines in an 8× 8 block are feeble than the border edges. In
[18], the authors extracted weak horizontal and vertical lines with a periodicity of
8 separately to enhance these weak lines, and then combined them is referred to as
BAGs.

In this paper, we focus on extracting BAGs in colour images. Since the lumi-
nance component in the JPEG standard is 8 × 8 block, we used only the luminance
component rather than Cb and Cr of components of YCbCr image. The second-order
difference of an image regards as weak horizontal edges of an image. For the given
image I(m, n), the absolute second-order difference d(m, n) is obtained by

d(m, n) = |2I (m, n) − I (m + 1, n) − I (m − 1, n)| (1)

To enhance the weak edges and remove the interference coming from strong
image edges, a median filter is applied. To further reduce the edge influence as in
[18] ignored differentials greater than an experimental threshold. Then the enlarged
horizontal edges are accumulated for every two subsequent blocks as:

e(m, n) =
16∑

i=n−16

d(m, i) (2)

Then to equalize the amplitudes throughout the resultant image, a local median
reduces from each element.
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er (m, n) = e(m, n) − median[{e(i, n)|m − 16 ≤ i ≤ m + 16}] (3)

Thus, the weak horizontal edge image whis obtained by applying periodical
median filter as:

wh(m, n) = median[{er (i, n)|i = m − 16,m − 8,m,m + 8,m + 16}] (4)

where wh(m, n) are elements of extracted horizontal BAG lines. The five elements
in Eq. 4 with spacing 8 used in the median filter, makes the strong BAGs and weak
BAGs smooth, and others can be removed. As more elements used in the median
filter, BAGs can be extracted in a better way.

The vertical BAGs wvare extracted similarly.

wv(m, n) = median[{er (m, i)|i = n − 16, n − 8, n, n + 8, n + 16}] (5)

The final BAG is obtained by combining Eqs. 4 and 5 as

wb(m, n) = wh(m, n) + wv(m, n) (6)

Equation 6 gives BAGs for the original image. When an image is attacked by
tampering, the BAGs appear at some abnormal position such as centre of the block.
So, for a fixed 8 × 8 block wmn these abnormal BAGs can be obtained as [5]:

wmn = Max{
7∑

i=2

wb(i, n)|2 ≤ n ≤ 7}

− Min{
7∑

i=2

wb(i, n)|n = 1, 8}

+ Max{
7∑

i=2

wb(m, i)|2 ≤ m ≤ 7}

+ Min{
7∑

i=2

wb(m, i)|m = 1, 8} (7)

2.3 Localization of Splicing Region

UsingmarkR-CNNobject detection framework [21] as discussed inSect. 2.1 the indi-
vidual objects split into foreground object and background object-which is assumed
to have similar characteristics of the whole image. Then for object extract the BAGs
as discussed in Sect. 2.2. To expose discrepancies in BAGs of individual objects, we
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find BAG noise as:

μ = 1

R

∑
wmn(i, j) (8)

σ = 1

R

∑
(wmn(i, j) − µ)2 (9)

μ is mean, σ is variance, and R represents the no of BAG features in wmn.
After that, we used pair-wise dissimilarity between foreground and background

objects to detect the tampered object. For each pair of distinct objects, let the BAG
noise is estimated be S1 and S2. Then the cosine dissimilarity between the objects
defined as:

LD = 1 − C(S1, S2) + 1.0

2
(10)

where

C(S1, S2) = S1T .S2
‖S1‖.‖S2‖. (11)

C(S1, S2) is the cosine angle between twoBAGnoises. This metric LDgives values
in the range [0, 1]. Where the values near to 0 represent similar BAG noise levels of
both objects, and near to 1 represents different levels.

From the dissimilarity matrix, we find the pair that gives maximum dissimilarity,
and for each object in the pair, identify the object which has maximum dissimilarity
with other objects and expose as tampered object.

In summary, the method described above includes three aspects. (i) We extract
features from individual segments rather than whole image. (ii) For each individual
object, extract the BAG noise. (iii) Using pair-wise dissimilarity between objects
localize the tampered object which hasmaximumdissimilarity. As a result, localizing
accuracy, as well as computational complexity are improved.

3 Experimental and Performance Analysis

This section evaluates the proposed method on two datasets and compares its
performance with other recent technique.

Typically, CASIA dataset [22] is a widely used evaluation dataset for JPEG image
splicing forgery detection, and it consists of 7491 authentic and 5123 spliced images
with JPEG, TIFF, and BMP types of images. We used the Mask R-CNN framework
for object segmentation, so we randomly selected 1000 tampered images of animals,
persons, birds, vehicles with the size 384 × 256. The proposed method test on those
chosen tampered images of the CASIA dataset for localizing spliced regions.
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The qualitative evaluation of splicing images on the CASIA dataset shows in
Fig. 3. The first row consisting of randomly chosen four images, and the ground truth
masks are in the second row. The proposed method results are in the third row, except
the spliced regionmasked as white. From the results, our method’s superiority is very
clearly evident to localize the spliced region. The advantage of object segmentation
is clear evidence in our results.

To increase the robustness of the proposed method, we evaluated our approach
on the Image Manipulation Dataset (IMD) [23]. The dataset contains 48 high reso-
lution JPEG compressed images with size 3264 × 2448 and different quality factors
ranging from 20 to 100%. The images were cropped to 2048 × 1536 to reduce the
computational complexity and spliced each other and obtained 600 spliced images.
The proposed method applies to those images.

The evaluation results on the customized IMD spliced dataset from [23] are shown
in Fig. 4. The first row contains four sample images from the dataset. The ground truth
masks are in the second row, and the proposed method results are in the third row.
From the results, the proposed method works well on the high-resolution images.

(a) (b) (c) (d)

Fig. 3 Visual evaluation of proposed method on CASIA dataset
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(a) (b) (c) (d)

Fig. 4 Visual evaluation of proposed method on the high-resolution images from [23]

3.1 Localization Accuracy

The accuracy of splicing localization evaluates based on pixel-level F-measure. To
evaluate, we used two metrics True Positive Rate (TPR), a measure of the rate of
pixels that are truly detected as spliced, and False Positive Rate (FPR), a measure of
the rate of pixels that are falsely detected as spliced.

T PR = T P

T P + FN
∗ 100 (12)

FPR = FP

FP + N
∗ 100 (13)

where TP is True Positive, FP is False Positive, TN is True Negative, and FN is False
Negative. It expects to have high TPR and low FPR in the results. From thesemetrics,
the F-measure defines as follows:

F = 2 ∗ T PR ∗ FPR

T PR + FPR
(14)

We evaluated average TPR and FPR and F-measure for all the selected images
from the CASIA dataset and compared them with a recent method to analyse the
proposed method. [19]. The method of [19] is based on a normalized grey level
co-occurrence matrix on 8 × 8 DCT coefficients and using the Bayesian posterior
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Table 1 Comparative results
on CASIA and IMD datasets
using average F-measure

Method CASIA 2.0 IMD

NGLCM 0.6524 0.5572

Proposed 0.7852 0.0692

probability map, localized the tampering objects. To evaluate the superiority of the
proposed method, we compared our results with recent methods.

Table 1 contains theComparative results of the proposedmethodwith [19]method
on both datasets based on average F-measure. From the results, it is evident that BAG
noise on individual objects in the proposed method enables us to have much superior
performance than [19].

The method is robust when it has stable performance even after applying some
post-processing operations on the spliced image. To evaluate the proposed method
robustness, we applied JPEG compression with different quality factors, Gaussian
blur, and added Gaussian noise to all the spliced images and tested.

For JPEG compression, 8 different quality factors ranging from 20 to 90 are
considered. For Gaussian blur, Gaussian smoothing kernel with standard deviation σ

= 1.0 is considered and for Gaussian noise, variance of 0.03 and 0.05 are considered.
The evaluation results on IM Dataset are shows in Table 2. As the quality

factor (QF) in JPEG compression decreases and additional post-processing oper-
ations included, the NGLCM method decrease in its average F-measure values. In
contrast, the proposed method has superior as well as stable performance even in
such situations.

The IM dataset images are very high-resolution, and we try to downscale the
quality factor to the lowest level 20. Figure 5 is a graph showing the performance
of the proposed method with other existing method. NGLCM method decreases its
average F-measure as the JPEG compression quality factory is reduced to 20. The
proposed method outperforms and gives stable performance even when the quality
factor reduces because the BAGs are affected only in those objects than the rest of
the image.

Table 2 Comparative results for robustness on IM dataset using average F-measure

Method (JPEG compression) (Gaussian blur) (Gaussian noise)

QF = 50 QF = 70 σ = 1.0 Variance = 0.03 Variance = 0.05

NGLCM 0.3934 0.4323 0.5412 0.5389 0.5395

Proposed 0.6418 0.6596 0.7520 0.7514 0.7520
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Fig. 5 Comparative results
of JPEG quality factory with
F-measure

3.2 Computational Complexity

The effectiveness of any method depends on its average computation time spent
is minimal to get the desired result. In the proposed method, after segmenting the
individual objects, we obtain BAG features from each object instead of the whole
image by saving a lot of computation time. For localization, also we used a simple
statistical method instead of unsupervised learning techniques. Table 3 gives the
average running time spent by each method. Among the two methods, the proposed
method takes less time than other existing methods.

Table 3 Average running
time

Method Proposed NGLCM

(Average running time in secs) 16.8 78.9
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4 Conclusion

This paper proposed an effective splicing localization method using local statistics of
the image. When the JPEG image is splicing with another image’s object, the block
artificial grids in the tampered areamove from8×8grid lines to its centre. Taking this
clue as a feature descriptor, we exposed splicing forgery through object segmentation.
The method is straightforward, effective than other conventional methods that use
JPEG fingerprints. The proposed method also robust even when the quality factor
is low in high-resolution JPEG compression. The method fails on low-resolution
images, and we considered it as our future work.
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Applying Big Data Analytics in DDos
Forensics: Challenges and Opportunities
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Abdullah Al Mamun , and Bharanidharan Shanmugam

Abstract DDoS (Distributed Denial-of-Service) attacks greatly affect the internet
users, but mostly it’s a catastrophe for the organization in terms of business produc-
tivity and financial cost. During the DDoS attack, the network log file rapidly
increases and using forensics traditional framework make it almost impossible for
DDoS forensics investigation to succeed. This paper mainly focuses on finding
the most suitable techniques, tools, and frameworks in big data analytics that help
forensics investigation to successfully identify DDoS attacks. This paper reviewed
numbers of previous research that related to the topic to find and understand general
terms, challenges and opportunities of using big data in forensics investigation. The
data mining tools used in this paper for simulation was RapidMiner because of its
ability to prepare the data before the analysis and optimizes it for quicker subsequent
processing, and the dataset used was taken from University of New Brunswick’s
website. Algorithms that were used to evaluate the DDoS attack training dataset
are Naïve Bayes, Decision Tree, Gradient Boost and Random Forest. The evalua-
tion results projected that the majority of algorithms has above 90% of accuracy,
precision and recall respectively. Using the data mining tools and recommended
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algorithms will help reduce processing time associated with data analysis, reduce
cost and improve the quality of information. Future research is recommended to
install in an actual network environment for different DDoS detection models and
compare the efficiency and accuracy in real attacks.

Keywords DDoS attacks · DDoS forensics · Big data analytics · Bid data
forensics · Forensic investigation

1 Introduction

All information about network, protocols, application, and web are stored in a log file
and this log file usually saves indiscriminately everything [1]. As we all aware that
the network traffic is continuously increasing, which means that the size of logs files
also increasing. Since all the information regarding DDoS attacks also stores in log
files, investigation to find some meaningful insight regarding the attackers’ details
has become extremely difficult due to the big amount of data. Furthermore, using the
current conventional forensic investigation method is time-consuming, costly and
sometimes impossible to succeed.

Distributed Denial-of-Services (DDoS) is a type of cyber-attacks to an organi-
zation network where multiple systems flood the resources or bandwidth of the
organization’s systems. Malicious people use multiples zombie’s computers to over-
whelm the network’s available resources which could be application or service with
the request so that legitimate users not able to access the system [2]. This greatly
affects the internet users in a computer network but mostly it’s a catastrophe for the
organization in terms of business productivity and financial cost. This is an ongoing
issue for government agencies, financial institutions or any organization that need to
be prevented and solved with a watchful approach [3].

This paper aims to identify the most suitable techniques, tools and framework
in big data analytics that help forensics investigation to successfully identify DDoS
attacks. This paper will deliver suitable data mining tools that will facilitate the
forensic investigation in DDoS attack using big data, good forensics investigation
methods that will be more suitable for big data investigation and also a report of
experiment’s result.

The research is focusingmore on three things such asDDoS attacks itself (why and
how it happens and also how to prevent it), big data analytics in forensic investigation
and investigates DDoS attacks using big data analytics in forensics investigation. In
addition, different data mining tools were evaluated and the chosen one was used
in this paper. Moreover, current DDoS forensics methods were explored, and also
numbers of algorithms that are used in DDoS forensics was explored as well. It is
assumed that the evaluated data mining and algorithms will help to reduce cost and
time spending on forensics investigation as well get an insightful pattern.
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The rest of the paper is organized as follows: Sect. 2 provides the literature review
of background knowledge regarding DDoS attacks, big data and forensics investiga-
tions. Section 3 discusses the methodology used in this paper. Section 4 presents the
result of dataset evaluation using data mining tools and algorithms. Section 5 talks
about the recommendation and discussion. Finally, Sect. 6 concluded the paper.

2 Literature Review

Several researches that have been focused on how difficult and challenging it is to do
forensics investigation on big data. There are a number of solutions that have been
proposed as well to overcome those difficulties and challenges and those solutions
will be discussed more details in the later sections of the paper. In this section we
elaborated on some related works that have been done prior to this paper alongside
their statement and explanation. The evaluation outcome of related research attempts
is arranged in 6 sections: information about digital forensics and its framework in
Sect. 2.1; big data and its characteristics in Sect. 2.2; big data forensics and its
challenge in Sect. 2.3; DDoS attacks and DDoS forensics in Sect. 2.4; algorithm
used in related work in Sect. 2.5; and data mining tools comparison in Sect. 4.1.

2.1 Digital Forensic

Digital forensics is part of forensic science that responsible to identify an inci-
dent along with collection, examination, and analysis of evidence data. It is also
responsible for investigating the cyber-crime and cyber-incidents, find the possible
evidence and present it to the court for further judgment. Digital forensic has four
main frameworks process [4–7]:

Identification

In this step, the investigator identifies the evidence of the crime or incidents and
prosecute litigation. This step usually considered as the stage of preparation and
preservation aswell. The preparation includes preparing the tool, resources alongside
with the necessary authorization or approval to collect data. Preservation involves
securing the crime or incidents and possible evidence.

Collection

In this step, the investigator team starting to collect physical and digital evidence
at the crime scene. Everything will be recorded in this stage and all the evidence is
collected using standardised techniques. In this stage, while collecting the data, the
investigator needs to make sure preserving the confidentiality and integrity of the
data.
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Organization

In this step, the investigation team efficiently collects the evidence which can lead to
finding information regarding the criminal incidents. First, the investigators examine
the collected data to find the potential pattern that can lead to the crime and the
suspect. After that, the investigators analyse the correlation between found patterns
and suspect to determine the fact.

Presentation

The investigator prepares the report of the result to present it in the court to prosecute
litigation. The investigators have to make sure that the result they present must be
easy to understand without requiring any specific knowledge.

2.2 Big Data

Nowadays, people define big data as a dataset that is too big, too fast and too diffi-
cult for traditional tools and frameworks to process. Big data is characterised by
followings [4, 5]:

Variety

It describes different data that exist. Since big data comes from multiple sources
like network or process logs, web pages, social media, emails, and any other various
sensors, the data can be categorised as structured, semi-structured and unstructured.

Volume

It refers to the large amount of data that can be generated and stored. For example,
in this era, many organizations like Google and Woolworths deal with terabytes or
petabytes of data.

Velocity

Velocity refers to how big data getting bigger due to the new different systems that
come every day. The velocity can be categorised as a real-time, batch, stream, etc. It
is not only referring to the speed of incoming data but also about the speed of data
flow inside the system.

Veracity

Veracity refers to the integrity and confidentiality of the data. It also involves data
governance, quality of data and metadata management alongside the legal concerns.

Value

It refers to how big data can be turned to something that valuable for economy and
investigation. Bid data can reveal all the important pattern that is searched for which
is previously unknown and those can lead to something that valuable.
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2.3 Big Data Forensic and Its Challenge

Big data forensics is defined as a branch of digital forensics that deals with evidence
identification, collection, organization, and presentation to establish the fact using a
very large-scale of dataset. Big data forensics can be looked at from two perspectives:
first, a shred of small evidence canbe found in the big dataset and second, by analysing
big data, a crucial piece of information can be revealed [4–7].

To enable high-velocity capture, discovery, and/or analysis and to efficiently
extract patterns and value from large volume and a wide variety of data, big data
requires a new design generation of technology and architectures. Unfortunately,
digital forensics’ traditional tools and technologies are incapable of handling big
data. Following are the challenges that encounter is each step of digital forensics
investigation when dealing with big data [4–7]:

• Identification: When the amount of possible evidence is very large, it can be
difficult to identify the important pieces of evidence to determine the fact.

• Collection: If there is an error that occurs during the collection stage, it will affect
the whole investigation process. Because the Collection is considered as the most
crucial steps.

• Organization: Since the existing analysis techniques do not comply with the char-
acteristic of the big data, it can be challenging to organize big data set and identify
the facts about the incidents.

• Presentation: It will be hard for the jury to understand the technicalities behind
filtering, analysing big data and identifying value. Because it is not as easy as
traditional computer forensics.

2.4 DDoS Attacks and DDoS Forensic Methods

The following details are taken previous related works that were conducted by [8–
10]. The authors explained about DDoS attacks and DDoS forensic very precise and
understandable. Table 1 summarizes the DDoS attack architectures from previous
related works, Table 2 summarizes launching steps. There is not a lot that can be
done apart fromdisconnecting the victim system from the network and fix itmanually
when DDoS attacks occur. However, the defence mechanism can be used to detect
the DDoS as soon as possible and prevent it immediately, showed in Table 3. Table 4
summarizes DDoSDetection strategies and Fig. 1 showed the classification of DDoS
defensemechanism. Also, Table 5 summarizes different algorithms used in theworks
reviewed earlier.
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Table 1 Summary of DDoS attack architectures from previous related work

Attacks architecture Description

Agent-Handler architecture It also considers as Botnet based architecture.
The attackers use the Botnet to conduct an
attack and the Botnet consist of masters,
handlers and bots

IRC (Internet Relay Chat)-based architecture Instead of doing an attack using the original
address, the attack is launched through a public
chat system. Because IRC allows users to
communicate without requiring any
authentication check and no security

Web-based architecture The attackers launch the attack by hidden
themselves within legitimate HTTP and HTTPS
traffic

Table 2 Summary of DDoS attack launching steps from previous related work

Steps Description

Discover vulnerable host and agents Attackers using tools and resources to find any system of
the network that does not run with the antivirus virus and
weak security defence system

Compromise After the attackers finding the vulnerable system, they
exploit the vulnerable system and install the attack code

Communication The attackers communicate with the agents to schedule
attacks, to identify active agents or to upgrade agents. The
communication can be done via TCP, UDP and ICMP

Launching an attack The attackers select the victim system and launch the
attack

2.5 Algorithm Used in Related Work

See Table 5.

3 Methodology

To measure the accuracy and compare the efficiency of different learning models in
detecting the DDoS attack, this paper utilised simulation. The simulation has been
used in the past researcher that related to the same topic as this paper. What the past
researches did are calculating the percentage of true negative, true positive, false
negative and false positive. The dataset was divided into two parts throughout the
simulation such as training as testing. Using this approach will help to simplify the
complexity of DDoS attacks. Instead of capturing the real net flow data of DDoS
attack, simulation aids in simplifying the data gathering process. Off course that this
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Table 3 Summary of DDoS defence architectures from previous related work

Defence architectures Description

Source-end defence mechanism To prevent network users from generating the
DDoS attacks, the source-end defence mechanism
is deployed at the source of the attack. In this
approach, all the malicious packet is identified by
a source device in outgoing traffic and filter the
traffic

Victim-end defence mechanism It filters, detects or rate malicious incoming traffic
at the routers of victim networks for instance
network providing Web services. In this detection
system, an anomaly intrusion detection system can
be used

Core-end or intermediate router defence
mechanism

Any router in the network can try independently to
identify the malicious traffic and filter the traffic.
For example, it is a better place to filter the traffic
because both attack and legitimate packets arrive
at the router

Distributed end or hybrid defence
mechanism

One of the best strategies against DDoS attacks
could be attack detection and mitigation at the
distributed end. The core-end is suitable to filter all
kinds of traffic and the victim-end can detect
traffic accurately

Table 4 Summary of DDoS detection strategies from previous related work

Strategies Description

Statistical Utilizing the statistical properties of normal attack patterns
for DDoS attacks’ detections. Calculate a general statistical
model for normal traffic and used it to test the incoming
traffic to determine if it is legitimate traffic or not

Soft computing based Using learning paradigms such as ANN (Artificial Neural
Networks) which has self-learning characteristics to
identify unknown disturbance or attacks in a system

Knowledge based The rules that already established in advance are used to
test against network events or actions. All the known
attacks are defined as attack signatures and use the
signatures to identify the actual attack

Data mining and machine learning Protecting network devices and applications using an
effective defensive system called NetShield from becoming
a victim of DDoS flood attacks. It eliminates vulnerabilities
of the system on the target machine using preventive and
filter and protecting IP-based public networks on the
Internet
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Fig. 1 Classification of DDoS defense mechanism

Table 5 Different types of algorithm using in previous related work

Algorithms Paper and Authors

MapReduce by Hadoop “DOFUR: DDoS Forensics Using
MapReduce” by [1]

Hadoop Distributed File System (HDFS) “Digital Forensics in the Age of Big Data:
Challenges, Approaches, and Opportunities”
by [4]

MapReduce, Decision Tree and Random
Forest, Image Forensics, Neural Network and
Neural Language Processing (NLP)

“Digital Forensics as a Big Data Challenge”
by [7]

Decision Tree, Baysian, Neural Network,
Nearest Neighbour, Genetic Algorithms,
Case-based Reasoning, Rough Set and Fuzzy
Logic

“Dealing with Terabyte Data Sets in Digital
Investigation” by [11]

Gaussian Naïve Bayes “A Novel DDoS Attack Detection Based on
Gaussian Naïve Bayes” by [2]
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approach comes with its drawback which is it may over-simplify the real situation
of DDoS attack. Because the dataset that was used in this paper have been pre-
processed before training and testing whereas in actual situation it is not. In addition,
the constant changing actual threats environment may not reflect in the captured
dataset.

The dataset that is used in this paper is taken from the University of New
Brunswick (Canadian Institute for Cybersecurity)’s website. The dataset is divided
into 7 different groups according to a different type of DDoS attack respectively as
follows: Portman, UDPLags, LDAP,NetBIOS,UDP,MSSQL and Syn. The variables
that is used to determine the DDoS attacks are time stamp, source and destination IP
address. Since the datasets have been pre-processed and labeled, the data is ready to
be evaluated using data learning algorithm and data mining tools.

RapidMiner is used in this study and it has been used extensively in data science. It
is best in the area of future predictive analytics because it predicts future development
based on collected data. The program can import Excel tables, SPSS files and data
sets from many databases. In addition, it can be used for data mining, text mining,
opinion mining and sentiment mining.

Power BI was used to confirm or visualize whether the dataset contains DDoS
attack packet. The dataset was grouped by timestamp and then count the number of
packets per timestamp. The DDoS attacks can be verified as shown on the spikes
or the sudden increase in the number of packets (see Sect. 4 Part II). Power BI was
chosen because it is more intuitive than the RapidMiner built-in visualization tools.

4 Results

The results are arranged in 3 sections, different data mining tools are compared in
Sect. 4.1; finding the characteristics of DDoS attacks using Power BI in Sect. 4.2;
and the result of dataset evaluation to find the accuracy, precision and recall of the
algorithms in Sect. 4.3.

4.1 Software Comparison

Before deciding which data mining tools to be used for the evaluation, different
data mining tools have been examined and explored such as RapidMiner, WEKA,
Orange, KNIME and SAS. The characteristics and support of the data mining tools
are summarised in Fig. 2. All these data mining tools have libraries that can be
extended and used in the programming language.

After evaluating the performance of different data mining tools, RapidMiner was
chosen for Analysis. RapidMiner can design modular operator concept even for very
complex problems. To describe the operator modelling knowledge discovery (KD)
processes, RapidMiner uses XML. It can also take input and output for and from
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Fig. 2 Data mining tools evaluation

any different form of dataset. RapidMiner has more than 100 learning schemes for
clustering task, classification and regression.

4.2 Timestamp Visualization of Dataset Using Power BI

The graphs below shows the number of requests per protocol for each second. Using
Power BI, the visualization is achieved by creating timestamp bins one second in
duration. Then a measure is calculated as the count of records based on the column
named “Flow ID”. For each graph, the total of BENIGN (not harmful or safe) packets
are shown to visualize what normal series of packet looks like before or after DDoS
attacks. For the dataset used, this attack occurred in 3rd November 2018.

Figure 3 shows the flow of Portmap packets suddenly increases at around 10:01
am reaching 8.2 thousand request per second.

Figure 4 shows the flow of UDPLags packets suddenly increase at around 11:29–
11:31 am reaching 13.5 thousand request per second. There is also an increase
in UDPLags although the increase on other protocol is more significant. Overall,
algorithm is able to identify BENIGN from malicious packets with high accuracy,
precision and recall.

Figure 5 shows theflowofLDAPpackets suddenly increase at around10:21–10:27
am reaching 19.7 thousand request per second.
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Fig. 3 Portmap DDoS attacks and timestamp

Fig. 4 UDPLags DDoS attacks timestamp

Additionally, Fig. 6 shows the flow of NetBIOS packets suddenly increase at
around 10:02–10:09 am reaching 8.1 thousand requests per second.

Figure 7 shows the flow of UDP packets suddenly increase at around 10:53–11:01
am reaching between 9.3 and 11.7 thousand requests per second.

Figure 8 shows the flow of SYN packets suddenly increase at around 11:35–11:37
am reaching 13.6 to 27.2 thousand request per second.
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Fig. 5 LDAP DDoS attacks and timestamp

Fig. 6 NetBIOS DDoS attacks and timestamp
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Fig. 7 UDP DDoS attacks and timestamp

Fig. 8 SYN DDoS attacks and timestamp

Figure 9 demonstrates the flow of MSSQL packets suddenly increase at around
10:34–10:42 am reaching between 11.9 and 12.5 thousand requests per second.
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Fig. 9 MSSQL DDoS attacks and timestamp

4.3 Comparison of Machine Learning Algorithms

Distributed Random Forest.

Random Forests are based on “classification trees” which trains a ‘forest’ of decision
trees and performs binomial classification predictions by introducing a training input
to the individual trained trees in the ‘forest’ and promoting the dominant classification
for each tree as the prediction result. In the distributed implementation of Random
Forests, each cluster node is reassigned an identical division of the whole training
dataset. Each computing cluster then trains an individual Random Forest cluster and
majority classification for each cluster is identified as the prediction result [12].

Decision Tree.

Decision trees categorize the training data by sorting them from the root of the tree
down to some leaf node, with the leaf node as the prediction result. Each leaf node
in the tree serves as a test case for the highlighted attribute, and each path to the root
is the possible answer to the test case. This algorithm is naturally recursive and is
iterated for every subtree starting at the branch node. Decision trees use a variety
algorithm to strategically decide where and how many splits to make. Each split
increases the homogeneity of consequent splits. The integrity of the node increases
depending on the target variable. The decision tree splits the nodes on all available
variables and then selects the split which results in most consistent splits [13].

Gradient Boosting Machines.

Gradient Boosting trains many models in a steady increasing pattern. Gradient
boosting performs by using gradients in the loss function y = ax + b + e where e is
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the error variable. The loss function is a measure indicating how good the model’s
coefficients are at fitting the underlying data. A logical understanding of loss func-
tion would depend on what we are trying to optimise. One of the biggest motivations
of using gradient boosting is that it allows one to optimise a user- specified cost
function, instead of a loss function [14].

Naive Bayes.

NaiveBayes (or IdiotBayes) is a classification algorithm for binomial andpolynomial
classification problems. The calculation of the probabilities for each hypothesis is
simplified to make their calculation tractable. Rather than attempting to calculate the
values of each attribute value P (d1, d2, d3|h), they are assumed to be conditionally
independent given the target value and calculated as P(d1|h) * P(d2|H). The approach
executes well on data where the assumption that the attributes do not interact is
disregarded [13].

The precision is reliable but still depends on the split between training data and
testing data. For instance, for MSSQL requires 50/50 split in order to get result for
Decision Tree and Naïve Bayes and NetBIOS requires 90/10 split to get result for
Gradient Boosting Machine and Naïve Bayes. The split is needed to change because
for above dataset, there is not enough information to accurately train the model. For
the rest of the dataset, only requires 30% training and 70% testing to get an accurate
and precise result.

Since recall is close to 100%, as shown in Table 6, most of the true positive
was found therefore proving that the training covers almost all the dataset. Since
the accuracy is also almost close to 100% for the average, it simply means that the
models predict most of the data correctly. In most test except for the two (Naïve
Bayes’ precision for NetBIOS and SYN dataset), precision close to 100% means
how useful the generated model is. Generally, the algorithms that are used in this
simulation paper can be used to examine DDoS attacks.

5 Discussion and Recommendation

After evaluating the different machine learning algorithms, for those algorithms
that resulted in high precision, accuracy and recall, it can be recommended to use
the algorithm model for DDoS forensics investigations. For lower values, further
modelling is required to generate a model that is accurate and precise enough for
it to be used in DDoS forensics investigation. It is also recommended for further
research to use different dataset and up to date tools to confirm the findings of this
research.

After evaluating previous research papers and related work, it can be said the
traditional forensic framework is not suitable for big data investigation or DDoS
forensics. Khattak et al. [1] and Zawoad and Hasab [4] proposed to use Hadoop’s
MapReduce for the forensic investigation of DDoS attacks. This method will help
to find out whether the system is under attack, who attacks the system and which
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Table 6 Algorithmic performance

System Algorithm Accuracy (%) Precision (%) Recall (%)

Portmap Distributed Random Forest 99.97 100.00 99.97

Decision Tree 99.73 99.76 100.00

Gradient Boosting Machine 96.30 100.00 95.73

Naïve Bayes 99.91 99.97 97.90

UDPLags Distributed Random Forest 99.93 100.00 99.93

Decision Tree 99.93 99.97 94.10

Gradient Boosting Machine 100.00 99.92 99.43

Naïve Bayes 99.93 100.00 99.93

LDAP Distributed Random Forest 99.99 98.21 99.74

Decision Tree 99.99 100.00 99.99

Gradient Boosting Machine 100.00 99.93 98.31

Naïve Bayes 99.92 100.00 99.92

NetBIOS Distributed Random Forest – – –

Decision Tree 100.00 100.00 99.49

Gradient Boosting Machine
(90/10)

100.00 100.00 97.54

Decision Tree 100.00 100.00 99.49

UDP Distributed Random Forest – – –

Decision Tree 100.00 94.56 99.79

Gradient Boosting Machine 99.92 100.00 100.00

Naïve Bayes 99.96 100.00 99.96

SYN Distributed Random Forest – – –

Decision Tree – – –

Gradient Boosting Machine 100.00 100.00 99.40

Naïve Bayes 99.36 56.37 100.00

MSSQL (50/50) Distributed Random Forest – – –

Decision Tree 100.00 100.00 100.00

Gradient Boosting Machine – – –

Naïve Bayes 99.94 100.00 99.94

incoming traffic is part of the attack. Hadoop provides MapReduce to use for parallel
processing of distributed data. Adedayo [5] reassessed the digital forensic examina-
tion stages and proposed additional techniques and algorithms that help to handle
big data issues in the investigation Fig. 10. The author continues stating that the
proposed solution is not intended to stand alone rather than to support the existing
framework and to solve the challenge facing by existing methods.

Another study conducted [2] talks about the DDoS attacks and the impacts. The
authors proposed a new approach based on network traffic to analyse and detect
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Fig. 10 Proposed digital forensics framework

DDoS attacks usingGaussianNaïveBayesmethod.Hoon et al. [15] stated supervised
learning algorithms such as Deep Learning, Gradient Boosting, Distributed Random
Forest and Naïve Bayes performed better than unsupervised learning algorithms
such as farthest first, canopy, make a density-based cluster and filtered cluster. To
tackle the big data challenge, Guarino [7] suggested using decision trees and random
forest to find anomalous behaviour or anomalous transaction and neural network
to recognise application normal behaviours (it is suitable for network forensics to
recognise complex patter). Beebe and Clark [11] said implementing data mining
tools and research to the forensic investigation will help to reduce processing time
associated with data analysis, reduce cost and improve the quality of information.

6 Conclusions

This paper proposes a more practical solution and framework to facilitate DDoS
forensics investigation as illustrated in Fig. 10. This paper also carried out simulation
using RapidMiner and compare different accuracy, precision and recall of the algo-
rithms in detecting DDoS attacks. This paper evaluates 4 different machines learning
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algorithm and compares its usefulness and effectiveness. This research initiative used
RapidMiner, unlike the previous studies which is majority used WEKA because
RapidMiner accept any data format and it prepares the data prior to analysis and
optimizes it for faster subsequent.
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Cyber Security in the Global Village
and Challenges for Bangladesh:
An Overview on Legal Context
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Abstract With the rapid penetration of the Internet and other information and
communication technology worldwide, cyber-crime is emerging as a threat to
personal data stored in computers and likely to affect the entire data systems. Even the
United States, one of the most technologically advanced countries, is also subjected
to such crimes. Bangladesh, being a less developed country, is also at the risk of
cyber-crimes that might jeopardize the country’s national security. As the incum-
bent government eyes to ensure internet connectivity at all government institutions
by 2021 upholding the motto of ‘Digital Bangladesh’, more and more national and
multinational companies are offering online services to their services through the
internet following the government’s agenda. From shopping to Banking, all are just
a click away with the higher rate of internet penetration. However, criminals are
also using the online platform where they are committing various sorts of criminal
activities including phishing, hacking, and stealing personal data. Hence, the state-
owned, as well as private organizations, might fall prey to cyber-attacks which might
affect the lives of the entire population. Moreover, the country’s 90% of software is
unlicensed that also intensifies the risk of cybercrimes thanks to their compromised
security issue. In addition, the recent tug of wars between Bangladeshi and Indian
hackers impacted the diplomatic relations between the two nations. More impor-
tantly, there have been scores of media reports saying that terror groups use online
platforms for financing andmaintaining intra-group communications. In this context,
the existing laws and government moves against cyber-crimes are apparently very
scanty to combat the burgeoning threat. The study attempts to shed light upon the
threat posed by cyber-crimes in the context of the global village with an emphasis
on the perspective of Bangladesh.
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1 Introduction

The era of globalization is characterized by the rapid proliferation of information
technology and communication. Secure cyberspace is the era of globalization and is
a crucial element in maintaining national security. This plays an important role in
achieving a country’s economic stability and effective security [17]. Cyberspace is the
world of computer networks (and the users behind them)where information is stored,
exchanged and revealed [14]. With the rapid and dramatic growth of information and
communication technology (ICT), cyber-crime has become a major security issue in
the international arena. Both individual cybercriminals and state-sponsored cyber-
attacks pose threats to states protecting their confidential data. Apart from having
a profound impact on the economic progress and defence systems, these threats
escalate diplomatic tensions leading to anarchy in the world order. Global peace,
stability, and development might be affected by the abuse of information communi-
cation technology. Bangladesh with its less sophisticated cyber-surveillance system
and cybersecurity tools may easily become a safe haven for cybercriminals commit-
ting phishing, hacking and stealing personal data. Digital services extended to people
by the government and non-government sectors and personal and organizational
data are targeted by criminals. Proper security measures are not often ensured while
providing services through digital platforms. In addition, the Information Commu-
nication Technology Act, 2006 [8] might do little to secure cyberspace. This study
endeavours to explore the major challenges for Bangladesh with its disarrayed cyber-
security and countermeasures in the context of the globalized world. In this respect,
the study re-examined the efficacy of the existing information and telecommunica-
tion laws and proffers restitutive measures to ensure cybersecurity in Bangladesh.
The study concludeswith the utterance that the time is ripe for Bangladesh to enhance
its cybersecurity and secure its cyberspace.

2 Cyber Security in the Global Village

As the Internet connects virtually every human being living on the planet, a new
coinage terming the global citizens as netizens. Cyber threats are no longer being
seen as national security concerns, they are indeed global phenomena. Cybercrimes
pose harm not only to individuals or specific target groups even to the states. Cyber-
criminals tend to exploit any potential loopholes at networks, systems, data, and
operators to garner money. According to B. Williams, there are four Cybercrimes
groups. First of all, cyber-criminals just after the money. Such an example came in
April 2013 when the U.S. stockmarket suffered $130 billion in minutes only because
of a hacked Twitter news stream propagating a false story of an explosion at theWhite
House [17]. Second, the competing organizations pursuing sensitive knowledge or
intellectual property that could exploit them over others. In both the civil and secu-
rity industries, this is worrying. A Russian crime organization recently cumulated
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the largest documented set of stolen internet data, consisting of 1.2 billion usernames
and combinations of passwords, more than 500million email addresses [13]. Thirdly,
an insider de facto might pose a threat from within. Recent breaches of IT systems
ranging from Iran’s nuclear facilities to thousands of American diplomatic cables
have underscored the importance of ensuring cyber-security in the Information Age.
Cybercrimes because of their transnational nature and anonymity of the criminals
are more exacerbating and their potential damage is disproportionate.

While a striking issue in its very own right, cyber-crime forecasts the inescapable
clashes that will emerge from the close contact facilitated by the Internet between
diverse cultural practices. The emergence of the Information Age has created an
unparalleled network between people all over the world and also established connec-
tivity at organizational scales. Intra-organizational and governmental communica-
tions have never been so rapid, cheap, and specific as the internet has taken the
whole process of connectivity to an unprecedented dimension. Even information
transmission to non-networked is also facilitated by common software platforms.
Such connectivity, while helpful to all, comes at a potential cost. Globally govern-
ments and associations are while encountering umpteen cybersecurity occurrences,
focusing on the management of cybersecurity threats and dealing with their fallout.
For some associations, the most common cybersecurity threat is the danger of classi-
fied data being gotten to and possibly abused by an outside or potentially antagonistic
party i.e. data breaches. One of the key difficulties in reacting to data breaches is that
information, ruptured from one or more jurisdictions, can be passed instantly to other
jurisdictions. The transboundary nature of occurrences can make investigating a data
breach, distinguishing our alternatives formanaging the breach, amind-boggling and
overwhelming procedure. This is particularly so on the grounds that speed is quite
often a basic factor in exacting a compelling response. In the Asia Pacific region,
there has been a rush of new digital security enactment in recent years, Govern-
ments establishing bodies to regulate or monitor digital security, and governments
and controllers regularly issue guidelines/reports on this. For example, Indonesia and
Singapore both launched cyber agencies in 2015, Japan approved the Cyber Security
Basic Act, and a report on cyber resilience was issued by the Australian Securities
and Investments Commission. Laws or guidelines on these matters are being formu-
lated out of the blue for different nations in the Asia Pacific. Also countries, for
instance, the United States, where the Justice Department released in April 2015 its
“Best Practices for Victim Response and Reporting of Cyber Incidents”, are adding
to already existing frameworks of cybersecurity guidelines. Despite the intensive and
exhaustive administrative action, there is, sadly, no combined approach to cyberse-
curity regulation or potential legal recourse with regards to data breaches in the Asia
Pacific. Subject to change under varying jurisdictions, data breaches may include
Responsibilities under data protection laws, employment/labour laws, equal rights
and obligations, equity rules, corporate governance, fiduciary duties, and business or
sector-specific legislation, in addition to cybersecurity laws. When data is believed
to have been moved out of a jurisdiction, in some jurisdictions, state laws on national
secrets can come into force. Similarly, local knowledge of responsibilities in each
nation and how each applicable regulator or court works by and by is crucial for
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reacting to an episode of the data breach and knowing the legal remedies could be
accessible and which would be better. Utilizing this learning, can help the clients to
examine data ruptures, to distinguish obligations, to devise plans to limit the further
revelation of the data and moderation of impact or harm, and to recognize, where
accessible, lawful solutions for recouping the information or loss related with the
information rupture. Many of the Government’s websites use international servers
and foreign vendors. As a result, these are always in a vulnerable position and at risk
of being sabotaged by the system’s insiders [1]. Potentially the fourth strategy is the
biggest threat to our national security. This relates to a state-sponsored cyberattack
aimed at undermining a national security framework such as critical infrastructure or
important national economic components to some degree in order to achieve strategic
advantages over that specific country [17]. In this context, the instance of China can
be cited. Some of the powerful countries in the world such as the U.S., U.K., France,
Germany, and India always consider China as a potential threat to cybersecurity and
charged the country in connectionwith espionage for gaining strategic advantages. In
2007, it is confirmed that China launched a series of network-based cyberattacks on
the above-mentioned countries. In addition, these countries do have greater military
ambitions to boost the capacity of the country to engage in the information or cyber
warfare, if necessary in the near future [7].

3 Cyber Violence Against Women in Bangladesh

In Bangladesh, women are lopsidedly subjected to violence and harassment; cyber-
bullying to pornography are mentionable phenomena that are facilitated by the
internet and other electronic devices. While the extension of Information and
Communication Technology (ICT) and burgeoning Internet infiltration are consid-
ered as positive markers of development in the country, yet their association with
certain existing socio physiological settings and insufficient legal protections have
paved the way for extensive cyber brutalities against women. By and large, the type
of this glaring infringement of human rights ranges from cyberstalking, vengeance
pornography, cyberbullying, and trolling. Women are the primary targets of hostile
and frequently forceful lewd gestures and disparaging messages on the internet from
unidentified and counterfeit sources. Doctored nude pictures of women alongside
spam, sex-act recordings, rape threats, and obscene proposition have turned into the
new standard of social media. Mobile telephony has taken internet penetration by
storm with the number of active internet connections in Bangladesh hit 90.5 million
in August 2018, of them, 80.47 million are connected with mobile internet [5]. The
ever-increasing internet penetration and mobile phone devices have seen an upsurge
in Facebook use.Of the 29million registered Facebook users, 86%usemobile phones
to access the social media networking site. Women population constitutes 1% of cell
phone and internet subscribers. Young women in Bangladesh are more likely to be
victims of sexualized and abusive online violence in nature. Though legal frame-
work and organizational protection is feeble, a sizeable number of women lodge



Cyber Security in the Global Village and Challenges … 257

formal complaints in connection with badgering, abuse, and violence emanating
from cyberspace. Cybercrime has been reported by 73% of women internet users
[18]. The Cyber-Help Desk of the government’s Information and Communication
Technology Division has received more than 17,000 complaints as of December
2017, 70% of complainants being women. Exposure to pornographic content among
the youths, whether intentional or unintentional, aggravates the other associated
risks, for example, picture-based maltreatment of users where women are exceed-
ingly victimized. In the digital world, with around 78% of cases of doctored photos
containing pornographic contents, women are found to be the victims. It can be noted
that nearly 77%of teenagers in the country regularlywatch pornography [12]. In June
2019, theBangladeshNationalWomenLawyers’Association reported that badgering
remained an issue and inadequate preventive and counteracting laws caused some
young women to drop out of their classes or works because of trauma and stigma.
The establishment of complaint committees and the installation of complaint boxes
at educational institutions and workplaces mandated by the directive of the court
have rarely been implemented [16]. Very often social media accounts are hacked
with malicious intent. The criminals usually upload manufactured indecent photos
of the victims, send provocative messages to the victims’ contacts (i.e. Facebook
friends) in order to disparage and humiliate them. Some of the key motives of these
perpetrators include smearing the victims, taking revenge, coercing them to estab-
lish physical relationships, pressing for hush money, physically torment the victims,
and so on. A pattern is seen while reviewing the lawsuits, investigations, and media
reports of cyber violence against women in Bangladesh. Most commonly the perpe-
trators establish consensual physical contact with the victims earning their trust. They
film the intimate moments with hidden cameras installed in the scenes, it is obvious
if the pattern of these heinous crimes is observed closely. Unfortunately, it doesn’t
stop here, the criminals then go on to blackmail the victims and coerce them to gain
their ill motives. Those clips are used later in order to force the victims to submit
themselves to the will of the criminals demanding continuation of physical relation-
ships and hush money. Meanwhile, criminals often record the nefarious acts of rape
and film the incidents. Those video recordings are used later by the perpetrators to
silence the victims to abuse them furthermore. Those recordings are most commonly
released on the internet despite submissions of the victims making them traumatized
and stigmatized in society. There are reports of deaths by suicide as the victims feel
utterly helpless and do not find any headway. Another pattern is also noticed where
vindictive ex-husbands and lovers post intimate videos or photographs on the internet
to satisfy their grudges. As young women are less experienced with the internet they
are most vulnerable to falling prey to the traps of cybercriminals.

3.1 Effects of Cyber Violence

The effects of cyber violence against women in a somewhat conservative society like
Bangladesh are pervasive. The families of the victims are also greatly affected by such
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incidents. The series of events that follow are a double blow equally for the victims
and their families often leaving them ostracized. People tend to believewhatever stuff
they come across on social media. Such an indiscriminate belief system is the result
of hollow public psychology stemming from a lack of awareness, ignorance, and
education. Consequently, when a purportedly released photo of a girl surfaces on the
internet mixed up with raunchy gossip, general internet users bother little to verify
whether the photo is real or fabricated. Merrily they go on to ogle at the contents and
make those viral. This tendency to spread sex-related gossip amplifies the victims’
sufferings manifolds. Not to mention the misery of the victim’s family members who
face social exclusion, humiliation, and public resentment [10]. The consequences of
these cyber violence are disastrous at individual levels leading to severe depression,
a sense of guilt, paranoia, and fear of harm to self and family members. Victim’s
careers, education, and social life are jeopardized by these issues with some of them
taking the path of drug addiction some choosing to end their lives. Very few of
the victims recover from the trauma in a handful of exceptional cases. Bangladesh
NationalWomenLawyers’Association tallied 65 reported suicide attempts by female
victims subjected to such violence from 2010 to 2014. According to the findings of
the association, on average there are 11 cases of suicide attempts by women due to
cyber violence. Whereas the number of such cases was 8 in 2008, the data reveals
an upward trend. However, the official statistics are nascent in comparison to the
actual number of such incidents. The number of unreported cases far outweighs the
reported ones [4].

4 Challenges to Bangladesh

The major concern for Bangladesh is that most of the software used in the country is
pirated. In such a situation, it a big challenge for the country to protect its cyberspace
in the poor infrastructural system. In Bangladesh, around 90% of software is pirated
[3]. Right now, it has become a common practice and culture among the country
people of using the pirated software, leading its cyberspace to the most vulnerable
position in the cybersecurity domain. This is themajor challenge the country is facing
right now, but its consequences and impact cannot be ignored.

Apart from the concern, there are some other serious challenges for cybersecurity
in Bangladesh that cannot be ignored any longer. According to Bangladesh Telecom-
munication Regulatory Commission (BTRC), in August 2018, the number of active
internet connections in Bangladesh reached 9, 05 crores, which a matter of thanks
to the introduction of around 18 lakh new connections to the network in one month.
Among these, 8.47 crore connects to mobile internet, 57.33 lakh connects to fixed
broadband internet while the rest use WiMAX. The total number of active Internet
connections exceeded the seven-crore plateau in April 2017, the six-crore mark in
August 2016, five crore in August 2015, and four crores in September 2014, respec-
tively (The Daily Star, 21 September 2018). Such rapid growth of internet users in
Bangladesh has put the country’s financial sector under persistent cyber threat. In



Cyber Security in the Global Village and Challenges … 259

such a situation, it is an urgent need for strong in-built cybersecurity in Bangladesh. A
small group of experts whowork regularly on cyber-threat intelligence, data security,
and encryption is also in desperate need.

To understand the challenges, first of all, we need to be conscious of the dimen-
sion of the cyber-crimes we are facing in our daily life. This may break it up
into four groups. First, Cyber-crimes against people, such as: hacking or cracking,
unlawful/unauthorized entry, illegal surveillance, data intrusion, e-mail spoofing,
spamming, cheating and fraud, abuse and cyber-slaughter, slander, drug trafficking,
virus transmission. And worms, infringements of intellectual property, abuse of
machine and network resources, Internet time and information theft, forgery, denial
of services, dissemination of pornographic materials, etc. The second is property-
related cybercrime, such as the robbery of credit card money, intellectual property
violations, Internet time theft, etc. The third one is organized crime. Examples of
these crimes include unauthorized control/download over network resources and
websites, posting of indecent/obscene content on web pages, virus assault, e-mail
bombing, logic the bombing, trojan horse, data dodging, download blocking, theft
of valuable belongings, terrorism against government organizations, vandalizing the
infrastructure of the network, etc. The fourth and last group of cyber-crimes are
taking place against Bangladesh’s society or social values. Such crimes include
forgery, online gambling, prostitution, pornography (especially child pornography),
financial crimes, youth pollution by indecent exposure, web jacking, etc. [11].

In Bangladesh, pornography is one of the major concerns in terms of the country’s
social culture and moral values. We can now communicate with anyone anywhere
in the world and share or exchange our cultural values, thanks to the rapid digital
expansion and globalization. From the cultural perspective, many harmful elements
of different country’s culture easily can intrude on our own culture due to the diffusion
of culture. Pornography is a very untoward element for the country’s culture where
adult education is notwelcomed even.Bangladesh police are receiving a huge number
of complaints of demanding ransom by threatening with secret nude video footage
andphotoshoppedpornographic photos, according to the lawmen.Most of the victims
are teenage girls. Besides, women and children are also being targeted by criminals.
When any crime is conducted from abroad, then it would be considered as ‘dual
criminality’. That means the crime is considered in both countries. But there is a
complexity to deal with the crime like pornography as such crimes [in the context of
Bangladesh]may not be considered as crimes inmany countries like theU.S. in every
case. In such a situation, the victims inBangladeshwill have to face difficulties to deal
with such crimes. On the other hand, transnational crimes like child pornography,
which are considered crimes in both countries and every country, can be dealing with
international cooperation. Here an instance can be given of such an issue.

Several years back, Tipu Kibria, a well-known child litterateur in Bangladesh,
was arrested by police red-handed for child pornography. He used street male kids
in his home and lab to make pornographic videos and photo shooting for girls. He
had already assaulted some 400–500 street kids at the time he was arrested by police
for his filthy ambition. Throughout these illegal activities, he has two assistants
to help him out, and police found 13 foreign buyer names from Tipu Kibria who
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regularly paid him for weekly supplies via foreign or online banking transactions.
Bangladesh police also believe that there might also be several other manufacturers
other than Tipu Kibria. We may therefore explicitly state that pornography is a major
concern regarding cybersecurity in Bangladesh [1]. Cybersecurity threat, especially
for the financial transaction including e-commerce and online banking is also a
grave concern for Bangladesh. Besides, transnational crimes like drug smuggling,
trafficking, terrorism, etc. are other big challenges to Bangladesh’s cybersecurity.
Due to the lack of proper cybersecurity measures, Bangladesh is also facing a serious
concern of cyber threats in the banking sector.

In February 2016, Hackers stole $101 million from Bangladesh’s central bank
account with the Federal Reserve Bank of New York using the SWIFT payment
network for fake orders. Cyber heist is one of the world’s greatest cyber-crimes.
If Bangladesh fails to take proper measures and adopt strong security policies, the
country’s banking sector may become the further victim of such cyber heists in the
coming days. Widespread use of credit cards and that electronic payment methods
often risk a large number of private customer details, such as bank account name,
bank account number, cell phone, e-mail ID, etc. [3]. Law enforcement agencies are
often receiving complaints or cases of direct or indirect cyber threats to financial
transactions through online banking. On February 12, 2016, Eastern Bank, a private
bank in Bangladesh 21 Suspicious card transactions found. A fraudster with a fake
EBL card used one of United Commercial Bank Limited’s ATM Booths, which set
off the alarm in UCBL’s network, causing the crime ring to unravel. On February
25, Dhaka Metropolitan Police said that the investigation of the ATM Card scam
case has brought up names of various hotel travel agencies and some bank officials.
The lawyers also detained a German citizen in connection with ATM fraud, and
three official City Bank, a local private bank. Piotr was wanted in 3–4 countries on
fraud charges, and according to police, we would be seeking information from those
countries through Interpol (The Daily Star February 26, 2016).

Some Bangladesh-based foreigners have allegedly been involved in the skim-
ming scam that robbed money from ATMs in signs of emerging financial crimes that
terrified both banks and customers. In February 2016, Bangladesh Bank, three other
commercial banks, and lawyers analysed video footage of four ATM Booths, which
were skimmed off at least Taka 25 lakh. The spokesperson for the central bank said
theymainly find the involvement of at least two foreign nationals in the crimes. There
are similar concerns in different private banks like—Eastern Bank Limited, United
Commercial Bank Limited, and City Bank—struck by ATM frauds (The Daily Star,
February 16, 2016). All banks both private and government commercial banks are
taking security measures to curb illegal transactions. But due to the lack of proper
and adequate security measures and technological support and responsibility of the
authorities concerned, the country’s troubled banking sector is still struggling to face
cybersecurity challenges. Besides, many people in Bangladesh are being victimized
by phishing or fraudulent attempts to get confidential evidence like usernames, pass-
words, and credit card details through e-mails or attractive advertisements. In these
cases, victims typically lose $100–500 per case and refuse to go to the police to
complain, which makes the case in Bangladesh more difficult to deal with [1].
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Hacking or unauthorized intrusion into a computer system without the owner or
user’s permission is also a concern for cybersecurity in Bangladesh [11]. Hackers
most of the time targeted the financial websites of both the government and promi-
nent privates organizations. Lack of adequate cybersecurity know-how, Bangladesh
is in a more difficult position to tackle cyber-piracy by a weak cyberinfrastructure
network such as reliance on international server system providers, etc. [1]. Data-
stealing is another concern in Bangladesh. The leak of the Bangladesh War Crime
Tribunal’s verdict (partially) in 2014 is an example of the data-stealing. The data of
the tribunal leaked through Skype’s voice recording. It was a major backlash for the
Bangladesh government and exposed the vulnerability of the Bangladesh cybersecu-
rity arena [1]. Besides, the cybersecurity of social media platforms especially Face-
book, Twitter, and Linkedin are in grave threat in Bangladesh. Though Bangladesh
police, Bangladesh Telecommunicate Regulatory Commission have strengthened
monitoring and established separate monitoring teams recently, such hacking of
social media accounts are happening frequently till February 2019. Hackers are
targeting mostly prominent personalities, celebrities, and females and taking money
from the victims threatening of tarnishing their social image.

5 Existing Acts and Their Limitations

Right now, there is no debate about the level of cybersecurity risk in Bangladesh,
but the major concern is whether the country would be able to address the risk prop-
erly and timely. It is sorry to say that the concerned authorities are still reluctant to
take full-scale measures to combat the risk, thanks to the lack of understanding in
different concerned stakeholders. To combat cyber-crime, the Bangladesh govern-
ment has formulated a few laws including Information and Communication Tech-
nology (ICT) Act, and Digital Security Act. But literally, these laws are seen largely
to be used in curbing the freedom of speech and expression. Some contradictory arti-
cles and sections of the laws are being used by the government and law enforcement
agencies to gag the news media and social media. Bangladesh government passed
the ICT Act on October 8, 2006. Seven years after its formulation, the parliament of
the country amended the act keeping some controversial provisions on 6th October
2013. However, a cyber-crime victim can sue someone under the law for cyber-crime
regardless of his or her place and location in the world. Victims may at least use this
ICT Act as a starting point, but after that, they certainly need strong cooperation
to make progress from first, regional law enforcers in Bangladesh with expertise in
cybersecurity such as CID (Criminal Investigation Department) and from foreign
law enforcers such as Interpol [1]. Human rights advocates, representatives of civil
society, and media critics urgently demand that section 57 of the Information and
Communication Technology Act be repealed as such clause of law provides room
for widespread misuse. The maximum penalty for offenses under the section before
its amendment was 10 years imprisonment and a fine of Taka 1 crore. However,
law enforcers had to take permission from the appropriate authorities to file a case
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however arrest any person under the rule. After the 2013 amendment, the maximum
jail term was raised to 14 years. In addition, legislators were granted the right to
detain someone without a warrant. A rough translation of section 57(1) says, “If any
person deliberately publishes or transmits or causes to be published or transmitted in
the website or in any other electronic form any material which is false and obscene
and if anyone sees, hears or reads it having regard to all relevant circumstances, its
effect is such as to influence the reader to become dishonest or corrupt, or causes to
deteriorate or creates the possibility to deteriorate law and order, prejudice the image
of the state or person or causes to hurt or may hurt religious belief or instigate against
any person or organization, then this activity will be regarded as an offense.” Despite
the reformswith a few significant changes, the 2006 keyAct remains unchangedwith
all its inconsistencies and imposes unnecessarily harsh punishments [2] However,
the 2013 ICT Act (amended) has become the Bangladesh government’s tool for
violating fundamental human rights, such as freedom of opinion and expression. The
act includes a range of ambiguous imprecise and overboard clauses [9] that could
help to further instigate rather than contain cyber-criminal activities. According to
the ICJ, section 57 of the original ICT Act is ‘incompatible with the obligations of
Bangladesh under Article 19 of the ICCPR: the offenses imposed are ambiguous
and excessive, the limitations on freedom of speech and opinion go beyond what
is allowed under Article 19 (3) of the ICCPR’ [9]. J. Barua said, “Section 57 is
not specific and covers a wide area of offenses, there will be little chance to get an
acquittal from any charge” [2]. After reviewing the ICT Act 2006 with its amend-
ments, we may conclude that there should be legislation to cover cyber space-related
crimes, but the current act is ambiguous and needs to be structured on a permanent
basis as a modernist legal structure, not only based on the ad hoc system [6].

From the very beginning, rights activists and journalistswere critical of Section 57,
and the debate on the provision and demand for its abolition escalated after the arrest
of journalist Probir Sikdar in 2015. In addition, under section 57 of the Information
and Communication TechnologyAct, at least 21 journalists were sued in fourmonths
to July 2017 in the face of the growing demand for the abolition of the provision
that is widely open to misuse (The Daily Star, 7 July 2017). Amid widespread crit-
icism of the ICT Act, on May 2, 2017, Bangladesh Law Minister Anisul Huq said
that section 57 would be withdrawn and a new “Information Technology Act in the
pipeline” will be implemented. On 19 September 2018, Bangladesh’s Parliament
passed the 2018 Digital Security Act with a tough clause authorizing police officers
to search or arrest someonewithout warrant Rights activists and journalists expressed
concern that the act goes against the constitutional spirit and would restrict freedom
of speech, freedom of expression, freedom of thought and hinder independent jour-
nalism. Section 43 of the new law specifies that when a police officer believes that an
offense has been committed or is being committed at a given location, where there
is the risk of committing offenses if the evidence is lost, the official can search the
location or any person there. Sampadak Parishad (The Editors’ Council), a daily
editorial forum in Bangladesh expressed surprise, frustration, and shock in a state-
ment on 16 September last year., it said the sections 8, 21, 25, 28, 29, 31, 32, and 43 of
the act pose serious threats to freedom of expression and media operation. Section 3
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of the Digital Protection Act incorporates a clause of the Access to Information Act
2009 which will extend to information-related matters. Where a person commits any
crime or assists others in committing crimes under the Official Secrets Act, 1923, as
provided for in section 32 of the law, through a computer, digital device, computer
network, wireless network, or any other electronic medium, he or she may face a
maximum of 14 years in prison or a fine of Tk 25 lakh or both. The law also includes
a definition of the “Spirit of the Liberation War” in section 21, which says, “The
high ideals of nationalism, socialism, democracy, and secularism, which inspired
our heroic people to dedicate themselves to, and our brave martyrs to sacrifice their
lives in, the national liberation struggle.” Under section 29 of the law, a person can
face up to three years’ imprisonment or a fine of Tk 5 lakh or both if he or she
commits the offenses provided for in section 499 of the Penal Code via a website or
electronically. Section 31 of the Act states that a person may face up to seven years
in prison or Taka 5 lakh in fine or both if he or she is found to have intentionally
published or broadcast something on a website or in electronic form that may spread
hate and build enmity between different groups and communities, and may cause
deterioration in law and order (The Daily Star, 20 September 2018).

6 Policy Opinions

We can provide several remedial policy options in the above scenario regarding
cybersecurity, cyberspace safety, and reducing cyber-crime rates in Bangladesh. We
suggest policy options for the government in Bangladesh, but it also includes the
individual security domain. These options could be as such:

6.1 Reform of Legal Structure

We resound with the ICJ’s legal recommendations about the ICT Act 2006 and its
amendments to both the Bangladesh Parliament and the Government of Bangladesh.
The ICJ refers to the Bangladesh Parliament for all reasons, ‘Repeal the Information
and Communication Technology Act [8], as amended in 2013, as amended in 2013,
or amend the ICT Act to bring it into line with international laws and standards
including the legal obligations of Bangladesh under the ICCPR. At a minimum, this
will require it (1) to amend section 57 of the ICT Act in order to ensure that any
envisaged limitations on freedom of expression and opinion are in accordance with
international law and standards, (2) to amend section 57 of the ICT Act to ensure
that forbidden speech is clearly defined; (3) Amend the ICT Act to ensure that any
restriction on freedom of speech and information, including any penalty provided for,
is necessary for a valid purpose and proportionate to the harm caused by that speech
“[9]. In this regard, the ICJ also proposed policy alternatives to the government of
Bangladesh. Such policy options are: (i) ‘Take action to ensure that the provisions
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of the ICT Act are not used to infringe the right to freedom of speech, including
restricting the legitimate exercise of public opinion on matters which may include
criticism of the Government, (ii) drop charges against bloggers for the legitimate
exercise of their freedom of expression; (iii) Guide government agencies to refrain
from filing unfairly limiting the freedom of speech in politically motivated cases and
to pursue penalties disproportionate to the severity of the alleged offence [9].

6.2 Maintaining Rules of Cyber Security

In 2011, in his article ‘Ten Rules of Cyber Security,’ Eneken Tikk, the legal
counsel at the NATO Cooperative Cyber Defense Center of Excellence, Tallinn,
Estonia, provided a measured framework to preserve cyber security tenets consid-
ering national security issues as well as individual security concerns. Eneken Tikk’s
propositions are agreeable in many cases. He talked about ‘the territorial rule’
protecting cyber security as such, “Information infrastructure located within a state’s
the territory is subject to that state’s territorial sovereignty” [15]. Tikk also spoke of
‘the law of duty’ where he proposed that the States behave responsibly to secure their
own territories. He also spoke of the ‘early warning statute’ as such, “There is an
obligation to notify potential victims about known, upcoming cyber-attacks” [15].

By examining Tikk’s above cybersecurity rules, we can prescribe a solid national
digitally insightful agency for Bangladesh to battle present and forthcoming potential
cyber threats from anyplace of the world as they say counteractive action is supe-
rior to fix. Secondly, in Tikk’s opinion, a state should adopt ‘the data protection rule’
protecting its vital national data. In hiswords, “Information infrastructuremonitoring
data are perceived as personal unless provided for otherwise.” In this context, another
rule of Tikk can be cited here, ‘the duty to care rule’. He is suggesting everyone take a
minimum level of responsibility to secure any kind of information infrastructure [15].
By resounding his idea, we can propose that the Bangladesh Government exploit her
own resources, skills, and implement trend-setting innovation to secure the internet
and national interests. Imparting training to our cyber experts, building up our own
server frameworks and systems utilizing our own assets and labor, investing a size-
able amount of time to build up our cyber safety net, recruiting potential national
programmers and so on can be beneficial to Bangladesh over the long haul as opposed
to depending on foreign specialists. Thirdly, we can agree with ‘the cooperation rule’
of Tikk. He stated that “…cyber-attack has been conducted via information systems
located in a state’s territory creates a duty to cooperate with the victim state” [15].
Thirdly, we can agree with ‘the cooperation rule’ of Tikk. He stated that, “…cyber-
attack has been conducted via information systems located in a state’s territory creates
a duty to cooperate with the victim state” [15].We need solidworldwide participation
to fight any sort of cybersecurity risk as to the majority of the cases, these threats
have been included with transnational criminal exercises where the affected individ-
uals might be victimized in one country and culprits may flee by taking advantage
of international border boundaries. Bangladesh Government and Bangladesh Police
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have joined hands with international law enforcing agencies, for example, Interpol
in such manner yet Bangladesh needs more collaboration particularly from the tech
giants, for example, Microsoft, Google, Facebook, Yahoo, and others. In conclu-
sion, Tikk’s other two rules–’ self-defense and the access to information rule–can
be referred to. He said that “everyone has the right to self-defense” and “the public
has a right to be informed about threats to their life, security, and well-being” [15].
As we quote him, we recommend that the Bangladesh government takes preemptive
and precautionary measures to ensure cybersecurity at the individual and national
levels.

6.3 Individual Awareness

The consequences and reality of globalization are undeniable. Awareness of personal
data protection and safety must be developed at the individual level apart from
government, initiatives to create secure cyberspace. Professionals irrespective of
their hierarchy and varying organizational structures must gain a minimum level of
expertise in handling cyber technologies and building awareness on cybersecurity
threats does not seem to have any alternative. Only proper education and awareness
can rescue Bangladesh from falling into the deep pitfall of cybersecurity threats
(Alam, Md. Shah, personal communication, July 27, 2014). Basic precautionary
measures should be exercised while using the internet. Here are some preemptive
measures that can be taken:

(i) Keep trustworthy and restricted personal details (ii) Keep your privacy settings
on (iii) Secure browsing (iv) Make sure your internet connection is safe (v) Be
careful what you access (vi) Use good passwords (vii) Make online transactions
from protected sites (viii) Be careful what you post (ix) Keep your antivirus software
up to date. If we think if we have been a victim of cybercrime, we should go to our
local police station, in some scenarios, contacts the FBI and Federal Trade Commis-
sion. Even if the crimes seem trivial, it is important to report such incidents. Our
promptness may prevent the recurrence of such crimes. If we suspect identity theft,
contact the financial institutions and companies where the fraudulence occurred.

7 Conclusion

Taken everything into account, the issue of cybercrimes is emerging as a global
phenomenon that poses potential threats to the national security of any country and
Bangladesh is no exception to that rather the issue of cybercrimes is more worrying
for the country in the context of globalization. The absence of advanced cyberse-
curity tools and people’s ignorance in handling tech gadgets coupled with a lack of
awareness of cybersecurity threats might have disastrous impacts on the country.
In addition, the country’s laws seem inadequate to safeguard the cyberspace of the
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country. The international collaboration, enhancing technical know-how, gaining
expertise, and campaigning on people’s preparedness on how to deal with cyberse-
curity threats are someof the remedial aspects the countrymay take into consideration
to combat ever-looming cybersecurity threats. The sharp increase in cyber-crimes in
Bangladesh and all over the world validates the proposition that the issue of cyber-
crimes is undeniable though some argue may that cyber threats may not be the
possible near-future scenario for Bangladesh. Finally, on a note of conclusion, it can
be stated that the time is ripe for Bangladesh to take preemptive and counteracting
measures to thwart the threats posed by cybercriminals. In this regard, theBangladesh
government and the general people can mull over the suggestions provided in this
paper.
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Reasons Behind Poor Cybersecurity
Readiness of Singapore’s Small
Organizations: Reveal by Case Studies

Nam Chie Sia, Amin Hosseinian-Far , and Teoh Teik Toe

Abstract Digitalization and cybersecurity are two important trends that are affecting
the business world tremendously. Digitalization, which drives data analytics,
provides opportunities for organizations to create new models to beat competition.
On the other hand, cybersecurity is a threat to organizations’ financials, operations,
and reputation. COVID-19 has accelerated the adoption of digitalization, which has
opened up more opportunities for hackers for cyberattacks. In another word, digital-
ization underlines the importance of cybersecurity. With the foresight of the govern-
ment, Singapore has promoted cybersecurity as one of the pillars for the nation’s total
defence to signal the government’s attention and resources committed to fighting
against cyberattacks. Notwithstanding the effort from the government, losses due
to cyberattacks continue to rise. Furthermore, the network of the biggest healthcare
provider in the country was compromised and its data, including that of the Prime
Minister, was stolen. For small organizations where resources may be limited, the
risks are even higher, pointing to the urgent need to address the situations. There-
fore, this article uses two small organizations in Singapore as case study, to draw
insights on the obstacles to implement digitalization and cybersecurity. With the
insights, actions that can be taken by the government, businesses, and academies,
are proposed to improve the digitalization and cybersecurity of small organizations,
in Singapore and elsewhere.
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1 Introduction: Digitalization and Cybersecurity Trends

1.1 Global

It is well-known that the current world is being disrupted by new business models
driven by digitalization. As organizations digitalized, more activities are being
captured electronically [23], which enable the organizations to use insights drawn
from data analytics to provide better services and products to customers, thus
outperform their competitors [27].

The COVID-19 pandemics have accelerated the adoption of digitalization [20,
24]. Therefore, it is foreseeable that more consumers’ activities will be captured
digitally for data analytics, supported by machine learning and artificial intelligence
capability, to assist companies to gain competitive advantages.

Some of the popular examples are companies such as Amazon, Airbnb, Netflix,
and Uber, who use data analytics to alter the competitive landscape [18] create
competitive advantages over their competitors [19].

With digitalization and data analytics, the world has become more connected.
However, on the flip side, the risks and costs of cyber threats, where hackers can
steal data from anywhere in the world, have increased tremendously. The risks are
compounded as many organizations are adopting the “work from home” protocols
due to COVID-19 pandemics [10].

1.2 Singapore

Singapore is a small country, located in South-east Asia, who was granted self-
governance by the United Kingdom in 1959 and gained full independence in 1965.
Although it has little natural resources, the country progresses economically and
socially, due largely to the government’s leadership. The gross domestic products
(GDP) per capita grew from US$400 in 1959 to US$22,000 in 1999 [26], and
US$64,000 in 2018 [16].

Singapore has a pro-business government, who can consistently execute policies
to garner confidence from multi-national companies [26]. Sensing that digitalization
and the power of data analytics are going to impact businesses, the government has
launched a “smart nation” initiative to drive the entire nation to embrace digital trans-
formation, as the government believes this will improve the lives of its population,
create more jobs and enhance engagement with communities [26].

Singapore has not been spared from cyberattacks. In 2017, Singaporeans have
fallen victim to various schemes, such as phishing, malicious software, and
ransomware, which caused losses amounting to approximately US$30 million [12].
Between May and July 2018, personal data of approximately 1.5 million patients of
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SingHealth Group, the largest healthcare service provider in the country, was ille-
gally accessed and copied [37]. Among the patients whose data was breached, was
the country’s prime minister, who was specifically and repeatedly targeted [10].

In response to the cybersecurity risks, the government has promoted digital
defence as the sixth pillar to the nation’s Total Defence Framework [9]. Specifi-
cally, the government has led initiatives to formulate the Operational Technology
Cybersecurity Masterplan 2019 to build resilient infrastructure and raise awareness
to create a safer cybersecurity environment.

1.3 Small Organizations in Singapore

With regards to digitalization and data analytics, despite the “smart nation” initia-
tive launched by the government, studies have shown that a substantial proportion
of organizations, especially small and medium-sized enterprises (SMEs), have not
adopted digitalization and data analytics [36]. It was found that 43% of Singapore
SMEs are not familiar with the term “digital transformation” [30] and 85% of Singa-
pore workers are not confident to perform data analytics [38]. Microsoft and ASME
[30] further revealed that key decision-makers in small enterprises have much lower
awareness of digitalization than their counterparts in medium-sized organizations.
In fact, other than staff who work in the information technology department, the
majority of the staff in small organizations find it challenging to understand digital
transformation [20].

As Singapore prides herself as the gateway to South-east Asia and is one of the
worldmost digitally connected cities [11], the lowawareness of digital transformation
and data analytics are worrying, as it shows that a pocket of the nation has not been
keeping up with the rest. The situations are even direr in term of cybersecurity, as
pointed out by the Cyber Security Authority (CSA) of Singapore, the majority of the
cyberattack victims in Singapore are SMEs [10].

2 Rationale, Aim, Objectives, and Methodology
of the Study

2.1 Rationale

As small organizations in Singapore have a comparatively low adoption rate of digi-
talization, it is worrying trends that the small organizations account for the majority
of cyberattack victims. There is an urgent need to help these small organizations to
gain competitive advantages in the digital world in a safe and secure manner. This is
because SMEs employed two-thirds of the nation’s workforce [42] and contributed
to approximately half of her GDP [30].
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Being the collective employers for two-thirds of the workforce, SMEs cannot be
left behind in the digit transformation era. They also cannot continue to be the main
victims of cyberattacks.

In addition, although studies on cybersecurity for SMEs are not new, our literature
review shows that there is little being done in the Singapore context.

2.2 Aim

This study aims to identify and understand the root-causes of the low adoption rate
for digitalization, and yet being the main victim of cyberattacks. Understanding the
causes of the problems can help to formulate effective solutions to address the issues,
as the first step of a change journey is to understand the situations and identify the
problems [31].

While this study is performed in Singapore, it is believed that the lessons learned
can be references for small organizations in other countries.

2.3 Objectives

With the aim to identify and understand the root-causes, the objectives of this study
include:

• Identify the root-causes of the low adoption rate of digitalization and cybersecurity
for small organizations in Singapore.

• Inquire board members and senior management of small organizations to
understand the challenges from their perspective.

• Propose practical solutions to raise the adoption rate of digitalization and
cybersecurity in small organizations.

2.4 Methodology

There is little study on the adoption of digitalization and cybersecurity for small
organizations in Singapore, hence, this exploratory study will adopt qualitative
methodology using case study method.

A qualitative research methodology is suitable for explorative and descriptive
research [2]. It is also the recommended methodology to develop understanding,
especially when there is little prior knowledge or research [6, 22].

Case studymethod is also appropriate for exploratory, explanatory and descriptive
researches [41, 44]. Besides, case study is recommended for research that is focusing
on real-life issues [43], especially when limited knowledge exists [29], and when in-
depth investigations are required [17]. In addition, learning can be achieved through
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practical reflection [35] and practitioners are encouraged to use reflection-in-action
to discover new knowledge [14].

The case study for this paper uses two small organizations in Singapore, with
different financial resources and organization culture, to compare and contrast their
readiness to adopt digitalization and cybersecurity.

The main data collection techniques are interview and archival record. Interview
is adopted because it is more aligned to qualitative research, which tends to be
exploratory [4], and it is the most important data collection methods in case study
[41]. However, other data collection techniques should be used to supplement those
collected via interviews [34]. Therefore, the authors also collect evidence using
archival records to authenticate and corroborate those obtained from interviews.

After understanding the challenges, this study proposes actions that could be
taken to raise the digitalization adoption rate and the cybersecurity standards of
small organizations in Singapore.

3 Literature Review

3.1 Digital Transformation in Singapore

As the world is embracing digitalization, the Singapore ministers have been encour-
aging its communities, including SMEs, to embark on their journey in digital trans-
formation and data analytics [28], to gain competitive advantages [40] and as a result,
be a new engine for growth in Singapore [33].

Despite the encouragement, and support provided, by the government to embrace
digitalization, the paces of adopting digitalization and data analytics among the
Singapore SMEs are slow [30, 36, 38]. This trend is alarming, as the Singapore SMEs
are running the risk of being left behind and losing out to their competitors [15, 32].
This is on the back that digitalized organizations are more productive than those who
do not, as well as customers’ increasing expectations for more personalized services
that can only be provided through insights from data analytics [3]. Therefore, SMEs
who are not embarking on digitalization may not survive the competition in the near
future.

Some of the factors attributable to the slow take-up rate include lack of financial
resources, constrain in staff resources, and availability of committed sponsors [39].

3.2 Cybersecurity

As organizations are embracing digitalization and data analytics to gain competitive
advantages, this transformation has permeated almost every industry. Along with
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the growing trend where business organizations embrace digitalization, cybersecu-
rity becomes a significant business issue that impacts customers, profitability, and
reputation [25]. Cybersecurity can include many aspects such as data protection,
integrity, confidentiality, encryption, and fundamental security functions [7].

Cybersecurity affects all industries and organizations of all sizes, including small
business [1]. This assertion is similar to the evidence shown in Singapore, where
the small organizations accounted for the majority of cyberattack victims [10]. The
threats of cybersecurity, which include disruptions to businesses, negative publicity,
litigation, and long-lasting reputational damages [25], can be costly for small orga-
nizations as they have little resources at their disposal [1]. It is a vicious cycle that
due to the limited resources to strengthen their cybersecurity, small organizations are
increasingly being targeted [5].

There is an indication of the poor cybersecurity readiness in the small organization
that can be attributable to the poor awareness because they are too immersed in their
day-to-day operations and did not spend enough time to proactively study emerging
risks [5]. The lack of awareness then leads to delay in the investment in security and
give priority to other urgent tasks [25].

3.3 Common Types of Cyberattacks

Phishing

Phishing is the most common type of attack. It is a form of social engineering where
the hackers pose as a trustworthy organization [25]. For example, phishing can be
initiated via an email that appears to be coming from a bank or government agencies
to trick the victims to click on dubious links or attachments [12]. Once the victims
clicked on the links or opened the attachments, a “secret” program will move into
the laptops or devices without alerting the victims. From there, hackers can control
or steal data from the victims’ laptops or devices. Alternatively, the hackers can
persuade the victims to disclose their confidential information, which will be used
to access the victims’ bank accounts or other information stored online.

A common consequence suffered by victims of phishing is to surrender the control
rights of their organizations’websites to the hackers,who show little hesitance to alter
or deface the websites. Unauthorized access and intentional alteration of information
without rights are considered cybercrime [21]. For individuals, after disclosing their
confidential information such as their bank account passwords to the hackers, they
may lose their hard-earned money in their bank accounts.

In 2019, CSA detected an increase of 200% of phishing over the number in 2018
[10]. The situation just got worse, as in the first half of 2020, the number of cyber
scams has increased by 2,500% compared to the same period one year ago [8].
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Malicious software

Malicious software, or commonly known as malware, are programs that allow the
hackers to control the laptops or devices, by compromising the security of laptops or
devices, without the victims’ knowledge [12]. It was noted that some of the malware
was first detected 10 years earlier continue to successfully attack the victims in 2017,
indicating that the victims did not update their scanning software to clean up their
systems [12].

The malware can also deny access by the genuine owners of the devices. They
do so by using an algorithm to encrypt files that deny the owners’ access unless
they know the passwords [10]. The hackers normally demand a certain amount of
money before the victims are provided with passwords to unlock their devices. Such
a technique is also known as ransomware. In 2019, there was an increase of 40%
ransomware cases being reported by Singapore organizations, compared to 2018.

4 Cybersecurity Readiness: Case Study of Two Small
Organizations in Singapore

As the first objective of this paper is to gain an in-depth understanding of the causes
for poor adoption of digitalization but the proportion of cyberattack victims among
the small organizations in Singapore, the authors performed an in-depth review of
the two small organizations, using case study method, to understand the root-causes
behind the phenomenon in Singapore.

The knowledge gain from the study is expected to provide insights for a better
action plan to address the issues and to help successfully bring the small organizations
up to speed on digitalization and cybersecurity.

For confidentiality, the two organizations are named as Organization A and
Organization B.

4.1 Organization A

Organization A employs less than 25 staff and its annual revenue is less than US$3
million. Its annual surplus is less than US$0.5 million on average. Its main sources
of revenue are the training courses and conferences it organizes for professionals,
mainly working in Singapore but there are a minority who are working in South-East
Asia countries.

Due to the COVID-19 pandemics, the government has capped the number of
participants attending any single training and conferences at 5. This has adversely
impacted Organization A, and it is expecting to incur losses in 2020. This has added
challenges for it to pull through the crisis as its financial position was weak, even
before COVID-19.
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The board members of Organization A are mainly professionals working in the
audit and risk management fields across various industries. As many of the board
members are chief auditors or head of risk management, they are at the forefront of
assisting their respective organizations to strengthen cybersecurity.

Despite its weak financial resources, the staff members or Organization A
constantly attend training sessions and seminars to keep abreast of the latest devel-
opment, include trends in digitalization, data analytics, and cybersecurity. Therefore,
the staff is aware of the trends and importance of digitalization and cybersecurity.

Although it is small, OrganizationA is led by professionals, who adopt a relatively
open and consultative leadership style.

In the last few years, Organization A has embarked on automating its financial,
human resource, and payroll systems. In 2020, it has upgraded its customer manage-
ment system. These automation projects have instilled a change mindset among its
staff. According to the most senior person in the organization, those automation
projects have provided an excellent foundation for further change in the organiza-
tion, he is confident that the staff is more ready to take on data analytics projects
to better engage its customers. After automating its customer management system,
Organization B is in the process of taking “baby steps” to embark on a data analytics
journey.

During the interviews with the staff members, all of them have a certain under-
standing of data analytics, while the majority of them view it as a necessary change
going forward.

In addition, Organization A has engaged an external professional firm to assess
its standard of cybersecurity. The organization is in the process of rectifying the
gaps identified. Based on the interviews with the board and top management, they
view cybersecurity as an important initiative, such that they will “look for the fund
to do it even if we do not have the money.” Organization A is fairly confident that
its cybersecurity capability can protect the organization’s data to a large extend,
although they are aware that no controls can be foolproof.

4.2 Organization B

OrganizationB employs about 140 staff and its annual revenue is overUS$20million.
On average, it has a profit exceeding US$5 million per year, in the last 5 years. In
2020, despite the impact of COVID-19 pandemics, it is on target to make a profit of
approximately US$2 million, according to its revised budget.

At the end of 2019, the majority of the board members were entrepreneurs in
their 70s. Data analytics is a term they rarely understood. As they grew up before
the birth of the personal computer, they have little training and were reluctant to
attend training, in technology and cybersecurity. The reluctance was raised in one of
the correspondences with a regulator, who requested the board’s training plan. Two
years after the request, the board had not provided the training plan to the regulator,
which resulted in a regulatory penalty.



Reasons Behind Poor Cybersecurity Readiness … 277

Being Chinese entrepreneurs, the board members, in particular the board
Chairman, adopted a relatively authoritative style. As the Chairman has little training
and knowledge about data analytics and cybersecurity, there was no voice from the
top to strengthen the organization to chart into these territories. Based on the observa-
tion and reading of archival documents, the board chairman has little understanding
of the digitalization trends and has shown little interest to learn.

The top management members also have limited knowledge of cybersecurity. As
a result, in the past few years, they did not engage any professional firm to review and
assess their cybersecurity capability. Consequently, the statutory auditors issued a
management letter in early 2020 to urge the organization to assess the cybersecurity
capability.

Under the leadership of directors, who have little knowledge and interest to learn
cybersecurity, the organization has undertaken little change management projects.

Table 1 contrasts various factors for Organizations A and B.

4.3 Insight Drawn from the Case Studies

Based on the study of organizations A and B, it is interesting to note that financial
resources are not the main driver behind the slow adoption of digitalization and
cybersecurity readiness. While Organization A has much weaker financial positions
as compared to Organization B, it is in the process of adopting data analytics to
provide better customer engagement. In addition, it has engaged a professional firm
to assess its cybersecurity readiness. In contrast, although Organization B has more
superior financial resources, it has no plan to adopt data analytics. It also needs the
statutory auditor to nudge its management to engage a professional firm to review its
cybersecurity. This observation is somehow contrary to the findings in Sia [39], who
listed financial resources as the top challenge for a small organization in Singapore
to adopt a data analytics strategy.

The more advancement of Organization A to embrace data analytics and cyber-
security is mainly attributed to the awareness by its board and staff members, who
have constant exposures and training in the two topics. On the other hand, the board
and staff members of Organization B has little such exposures.

The situations in Organization B are made worse by their organization culture,
which is authoritative. In some situations, the management may act as a sounding
board to the board members by educating them on data analytics and cybersecurity
strategies. However, the management needs a conducive and safe environment to
voice their opinions. An authoritative style does not provide the management with
a conducive and safe environment to do so. Therefore, with a board chairman who
has little exposure and has shown great reluctance to attend training, the “ignorance’
is deeply rooted throughout the entire organization, leading it to the poor state of
adopting best practices for digitalization and cybersecurity. This demonstrates the
importance of the tone from the top, and cybersecurity threats and risks must be
managed from the boardroom [25].
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Table 1 Compare and contrast between Organization A and Organization B

Organization A Organization B

Annual revenue <US$3 million >US$20 million

Annual profit <US$0.5 million >US$5 million

Main revenue source Training courses and seminar Education services

Target market Professionals Secondary school students

Staff strength <25 140

Board members’
background

Professionals with strong
exposures to governance, risk
management, and controls

Chinese entrepreneurs, mostly
above 70 years old with little
exposure to governance, risk
management, and controls. Also,
they have shown little interest to
learn new skills

Staff exposure Constantly updated on latest
development in governance, risk
management, and controls

Limited training and exposure to
the latest governance, risk
management, and controls. Rely
on board members to give
directions

Board culture A consultative style where all the
board members have an equal
voice

An authoritative style where the
most senior guy (Board
Chairman) has the loudest voice
and the rest are expected to follow
him

Exposure to change
management

Went through big changes, in term
of structure, systems, and
processes, in the last 3 years

Limited exposures to change from
2017 to 2019. Change in board
members in 2020. The Chinese
entrepreneurs retired and replaced
by younger professionals in their
40s and 50s

Awareness of data
analytics

Most board and staff members are
aware of data analytics, although
most may not have the skills to
execute data analytics, they know
it is an important way to bring the
organization forward

Some board members may aware
of data analytics but the one with
the loudest voice among them do
not know about data analytics

Awareness of
cyber-security

Fully aware of cyber threats and
have engaged a professional firm
to review its security readiness

Limited awareness of
cybersecurity. The statutory
auditor raised a management
letter point on the lack of
cybersecurity assessment

As one of the boardmembers inOrganizationAhas put it: “they (data analytics and
cybersecurity) are important projects, we need to do to survive. If we do not have the
money, let’s go and look for the fund.” The strong awareness in Organization A has
led it to be the more advanced organization, between the two, to adopt digitalization
and cybersecurity, despite having weaker financial resources.
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5 Fight Against Cybersecurity Threats

With the insights drawn from the two organizations, the authors are proposing key
initiatives to help small organizations to embrace digitalization and cybersecurity in
their pursuit for excellence.

5.1 Raising Awareness at the Top

There is an urgent need to communicate the importance of digitalization and cyberse-
curity to people, especially those serving in the senior roles and as board members of
small organizations. This can be done through publicity and training. The Singapore
government has put in tremendous effort to encourage Singaporeans and organiza-
tions to embrace digitalization and cybersecurity. However, the government cannot
do it alone.

The government is of the view that cybersecurity is a collective responsibility of
government, enterprises, and individuals [10]. Collaboration among these commu-
nities as well as academia is essential for digitalization and cybersecurity to be
successful [11].

Academia can play an important role in this aspect as it can design interesting
courses to help people overcome the fear of the unknown and to step out of their
comfort zone to attend the training. This training cannot be too technical but to
demonstrate the “what” digitalization and cybersecurity can help. The objectives
of the training are not to teach the board to ask technical questions, but to equip
them with the knowledge to ask the right questions for the business and governance
structure [25].

5.2 Incentive and Financial Supports

Although the success story of Organization A demonstrates that financial resources
are not the key obstacles, it cannot be generalized. Other organizations would need
that extra help to fund the data analytics and cybersecurity projects. The government
can either help to fund the projects directly or to do so via certain self-help groups.

5.3 Peer Support to Keep Abreast

As both data analytics and cybersecurity are relatively new areas, there are many
learning opportunities, and organizations need to learn through trial and error during
implementations. A common and easily accessible platform where like-minded
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organizations can gather and exchange experiences would help to facilitate more
organizations to launch data analytics and cybersecurity projects.

5.4 Training to Fill the Shortage of Talents

There is a severe shortage of talents in digitalization and cybersecurity. The issue is
not unique to Singapore as it is estimated that the Asia Pacific region has a shortage
of 2.15 million. The global shortage is estimated to be 3 million [13]. The Singapore
government is working with academia and businesses to train its workforce to meet
the demand. In this regard, academia can help to train students with the right aptitude
and skills to meet the demand of the industries.

5.5 Reinforcement—Regulatory Inspection, Internal Audit,
and External Audit

With all the incentives provided, such as training, financial assistance, and peer
group supports, there will still be some board members who are not engaged to tap
on the resources to lead their organizations in the right direction. Therefore, there
is a need to reinforce the implementation through inspection or audit, especially for
cybersecurity. As a start, organizations can use their internal auditors to review their
strategies and highlight weaknesses they noted [25].

Without good cybersecurity, it is a matter of time that the organizations will be
violating regulations, such as the Personal Data Protection Act in Singapore, or the
General Data Protection Regulation if they are dealing with European customers.
Therefore, auditors and inspectors must highlight emerging risks.

In the case ofOrganizationB, the statutory auditor has rightly raised amanagement
letter point to highlight the potential risk to the board members, This demonstrates
that auditors, and regulatory inspectors, have a significant part to play in enforcing
organizations to strengthen their cybersecurity capability.

For organizations that continuously ignore the auditors’ recommendation to
review their cybersecurity, there should be penalties to deter such behaviors.

6 Conclusion

This paper has started by sharing the global and Singapore trends in adopting data
analytics and cybersecurity strategies. It then focuses on the situations in small orga-
nizations, where it has used two organizations based in Singapore as case study to
draw insights. Based on the study, financial resources, while important, is not the



Reasons Behind Poor Cybersecurity Readiness … 281

most critical element for organizations to embrace digitalization and cybersecurity.
Instead, the awareness and willingness at the top of the house to embrace changes
are the keys to success. With this understanding, various stakeholders, including
policymakers and academies, can play an important role to raise awareness, provide
training, and enforce the implementations.

The effort to successfully increase the pace of digitalization and cybersecu-
rity adoption among the small organizations requires a concerted effort of the
entire communities, as nobody, including the government, can single-handedly do it
successfully [13].

7 Limitations and Suggestions for Future Research

This paper is exploratory research for small organizations in Singapore. It is
performed using two small organizations as case study. While the characteristics,
such as financial resource levels and compositions of the boardmembers, are different
in the two organizations, future research can be performed more comprehensively
using a bigger sample size or organizations with different characteristics. Studies
can also be extended to include small organizations in other countries.
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Abstract Attacks against remote workers who are working from home due to the
global pandemic has significantly increased. Cyber criminals have realised this and
are exploitingusers for financial gain and for espionagemotives.Criminals are aiming
to exploit vulnerable smart homes through Internet of Things and leverage access
into corporate networks. This means that home users need to be extra vigilant against
this contemporary technique. This paper will address these challenges with robust
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1 Introduction

Since the start of 2020 there has been a significant increase in remoteworkersworking
fromhome (WFH).This is due to the unforeseenglobal pandemicwhichhas impacted
all lives and the detrimental economic effects it has rendered. The precautions govern-
ments have taken are to minimise movements as much as possible, this means that
organisations havemitigated human contact by ordering employees toWFH.This has
created major challenges for organisations when leading geographically dispersed
teams, these teams are expected to operate as they would in their normal workplace;
however, WFH is a different environment and in this relaxed environment gener-
ates complacency. The problem with complacency when WFH is that the impact is
much more serious, cyber criminals realise this and perceive remote workers as an
easy target to attack to then pivot into corporate networks. Cyber criminal’s incen-
tive is to attack remote workers to gain access into corporate networks for financial
gain. Similarly, some criminals are targeting remoteworkers to gain access and gather
information on how organisations, such as national health services and governments,
are handling COVID-19. The motives for cyber criminals attacking remote workers
are therefore financial gain and espionage.

This paper will critically appraise the current threat landscape with contemporary
data to support concluding remarks. The paper will critically analyse countries, and
in particular the United Kingdom’s (UK) approach to remote working and how they
are currently dealing with challenges. Furthermore, the paper will review specific
cyber criminals along with their motives, tools, and methods they are using against
remote workers. Finally, the paper will analyse the data and construct secure, concise
protocols that industries and organisations should utilise to protect remote workers
and corporate networks from cyberattacks.

2 Critical Review of a Home Area Network

A Home Area Network (HAN) is a group of digital devices such as smartphones,
tablets, and multimedia systems that are connected by an internet connection within
a household, the HAN is a network where other devices can communicate and share
files with each other [1]. The HAN can then access the internet from one centralised
point, this is through the default gateway of a router. This means, that, all Internet
traffic using IPv4 protocol and IPv6 protocol goes through the router [2]. The issue
with this is that the traffic is not encrypted unless a Virtual Private Network (VPN)
is being used. Similarly, the router comes with default credentials which could be
exposed on the internet or they could be known to other entities. Securing the router
with a VPN and configuring new credentials is detrimental to defending the HAN.

The importance of securing a home network is becoming more significant due
to the ongoing pandemic. COVID-19 has rendered more employees to work from
home, this means that employees need to bemore security-aware against the possible
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Fig. 1 Data from April to September 2020 showing UK employees working from home [4–9]

cyberattacks they could face. Figure 1 shows the profound increase in remoteworking
employees in the United Kingdom (UK) from April to September 2020. The latest
data shows that 77% of employees are working from home due to the pandemic. This
is a colossal increase from 2019 when only 30% of employees remotely worked [3].

2.1 Types of Home Area Networks

There are two types of home networks, they are generally: wired and wireless,
and they both use the same concept of connecting digital devices within the HAN
and out to the Internet. The more common HAN is wireless since devices such as
smartphones, and other wireless devices, come without an ethernet connection [10].

Wired Network: The wired network is a network with only wired connections
using a networking cable such as an ethernet cable, and that is connected to the
internet [1]. This connection gives users a faster internet connection and adds an
element of security because of its wired infrastructure. The reason it offers more
security is that a wired connection is not vulnerable to wireless attacks, a wired
connection could only be accessed by a method called wiretapping, which would
need physical contact with cables attached to the home network [11].

Wireless Network: The wireless network is what most digital devices can connect
to the home router using radio frequencies as the communication medium. This
connection is specified by IEEE 802.11 protocol standards, the connection typically
uses either 2.4 gigahertz or 5 gigahertz [12]. A wireless connection is the most
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popular method of connecting to the internet since it is easier to connect, more
flexible, cost-effective and most devices do not offer ethernet accessibility.

2.2 Vulnerabilities in Home Area Networks

The reason why a home HAN is vulnerable is because of the vast amount of Internet
of Things (IoT) combined within a network. According to [10] the average family
in the digital age uses ten IoT devices, this figure increases to fifteen with a family
of five. The issue with this is that the more IoT connected to the HAN the more
opportunities this renders to an attacker targeting the network. This then produces
more access points to penetrate the HAN and thus maliciously access the content
[13]. Once accessed, an attacker would have a gateway into the network and access
information within. Subsequently, if the network were connected to a corporate
network, they could then access this through the initial breach into the HAN. The
National Cyber Security Centre (NCSC) [14] claims that remote workers attract
significant amounts of risks, and these risks bring increased threats to the corporate
network. Implementing the least privilege principle is imperative to restricting what
employees can do and therefore minimising what attackers could do if their accounts
were to be compromised.

Researcher [15] proved how vulnerable the home network really is, by hacking
into his own network in twenty minutes. He was able to access his HAN through
IoT devices such as smart televisions and network devices and elevate himself to
administrative privileges. The reason he achieved this was his devices did not have
automated software updates, therefore the software was vulnerable to attacks. He
achieved this by targeting his network-attached storage (NAS) and used this as a
backdoor into the network.Hewas then able to pivot through other vulnerable devices
and escalate privileges throughout his network.

Similarly, [16] was able to circumvent the HAN firewall and release malware
from a smartphone. They then scanned the HAN for vulnerable IoT devices to target
before preparing an external attack. This supports previous evidence that IoT devices
are largely vulnerable to cyberattacks and these two examples show how vulnerable
a HAN can be.

Figure 2 shows data collected by [17] from sixteen million global households,
the figures are shown in percentages. The most common vulnerability was 69.2% of
household’s routers had weak credentials. This means that these homes were espe-
cially vulnerable to credential guessing, dictionary attacks, and brute-force attacks.
Further, the data shows that 59.7% of households had vulnerable routers, with
attackers then being able to access the router and change the credentials. This would
then present the opportunity into the corporate network from the initial foothold into
the HAN. 59.1% of users had never accessed their routers or updated the software,
this would leave the households vulnerable to attacks because they would be without
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Fig. 2 Data from sixteen
million homes showing
security vulnerabilities [17] 40.8

69.2

59.7

59.1

At least one vulnerable device to cyberattacks
Access by weak credentials
Vulnerable access through routers
Routers that have never been updated or accessed by user

the latest patch. Finally, 40.8% of households were vulnerable to at least one cyber-
attacks. These high statistics show how vulnerable the HAN is, and emphasising this
to remote workers is imperative to mitigating the problem.

A HAN can be accessed by any device that can access its perimeter through the
Internet [18]. The main access point for internal and external traffic is the router;
these stores imperative information such as Internet Protocol (IP) addresses, routing
information, andMediaAccessControl (MAC)addresses [1].Most internet providers
now use Wi-Fi Protected Access 2 (WPA2) protocol in their routers, which HAS
superseded the WPA and Wired Equivalent Privacy (WEP) protocol [19]. WPA2
offers more security by using the Counter Mode Cipher Block Chaining Message
Authentication Code Protocol (CCMP) andAdvance Encryption Standard (AES). As
a result of CCMP and AES this ensures confidentiality and integrity; however, [20]
reports of a vulnerability to Denial of Service (DoS) attacks and thus compromising
the availability. A further problem with home routers is that reports have shown the
software embedded is often five to six years older than the current models [21].
Users who are complacent or generally not security-aware could render their home
networks vulnerable because of this issue. The annual threat report by [22] supports
this with their research on routers: D-Link, Linksys, Netcore, and Shenzhen. These
types of routers were significantly targeted between March and June 2020 using
malware against remote workers. Weekly attacks of 160,000 suggest the increased
activity was against remote workers intending to pivot into the corporate networks
or use them for mass botnets.

Figure 3 illustrates data collected by [17] on themost popular devices used in smart
homes and the most vulnerable to cyberattacks. The graph shows that the most used
andvulnerable electronic device is networknodes. These include personal computers,
laptops, routers, smartphone, and servers. All devices on the graph were shown to be
vulnerable to cyberattacks apart from audio equipment and voice assistant devices.
The graph shows the data in percentage of millions of people across western Europe.
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Fig. 3 Data showing the most used and vulnerable IoT devices in western European households

The problem with IoT is that they do not come with secure credentials and most
users disregard implementing them. This causes an access point to be insecure and
thus an avenue into the home network. Employeesmust consider thiswhen connected
to the internet and especially when connecting to their corporate network.

It is not only hardware, which is vulnerable within a home network, the user,
if unaware of the threat, is also vulnerable. This means that users are vulnerable to
social engineering through phishing andmalicious hardware such as Universal Serial
Bus (USB).

Social engineering is a concept of attackers trickingusers intomaliciously granting
them access into the users’ account. This then leverages access into the remote
workers’ corporate network, where the attacker could pivot from home to corporate
within cyberspace [23] have predicted that home networks will be targeted by sophis-
ticated attacks using artificial intelligence (AI). The attacks are called DeepAttacks
initiated using polymorphic and metamorphic malware which evades firewalls by
changing their code and appearance [23] further report that AI will use fake URL
and HTML phishing sites orchestrated by vast amounts of bots to maliciously target
home networks. The incentive will most defiantly be to gain a foothold into corporate
networks and escalate privileges.
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3 Cyber Threat and Their Motives Against Remote
Workforce

Cyber threat actors are increasingly targeting remote workers because of the signif-
icant number of individuals who are working from home, and that are vulnerable to
attacks. A report by [24] cites McAfee that a large number of users are being targeted
through the Remote Desktop Protocol (RDP). RDP is a network protocol that is
exposed to the Internet [25] and this is vital when connecting to corporate networks;
however, criminals have realised this and are now targeting RDP to leverage access
into the corporate network themselves. In mid-2020, the National Cyber Security
Centre (NCSC) identified an increase of 127% in exposed endpoints. This means
that an attacker could use RDP and execute remote code so that they could leverage
access into that machine, or worse, the corporate network. This is how the worm
‘BlueKeep’ was used to compromise RDP and takeover Microsoft machines using
a full graphical user interface [26].

Advanced Persistent Threats (APT) and Criminals. APT and criminals hold
the same incentive, to steal data for financial gain or steal industry secrets for future
production purposes. Since the start of 2020, these two types of attackers have been
at the heart of most attacks and they continue to exploit remote workers using the
pandemic as a malicious deception plan.

In the UK, the NCSC [27] thwarted 2000 online scams related to COVID-19,
555 malware sites and 200 phishing sites. This was at the height of the pandemic
when high numbers of employees were working from home. Furthermore, the NCSC
and the United States of America’s (USA) Cybersecurity and Infrastructure Agency
warned of increasing attacks from advanced persistent threat (APT) groups using
malware and ransomware attacks against home workers. [28] cited sources on a rise
in cloud-based attacks which rose by 630% between January to April 2020. Further,
phishing scams rose by 600%, and ransomware rose by 148%. It is clear from the data
that cybercriminals abused the pandemic as amalicious social engineering technique.

According to [22] annual threat report, attackers are using a browser injection
method to target home workers who are browsing the web. The malware is said to
infect the user when unknowingly complacent workers are browsing the Internet
from home, subsequently covertly bypassing security to access corporate networks.
The attacks increased at the height of the pandemic fromMarch 2020 onwards. APT
groups: APT36 from Pakistan and an APT linked with China used spear phishing
to install malware to capture machine information using screen capture tools. It was
also reported that these COVID-19 scams were able to install remote-access Trojans
to access these machines and most likely use at a later date [29]. This data shows the
level of influence and leverage COVID-19 had to be maliciously used against remote
workers. The Foreign Secretary Dominic Raab [30] warned of cyber actors such as
criminals and APT groups targeting individuals using phishing techniques to scam
remote workers. The NCSC and CISA further warned against this threat which could
be a technique to leverage access into the National Health Service (NHS) database.
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Their incentive is most likely traversing the network and searching for integral infor-
mation on the UK’s approach to COVID-19. Moreover, the NCSC suggests that the
criminals behind the COVID-19 phishing scams will be targeting remote workers
for financial gain [31]. The NCSC further report of advanced phishing methods
using World Health Organisation (WHO) Director-General Dr Tedros Adhanom
Ghebreyesus as the originator. The emails were observed by the NCSC with the
finding to be of a malware called Agent Tesla. Using this spear-phishing technique,
attackers can then access PII and steal sensitive information to further sell on the
Dark Web [32].

In addition to phishing techniques, the NCSC report of an increase is user creden-
tial exploit. Attackers used password spraying techniques to attempt to compromise
NHS workers credentials and use these to access the corporate database [31]. It is
likely that if successful, the attackers would be looking to steal personal identifiable
information (PII) to sell on the Dark Web for financial gain. It is not known what
type of attackers these are; however, criminals or APT are most likely since their
motive is financial. Moreover, since remote workers have been utilising communi-
cation platforms such as Zoom and Microsoft Teams, attackers have been planting
phishing emails with embedded malware. The NCSC and CISA report that attackers
can then hijack the software, eavesdrop on the conversation or takeover the confer-
ence calls [31]. Reports suggest that attackerswere using this vulnerability and falsely
impersonating other persons to access these online conferences [33].

Nation-State. These are highly skilled professionals who act upon direction from
a country whose incentive is to disrupt or harm a foreign entity [34]. In the second
quarter of 2020, the Australian Government reported an increase of 67million cyber-
attacks compared with the prior quarterly report [35]. The Australian government
further report in their cyber strategy report that these attacks, along with others, are
originating from nation-states. It is not reported which nation-states are behind these
attacks; however, reports suggest that the attacks were attempts on customer data
[35]. The USA financial department also saw a steep rise, cybercrimes rose by 238%
between February and April 2020 [36]. Again, the report suggests the attacks are
from nation-state actors and criminals who exploited databases using COVID-19
phishing scams. The report concludes that the USA was inadequately prepared due
to the Trump administration disbanding various top cyber positions, and thus not
having the correct professionals in-place.

Figure 4 shows data from [37] on nation-state actors, criminal, and unknown
attackers. The data suggest, that since the start of the pandemic, criminals with
financial motive have dominated the cyberattacks; however, nation-state attacks still
stand with 13% of the attacks meaning organisations must still stay vigilant to the
nation-state threat.

Insider. An Insider threat is a person who is a current or former employee, or
someone that has access to an organisation and poses a significant malicious threat
[38]. Moreover, an insider can be someone who accidentally abuses their power
within the network, more commonly known as a negligent insider [38]. An example
of a negligent insider can be an employee who has been granted too high privileges
and accidentally deletes critical data. A report by Fortinet [38] state that 54% of
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negligent insider attacks are believed to be from lack of training. Increasing infor-
mation security through governance and practical training should be an organisation
objective.

Generally, there are two types of incentives that malicious insiders have, these
can be categorised into:

1. Digital: A digital threat is an insider whose incentive would be to maliciously
access the network and extract sensitive information, mass data, and traversing
the network to access information not associated to that person [39].

2. Behavioural: A behavioural threat is an insider who attempts to circumvent
network security to violate the system to disrupt or harm business operations.
Warning signs would be a known disgruntled employee whose behaviour is
unusual, especially who is active during non-working hours [39].

The report by [38] shows the most likely motivations from a malicious insider
perspective. The data was collected during 2019 from 400,000 professionals specifi-
cally on the insider threat. Figure 5 shows that fraudwas themain factor for an insider,
the criminal incentive is to leverage fraud and use this for financial gain. Additionally,
monetary gain holds the same meaning, with the underlying incentive being finan-
cial gain. On the contrary, sabotage was at 43% which, most likely originates from
malicious employees whose aim is to cause harm to a specific organisation. Figure 5
shows a full list of an attacker’s motives based on 400,000 individual’s opinions.

The increase of the aforementioned cyber threats indicates a need for a strong
cyber hygiene culture individually and more importantly in corporate environment.
The next section discusses cyber hygiene and the best practices to reduce the chances
of cyber-attacks.
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4 Critical Analysis of Individual Cyber Hygiene

Cyber Hygiene is not much dissimilar to personal Hygiene. Often these two concepts
are compared closely with each other. According to [40] personal hygiene refers
to maintaining health to prevent diseases. There are several factors involved in
preventing the risk of spread, for example, environment, hand hygiene, sterilisation
of equipment, disposal of waste etc. Similarly, Cyber Hygiene is related to the safety
of data. The factors such as maintaining functional devices and updating necessary
protective software are considered to prevent the risk of data loss or corruption. Like
personal hygiene, cyber hygiene needs to be adopted as a regular practice.

Cyberspace is often interpreted as the internet (a network of networks). According
to the cybersecurity intelligence (2020) Cyberspace is regarded asmanaging physical
space, however, with the advent of the internet, the term is more related to symbolic
and figurative space that exists within the scope of the internet. Words like Cyber-
security, cyber-crime, cyber-war, cyber hygiene etc. are derived from it. These all
are preventive measures to keep the data safe either stored or in transmission, from
external or internal cyber-attacks.

The frequency of Cyber-attacks is rapidly increasing in all sectors and an increase
in demand for the improvement of cyber hygiene is required [41]. According to the
European Union Agency for Network and Information Security [42], cyber-attacks
are increasing in the corporate world. The UK government report indicated that
around 80% of cyber-attacks are because of the poor cyber hygiene within the victim
organisation, in other words, the individual system user. A survey conducted by the
UK government agency, [43] also indicated that almost half of the business (46%)
reported having cybersecurity breaches or attacks in the last 12 months. In a report
from [44], it was estimated that the total number of connected devices by the end
of 2020 will be around 200 billion. This estimate was collected with the help of
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Fig. 6 Rate of internet sales by office for national statistic

Symantec security centre based on year on year trends, however, this did not include
the COVID-19 pandemic factor.

Based on various research, it was identified that the online activity across the UK
has increase by around 129%. This increase has resulted in the growth of the internet
retail sales market. According to the Office for National Statistic the percentage of
internet retail sales from total sales pre Covid-19 was 19% (February 2020), but this
spiked to 32.8% (May 2020) post COVID-19 (illustrated in Fig. 6). According to
the same report, the annual increase in online sales was approximately 2%. While
post COVID-19 there was an increase of approximately 19%. Similarly, in April
2020, 46.6% of staff work from home or remote locations. Since Covid-19 many
organisations were forced to start remote working at a cost of their survival. Hence,
the introduction of emergency systems to operate online have introduced poor cyber
hygienepractices.Newly joinedusers in this domain,with noor very little knowledge,
have increased the chance for cyber-attack.

In recent history, banks were facing serious cybersecurity issues due to their
desire for digital transformation. Banks in the UK launched many campaigns to
update security procedures and educate individual users for better cyber hygiene on
government instruction to safeguard the public interest. Attackers can easily sweet
talk individuals into either transferring money or give away their access details.
Except for private organisations, some governments initiated different activities like
a review of cyber hygiene practices and preventive measures by the European Union
Agency for Network and Information Security [45]. The report concluded that there
is no one solution that fits all scenarios and this is because of other variables in
mind such as local infrastructure, culture etc. Hence different hygiene solutions
were proposed for organisations in different countries to protect themselves.

In February 2013, the National Institute of Standards and Technology (NIST) was
directed to work with stakeholders to develop a framework for reducing cyber risk on
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US Presidential order. The first version of Cybersecurity frameworks was released a
year later in February 2014, later modified in 2018. The new framework consists of
three main components i.e. Core, tiers, and profiles. These frameworks and security
measures prevent form problems like Data loss, security breach, misplaced data etc.

For building the best practices culture of strong cyber hygiene following are
some common measures discussed in different literature. These hygiene practices
are guidelines, they define what an individual should do and do not define what they
must do.

I. Update system software and hardware

Post 2010, due to the increase in cyber-attacks and systems getting more integrated
the software & hardware manufacture diverted to focus on security along with the
maximising the performance. Continuous software updates are released, and better
secure hardware equipment are made available. These updates do not necessarily
mean that you are entirely safe from attacks. The hackers are crafty and find loop-
holes or backdoors to infiltrate. These updates also come with a cost. This might be
affordable by organisations but for an individual, this might be challenging. In some
cases, software updates are not free, also continuous update needs more memory
space. Similarly, replacing or updating hardware is also costly and hence mostly this
is not done by individuals. However, this does not mean that one should stop applying
available or possible updates.

II. Sending and receiving emails

Emails are one of the biggest threats in cybersecurity. These are the source of
importing malicious applications programs (malware) into the system and individ-
uals must understand and review what drops in their inbox. However, attackers are
nifty and structure emails or phishing websites that look legitimate. An individual
can further secure email using two-factor authentications or by email encryptions to
secure leak of information.

III. Strong access policies

One of the main requirements of remote working is access to organisational systems
and data provided through authenticated access. These credentials can be used on
a personal device over a home network or sometimes on a public network. In these
cases where either an individual is sharing a network or device, the risk of cyber-
attack is greatly increased. Use of preventive measures like VPN on a public network
would make it difficult for attackers and facilitate tracking. One very important
security measure recommended is to maintain Cyber Hygiene is “Strong Password”.
Although the strong password policy had made passwords difficult to break but easy
to discover. To reduce the risk of forgetting password the user normally writes the
password down in a location where they can find it easily. Mostly it is either on a
desktop file or one a mobile phone. A quick sniff through recent document can easily
reveal the login details. Also, some users will save the credentials in browsers. This
could be easily exported and accessed or even used in case of shared devices.
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IV. Cyber hygiene plans

Cyber hygiene practices should be part of a routine, a habit to ensure the safety of
data. Hence it is important to draw up plans to prevent, identify, respond, and recover.
These plans should be revisited on regular intervals or in case of any system changes.
For example, an individual might consider changing passwords to prevent malicious
activities and unauthorised access especially default password on applications and
hardware devices such as routers provided by ISP’s. Performing software updates
should also be in the review list. For more advance and secure environment, an
individual or organisation may want to implement security framework like NIST
framework.

5 Critical Review of Cloud Security and Cyberattacks
Against Remote Workforce

During the COVID-19 pandemic, homeworking was used as a mean to contain and
slow down the propagation of the virus. In April 2020, 46.6% of people in employ-
mentworked fromhome [45] and 56%of employees used their personal computers to
work remotely [46]. This abrupt change resulted in companies deploying digital tools
and processes to make remote work fast and reliable without reducing employee’s
self-management abilities.

Among the tools deployed by companies to facilitate remoteworking, cloud-based
collaboration tools (Google Suite, Lotus, Slack, Microsoft Office 365 etc.…) were
mostly used. Cloud-based collaboration tools provide advantages such as simple
deployment and maintenance, easy accessibility, storage and sharing capabilities,
increased mobility, real-time communication, secure data transfer and management
etc.…

After the fast deployment of cloud-based collaboration tools, an increase of cyber-
attacks on cloud-based systems was recorded. In 2020, up to 24% of data breaches
were related to cloud assets and 73% involved email or web application servers [47].

This section reviews the main layers of cloud computing, explains the various
surfaces used by attackers to perform attacks and describes the Man-In-the-Middle
(MiTM) and the Distributed-Denial-of-Service (DDoS) attack.

5.1 Cloud Computing Layers

Cloud computing provides services by relying on threemainmodels: Infrastructure as
a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS). Each
layer offers specific services and can be accessed using various methods. Figure 7
gives an overview of the different layers and how users interact with them.
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Fig. 7 Cloud layers

Infrastructure as a Service (IaaS) provides users with computational resources
such as virtual machines, file-based storage, firewalls, IP addresses, Virtual Local
Area Networks (VLANs), software bundles and other resources [48]. On a practical
level, with IaaS users have control over operating systems and have a wide range of
possibilities available. Well-known IaaS services are Amazon Web Service EC2 and
S3 [50].

PlatformasaService (PaaS)provides userswith “a computing platform typically
including operating system, programming language execution environment, database
and web server” [48]. With PaaS, users can develop and deploy applications in a
controlled environment and reduce the constraints linked to buying and managing
software and hardware devices. However, users have no control over other resources
such as the network, servers, or storage. Well-known services based on PaaS model
are Google App Engine and Microsoft Azure [50].

Software as a Service (SaaS) provides users with the ability to use applications
running on the cloud. The applications are installed and maintained by the cloud
providers and clients can access them mainly through web browsers however, some
of those applications require the user to download and install the software. In this
scenario, users do not have control over the cloud infrastructure and are limited to
the application.

Most of the layers and their applications can be accessed by clients using web
browsers and do not require any preinstalled software to be utilized.

5.2 Attack Surfaces

Attack surfaces refer to a set of sections during a user’s interaction with the cloud.
During a typical use of the cloud, three main parties interact: the service user,
the service, and the cloud provider. These three element’s interaction results in
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the following surfaces: Service-to-User surface, User-to-Service surface, Cloud-
to-Service surface, Service-to-Cloud surface, Cloud-to-User surface, and User-to-
Cloud surface. Figure 8gives a detailed descriptionof the interactionprocess between
the three parties.

The most vulnerable surfaces are the Service-to-User and User-to-Service
surfaces. Since the interaction between these parties takes place through a simple
server-to-client interface, it allows attackers to execute a wide range of attacks that
are not cloud-specific. On the Service-to-User and User-to-Service surface, users
access services through web-browsers hence attacks possible in this case can range
from browser-based attacks tomore traditional attacks. Some of the popular browser-
based attacks used in this case are SSL certificate spoofing, Phishing attacks, Cache
Poisoning, Cross-user Defacement and more traditional attacks performed are buffer
overflow, SQL injection, privilege escalation, spoofing, MiTM etc.

Cloud-to-Service surface and Service-to-Cloud surface refer to the interface used
by the service and the cloud system to interact. Although it is hard to differentiate both
instances (cloud service and cloud system), their interaction generates vulnerabilities
that can be used to perform attacks. On the Cloud-to-Service surface, attacks revolve
on ways the cloud system can impact its services and with administrator privileges,
the damages from attacks on this surface can be irreversible. Attacks on this surface
can impact service availability, data privacy, data integrity and much more. On the
Service-to-Cloud surface, the impact is the same, the attacker tries to use the service
instance to impact the server, attacks usually involve DDoS and attacks on cloud
system hypervisor. To perform a DDoS attack on this surface, attackers use the
service to request more processing resources to create resource exhaustion.

During a standard interaction between a user and the cloud system, there usually is
a service in themiddle to give access to the cloud. In this case, theCloud-to-User and
User-to-Cloud surface refer to the interface provided by the cloud system to users to
control services, manage settings, add/remove services and perform other changes.
Attacks on these surfaces involve phishing attacks and other user-directed attacks,
the aim is often to manipulate users into giving access to attackers by mimicking
cloud providers or other standard phishing methods.

Fig. 8 Users interaction
with the cloud
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5.3 Distributed-Denial-of-Service (DDoS)

“A Distributed-Denial-of-Service is an Internet-based assault that is delivered from
multiple sources to one destination” [50]. A successful DDoS attack render networks
inaccessible, stops network devices functions and sometimes impact Internet Service
Providers (ISP) resulting in a loss of service on the client’s end [50]. In a typical
DDoS attack, they are four standard components: an attacker, master hosts, zombie
hosts and a victim host [51]. In this scenario, the attacker is the individual performing
the attack, themaster hosts are computers and IT devices running themaster program,
the zombie hosts are computers running the agent program (bots) and the victim host
is the target of the DDoS attack. When the attack is initiated, master programs send
commands to the agent programs through a client/server medium. Using this method,
more than thousands of agent programs can be initiated and perform synchronised
attacks on the target. Figure 9 illustrates a typical DDoS attack on the cloud.

In this scenario, an attacker uses VM machines to create a Denial-of-Service.
Using various bots and compromised machines over the internet, the attack is initi-
ated, and bots send a lot of fake traffic to the target. However, cloud services function
such as when VM machines are overloaded (requires more resources), the cloud
system goes into an auto-scaling mode and assigns more CPU (resources) to the VM.
Except for the auto-scaling method, the cloud system has several methods to deal
with overloaded VM. VM can either have more resources assigned or be migrated to
higher resource capacity servers and much more. In case there is no control system
in place, resources keep on being allocated to the VM. This process empowers the
DDoS. Ultimately, the cloud system runs out of resources (resource exhaustion) and
result in a Service Denial [52].

A more advanced and reliable method to perform DDoS is using BotClouds.
With Botnets being hard to gather and maintain, the BotCloud method resolves this
issue by providing bots that are always available and completely under the attackers’
control. Botnets are easy to set and attackers can legally purchase a large group of

Fig. 9 DDoS attack in cloud
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Table 1 Direct and indirect
effects on DDoS attack on the
cloud [52]

Direct effects Indirect effects

Service downtime Attack mitigation costs

Economic losses due to
unavailable services

Energy consumption costs

Business and revenue losses Reputation and brand image loss

Dependent services
downtime

Collateral damages in cloud

Scaling driven economic
losses

Smoke-screening attacks

machines from Cloud Service Providers (CSP) and install bots on each machine to
form a cloud-based botnet (BotCloud) [53].

A successful DDoS can have serious impacts on CSP (Cloud Service Provider),
users, businesses, and other instances. The effects can be classified into two cate-
gories: direct effects and indirect effects. Table 1 shows the various impact DDoS
can have at various levels.

5.4 Man-in-the-Middle Attack (MiTM)

“A man-in-the-middle attack refers to an attack where the attacker goes between
communicating devices and snoops the traffic between them” [54]. In this attack, the
attacker connects to both devices and relay traffic between them giving an impres-
sion of communication going normally while it goes through a third-party device
(the attacker’s system) eavesdropping on the communication. Once the attack is
successful, the attacker “can either listen to the conversation and or pose as one of
the recipients of the communication” [55]. Furthermore, the attacker can intercept
and modify legitimate communication between communicating devices [56].

For a Man-in-The-Middle attack to be successful the first requirement is to be
able to intercept and relay traffic between devices. The challenge is to be able to
insert an illegitimate user into the data stream without being detected. For that, the
attacker needs to convince both devices that his machine is their intended recipient.
Attacks like session hijacking or ARP poisoning can sometimes be used to create
trust on both sides of the communication.

During a typical interaction between a user and the cloud, the user is connected
to a wireless router or an access point either through the Wi-Fi using devices such as
tablets, laptop or smartphone or through a wired connection on a laptop or desktop.
The router receives data from the cloud and transmits it back to the user. Figure 10
gives an overview of the communication process between remote workers and the
cloud.

As previously mentioned, users access cloud services using web-browsers. Using
various tools, it is possible to perform a Man-in-The-Middle attack and monitor



302 U. J. Butt et al.

Fig. 10 Communication
between cloud and remote
workers

incoming traffic from a user. In this scenario, the user uses a Windows 10 machine
and the attacker uses Kali Linux to perform the attack. The following tools are used:
Nmap, Ettercap-graphical and TCPDUMP. Ettercap is a preinstalled tool in Kali
Linux used to perform various versions of MiTM attack and Nmap is a network
discovery and security auditing tool used for scanning.

• The first step is the reconnaissance phase. It is critical to gather information on
the victim such as IP address, open ports, services running on the machine etc.
Using Nmap with the -sP attributes, the attacker scans a range of IP address to
identify potential victims and type of services running on the system using the
following command “nmap -sP 192.168.1.0/24”.

• The next step is to use Ettercap to first perform an ARP poisoning attack, that will
giveMan-in-The-Middle access. This step is important since it allows the attacker
to corrupt ARP tables of each instance (router and target). To do that, the first step
is to start Sniffing process in Ettercap, next set Targets: Target 1 as the network’s
default gateway (192.168.1.0) and Target 2 as the IP address of the previously
identified target (IP address of Target) and then launch ARP Poisoning.

• Finally, while the ARP poisoning is running, use a traffic sniffing tool like Wire-
shark, TCPDUMP and others. The traffic sniffing tool can capture traffic coming
from the target.

Using this process, attackers can gather targets’ critical information, gain unau-
thorised access and/or cause irreversible damages. It is then critical to implement
processes and methods to improve users and cloud security. Various means are
employed by Internet Service Providers, Cloud Service Providers, and IT experts
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to counter those attacks. The next section not only discusses efficient countermea-
sures to deploy to counter DDoS and MiTM attack but also provide guidance on
general security measures users should practice and be aware of.

6 Recommendations to Counter Malicious Cyberattacks

The recent rise in the adaptation to a remote working environment poses a potential
threat to cloud services and data security. It is needful that employees and business
owners adhere to precautions and safety mechanisms that are either ethical or tech-
nical. These procedures are termed as countermeasures or controls towards potentials
cyber-attacks. This section will address potential countermeasures towards DDOS
attack and MITM attack as well as other relevant security controls that need to be
considered within a remote working environment.

6.1 Mitigation Against DDoS Attack

In a cloud environment where resources are shared by many users, there is a great
possibility for a DDOS attack to occur where legitimate users are denied access. The
attack scenario demonstrated in the previous section causes service unavailability
by exploring possible vulnerabilities within the given network as well as its security
framework. The purpose of this mitigation is to ensure that network communication
is not blocked, or legitimate users are not denied access to services. One of the key
challenges in dealing with a DDOS attack is to differentiate between a request from
an attacker and that of a legitimate user, though the former is derived from a large
number of distributed machines [57]. A targeted user can minimize the incoming
threat by using specially built network equipment or cloud-based security service.
Themitigation procedurewill be considered as routing (traffic routing acrossmultiple
data centres), detection (detection of attack signature as it occurs), response (filter
malicious traffic at the network edge), and adaptation (adaptation ofmachine learning
to attack patterns) [58, 59]. However, the mitigation procedure in this section will
emphasis on filtering malicious network traffic from overwhelming the main server.

6.1.1 Deploying Web Application Firewall

By intelligently dropping malicious bot traffic and absorbing the rest of the traffic,
the DDoS defence network responds to an incoming established threat. The deploy-
ment of a Web Application Firewall (WAF) on layer 7 (application layer) attacks,
protects web applications by filtering and monitoring HTTP requests between web
applications and the internet. A DDOS attack on layer 7 could be targeted toward the
CPU intensive or the business logic code of an application which involves making
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Fig. 11 Reverse proxy server workflow

requests of large files or adjusting file sizes. The enforcement of the latency trigger
on each object to intercept traffic to the compromised object while transmitting traffic
to objects that do not experience response-time degradation [60].

WAF serves as a shield between the web application and the internet. WAF oper-
ates as a reverse proxy. A reverse proxy intercepts a request made by the client to a
server. The interception takes place at the network edge where a request is sent to
the main server by the reverse proxy for a response. In this scenario, a request from
the client is been monitored and reviewed in line with the policies that make up the
architecture of the reverse proxy [61].

A typical reverse proxy server workflow is illustrated in Fig. 11. In the scenario
illustrated, all request from the user devices(A) to the internet goes straight to
the reverse proxy server(B). The reverse proxy then sends the request to the main
server(C). The required response is then passed on from the reverse proxy server(B)
to the user devices(A).

WAF serving as a reverse proxy, a set of rules and policies are established. This
provides a defence mechanism against vulnerabilities by filtering malicious traffic.
A WAF’s benefit derives in several ways depending on the speed and ease with
which policy amendments can be enforced, making room for an efficient response
to varying attack vectors. In the occurrence of a DDOS attack, the rate-limiting can
immediately be implemented by amending WAF policies [62]. A web service with
tones of requests can adapt to a WAF as a means of balancing the traffic load and
evenly distribute the request to servers available. This also ensures that the web
platform does not reveal the IP address of its origin server(s), making it difficult for
attackers to administer an attack against it. Instead, the attack will be directed to the
reverse proxy server which is well equipped with the needed security infrastructure
to prevent overwhelming of the main server. Figure 12 shows a WAT application
scenario.
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Fig. 12 WAT application scenario

6.2 Mitigation Against Man-in-the-Middle Attack

The attack demonstrated regardingman-in-the-middle is geared towards intercepting
data flow and gaining unauthorized access to data in transit or data at rest. To outline
relevant mitigation procedures towards such an attack within a remote working envi-
ronment, it relevant to consider themajor factors that lead to the attack. Inmost cases,
an insecure communication link is exploited by attackers which leads to network
hijacking and network stripping. It is needful to tailor themitigation procedure in line
with achieving a secured andwell-encrypted connection to prevent network intrusion
or minimize the level of attack impact. The use of multi-factor authentication focus
on ensuring that only legitimate users have access to network resources. However,
authentication alone does not eliminate the potential occurrence of a MITM attack
[63]. It is needful that network operators or organizations deploy a more reliable
network encryption protocol. This ensures end-to-end encryption between the user
and the network, hence making data transmission secured.

6.2.1 End-to-End Encryption

End-to-end encryption is simply encrypting data during creation and only decryption
at the point of use [64]. This means data transmission remains encrypted until been
accessed by the legitimate recipient. End-to-end encryption can be between a user’s
application and a data processing server. It can also be between two users on the
same application either being a mail service or data transfer service. It also satisfies
interaction between a user and multiple devices, especially in situations where a user
needs to make use of several devices in carrying out work duties. This also ensures
that in each step of the data transmission, an encrypted data object is been handled
instead of the data itself.
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Fig. 13 Basic illustration of QKD concept

6.2.2 Quantum Key Distribution for End-to-End Encryption

The Quantum Key Distribution (QKD) algorithm can be adopted for end-to-end
encryption as indicated in [65]. QKD makes use of random bits as tools in the
encryption and decryption process, while every message is been converted into a
photon. Photon only handles the encryption of data by making use of tokens which
expires after a period [66]. Deploying QKD involves the value of the generated bit
which is been determined by the photon either being 1 or 0 which is been generated
at the sender’s point and calculated for decryption at the recipient’s end [67]. An
interception from a third party will result in the cryptographic file being destroyed
and returned to the sender. The QKD mechanism operates on the unpredictable
principle of quantum physics [68] making it impossible for a third party to gain
access or eavesdrop on transmitted data as well as to determine data characteristics.
A private key which is included in the process of data transition is required by the
recipient to gain access to the data. The private key generated is used in accessing
and converting data which in return ensures data privacy is maintained. The working
mechanism of QKD is illustrated in Fig. 13.

If by any means an attacker gain access to transmitted data, they only get the
encrypted data and not the actual data. This means there is a cryptographic control
of data at every stage of the transmission. The end-to-end encryption ensures that
data is not exposed hence preventing an attacker from enjoying any unauthorized
privileges either through eavesdropping or session hijacking.

6.3 Security Controls and Related Threat Elimination

Although there are various sophisticated countermeasures that can implemented to
mitigated or limit impact of cyber-attacks, there are also simple security controls that
implemented correctly have a huge impact on potential threats. Table 2 shows some
important controls and the threats it eliminates.
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Table 2 Security controls and threats affected

Security control Eliminated threat

Deploying the use of virtual private network Preventing the exploitation of user
information such as IP address and location by
ensuring anonymity

Monitoring of administrative changes by
reviewing logs regarding password change,
account creation, and deletion

The monitoring process provides an insight into
network activities to determine anomalies that
might lead to unauthorized intrusion

Adapt the use of Alphanumeric passwords
with symbol combination which might be
difficult to predict

The implementation prevents impersonation and
identity theft

Limiting administrative access to make sure
not all privileges are given to users

Prevention of unauthorized access and data
falsifying

Installing a network intrusion detection
system such as SNORT

The setup provides first-hand knowledge on any
potential unauthorized intrusion within a given
network by providing detailed logs and analysis
on network performance

Ensuring effective BYOD management
through the implementation of policies in
that regard

Establishes security awareness among workers
regarding the use of personal devices in
accessing company resources. A well-Structured
policy could prevent the use of malicious devices
as well as session management

7 Conclusion

The research done in this paper highlight the way cloud systems provide essen-
tial infrastructure and services in the context of remote work. The benefit derived
from cloud systems cut across users, developers, and service providers. As initially
discussed in this paper, cloud services and its related technology faces numerous
threats due to the high volume of demand and deployment of tools on cloud resources.
It is of no doubt that remote work has come to stay amid COVID-19, as well as the
potential increase of related cyber threats. Organisations and business owners are
constantly advised to maintain cyber hygiene and to implement policies that safe-
guard their employees, resources, and operations while using a cloud system. Poten-
tial cyber-attacks administered against cloud systems and its related attack vectors
were addressed in the research. The attack procedures expose how sophisticated
cyber-attacks have become and the vulnerabilities that are been exploited on a cloud
system. These attacks result in services unavailability, identity theft, unauthorised
access and deprived of data privacy. As a means of addressing these issues, the
research paper outlines relevant mitigation and security controls that are both tech-
nical and ethical. The attacks demonstrated hijacks data communication and floods
network connection with malicious traffic. This results in Man-in-the-Middle and
Distributed Denial of Service. By deploying a Web Application Firewall, network
traffic is filtered to prevent cloud servers from being overwhelmed. A Quantum Key
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Distribution is recommended as an encryption protocol that provides end-to-end
encryption for data communication to prevent eavesdropping.

Irrespective of all the technical mitigation outlined, the paper also provided ethical
controls that need to be adhered to by employees while working from home. It is
recommended that organisations provide security awareness and to also implement
rigorous BYOD policies that govern employees on using devices in carrying out
work duties. These policies are to serve as a guide for employees to stay safe in their
operation while working from home.

Amid the COVID-19 pandemic, remote work is inevitable and the deployment of
cloud resources while at home has become part of the daily work duties. Ensuring a
safe cloud environment is paramount for both employers and employees as well as
information resources.
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The Magic Quadrant: Assessing Ethical
Maturity for Artificial Intelligence

Andi Zhobe, Hamid Jahankhani, Rose Fong, Paul Elevique,
and Hassan Baajour

Abstract This paper discusses the need for measuring ethics for organisations that
use anddevelop artificially intelligent software.Theprimaryobjective for this paper is
to bridge the gap between artificial intelligence and ethics through the development
of an ethical maturity framework that can be globally adopted and implemented
through the design stages of AI that considers ethics through the lifecycle of the
technology to support ethical evolution. This is a discussion that’s missing in the
realm of AI and is much needed in the rapidly evolving world of AI to regain control
and confidence in the technologies we use.

Keywords The magic quadrant · AI · Ethics · Digital societies

1 Introduction

The use of artificially intelligence within systems continues to be increasingly ubiq-
uitous however ethical considerations within the topic appears to be less familiar
among researchers within in Artificial Intelligence [34].

We first aim to understand general perception of ethics AI. To do this, a litera-
ture review will be conducted to identify current ethical considerations made and
consequences AI when those considerations are not made. In addition to the review,
we will carry out a questionnaire which will provide first-hand data asking specific
questions which we can analyse to support the need for a greater focus on ethics
within artificial intelligence.

It is accepted that measuring ethics poses a number of challenges. It is considered
difficult to quantify and quite relative to the subject. Throughout research, we will
establish methods used to measure ethics and hope to assess current technologies
said to incorporate AI, how data is handled by an intelligent system and link it to
normative, meta and applied ethics as well as their subcategories and how these
collide with legislations and regulations.
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It is considered achievable to develop a framework that can be used to assess the
ethical maturity of an organisation in respect to artificially intelligent systems. The
limitation to this may be that it cannot be globally adopted due to the natural ethical
diversity across the world. I would consider a framework that can be utilised as an
assessment in the development of AI a realistic outcome of this project.

2 Digital Societies

The World undergoes major digital revolution with the emerging technology – AI
in twenty-first century. Such disruptive changes not only improve the quality of our
living standards, but also create challenges to policy-makers in regards to privacy,
digital security, safety, transparency and keen competitions [27]. UnitedNations calls
for global “digital cooperation” on the provision of a better digital future for all [33].

In order to build an inclusive digital economy and society, there is a need
of improving the accessibility of the digital infrastructure, ehealth-care and e-
governmenet services. The digital divide is the gap that exists between individuals
who have access to modern IT and those who is unable to access. The International
Digital Economy and Society Index (I-DESI) 2018, using a similar methodology to
the EU DESI index, compares the average performance towards a digital society and
economy of EU countries with 17 non-EU countries. I-DESI measures performance
in five dimensions including broadband connectivity, human capital (digital skills),
use of Internet by citizens, integration of technology and digital public services [10].
The digital divides in terms of the DESI within the European Unions or I-DESI at the
international level are still large. In terms of gender, there are still digital inequality in
particular to those Eastern Europe countries in according to the “Women in Digital”
scoreboard [9]. The scoreboard assesses EU countries’ women’s inclusion in digital
economy in the areas of Internet use, Internet user skills as well as specialist skills
and employment based on 13 indicators.

There is also a need for the World to apply the existing frameworks of human
rights in the digital age. More and more decisions were made by AI nowadays
and these certainly improve our lives a lot. However, it is questioned that whether
such technologies also create new ways of not respecting or even violating human
basic rights. For instance, the deepfake technologies increase the chance of online
harassment towomen [31], and the development of personal care robot deepens social
isolation together with deception and loss of dignity [16]. The rights of children also
require high attentions in the digital age as most of young children go online without
the presence and guidance of their parents. There is insufficient protection to the
information that the children could access through the internet and social media.
They are the most vulnerable to online bullying and sexual exploitation. The widely
spread of violence, hate speech and fake news in social media destroy the human
virtues such as love, respect and trust. There is also a trend for the people feels
“happier and more comfortable” to interact with machine [32]. Is there an evolution
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of the meaning of a society from a group of people live together and help each other
to a more digial meaning—a group of people interact with emerging technologies?

3 What Is Identity?

In trying to define Identity, Zhu and Badr [35] quote Aristotle’s law of identity in
logic which rather cryptically states “each thing is identical with itself”. They then
present an interpretation of Leibniz’s Lawwhich provides a more practical definition
representing identity in terms of the properties of an object. Leibniz states that for
two entities to be identical, they must have all the same properties and conversely,
if two entities have all the same properties then they are identical. Zhu and Badr
then go on to examine that statement and conclude that reliance on identification
attributes alone to identify an object leads to an incomplete solution. Unfortunately,
this incomplete solution is mirrored in most traditional digital Identity Management
Systems in existence.

Muhle et al. [26] describes a digital identity as follows. “A digital identity can
be simply described as a means for people to prove electronically that they are who
they say they are and distinguish different entities from one another”. Whilst this
definition is non-controversial and is in line with accepted thinking, it lacks accuracy
and depth. To illustrate, if we extend this definition to the physical world, then a
physical identity can be described as a means of proving physically that a person is
who they say they are. This is traditionally achieved using a passport or some other
identity papers issued by a trusted authority. However, a passport isn’t a “physical
identity” it is a credential that proves a person’s physical identity and authenticates
their claim that they are who they say they are. It then follows that what is referred
to as Digital identity is sometimes a digital credential that authenticates some claim
that a person or entity makes and is sometimes a digital identifier that distinguishes
that person or entity from others in the same domain or context. In his seminal
blog of 2016, now considered to be the foundation of the Self-Sovereign Identity
concept, Allen [2] supports this argument by lamenting the confusion caused by the
conflation of state-issued credentials such as an identity card with the fundamental
concept of identity. He highlights that having one’s credentials revoked doesn’t mean
that one loses one’s identity and cites this as a crucial factor in the need for Self-
Sovereign Identity. Hence, digital identity must be considered an umbrella term, that
encompasses identifiers, attributes associated with those identifiers, and any claims
associated with those identifiers.

Kuperberg [19] expresses digital credential in terms of identity representations,
describing these in two different types consisting of owning a physical item such as
an identity card or knowing a secret such as a password. These factors are commonly
referred to as “something you have” and “something you know” respectively. In
doing so, he omits what is typically referred to as a third authentication factor,
“something you are”, which relates to biometric-based authentication. Whilst this
may seem like an oversight, his reference to numerous implementations based on
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biometric authentication, shows that he clearly sees biometrics primarily as a method
of protecting access to the private authentication information held within the first two
factors e.g. fingerprint protected smart card or a faceIDprotected IOScredential store.

Ferdous et al. [12] refers to the laws of identity as defined by Cameron and uses
this as a basis to define Self-Sovereign Identity laws. Cameron’s laws are presented
in the form of seven principles covering:

1. User control and consent
2. Minimal disclosure for a constrained Use
3. Justifiable parties (disclosure only to parties with legitimate uses)
4. Directed identity (the ability to restrict exposure of identity information to the

intended targets)
5. Pluralism of operators and technologies (the ability of multiple identity

technologies run by multiple providers to interact)
6. Human integration (Ensuring we define reliable, unambiguous and secure

communication mechanisms between the user and user interface when
exchanging identity information)

7. Consistent experience across contexts (expressing clearly to the user what iden-
tity information is acceptable and what information has been applied in a given
application context whilst ensuring the experience is consistent across contexts).

These laws are still respected in 2019, with state-of-the-art identity technologies
including Self-Sovereign Identity seeking to justify their worthiness through adher-
ence to these 7 principles, and Cameron himself stating in 2018 that “Identity on
the Blockchain must be subject to the Laws of Identity.”. Whilst it is evident that
Cameron’s laws contributed to the thinking that led to the GDPR, Ferdous et al.
[12], consider these laws relevant but incomplete in the context of Self-Sovereign
Identity. Some of the wording surrounding the definition of Cameron’s laws is overly
complex e.g. “Pluralism of operators and technologies” could be summarised by the
principle of “Interoperability” and inevitably some of the examples used to illustrate
these concepts could do with an update reflecting today’s technology landscape, but
the principles defined back in 2005 have clearly stood the test of time.

Ferdous, et al. defined digital identity using a mathematical model called the
Digital Identity Model or DIM [12]. Whilst this model supports Ferdous’ intention
of producing a model which is both methodological and comprehensive, it is not
easily accessible to those without a mathematical background and such does not
have the widespread appeal required to base a reference model on.

4 Ethics and Artificial Intelligence

Driven by technological advances and public interest, Artificial intelligence (AI) is
considered by some as an unprecedented revolutionary technology with the potential
to transform humanity [4]. With such a bold statement and potential impact, it is
deemed imperative that we consider how organisations aremeasuring their capability
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or if the consideration is being made at all. Especially with the use of technology
in the public eye, potentially having access to vast amounts personally identifiable
information.

AI, whether we like it or not plays a major factor in our daily lives, with varying
degrees of opinions amongst researchers. AI has always been a strange field [1] and
its rapid growth in adoption has diluted its definition among adopters which each
seemingly having their own interpretation thus unique implementation. In an attempt
to define AI, wemust dissect the term. Artificial in the oxford dictionary is defined as
“made or produced by human beings rather than occurring naturally, especially as a
copy of something natural” and intelligence from the same source is defined as,“the
ability to acquire and apply knowledge and skills” [3]. Often referred to as the father
of AI, Dr. John McCarthy also thought to have also coined the term AI, defines the
collective,Artificial Intelligence, as the science and engineering ofmaking intelligent
machines, especially intelligent computer programs. It is related to the similar task of
using computers to understand human intelligence, but AI does not have to confine
itself to methods that are biologically observable [24].

Ethics even outside of the scope of information technology can be quite complex.
There are three main categories of ethical theories as McCartney and Parent go on
to explain [25].

Normative theories tell us why we do things that in some instances may appear
counterintuitive to what we think an ethical decision would be. These theories are
often called ethical systems due to that they provide a system allowing people to
determine ethical decisions that individuals should make.

Typology of theories within normative ethics:

Situation ethics Rule ethics

Teleological ethics Consequences of individual action Adherence to rule with good
consequences

Deontological ethics Situation dependent principles Adherence to rule that is right
in itself

The table above presents the basis for evaluating an action according to the four
theory categories. It also presents important representatives for the category [6]. One
immediate challenge this poses is it discusses consequences however consequences
are widely subjective and dependent on individual morals or law governing the
location.

Meta ethics doesn’t address desired behaviour however is related to the study of
ethical theory itself. Applied ethics considers how we apply normative theories to
often addressed by organisational specific issues.

With a large number of organisations claiming to be implementing AI in their
technologies and processes, we need to be clear on any ethical considerations made
in design stages for ethical decision making in AI. A part of identifying this process
is also identifying what qualifies a system as artificially intelligence. McCarthy,
considered the Father of AI, states his lack in surprise at the slow development of



318 A. Zhobe et al.

human-level AI as well as “the demand to exploit what has been discovered has
led many to mistakenly redefine AI” [22]. With this in mind, the pursuit for clear
definition is also considered throughout this dissertation and the importance of having
a clear definition of AI.

McCarthy has been very active in the realm of AI and has already discussed the
logical AI system, uncovering that Logical AI is more intellectually ambitious than
approaches to AI based on evolution. This is due to the requirement of understanding
enough common sense and about the requirements for decisive system to put the basic
facts in a logical computer program. Evolutionary AI may be capable of reaching
human level intelligence without any human understanding on how this was achieved
[23]. With this in mind, it would appear that an AI system making its own ethical
considerations without strict restrictions to preserve ethics can quite easily become
unethical. Does this mean that artificial intelligence needs to measure against human
intelligence or does AI need to measure against an ideal? Furthermore, who decides
the measure of ideal?

One problem with artificial intelligence is we have a different measure and defini-
tion of intelligence. Some definitions measure success in terms of fidelity to human
performance, whereas some others measure against an ideal concept of intelligence,
which we will call rationality. A system is rational if it does the “right thing,” given
what it knows [30].

The creation of thinking machines raises a host of ethical concerns relating to
ensuring that such machines do not harm humans and other morally relevant beings,
and to the moral status of the machines themselves [13]. With this in mind it is
believed that we can begin to hold machines accountable for actions, which means
they must be capable understanding the concept of ethics.

The use of the term autonomous is usually coined with AI which leads to invalid
conclusions about the way machines can be kept ethical [8], a hair-raising statement
that would suggest an AI self-governing system could surpass the line of ethical
decision making if the focus is autonomy.

According to Forbes, 75 out of 176 countries globally are actively using AI tech-
nologies for surveillance purposes, including smart city/safe city platform [28] and
the UK are no exception. Where ethics become important is in areas such as we saw
in relation to Facebook and Cambridge Analytica which resulted in over 86 million
records being share by Facebook to Cambridge Analytica. The lack of ethics shown
is worrying by technology leaders.

The National Health Service (NHS) have plans to venture into AI with aims of
becomingworld leaders in digitising national healthcare [7]. Initial concerns with the
reports are the lack of ethics within their plans and the current ethical issues which
have only been exacerbated by COVID-19. One example of this is the handling of
Personally Identifiable Information (PII) is often transferred over the counter. PII is
considered to be information which can be used to distinguish or trace an individual’s
identity and includes things like date of birth and addresses [18]. Historically, this
informationwould always be shared verbally across a counter, with social distancing,
PII is being disclosed at a 2-m distance which substantially increase the chances of
a person or persons becoming victim of cybercrime.



The Magic Quadrant: Assessing Ethical Maturity … 319

Bradley Malin had discovered in his research through trail matching that 87%
of Americans can be uniquely identified by combining only their birth date, gender
and zip/postal code [21]. This is the exact information that’s required for the health
representative to access your records and confirm your appointment which can easily
be overheard and repurposed for nefarious purposes.

The NHS is due to their recent publications announcing their digital transforma-
tion goals of becoming innovators in the healthcare industry through the use of artifi-
cial intelligence tomake better decision [15].While the National Health Service have
identified several challenges in achieving this, ethics doesn’t appear in their agenda.
Their lack of tackling fundamental ethics when handling client data within hospitals
doesn’t bode well for an intelligent system designed from unethical practices.

Social networks are amongst the technology industries pioneering and, in many
cases, boasting their AI ability to deliver. However, the uptake of social networking
sites has raised some alarming questions regarding their potential to facilitate decep-
tion, social grooming and the creation of defamatory content, amongst others sharing
the platform. Social networking sites require extensive and active user involvement,
which develops an illusion of control when, in fact, the operation of the social
networking sites and the outcomes of their use and the data collected are not at
all transparent [20].

A compelling, history making example of this was the Cambridge Analytica &
Facebook collaborative scandal which took place in 2016 that used a social network
to steer aUnited States presidential election. CambridgeAnalytica, through the use of
machine learning, which is a subset of AI, beganwith finding away first to obtain raw
data about millions of users. With a platform that as reported by Statista has over 2.6
billion active monthly users, where better to go digging for data than Facebook [11].
Once the data is collected intelligent systems were used by Cambridge Analytica to
develop profiles about the users through all of the collected data. They could curate
an advertisement that would be most convincing to the profiles with the understand
that different profiles would be better persuaded with varying messages in support
of the same candidate or issue.

Before any of this can happen, the raw collection of the data requires approval.
Aleksandr Kogan, a psychologist researcher at Cambridge University created a
survey which asked respondents about their personality of participants by paying
each one a few dollars, to get those participants. The survey asked for respondents’
consent to access of their Facebook data, including the pages that they liked. This not
only gave them access to insights on the participants profiles but due to the features
of Facebook, also gave Cambridge Analytica information of the friends who hadn’t
opted in of those participants who had opted in [29].

In a research conducted by Capgemini, a leading consultancy company that oper-
ates internationally, in 2019 in an attempt to identify whether interactions of AI
enabled systems are ethical, Capgemini had concluded that ethics in AI will always
be a work in progress with continued development throughout the evolution of AI.
The report below distinctly represents that among the 4447 consumers of a survey,
76% of respondents were not happy with the current regulations in place surrounding
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AI which would insinuate consumers sense a lack of lack of readiness in artificially
intelligent systems for handling consumer data and decision.

With these in mind, it is clear that ethics play a huge part in the successful adop-
tion of artificial intelligence however it’s also apparent that it is one of the biggest
challenges.

AI algorithms could present issues in the financial sector should a lack of satisfac-
tory ethical considerations bemade. In a publication by Ramsey andWilliamM, they
look at the consequence of an unethical AI system processing mortgage applications
and the challenges in those systems. S lawsuit is brought against the lender due to
an application being allegedly rejected due to their race. Despite the bank rejecting
such claims and rendering them impossible stating the algorithms are blinded to race
despite approval rate for black applicants steadily dropping. The report goes on to
explain the complexity of identifying the cause, labelling it “almost impossible” to
explain why or how the system could evolve into utilising race as a factor in the
decision-making process [13].

The tech industry has seen a massive shift in the last two decades as have the
consumer expectations.We have become consumers of outcomes rather than physical
products. I will use a fitbit to explain, practical and simple design not hugely stylish
but it’s not the way it looks that makes the fitbit so popular, it’s the notion of a
healthier lifestyle.

Social media, however, is free. Contrary to popular belief, these organisations
won’t sell your data, your data isn’t the product.

Companies are making conscious decision to make AI more diverse, examples of
this include technologies like Siri, in intelligent voice controlled personal assistant
being able to communicate in a number of different voices that we might associate
with different genders as well as different accents.

There is further room for improvement though, especially in the realm of AI and
how it can help to improve diversity. Earlier this year, a globally trending movement,
Black Lives Matter was seen across the world with people of all races attending the
streets with aims at tackling diversity and injustice. BLM could vastly benefit from
AI implemented ethically to tackle racial bias in everyday lives. A study conducted
by Daugherty, Paul R; Wilson, H James and Chowdhury, Rumman looks at how AI
can be used to overcome harmful biases rather than perpetuate. For this to happen, the
authors reached the conclusion that in order to achieve diversity, this must be tackled
at the design stage whereby the humans teaching artificial intelligence include and
adapt their data to be more diverse which suggests these biases may simply be
an unconscious reflection of the humans that are developing the code also adding
Software development remains the province of males—only about one-quarter of
computer scientists in the United States are women 3—and minority racial groups,
including blacks and Hispanics, are underrepresented in tech work, too [5].

Evidence indicates that machine learning algorithms could contribute to oppres-
sion and discrimination due to historical legacies of injustice reflected in training
data directly to economic inequality through job displacement, or through a failure
to reflectively account for who benefits and who does not from the decision to use a
particular system. Furthermore, AI technologies pose an existential risk to humanity
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by altering the scope of human agency and self-determination, or by the creation of
autonomous weapons [17].

5 The Magic Quadrant

For years, we have assessed leading cloud providers’ maturity, this is often referred
to as the magic quadrant in a report that is routinely conducted by Gartner. A study
conducted and published by Gartner based on a company’s current performance,
growth and capabilities placing candidates into one of four quadrants: Niche Player,
Challenger, Visionary or Leader.

This gives consumers or organisations the power of visibility into the strength of
cloud providers against their competitors in a booming market, with 2020 seeing the
highest growth in IaaS due to consolidated Data centres with public cloud service
adoption growing 17% on its previous year. “At this point, cloud adoption is main-
stream.” (Gartner ForecastsWorldwide Public Cloud Revenue to Grow 17% in 2020,
[14]).

For the purpose of this research same principals and research of an organisation
to identify what quadrant they find themselves in, the organisations learnings from
being in a quadrant and how it’ll change their approach to ethics in relation to the
use or development of Artificial Intelligence.

The reason this approach is used is because AI can’t be measured as a scale
between for example; good and bad. As there are many facets for improvement to
consider, we need further knowledge from these results in order to improve our
capabilities in developing ethical artificial intelligence.

6 What Is an Ethical Maturity Model?

There appears to be a gap, or at the very least an uncommon model to AI using or
developing organisations that can be used to asses an organisations readiness for AI
or, ethical maturity in order to develop ethical and intelligent systems.

The purpose is to see if we can create visibility and a communicable outcome to
organisations with regards to ethical AI.

An ethical maturity model emerged from a questionnaire with the purpose being
to identify the organisations ethical readiness for AI and their ability to successfully
utilise or develop AI technologies while maintaining ethics. Each question in the
questionnaire fall within two categories to establish a scale in the form of a quadrant,
Vision and Capability all of the questions carry the sameweight though the responses
will have a value between 1 and 5.
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6.1 The Categories and the Quadrants

An equal set of question that fall into the two facets will fall into a quadrant once the
results are calculated which is used to assess an organisations vision and capability,
placing the organisation on a quadrant of the two dimensions gauging their ability
into a category of a starter, an equipped, an aspiring or leader in ethical maturity thus
resulting in a position either higher up the vision on the x axis or further along the y
axis representing their capabilities.

For that reason,wewill also need to group the questions equally between visionary
question or capability questions for the initial model.

The questions was evaluated for their position on vision and capability and an
icon will be used to indicate the organisations position in the quadrant resembling
the Magic Quadrant produced by Gartner.

A starter represents an organisation who doesn’t have a great deal of confidence
in their ability and isn’t resourced to adequately execute ethical AI therefore would
be discouraged at present from doing so.

Aspiring would represent an organisation with a strong vision and confidence
however not adequately resourced.

An organisation who is equipped have the right resources but lack transparency
within the organisation which impacting confidence, innovation and vision.

A leader represents an organisation who have set high standards of transparency
with an ability to execute successful ethical AI projects on those high standards.

The results from a set of questions was used to calculate the capabilities with the
realm of the row labels listed in the table above.

The assessor will have the opportunity to respond to each question on a scale
between 1 (Strongly disagree) and 5 (Strongly agree). Once every question is
answered. Then we were able to accumulate the results for each category giving
us a percentage for each category to assess the capabilities against vision of the
organisation.

One thing to note is that the higher the weight, the greater the impact on the end
result, for the purposes of discovery I will ensure the weight is consistent, meaning
there are the same number of questions for vision as there are for capability. Greater
research will be needed to identify which category has a stronger bearing or which
questions carry a heavier weight thus increasing the impact on the outcome.

6.2 The Question

A set of questions have been devised which was used to collect outcome values
for calculations which will then be placed on quadrant to aid an organisation in
visualising their current stance and capability in successfully implementing ethical
AI.
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Vision questions:

1. Our organisation has a mature vision for ethics in implementing AI projects
and products

2. Our organisation has formed its AI strategy using input from stakeholders
inside the organisation that represents our customers and wider society

3. Our organisation has taken appropriate steps to communicate this strategy both
internally and externally

4. Our organisation recognises that ethical risk accompanies the use of AI and
suitably manages this risk

5. Our development teams are enabled and empowered to raise concerns of AI
and can expect these concerns to be taken seriously.

6. The users of AI technology within the organisation are aware of the effect their
actions have on a technology living up to its ethical obligations

7. The organisation has the right cultural change strategy and plan to drive the
expected outcomes

8. Our organisation’s IT investment is aligned with business value with regard to
opportunities and threats of ethical considerations

9. Our organisation has an active strategy to reduce risk fromethical consideration
in our IT systems on an ongoing basis

10. Our organisation has invested sufficiently in technologies to understand data
science model outcomes

11. Our organisation has published Vision or similar statements concerning areas
of Corporate Social Responsibility.

Capability questions:

1. Our organisation has a suitable policy document that outlines how to implement
an AI project ethically according to the company’s guidelines

2. Our organisation is aware of and makes use of leading standards and best
practice to guide the development and use of AI technology in an ethical
manner

3. The organisation has clearly defined AI & Ethics guiderails supporting its
policy or strategic intent for the ethical use of AI technology

4. During an AI development or deployment project, there are resources within
the organisation who can lend their assistance with ethics related problems and
concerns

5. Our organisation works to “Ethical by Design” concepts with processes
containing key steps that reflect upon and assess adherence to our ethical
obligations with respect to Artificial Intelligence technology

6. Our organisation would be able to quickly identify when an AI project falls
short of its ethical obligations

7. Our organisation has the right capabilities to understand how AI technologies
that have been “released” are well monitored to ensure they continue to meet
their ethical obligations
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8. The organisation fully understands and engages with stakeholders affected by
the AI technology they are developing/adopting throughout the development
and/or deployment of the technology

9. We have a mature data science development platform that enables our data
science resources to understand and explain ethical implications of the models
they develop

10. We have robust data access measures for your data scientists
11. We understand the types of data used for data science and make clear the

considerations in using various data sets with respect to ethical implications.

With these twenty-two questions, split evenly amongst the two categories, we
used a test case to aim in identifying how this can improve an organisations visibility
in the AI ethics andmake this communicable across their organisation allowing them
to set adequate targets for improvement.

Capability

AI ETHICS QUADRANT

The Aspiring

The Starter The Equipped

The Leader

V
is
io
n

Visual aid provided by the chart can give the director of Company a clear visual
representation that can be shared and communicated with other teams and employees
within the organisation, particularly the technology departments and those in direct
contact with AI.

7 Conclusion

While we have been able to create a model to assess an organisations ethical maturity
towardsAI,wehaven’t done enough to defineAI, despite discovering numerous times
through various references that the term Artificial Intelligence is not clearly under-
stood. Since intelligence is subjective, seeking a specific definition the umbrellas the
technologies that incorporate intelligence may not be the right approach.



The Magic Quadrant: Assessing Ethical Maturity … 325

However, it can be concluded that the definition of AI isn’t the issue, transparency
is. Andwith this ethical maturitymodel, we have been able to support an organisation
in not only understanding its capability to deliver ethical AI but also make these
finding communicable within their organisation in a way that is easy to ingest.

References

1. Allen JF (1998) AI growing up: the changes and opportunities. AI Mag 19(4):13–23
2. Allen C (2016) The path to self-sovereign identity. https://www.lifewithalacrity.com/2016/04/

the-path-to-self-soverereign-identity.html. Accessed 15 Sept 2019
3. Artificial, Intelligence (2020) Oxford online dictionary. https://en.oxforddictionaries.com/def

inition/money
4. Brock J, von Wangenheim F (2019) Demystifying AI: what digital transformation leaders can

teach you about realistic artificial intelligence. Calif Manag Rev 61(4):110–134
5. Daugherty P, Wilson H, Chowdhury R (2019) Using artificial intelligence to promote diversity.

MIT Sloan Manag Rev 60(2)
6. Ekvall T, Tillman A, Molander S (2005) Normative ethics and methodology for life cycle

assessment. J Clean Prod 13(13–14):1225–1234
7. England N (2019) NHS England. NHS aims to be a world leader in artificial intelligence and

machine learning within 5 years [online]. https://www.england.nhs.uk/2019/06/nhs-aims-to-
be-a-world-leader-in-ai-and-machine-learning-within-5-years/. Accessed 23 June 2020

8. Etzioni A, Etzioni O (2017) Incorporating ethics into artificial intelligence. J Ethics 21(4):403–
418

9. European Commission (2020b)Women in digital scoreboard 2019—country reports, European
Commission, Europe [online]. https://ec.europa.eu/digital-single-market/en/news/women-dig
ital-scoreboard-2019-country-reports. Assessed 1 Nov 2020

10. European Commission (2020a) Creating a digital society. European Commission, Europe
[online]. https://ec.europa.eu/digital-single-market/en/creating-digital-society. Assessed 1
Nov 2020

11. Facebook: Active Users Worldwide (2020) Statista [online]. https://www.statista.com/statis
tics/264810/number-of-monthly-active-facebook-users-worldwide/. Accessed 12 July 2020

12. Ferdous M, Chowdhury F, Alassafi MO (2019) In search of self-sovereign identity leveraging
blockchain technology. IEEE Access 7:103059–103079

13. Frankish K, Ramsey W (2018) The Cambridge handbook of artificial intelligence. Cambridge
University Press, Cambridge, pp 315–316

14. Gartner (2020) Magic quadrant for cloud infrastructure and platform services [online]. https://
www.gartner.com/doc/reprints?id=1-1ZDZDMTF&ct=200703&st=sb. Accessed 15 Oct 2020

15. GouldM (2020) Regulating AI in health and care—NHSDigital. NHSDigital [online]. https://
digital.nhs.uk/blog/transformation-blog/2020/regulating-ai-in-health-and-care. Accessed 12
July 2020

16. Hosseini S, Goher K (2017) Personal care robots for older adults: an overview. Asian Soc Sci
13:11. https://doi.org/10.5539/ass.v13n1p11

17. Krafft P, YoungM,KatellM,HuangK,BugingoG (2020)DefiningAI in policy versus practice.
In: Proceedings of the AAAI/ACM conference on AI, ethics, and society

18. Krishnamurthy B, Wills C (2009) On the leakage of personally identifiable information via
online social networks. In: Proceedings of the 2ndACMworkshop onOnline social networks—
WOSN ‘09

19. Kuperberg M (2019) Blockchain-based identity management: a survey from the enterprise and
ecosystem perspective. IEEE Trans EngManag (99):1–20. https://doi.org/10.1109/TEM.2019.
2926471

https://www.lifewithalacrity.com/2016/04/the-path-to-self-soverereign-identity.html
https://en.oxforddictionaries.com/definition/money
https://www.england.nhs.uk/2019/06/nhs-aims-to-be-a-world-leader-in-ai-and-machine-learning-within-5-years/
https://ec.europa.eu/digital-single-market/en/news/women-digital-scoreboard-2019-country-reports
https://ec.europa.eu/digital-single-market/en/creating-digital-society
https://www.statista.com/statistics/264810/number-of-monthly-active-facebook-users-worldwide/
https://www.gartner.com/doc/reprints%3Fid%3D1-1ZDZDMTF%26ct%3D200703%26st%3Dsb
https://digital.nhs.uk/blog/transformation-blog/2020/regulating-ai-in-health-and-care
https://doi.org/10.5539/ass.v13n1p11
https://doi.org/10.1109/TEM.2019.2926471


326 A. Zhobe et al.

20. Light B, McGrath K (2010) Ethics and social networking sites: a disclosive analysis of
Facebook. Inf Technol People 23(4):290–311

21. Malin B (2005) Betrayed by my shadow: learning data identity via trail matching. J Priv Tech
22. McCarthy J (2007) From here to human-level AI. Artif Intell 171(18):1174–1182
23. McCarthy J (2000) Concepts of logical AI. Logic-based artificial intelligence, pp 37–56
24. McCarthy J (2004)What is artificial intelligence? www.formal.stanford.edu/jmc/whatisai/wha

tisai.html
25. McCartney S, Parent R (2020) 2.1 major ethical systems [online]. https://opentextbc.ca/ethics

inlawenforcement/chapter/2-1-major-ethical-systems/. Accessed 12 July 2020
26. Mühle A, Grüner A, Gayvoronskaya T, Meinel C (2018) A survey on the essential components

of self-sovereign identity. Comput Sci Rev 30:80–86
27. OECD (2018) OECD science, technology and innovation outlook 2018: adapting to technolog-

ical and societal disruption. OECD Publishing, Paris. https://doi.org/10.1787/sti_in_outlook-
2018-en

28. Press G (2019) Artificial intelligence (AI) stats news: AI is actively watching you in 75
countries. Forbes [online]. https://www.forbes.com/sites/gilpress/2019/09/18/artificial-intell
igence-ai-stats-news-ai-is-actively-watching-you-in-75-countries/. Accessed 23 June 2020

29. Rathi R (2019) Effect of Cambridge analytica’s Facebook ads on the 2016 US Presidential
election.Medium [online]. https://towardsdatascience.com/effect-of-cambridge-analyticas-fac
ebook-ads-on-the-2016-us-presidential-election-dacb5462155d. Accessed 12 July 2020

30. Russell S, Norvig P (1995) Artificial intelligence. Prentice Hall, Englewood Cliffs, N.J.
31. Sample I (2020) What are deepfake—and how can you spot them? Guardian

UK [online]. https://www.theguardian.com/technology/2020/jan/13/what-are-deepfakes-and-
how-can-you-spot-them. Assessed 1 Nov 2020

32. Sydell L (2018) Sometimes we feel more comfortable talking to a robot [online]. https://www.
npr.org/sections/alltechconsidered/2018/02/24/583682556/sometimes-we-feel-more-comfor
table-talking-to-a-robot?t=1604349931906. Assessed 1 Nov 2020

33. United Nations (2020) The age of digital interdependence. Report of the UN Secretary-
General’s High-level Panel on Digital Cooperation [online]. https://www.un.org/en/pdfs/Dig
italCooperation-report-for%20web.pdf. Assessed 1 Nov 2020

34. Yu H, Shen Z, Miao C, Leung C, Lesser VR, Yang Q (2018) Building ethics into artificial
intelligence. In: Proceedings of the 27th international joint conference on artificial intelligence
(IJCAI’18), pp 5527–5533

35. Zhu X, Badr Y (2018) Identity management systems for the internet of things: a survey towards
blockchain solutions. Sensors 18(12)

http://www.formal.stanford.edu/jmc/whatisai/whatisai.html
https://opentextbc.ca/ethicsinlawenforcement/chapter/2-1-major-ethical-systems/
https://doi.org/10.1787/sti_in_outlook-2018-en
https://www.forbes.com/sites/gilpress/2019/09/18/artificial-intelligence-ai-stats-news-ai-is-actively-watching-you-in-75-countries/
https://towardsdatascience.com/effect-of-cambridge-analyticas-facebook-ads-on-the-2016-us-presidential-election-dacb5462155d
https://www.theguardian.com/technology/2020/jan/13/what-are-deepfakes-and-how-can-you-spot-them
https://www.npr.org/sections/alltechconsidered/2018/02/24/583682556/sometimes-we-feel-more-comfortable-talking-to-a-robot%3Ft%3D1604349931906
https://www.un.org/en/pdfs/DigitalCooperation-report-for%2520web.pdf
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of the Role of Ethics in Big Data
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Abstract The aimof this research is to identify the ethical standards and practice that
exists for big data and what the gaps are, through reviewing academic literature about
various industries such as health, research, and social media. The aim is to provide
a roadmap for future research on this topic within academia, policy makers and law
makers. Big data is a relatively new concept and has been used by many different
types of organisations on a large scale over the last decade, which has impacted indi-
viduals as consumers, citizens, and employees. Big data has provided insights into
consumers and the public, at an unprecedented scale but standards of managing this
data have not been implemented at the same speed. Through a Systematic Liter-
ature Review (SLR), an analysis of existing academic research into big data and
ethics, and how it has been applied within industries will be critically analysed. By
utilising academic databases and applying an exclusion and inclusion criteria, this
will locate relevant good quality papers for the SLR. The SLRwas narrowed down to
14 papers, which focused on different industries and elements of big data ethics. By
using this broad approach, reoccurring themes that exist universally when managing
big data and ethical issues appear, such as privacy concerns, accountability, and
definitions regardless of data type and purpose. Big data has proved controversial
with how it has been used by some organisations, while simultaneously positive in
other areas. The topic of using big data ethically has arisen socially, politically, and
academically, and the purpose of this SLR is to determine how far this conversation
has progressed and what existing practice is. Areas for further research include the
impact of new technologies and concepts such as IoT, Smart Cities and their relation-
ship to big data and ethics. Law makers should lead the way of progressing this topic
and introducing frameworks and best practice and soon policy makers will follow.
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1 Introduction

Big data has become a fundamental element for some businesses, regardless of
industry, and has provided insights into people and behaviour at an unprecedented
rate. With increasing publicity over data management scandals such as Cambridge
Analytica, election interference and Snowden disclosures, the public are aware of
how data is used. The use of big data is everywhere, and effects individuals in their
capacity as consumers, citizens, and employees but the understanding of what big
data is, is not extensive [1]. The gathering of metadata about people’s online interac-
tions has made commercial organisations and public bodies aware of different traits
of individuals and what appeals to them, meaning more is known about people’s
behaviour.

Throughout this paper, the term ‘big data ethics’ is used to describe the practice of
applying ethical considerations or decision-making about how large datasets are used
and the impact the use of this dataset has on individuals and society. The question of
using data ethically is being retrospectively applied to big data already in use, and is
often considered alongside other data issues such as data governance, cyber security
and data privacy [2]. This can lead to data ethics not being prioritised or the risks not
adequately documented and addressed. Big data is used across different industries
such as commercial, political and health and increasingly the use of this data often
reflects the privileged in societies view and can disadvantage or leave out poorer
parts of society and their experiences [3]. This can have substantial and unintended
consequences such as the A-Level results algorithm in the UK in 2020 [4].

There is a regulatory gap in managing big data, across all industries. Big data that
does not contain directly identifiable personal data, or data that can be combined
with other data to identify an individual, is not under the scope of the General Data
Protection Regulation (GDPR) [5]. Therefore, the use of big data is unregulated, and
organisations can use it tomake decisions about their operations and about the people
who use their services. There are some industries that have ethical requirements such
as research ethics or computer ethics, but these do not match the wide reach in which
big data is used. In addition, anonymised data can be sharedwidely and as a result data
broker companieswhich buy and sell data and in theUS the industry areworth around
$200 billion [6]. Data may be gathered for a specific and legitimate reason, is then
shared or processed for another reason, and this can happen multiple times and the
origins of the data may be lost but constantly reused for commercial purposes, with
competing organisations now collaborating with data ecosystems [7]. Organisations
could argue there is nothing wrong with their use of big data, and it a lot of cases, this
may be correct. However, the lack of scrutiny leaves the practices open to negative
consequences for individuals and a lack of transparency about how decisions are
made about them.

In this paper by using a SLR method, it will be examined what ethics is applied
to big data, what standards and practice exist, what the definitions are, and who
is accountable for overseeing big data ethics. Section 2 of this paper will outline
the research methodology used for finding academic papers, such as search criteria,
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Fig. 1 Research questions

selection process for academic papers and how papers were selected for the SLR.
Section 3 sets out the core reoccurring themes and discussions of the papers selected,
which include defining big data and ethics, privacy concerns, where accountability
lies, examples of where ethics has been applied, and the type of ethical theory that
can be applied. Section 4 further discusses the thematic findings of the SLR and
explores the gaps in existing literature and explores grey literature on this topic.
Section 5 provides recommendations for future research on this topic, and actions
policy makers could take to implement big data ethics now.

Aims and Research Questions

Research questions along with the context are conceptualised in Fig. 1 below.

2 Research Methodology

The methods of conducting this SLR is influenced by Kitchenham, however there
are some instances where Kitchenham methodology does not work, particularly as
this topic is qualitative, whereas Kitchenham’s is based on quantitative data [8]. To
conduct a SLRwhich produces unbiased results, a defined criteria of search terms and
criteria were formed. The search criteria consist of inclusion and exclusion metrics
and a quality assessment of the papers shortlisted. Due to the large number of results
generated by the search terms and metrics, the journal articles were then assessed
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based on title and abstract to determine if they were relevant to the topic. If the
title and abstract was relevant the whole paper was read to determine if it should be
included in the SLR.

2.1 Search Terms

The search terms used on their own and combined were “big data ethics”, “big
data”, “digital ethics” or “ethical” and “data”. The terms on their own could
provide a substantial return of journals found, however by combining the terms,
more relevant results were returned. By using the search criteria and the inclusion
and exclusion criteria laid out in the following section, the results were refined to
only include relevant papers located through the search terms.

2.2 Search Criteria

The Figure 2 outlines the exclusion and inclusion criteria of the systematic literature
review.

Big data and research surrounding this topic has substantially evolved in the
last decade so the decision to have an 8-year search was necessary as papers from
before this time may be have been outdated. As it is, the oldest paper selected for
the SLR is 2014. To ensure relevant good quality papers were sourced, reputable
databases were used to locate the papers. Grey literature such as blog posts from
non-reputable sources were excluded to ensure the quality of the research and that
only grey literature of impact in the topic area was included.

Fig. 2 Inclusion and exclusion criteria
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Fig. 3 SLR paper selection process

2.3 Search Results

Through IEEE, a search was conducted using the words ‘big data ethics’ with a
start date of 2012. This yielded 83 results. A further search was conducted using the
terms ‘data’ and ‘ethics’ with a start date of 2012 which yielded 472 results. Using
the extraction function in IEEE the results were exported to excel and sorted by
highest citations to lowest. Based on title and abstract, papers were selected for
review. In ScienceDirect the terms ‘big data ethics’ unfiltered returned 35,542 results
andwhen the criteria of papers since 2012was applied, this returned 24,066 results. In
Scopus the terms ‘big data ethics’ returned 932 results and since 2012 there were 854
results. The results were sorted within the databases based on relevance and searches
were done by filtering down to each year since 2012. By applying the exclusion
and inclusion criteria and reviewing papers based on title and then reviewing the
abstracts, papers for a full review were identified. In total 20 papers were read in
full and these were narrowed down to 14 based on relevance and quality. Figure 3
provides a map of how the papers for the SLR were selected.

2.4 Quality Assessment

To qualify for inclusion in the SLR and ensure good quality papers were selected, the
answers to the questions laid out in Fig. 4 must be yes. The topic of big data ethics
is qualitative and to use criteria that worked within other SLRs such as Kitchenham
quantitative approach, did not fit this topic, therefore a contextual assessment needed
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Fig. 4 Quality assessment criteria

to be formed. The questions laid out in Fig. 4, address this balance. Quality assess-
ments in the sense of contextual papers, as opposed to statistical driven assessments,
are difficult to define and their quality can be open to interpretation based on the
reader [9]. By using a data extraction form in the following section and in Appendix
II, this provides evidence of robust assessment of the papers, their relevance and
contribution to this SLR.

2.5 Selection and Data Extraction

An initial assessment was done based on the article title to determine its rele-
vance. Once the title was deemed relevant, the abstract was read to determine if it
could add value to the research topic. If the abstract proved relevant, the whole paper
was read. Once the paper was checked that it met the quality assessment, the next
step was to document the selection process for the papers included in the SLR. An
example is shown below in Fig. 5 of two of the papers in the summary data extraction
form and the full form for all 14 is in Appendix II. Additional contextual literature
such as academic books and grey literature were also reviewed to determine if big
data ethics had progressed across industries and if it mirrored academic research.
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Fig. 5 Example of data
extraction form

2.6 Descriptive Analysis of Papers Selected for SLR

The papers reviewedwere all based on secondary data research.One of the limitations
of the SLR papers was that there was no primary data collection and little evidence to
demonstrate public and industry opinion or understanding of the topic. On balance,
the papers generally had a negative view of big data use and its impacts on society and
examples such as Cambridge Analytica appeared repeatedly. Due to the commodifi-
cation of big data and the benefits it has brought to companies, politicians, healthcare,
and other industries, this means it is here to stay. Therefore, literature which include
examples of big data being used ethically and the impact would be helpful to demon-
strate if ethics works and how industry can implement it. A benefit of not researching
a specific sector, was that it shined a light on the broad interpretation and low matu-
rity level of big data ethics across different industries providing the reality of big
data ethics in a general sense. In Fig. 6, this shows the years the papers are were
published showing a spread-out timeline and simultaneously that recent papers are
more common and relevant to this topic. In Fig. 7, this demonstrates what country
the papers originate in, further demonstrating the global nature of this question, but
interestingly it is explored more in the US where their privacy legislation is not as
robust the as EU. In Sect. 3, the reoccurring themes, and findings from the SLR will
be explored.
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Fig. 6 SLR papers by year
of publication

Fig. 7 Publication location
of papers

3 Findings and Descriptive Themes from SLR

Given the scale of results found after the search criteriawas implemented, this demon-
strates that the questions raised around big data use are not new. A core observation is
that big data ethics can have different priorities or perspectives depending on industry.
A common conclusion of the papers within the SLR is that more research is needed
on the topic. Figures 8 and 9 outline respectively how frequent the reoccurring topics
appeared in the SLR and which papers touched on the main themes identified.

3.1 Definitions and Terminology

The term big data is often used in an oversimplified manner and it can be difficult
to explain the different elements of big data and the impacts it has on industry and
society, for example, the filter bubbles people are exposed to online which is under-
mining common sense in some situations [10]. Richards and King also argue that the
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Fig. 8 Breakdown of themes identified in SLR

term big data focuses on the size of the data but it does not take into consideration
the decisions made about individuals even if the decisions are made from smaller
datasets [11]. In the US, questions asked for Mark Zuckerberg in 2018 by the US
senate, shined a light on the gap between elected officials and their understanding of
big data and data ethics, when compared with practitioners within industry, which
shows that law-makers are reactive and do not fully understand the industry they
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Fig. 9 Topics explored in SLR papers

are regulating for [12]. Currently, any definition and implementation of ethics to big
data would be industry or company led, and not through widespread regulation like
data protection. From the papers reviewed there was not a universal accepted defi-
nition of big data and in some cases, the papers suggested definitions based on their
research. In terms of defining “big data ethics” this is more difficult, and authors did
not generally attempt to offer a definition. The focus was on defining ‘big data’ and
‘ethics’ separately and examining a possible alignment between the two.

3.2 Privacy

Data Protection legislation within the EU focuses on personal data, however big
data normally does not include directly identifiable individuals, so how big data
is processed does not come under the scope of the legislation [13]. Throughout the
SLR, data protection legislation and expectations of privacy are discussed repeatedly
by various papers. Spina draws attention to the big data driven economy that is
continuing to grow as technology evolves and innovates but this brings up issues
such as social media content and marketing, where decisions need to be made that
impact society, but they are not covered by data protection as groups are targets
and not an identifiable individual [10]. Due to the threat of large fines from the
GDPR many senior managers ask the question ‘are we compliant’ and focus on
meeting data protection requirements, however to move towards big data ethics, the
question should change to ‘arewe doing the right thing’ [14]. The consensus amongst
the papers were that data protection legislation fell short when it came to big data and
it did not provide the regulatory oversight required for how it is used. In some papers



A Systematic Literature Review … 337

which predate 2018, but discuss privacy issues, the arguments are still relevant as
the law did not overly change when managing big data.

3.3 Accountability

A reoccurring term that is used in various articles is the concept that the owner of the
big datasets has ‘power’. Owning and controlling big data and deciding who else gets
access to the data automatically means power for those in control of the data. If Face-
book sells the data on what people ‘like’ this information is powerful for Facebook
and who they sell it to, but it also means power on how it is subsequently used. When
a commercial organisation is unrestricted on how it can use a money-making tool,
there would be natural resistance to implementing additional rules that could reduce
income. A reoccurring theme within the papers was who is accountable for imple-
menting big data ethics with various conclusions.Wylie argues that the responsibility
lies with all of us, however the author digs deeper to conclude that ‘serving society
through good data work lies with practitioners- all of them, including people who
produce, curate, analyse and/or interpret data’ [12]. In contrast, Markham argues that
responsibility towards managing big data ethically is difficult to pin down due to the
complexity and integration of big data. If data are extracted by multiple departments
for different reasons and as technology evolves, who is responsible for ethics both
within business and society becomes complex [15].

3.4 Types of Ethics

Big data ethical questions are not new, however big data underestimated the impact
on individuals’ abilities to make informed decisions about their wants and needs,
particularly when it comes to products and campaigns marked to them’ [2]. Ethical
questions with big data are complex and often overlooked in the production of big
data but elements of ethics used from other areas could be drawn on to implement
ethics on big data for example research ethics or building in ethical considerations
into decision-making [15]. Ibriricu put forward that ethics involves applying moral
behaviour to business standards and that ethics should be integrated at design of
technology and processes [16]. Another ethical category that big data could come
under is computer ethics which is focused on professional conduct through poli-
cies and codes of conduct, thus putting responsibility on individuals and employees
[17]. Generally, the papers explored ethics based on consequential ethical theory,
however Herschel and Miori examine existing ethical theories and evaluated on how
this might fit with big data practices [13]. A related element of big data that also
needs to be considered is the ethics of algorithms which generally uses big data for
making assumptions about individuals and decisions previously made by humans
are being replaced by algorithms. Algorithms reflect the values of the designers and
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can be inherently biased as a result [18]. The GDPR partially deals with this where
individuals have a right to object to automated decisions and can request a human
intervention to review the decision [19–21].

3.5 Examples of Big Data Ethics

Individuals and technology have become more interconnected, but ethics has
not developed at the same rate and varies depending on industry.Medical research has
a mature approach to data, as ethical practices have been used in that industry for a
long time, however in other industries, ethics is virtually non-existent [22]. Big
data ethics that has worked well in industries such as the medicine and research. In
research, any project must put the needs to the individual first, rather than putting the
researcher’smotivations or arguments for the greater goodfirst [1]. Before embarking
on a research project, researchers will generally need ethical approval which involves
demonstrating transparent participant consent forms, as well asmethodology for how
the research will take place [23]. When considering health and big data a balance
needs to be found between utilising data for the common good, and respecting indi-
viduals right to privacy [24]. This is relevant with the current global pandemic,
Covid-19. Different governments globally have different approaches to using big
data to minimise spread of the virus as well as respecting the levels of privacy their
citizens expect and treating the data ethically. In somewhere like the UK, thus far
use of tracking apps has been consent based, whereas elsewhere such as China, citi-
zens do not have the same level of privacy expectations and have little choice when
it comes to national big data initiatives [3]. In addition, as demonstrated through
systems like track and trace, when big data that is centralised, managed and good
quality, this can help improve public health. However, if there are issues with a
dataset it can have significant consequences on individuals for example being told to
self-isolate unnecessarily could result in financial loss, or loss of access to education
for children. The following section will discuss the findings from the themes of the
SLR and exam of grey literature and what further considerations for future research
are needed.

4 Discussion of Findings

The aim of this research was to understand the current landscape of big data ethics,
what this means in practice and how it is applied within industries. Many individuals
both in their professional and personal capacity associate data protection legislation
with regulating how organisations manage data. However, the GDPR, only governs
personal data, which leaves a gap in the regulation of big data. In addition, if big data
does contain personal data under the GDPR definition, an organisation may still be
able to identify an appropriate lawful basis for their processing [19–21]. Following
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the publicised scandals such as the use of big data in elections, these highlighted the
impact of misusing big data and a gap in regulations and governance. Therefore, this
means it is up to organisations to decide how their data is used and shared, without
much restriction.

An aim of this research was to understand what big data ethics meant. However,
the SLR demonstrated that there is a lack of agreed and consistent terminology for
common terms such as big data and ethics as numerous papers who had slightly
differing views on what these terms meant. Unlike personal data where there is a UK
and EEA wide definition in law, with extensive guidance from the ICO, the same
does not exist for big data from an official or regulatory body [19–21]. Without clear
definitions this has led to some organisations and industries implementing their own
version of ethics to big data, but this would be inconsistent with limited oversight.

Through the SLR, another aim of the research was to understand who is respon-
sible for the implementation and management of big data ethics within an organisa-
tion, andwhat external forces is this accountable to. Thiswas discussed inconsistently
across the papers and there was no single approach or framework identified as being
commonly used. Most papers seem to have a consensus that there should be some
form of regulatory oversight before meaningful action and change in practice will
happen. This is demonstrated through Data Protection evolution, where in the UK
before the introduction of the GDPR which had substantial fines, many organisation
started to seriously consider their data protection obligations for the first time with
senior management backing, regardless that the new legislation mirrored existing
legislation which dated back to 1998 and a lot of the requirements should have been
done anyway [25].

Interestingly, the UK government have a data ethics framework which is principle
based, and therefore can be applied to any dataset. The framework was last updated
in 2018 and introduced under Matt Hancock, who is currently the UK Health Secre-
tary, leading the UK’s response to managing Covid-19 and using data to help inform
decision making [26]. The data ethics framework was not discussed in the papers
selected for review and there was little grey literature about the framework avail-
able, aside from the government websites and no specific academic literature on the
framework was found. This suggests that the framework is not extensively used by
industry, nor is it hugely publicised. In addition, in 2019 ISO published the standard
ISO 20545:2019which addresses information technology and big data [27]. This was
not mentioned in the articles under the SLR and there was limited grey literature on
the standard. This demonstrates that there are the beginnings of a move towards big
data governance which could translate to ethical practices however it is not mature,
and adaption seems to be limited. In the following section concluding remarks and
recommendations for further research, policy makers and law makers are laid out.
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5 Conclusion and Recommendations

There are gaps in the governance and implementation of big data ethics, as well as
societal understanding of what big data is, and how it affects consumers, citizens,
and employees. The existing practices are not fit for purpose and this is demonstrated
through a lack of basics being pinned down. Universal definitions were not evident
in the literature reviewed, however there was reputable grey literature that attempted
to address this gap. The academic literature did not appear to accept or adopt the
government and ISO frameworks, although the frameworks are relatively new so
more time for research into these frameworks may be required. Given the large
amount of results that the search criteria yielded, this demonstrates this topic is
important, fast-moving, and evolving. This is also a global issue as demonstrated by
the fact the papers of the SLR stemmed from countries across the world, and not
specific to one industry or part of the world.

To progress big data ethics, the following are recommendations for further
research, and steps for policy makers and law makers to consider.

Due to the fast evolution of technology and how it is used, means big data ethics is
not in isolation. Ethical considerations also need to be made on the use of algorithms,
IoT and Smart Cities. Further research is required on these technologies and their
relationshipwith big data and explore if an ethical framework could be applied across
all these types of technologies.

There is an opportunity for big data ethics to tap into pre-existing frameworks such
as information governance, or data management best practice. By tapping into other
frameworks, which are trendy within some industries, it does not mean costly new
projects and lengthy implementation periods [28]. Potentially the data governance
framework could complement big data ethics and where senior accountable offi-
cers are given responsibility over specific datasets to ensure it is managed appropri-
ately. These responsibilities could expand by adding ethical considerations towards
the collection and processing of a dataset. This is recommended for policy makers
and senior managers to adopt this approach as an interim measure before a wider
framework is commonly available and utilised.

Big data ethics is relevant in current affairs especially in considerations and discus-
sions on how big data can help with the Covid-19 pandemic. As the public become
aware of big data is used and its impact, now would be appropriate to education
the public on this topic, like with data protection in 2018. The GDPR and the hype
surrounding it, demonstrated that the public could learn their rights, and businesses
and organisations would take rules around data seriously, because of the reputational
impacts, operational disturbances, and regulatory fines that could be imposed if they
failed in their responsibilities. If the government took the lead on this matter in a
meaningful way, the public and industry would follow.

Overwhelmingly the use of big data has benefited the lives of the public, however
that does not mean there should not be ethical considerations made on the impact
of specific decisions about big data use, as there can be monumental consequences
such as swaying elections, or excessivemonitoring of citizens.Ultimately it is evident
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more work is needed on this topic to determine what big data ethics should look like
or how big data should be regulated to serve the interests of the public. Further
research is needed into this area, but adoption by industry of established frameworks
like ISO or commitment to more transparency and accountability will help make
ethics more common and business as usual.
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Transforming Higher Education Systems
Architectures Through Adoption
of Secure Overlay Blockchain
Technologies

Foysal Miah, Samuel Onalo, and Eckhard Pfluegel

Abstract The adoption of Distributed Ledger Technology (DLT) has been growing
tremendously in recent years following the introduction of Bitcoin in 2009. However,
the usefulness of DLT is not limited to the financial sector, and this paper investigates
the viability of DLT architectures for use in Higher Education (HE). This sector faces
challenging financial constraints, and one way to address this problem is to adopt
emerging DLT technologies as architectures for HE systems. This article presents
the ASTER Open Source system, a hybrid DLT integration within the context of
a student submission system for assignment grading purposes. ASTER addresses
many concerns of traditional system architectures such as centralisation, system
downtime, and decoupling; all of which are mitigated through the use of blockchain
technology. The advantages and drawbacks of such a new approach are discussed,
including the aspect of security concerns relating to student work being submitted
to a public ledger.

Keywords Blockchain security · Security overlays · Decentralised ledger ·
Technologies · Higher education systems

1 Introduction

From both an institutional and student perspective, traditional learning management
systems rely heavily on centralised infrastructure, and even though these solutions
function well, there are limitations that require re-evaluation. Whilst the focus here

F. Miah · S. Onalo · E. Pfluegel (B)
Kingston University London, Kingston upon Thames KT1 2EE, UK
e-mail: e.pfluegel@kingston.ac.uk

F. Miah
e-mail: foysal@kingston.ac.uk

S. Onalo
e-mail: k1450301@kingston.ac.uk

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
H. Jahankhani et al. (eds.), Cybersecurity, Privacy and Freedom Protection
in the Connected World, Advanced Sciences and Technologies for Security
Applications, https://doi.org/10.1007/978-3-030-68534-8_21

343

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68534-8_21&domain=pdf
mailto:e.pfluegel@kingston.ac.uk
mailto:foysal@kingston.ac.uk
mailto:k1450301@kingston.ac.uk
https://doi.org/10.1007/978-3-030-68534-8_21


344 F. Miah et al.

is on HE systems, the above postulation can be applied to most systems currently in
operation.

The first obstacle for an institution is cost. Universities in the UK and elsewhere
are under extreme pressure to reduce costs with drastic measures being taken to
ensure continued operation across the board. As mentioned previously, the current
solutions functionwell, however, the cost of maintaining a centralised system is high,
typically requiring dedicated staff to manage system issues and relentlessly update
the software to keep in line with changing external factors. While the recent uptake
of cloud infrastructure technology, presenting features such as Software as a Service
(SaaS) and Platform as a Service (PaaS), have dramatically reduced overheads, this
approach introduces a different set of problems.

Second, there are the concerns of the student to address. Submitting assignments
to a centralised system means the student is reliant on the software vendor to keep
their submission safe, not to mention their personal data, which is particularly impor-
tant with the recent data protection changes decreed by the European Commission.
Institutions and vendors must adhere to GDPR guidelines [5] to ensure personal data
is kept secure or they could face severe fines. Submissions to a centralised system are
prone to intermittent outages, especially during critical submission times, mainly due
to insufficient infrastructure resourcing. The obvious solution would be to increase
resource availability during peak times. However, the increased resources would
remain idle during off-peak periods, the cost of which would need to be considered
by the institution and by extension, passed to the student. Finally, insufficient security
measures are also a problem with personal data being the primary target for cyber
criminals. Even though the strict regulations imposed by GDPR legislation have
obligated vendors to improve their security protocols, such measures incur costs that
are passed down to the student to bear.

With the introduction of a decentralised submission system, the above issues
would no longer be relevant. Such a proposed system would be released as Open
Source software maintained by a community of developers; the infrastructure would
be formed as a peer-to-peer network with the students, institutions, and the public
running client software as processing nodes. This architecture would require little
to no staff to maintain. A further potential benefit could be an additional revenue
stream for universities, by selling off the currency that is generated for submission
processing. In times of a pandemic, austerity, and an uncertain financial climate,
this type of technology could potentially help bring running costs down dramati-
cally while maintaining infrastructure integrity. Research regarding currently active
blockchain networks has found no attempt so far in developing a blockchain that is
explicitly targeting the HE sector. There is an existing blockchain that deals with the
lengthy time it takes to publish a research paper to related journals [7], but this does
not deal with assignment submissions by students.

The main contribution of this paper lies in secure blockchain technology. We
present the design and development of a secure student submission system with
a novel blockchain architecture based on security overlays. This has led to the
creation of an Open Source prototype solution named ASTER [4], providing an
end-to-end decentralised and secure system, mitigating the potential security risk of
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using a public, insecure blockchain as far as the confidentiality of blockchain data is
concerned.

The paper is structured as follows: in Sect. 2, we review traditional systems
and architectures including pertinent aspects of Blockchain technology. In the next
section, our system design and implementation are presented. This is followed by a
description of the security in Sect. 4. Section 5 concludes the paper.

2 HE Systems Architectures

In this section, we review salient aspects of Higher Education system architectures
and explain the advantages of DLT versus a centralised approach.

2.1 Removing Central Points of Failure

Time after time, there are reports identifying corporations that have had their systems
breached in one way or another. The global governments then put legislation in place
to ensure these breaches do not become commonplace. However, when a breach is
found, and a company is fined, it is not the company that suffers in the long run.
Fines, especially against the largest companies, can be recouped simply by raising
the prices of their products affecting the consumer. Not to mention the costs involved
in ensuring security is kept up to date, which are invariably passed on to the consumer.
These attack vectors exist because of one fundamental architectural design flaw—the
centralised nature of traditional systems.

Within the HE context, our ASTER system aims to remove all central points of
failure, this is achieved by the very nature of DLT design, by replicating the network
across a global cluster of nodes. By doing so the network is protected from security
issues such as DDoS attacks thus eliminating availability issues plaguing traditional
architectures.

Figure 1 shows a comparison between a traditional cloud system and a potential
architecture utilising DLT.

DLT addresses these security concerns by design as there is no single point
of failure to exploit. An attacker would need to target every single node on the
network simultaneously to have any effect; any such attempt would be extremely
cost-prohibitive.

2.2 Infrastructure and Software Architecture

Since the beginning of computing, traditional systems have been designed around
the idea of centralisation, housing data and applications on a network server onsite.
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Fig. 1 High level architecture comparison

As time has gone on, methods such as multi-point failover processes have been
introduced to mitigate data loss and cloud solutions have been adopted primarily to
allow for service continuation and cost reduction.

The HLD below depicts a possible scenario that could be adopted in the form
of a cloud-hybrid solution. The diagram depicts the application layer between the
users and the LMS, the cloud platform, which would host the blockchain and the
communication between the IPFS storage layer (Fig. 2).

2.3 Addressing System Downtime

Any system analyst maintaining an enterprise system will confirm that any form of
system downtime creates added pressure to their workload. Even scheduled down-
time is always a cause for concern. There is some semblance of control if the entire
architecture is on-prem, but this is becoming more of a distant memory, especially
when considering cloud solutions, where the baton of ownership is being passed on
to a 3rd party with their supposedly iron-clad promise of adherence to accompanying
SLAs.

No matter the operational process in place to address downtime, there is one
inevitability. Traditional and current systems are always going to be prone to some
level of system downtimewhich is why no service provider guarantees 100% uptime.
A simple online search will point out services offering 99.x% uptime, and it has
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Fig. 2 High level diagram

become commonplace for a service to be measured for reliability with the number
of successive 9 s. But this is where DLT disrupts the status quo—by offering 100%
uptime. One might argue that performance may be an issue, and it may very well be,
but the system would never suffer downtime—ever. The only time the system could
be down is if every node stopped using the service.

3 System Design and Implementation

In this section, the design and implementation of our system will be presented.

3.1 General Architectural Considerations

Current architecture methods used are very archaic, even when considering using
infrastructure in the cloud. These methods are still modelled around the idea of
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centralisation. A typical architecture might involve an application layer, middleware,
services, data layer and a platform layer. Each of which will typically sit on a server
making up the full stack. In a more modern design, these layers may be separated
to ensure reliability and maintainability, but still, sit on servers. When it comes to
cloud service design, all that is happening is that these servers are no longer owned
and maintained by individual companies, but leased out by cloud service providers.

Currently, the vast majority of universities may maintain their infrastructure and
equipment, or lease services from cloud service providers. Figure 3 shows how a
typical architecture might look against the proposed architecture.

Our proposed architecture would replace the Infrastructure as a Service, with a
DLT infrastructure, containing Off-Chain Data (in the case of the ASTER system,
this would represent IPFS), On-Chain Data (the IPFS reference data on the EVM),
the Blockchain Network (client nodes confirming the transactions taking place) and
the Blockchain Transaction Ledger (the confirmed transactions). Stripping away the
old infrastructure layerwouldmean universitieswould be saving on costly equipment
and leasing costs as well as expensive on-going maintenance costs.

3.2 Potential Architecture Types

Several types of architecture can be designed to implement ASTER. There are many
frameworks available to assist with this, and the difficulty here is choosing the
correct tools for a useful implementation. This sectionwill illustrate threemethods of
potential architecture designs:Ethereum-Based, Independent Blockchain, and finally,
Hybrid Solution.

Ethereum Based Architecture An Ethereum based approach would entail storing
files on the Ethereum blockchain, this can be achieved by creating an Ethereum
contract between the university and the student,whichwould allow students to submit
their work directly to the Ethereum blockchain. Once the work is submitted, the
studentwill have proof the submission has taken place, as thiswill be reflected in their
Ethereum wallet and the ethscan [3] explorer, where all transactions are logged. This
approach has numerous advantages. It consists of a straightforward method to store
student submission and would bring an effortless setup only requiring the creation
of an Ethereum contract. This solution seems an obvious choice until the costs are
explored. Due to the monetisation of Ethereum, mitigate this cost for a university
may prove challenging and may not be ethically practical. Also, the resulting system
will still be reliant on legacy architecture where there is a potential point of failure.
Furthermore, a significant disadvantage is the lack of data confidentiality. Entire
student submissions would be stored openly on the public transaction database, with
obvious potential detrimental consequences to students and lecturers alike.

Independent Blockchain The development of an independent, purpose-built
blockchain would allow for a currency that is not monetised outside of its
intended environment but used for assignment submission and content creation. The
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blockchain would require students and possibly the university to mine currency by
processing the submissions and content to the blockchain. Thismined currencywould
then be used for submission fees. Any additional currency accumulated could then
be used to purchase other services from an institution, such as graduation tickets,
merchandise, and other university products or services.

Reviewing the advantages of this architecture, it can be stated that while there is
no real monetary value associated with the cryptocurrency, students may be able to
use the currency to exchange for other university items. Furthermore, there would
be little to no maintenance costs arising. On the other hand, this would require the
development of a complete blockchain network, which is a serious challenge. The
system will still be reliant on legacy architecture where there is a potential point of
failure.

Hybrid SolutionWith a hybrid system, it is possible to use two separate systems to
achieve the end goal, such as using IPFS and Ethereum. IPFS is a distributed storage
systemwhich allows any user to store any type and size of data [6]. Currently, there is
no native feature within IPFS that establishes who or when a file has been submitted
to its network, which means using the platform on its own is not viable, however,
by decoupling the data from the user submission details, it is possible to design
a system which stores the submissions on the IPFS network and the submission
details on the Ethereum network. Both of which would create an immutable record.
As discussed above, storage on Ethereum is highly cost-prohibitive; however, this
hybrid system would only be storing up to 1 KB of data on the Ethereum network,
which equates to 54 pence per KB per submission. With an average of 6 submissions
per year, at the Ethereum price stated earlier, submissions would cost £9.72 over the
duration of a student’s 3-year undergraduate course. However, this indicative cost
is subject to market price fluctuations. The hybrid solution exhibits several positive
aspects. It is highly cost-effective, has little to no maintenance costs and can be
implemented using rapid development, as the storage system is already established.
The inconveniences of this solution are that transaction costs are subject to Ethereum
market price fluctuations and that the systemwill still be reliant on legacy architecture
where there is a potential point of failure.

3.3 The ASTER System

The ASTER proof of concept system is based on the hybrid architecture described
previously. ASTER utilises an Ethereum smart contract to store the IPFS address
created on file submission. ASTER can be thought of as a hybrid dApp which will
use Metamask to transact between EVM and IPFS. The architecture consists of a
mobile client front end and a web portal for administrative tasks. A data controller
handles the data processing between the client front end and data storage. Finally,
the data storage layer utilises IPFS, which will store the student submissions ready
for lecturers to mark.
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The mobile front end has been created using Xamarin forms allowing for a single
codebase to be shared across various mobile platforms. The data controller is imple-
mented as a web service, with C# being the coding language. The web portal for
lecturers is coded using ReactJS. The storage layer uses the IPFS network storing all
submissions to a public network of active storage nodes, with transaction data being
stored on the Ethereum network. In order to simulate a transaction being processed,
the Ethereum contract will be created using Solidity and submitted to the Rinkeby
test network.

Finally, there is a need for a database to allow for credentials to be managed. The
database is created using the data first approach using Microsoft Entity Framework
and deployed to the Microsoft Azure Cloud Platform. A data controller API angles
the business logic between the database and client application. The Azure platform
provides commercial cloud computing services across many data centres across the
globe. To simulate a typical HE back-end, Microsoft Azure is configured to host the
web application and the data API, as well as the database back-end.

4 Implementing Security

Security is a fundamental requirement for the proposed system and its application
area. Student submissions need to be protected concerning integrity and confiden-
tiality against both internal and external attackers. In this section, we commence by
illustrating the existing security mechanisms of blockchains. The need for additional
security in the formof data confidentialitywill be highlighted, and a novelmechanism
for providing this security requirement and its role within ASTER will be presented.
This continues our research on security protocols [9] and security overlays [10].

4.1 Standard Blockchain Security Features

It is vital to understand that while cryptography is used in particular, specific areas
of blockchain technology, it does not provide complete and comprehensive secu-
rity. However, the security qualities provided rival many centralised systems by
a substantial margin. The use of these features is quintessential to the successful
implementation of ASTER.

Secure Hash Functions A fundamental operation of the blockchain system is the
block hashing process; this process is responsible for verifying every newblock added
to the public ledger and uses cryptography to achieve verification. Various crypto-
graphic methods are in use within different blockchain implementations, the most
popular being Secure Hashing Functions. Rapid integrity verification is achieved
through the use of sophisticated data structures.
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Public-key Cryptography Asymmetric (Public)-key Cryptography was first
suggested in 1976 by Whitfield Diffie and Martin Hellman [2], their idea was to
introduce a public and private key pair and is the underlying principle of industry-
standard encryption and digital signature algorithms such as RSA [11] or DSA [11]
used today. Public-key Cryptography is used to tackle the following main security
challenges within the blockchain process: to validate the authenticity of a transaction
and to provide ownership anonymity.

On the initiation of a transaction, to ensure ownership of the data contained,
a cryptographic signature must be passed along as part of the transaction. As the
cryptographic signature is created using a private/public key combination unique to
the owner, the blockchain network and the client nodes within the network can then
confirm the origins of the transaction thus validating the transaction as authentic.

Since the majority of blockchain implementations are public, ownership
anonymity becomes a high priority, as anyone can interrogate the blockchain ledger,
and if the transaction data are not anonymous, the ownership is easily identifiable.
The blockchain process handles this aspect by allowing the transaction originator
and recipient to create a wallet address using asymmetric encryption.

4.2 The Need for Data Confidentiality

The use of encryption is not necessarily available when creating data stored in a
blockchain. However, in many systems nowadays, this necessity arises, partly due
to the exposure of online systems to attacks, partly due to more sensitive data and
transactions present.Major blockchain providers such asHyper FabricLedger [1] and
Multichain [8] have responded to this need by releasing permissioned blockchains,
where access control can be managed using a central entity. Encryption of data
is provided as an additional feature, sometimes as a paid premium feature. This
approach contradicts the original philosophy behind Blockchain systems such as
Bitcoin, as it is deviating from the idea of decentralisation. It also requires time and
overhead for managing these permissions andmight require the setting up of a Public
Key Infrastructure.

4.3 Virtual Private Security Overlays

In our previous research [10], we have suggested an alternative security approach,
based on security overlay architectures. The basic idea is to apply a suitable secure
information dispersal scheme such as secret sharing [12] in order to diffuse sensitive
data on several blockchains. This achieves transaction confidentiality as long as
a threshold number of individual blockchains is not inspected simultaneously. In
particular, if this idea is applied to public blockchains, the resulting architecture
may be seen as a blockchain with additional security properties and is referred to



Transforming Higher Education Systems Architectures … 353

as Virtual Private Blockchain (VPBC) in analogy to a Virtual Private Network in
traditional network security. In this approach, confidential transaction content is
replacedwith “fake” pseudo-content the precise choice ofwhichwill strongly depend
on the specific application scenario. The transaction recipient will be able to retrieve
the original data by combining a set of fake transactions, using a suitable method.
Depending on how the transaction data is structured and what the specific blockchain
application prescribes in terms of security requirements, an additional out-of-band
channel might be required. The main advantage of this approach is that it does not
rely on encryption, as it implements confidentiality through covertness. In addition,
it is very flexible and can be based on any number of individual blockchains and
transactions.

4.4 ASTER Security Approach

The main difference of ASTER to the VPBC approach is the restriction to a single
PrivateBlockchain, in this case, the Ethereum system.Data diffusionwill be achieved
through multiple transactions, and the arising need for a secure out-of-band channel
is implemented based on email. The motivation behind this design decision is the
fact that one of the earlier versions of ASTER was already implemented based on
Ethereum; and that the existence of an email channel between students and lecturers
is a realistic assumption.

A secret sharing scheme with parameters m and n is also called a (m, n) threshold
scheme and it has the property that given data (the secret s) can be divided into n
parts (the shares) in such a way that m shares are sufficient to reconstruct s.

Consider an intended transaction with sensitive transaction data d, requiring
protection. This will be shared as n shares d1,…,dn using fake transactions and an
email message if required. This will be explained in the following example: assume
the submission of a student assignment. The transmitted information is the student
name, ID number and the actual assignment document and a reasonable decision
would be to consider the ID number ID (for data privacy reasons) and assignment
document A (in order to prevent cheating) confidential. Hence, the data d are the
concatenated latter two pieces of information.

In order to create suitable fake student assignments, one can proceed as follows,
where without loss of generality we will discuss the individual pieces separately:
denote IDi the ith share of the IDnumber.Rather than including this share information
in the fake assignment, we can send the values IDi + Ri and R1 ⊕ R2 ⊕ …⊕
Rn using the email channel where the Ri are random numbers. Including the fake
assignment documents requires additional care, as typically shares in a secret sharing
scheme appear as random values. Unless it would be argued that documents would be
encoded a (potentially proprietary) binary encoding scheme, the following approach
could create plaintext documents: slightly abusing notation, we will use the same
Ri to denote a new set of numbers to be determined. The aim is to create a fake set
of assignment documents Bi. If we consider the set of equations Ai⊕ Ri = Bi (i =
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1,…, n) we can solve for the Ri and proceed as in the case of the student ID numbers,
using an email.

A mechanism to explain the resulting proliferation of assignments submissions
needs to be in place. This could be achieved by simply having an artificially large
number of students enrolled for the assignment. In case of suspicion raised, this could
be explained as having distance learning students, students from the previous cohort
retaking the assignment, and so on.

5 Conclusion

This paper has investigated Distributed Ledger Technology and how the concept
could be applied to improve the current student submission system implementa-
tion that is in use. We have investigated the viability of DLT integration within the
context of a student submission system for assignment grading purposes and defined
a detailed design of a prototype and chosen specific technologies to integrate with the
ASTER prototype system. This prototype system has been developed which show-
cases the use of two unrelated blockchain technologies to submit and store student
assignment submissions, with a legacy backend configured on the Azure platform
simulating student data that would be in use by a university. An innovative mecha-
nism to establish data confidentiality, an aspect often neglected in current blockchain
technology, has been designed.

The ASTER system currently has limitations and will require additional work
to become a fully functioning and production-ready application. The prototype was
aiming to demonstrate the ability to produce an application that would connect to an
already existing system and whilst the API is able to generate lists of assignments,
students, courses, modules and lecturers, it is not possible to create lists assigned to
particular users, but this can be achieved by revisiting the LINQ code.

Due to timing constraints, the Xamarin forms application could not be built and
would have been an added benefit for those wishing to use ASTER on a mobile
platform, however, the ASTER front-end client can be used on a mobile device as
it is responsive. However, the main research question has been proven, which was
to create a hybrid application that will allow student assignments to be stored on
a decentralised system and also making use of distributed ledger technology. The
benefit of using such emerging technologies is also highlighted successfully in the
prototype, particularly where the cost of submitting a document or collection of files
of any size is a fraction of a penny.

ASTER is potentially looking at re-defining how the IT infrastructure within
HE currently operates, a move like this would usually require a cultural change
across the institution, however it may be possible to cushion the change impact by
introducing the architecture gradually. Starting with ASTER which deals with the
core of HE business—the dissemination, collection and grading of student papers.
Targeting this particular system initially will ensure buy-in from academics as well as
the student body. With a successful implementation through the institutions existing
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VLE, additional services can be provisioned incrementally. Introducing DLT within
the HE sector would also provide the much needed, positive exposure which has
been marred by groups and individuals misusing the technology and tainting it with
the perception of untrustworthiness.
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Abstract Against the backdrop of organisational needs to derive value from IT
Organisations through agility, efficiencies and cost effectiveness, many organisations
have adopted a decentralised IT organisational structure, enabling individual busi-
ness units the autonomy to implement, operate and govern technology. The increase
risk that poses organisations through cyber-attacks, raises the question of how IT
security could effectively provide the level of organisations governance to counter
cyber threats in a decentralised organisational model. In exploring the challenges
in the decentralization of IT security, we highlighted that the accountability of such
activities would become diluted, with each business unit managing security in their
own methods and practices or lack of, while unable to take full accountability due
to the complex independencies of modern system architectures, often resulting in
a lack of ownership, accountability and reporting of security at an organisational
group level. This ultimately increases the overall security risk to the organization.
We further highlighted that while centralization of IT security at a group level would
be more effective, a hybrid model of IT security at two-levels with strategy and
policy at the central governance level and a degree of autonomy and decision at the
IT Operational level could also be considered.
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1 Introduction

As businesses compete with one another for the competitive edge and dominant
market share, it has become evident that IT can play a crucial role in enabling firms
to meet their strategic objectives [1]. Firms may have to increase their investments
in Information Technology (IT) to remain efficient, innovative, agile, and compete
against their market competitors.

As Pajic et al. [2] highlight the increasing use of information technology has
resulted in firms needing to evaluate the productivity impact of IT investments
through IT value measures [2]. However, IT value has been a continuous discus-
sion for organisations. Lei and Huifan suggest that organisations are challenged to
determine the overall organisation performance generated by IT capabilities [3].

In today’s organisations, data is considered as a treasured asset, which with appro-
priate data analytics techniques, can enhance business decision makings [4]. Lowry
and Wilson [5] argues that modern business organisations increasingly depend on
their IT departments, he further goes on to suggest that IT Organisations are not
merely expected to provide supporting services but more so becoming strategic
partners and providing value-added services, moreover aligning its objectives and
priorities with those of the departments and organisations overall strategy [5].

Lowry and Wilson’s view relies on the assumption that IT performance will be
optimised to meet the businesses demands and needs. Often IT performance is criti-
cised for the lack of service quality and agility tomeet the requirements of the broader
organisation [5], as Whyte et al. suggest that IT organisation often failed to support
businesses efficiently and in particular to change business attitudes and satisfy user
needs [6].

This can result in organisations moving towards outsourcing their IT Services
to third party organisations or decentralisation of the internal IT organisation and
its capabilities. Moreover, it is against the backdrop of organisations move towards
decentralisation of their IT capabilities and the increased risk of security breaches
and the implications of them to an organisation’s reputations and revenue that this
paper aims to review some of the critical considerations of a Centralised IT security
capability.

2 IT Security in IT Organisations

As the growth of online channels such as e-commerce and mobile commerce
continues to increase and become a key revenue generator and strategic objec-
tive for most organisations, the need for robust IT Security governance has also
become apparent. While previously IT security was often seen as a reactive measure,
afterthought or over-head cost, the growing pressures to keep data and systems safe
from customers, stakeholders and government regulators has forced organisations to
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elevate proactive and robust securitymeasures [7],which includes people, technology
and process considerations [8].

According to Hooper and McKissack [9], in the past ten years, cybersecurity
breaches have cost organisations worldwide billions of dollars. Most notably, tech-
nology firms such as eBay, Adobe Systems, AOL and Sony Interactive Entertain-
ment’s PlayStation Network have suffered heavy losses, resulting in widespread
media reporting and served to attract organisation and public awareness of the poten-
tial damages of security breaches [9]. For this paper, security is defined as the protec-
tion against undesirable disclosure, destruction, or modification of data in a system
and also the protection of systems themselves [10]. There are three key elements
which underpin this definition, and these are vulnerabilities, exploits and threats.

• Vulnerabilities—these are bugs, weaknesses or flaws found in the design of the
system architecture or processes which allow attackers to comprise these vulner-
abilities to execute nefarious activities such as un-authorised access to data,
Phishing or denial of service attacks (DDoS) [11],

• Exploits—these are actions which are executed by attackers on the identified
vulnerabilities using various tools and techniques, often for purposes of self-
satisfaction or financial gain [10, 11],

• Threats—these refer to the impending risk of an exploit that may be executed
on identified vulnerabilities. Threats enable organisations to put in place counter-
measures to mitigate and nullify the vulnerabilities and potential attack.

Whilst the importance of IT Security for an organisation is apparent [8–10],
Organisations have in recent years been faced with the dilemma of centralising or
decentralising their IT capabilities.

Brynjolfson, in his paper titled ‘information assets, technology and organisation’
[12] explained how information technology had the potential to significantly affect
the structure of organisations. Almost 26 years on there remains a debate on how
best to formulate the IT Organization within the context of the wider organisation. A
continued ‘merry-go-round’ has witnessed the early popularity of centralisation to
decentralisation in the 1980s and then re-centralisation of the 1990s [13]. In recent
years with the growing disruptive digital phenomena and organisation drivers to
promote innovation and agility [14], businesses are again seeking to ask the question
whether to centralise or decentralise their IT organisations.

King [15] makes the basic assumption that centralised IT benefits the organ-
isation by economies of scale while decentralised IT benefits by economies of
scope [15]. Centralisation of IT versus decentralisation of IT refers predominantly
to three key aspects. Firstly, the control of autonomy of decisions making in the
organisation. Centralised organisations largely concentrate the decision into a single
business unit, person or a group of individuals, while decentralisation primarily
means devolving the decision-making authority and autonomy to individual depart-
ments and business units. This is supported by Richardson et al. [16] report from a
1987 study by Przestrzelski suggesting decentralisation can be broadly defined as
“a dynamic, participative philosophy of organisational management that involves
selective delegation of authority to the operational level” [16].
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In the context of ITSecurity, individual business unitswould nowhave the freedom
to make their own security-related decisions, such as the procurement and delivery
of software, hardware, security governance and processes, controlled use of adminis-
trative privileges, and vulnerability assessment and remediation activities. Secondly,
the physical location of resources. Centralisation often has resources in one place,
while decentralisation spreads resources across multiple locations within the organ-
isation. Thirdly, capabilities and functional activities. In centralisation, control and
governance of functional capabilities would be driven from a central competency
centre, while in decentralisation the functional capabilities would be disseminated
across single or multiple business units.

In traditional organisations IT security has often fallen under the CIO organisation
providing centralised security governance, and compliance, Hooper and McKissack
[9] argue thatwhile this arrangementmade sense, the downside resulted in IT security
often being diluted in the plethora of other capabilities that IT was responsible for,
not only in relation to priority but also budget allocation, with IT security often fading
into the background unless there are had been a major security breach [9]. Whilst
the authors do not advocate the decentralisation of IT security to individual business
units within an organisation, they do however pose the question of where best fits
a central IT security capability within an organisation. The authors highlight that
while placing a central IT security function under the CIO could have benefits of
synergies between both functions and efficiencies resulting in greater value for the
organisation, this could also result in inhibitors for the security capability to highlight
security threats, vulnerabilities and exploits of the CIO function. Whilst, separating
the two functions out also comeswith the challenge of diluted accountability asmuch
of the security governance and principle are reliant on the underpinning IT systems
and processes.

3 Centralisation and Decentrlisation of IT Security

For most organisation, the risk of IT security breaches remains high, ensuring busi-
ness continuity, threat avoidance, quick incident resolution and disaster recovery.
In a decentralised model, the accountability of such activities becomes diluted with
each business unit managing security in their own methods and practises or lack
of, while unable to take full accountability due to the complex independencies
of modern system architectures, often resulting in a lack of ownership, account-
ability and reporting of security at an organisational group level. King [15] explores
aspects of both centralising and decentralising. He suggests that centralisation of
control preserves top management prerogatives, capitalising on economies of scale
and to preserve organisational integrity in operations. The economies of scale arise
from exploiting the full potential of technologies that cause the output to increase
more rapidly than costs. The costs of duplicating overhead and facilities can be
avoided, and organisational protocols are easier to enforce, while decentralisation
allows lower-level managers discretion and authority in decision making, while also
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fostering a culture of innovation of new opportunities and responsibility for their
decision making, possibly improving their performance. However, decentralisation
of control may lead to problems of accountability and decision making if lower-
level managers lack key competencies and are not held accountable for decisions
[15]. King’s point on key competencies and accountability is particularly pertinent
to IT Security. Khallaf and Majdalawieh examined whether the CIO’s competency
is a determinant of IT security performance measurement. The study highlights that
CIOs’ knowledge in IT acquired through their education orwork experience improves
the performance of IT security [17]. The study reaffirms King’s [15] viewpoint that
by decentralising capabilities there may be a loss of key skills and competencies,
with IT security itself being a complex domain which requires experience, knowl-
edge with security architectures, processes and governance professionally designed
[18]. To explore this view further, we explore some of the most common attacks
cybersecurity vulnerabilities that organisations face today and how they would be
complicated in a decentralised security landscape. Several studies have attempted
to classify, characterise and provide recommendations to tackle cyber and cyber-
enabled threats and security implications e.g. [19, 20]. A study by Humayun [10]
Identified and analysed common cybersecurity vulnerabilities. The findings high-
lighted that Denial of service (DoS) was the most commonly addressed vulnerability
(37%). The second most common vulnerability was Malware (21%), and finally, the
third most common was Phishing (9%) [10]. We can see from the authors’ research
that all three vulnerabilities constituted to 67% of cybersecurity threats that organi-
sations encounter today. In order to understand this better, we describe some of their
key characteristics.

3.1 Malware

Malware is a shorthand term used for malicious software. In this attack, software
programs are deployed on to user computers or servers to gain unauthorised access.
The intent behind these types of attacks is to compromise organisational network
devices in order to gain control of the host systems and networks for malicious aims
[10]. A variety of malware types exists such as Viruses, Trojan Horses, Worms,
Ransomware and Spyware. One of the most recent trends, Ransomware, a type of
Malware has over the last five years gained prominence [21]. Ransomware is where
a victim of an attack is blackmailed. According to Cartwright and Cartwright [21]
there approximately hundreds, if not thousands, of ransomware strands in the wild
[21].

Two such examples of Ransomware have been the cyber-attack that affected more
than sixty NHS trusts in the United Kingdom, with 200,000 computers affected
globally. The impact of this resulted inmany facilities unable to access patient records
which led to delays in surgeries and cancelled patient appointments [22]. The second
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of the attacks was that of South Korean web-hosting firmNayana paying a $1million
ransom in 2017 clearly demonstrates how lucrative Ransomware can be for attackers
[21].

3.2 Denial of Service (DOS)

Denial of service attacks have been around for many years, and they are triggered
by a flood of network requests to an organisation’s servers and networks, ulti-
mately bringing the infrastructure down and enabling attackers to access vulner-
abilities during the infrastructures recovery phase for bringing services back up.
Large organisations have not been immune fromDOS attacks, Yahoo, Amazon.com,
eBay, CNN.com, Buy.com, ZDNet, were all subjected to total or regional outages of
several hours caused by distributed denial-of-service (DDoS) attacks [23].

3.3 Phishing

Phishing is one of the most common forms of cyber-attack. Phishing works by
attackers deceiving people with socially engineered approaches of downloading
Malware or surrendering sensitive data such as passwords, personal information
or bank details.

Curtis et al. [24] highlight that whilst technologies have evolved with organ-
isations deploying tools such spam filters to effectively detect and deter known
phishing campaigns, attackers continuously find new ways to evade these technolo-
gies such as through sophisticated and personalised e-mails (“spear-phishing”) that
take advantage of human limitations and biases and persuade people to respond [24].

Considering the impact that the previously described vulnerabilities can cause to
organisations, rather than decentralise IT security processes, governance and capa-
bilities, it is apparent that organisations should strategically align their IT Security
and Business in way that it meets business needs, goals and strategies [25]. In the
case of the NHS malware attack, it was identified that due to a lack of centralised
security investment that many of the Windows operating systems were more than
15 years old and were no longer updated or supported by Microsoft [22].

Kearns and Lederer [26] highlight the while IT Investment plans are often planned
in isolation it is the utmost importance that IT and business investment plans are
aligned on the strategic objectives of the organisation in order to obtain effectiveness
[26]. Furthermore, El Mekawy et al. [25] suggest that Information security processes
(ISP) are an integrated part of IT strategy and business operations [25].
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4 Information Security Processes

Centralised Information security can enable organisations to implement security risk-
assessment processes. According to Laliberte [27], conducting risk-assessments are
not only a good idea but can help organisations determinewhere organisations should
invest their efforts both financially and effort to reduce its security exposure [27].
Laliberte [27] further argues that more importantly, risk assessments help to identify
the key assets they need to protect and the threats and vulnerabilities those assets
face. By assessing the likelihood of an incident and the effect of the incident actually
occurring, the organisation can make a more informed decision about how and to
what extent it should proceed to protect that asset. In essence, the risk assessment
covers six key phases:

1. Asset identification;
2. Threat assessment;
3. Vulnerability assessment;
4. Risk determination;
5. Identification of countermeasures;
6. and finally, Remediation planning.

Oppliger [18] goes further to posit that the output of the security risk assessment
goes further than just remediation planning, It forms the basis of the security policy,
strategy and architecture at a technical, organisational and legal level [18].

Whilst Security risk assessments make sense, a study by Hooper and McKis-
sack [9] found that the use of formal assurance techniques based on risk and
security metrics at a central level did not always provide effective insights and
communications tools to senior executives [9]. The survey resulted in these key
findings:

• 75% of respondents indicated that metrics were important or very important to a
risk-based security program.

• 53% didn’t believe or were unsure whether the security metrics used in their
organisations were properly aligned with business objectives.

• 51% didn’t believe or were unsure whether organisations metrics adequately
conveyed the effectiveness of security risk management efforts to senior exec-
utives.

With these challenges already existing at a centralised IT security model, it would
only be compounded by decentralising IT security in how to formulate, capture,
measure, consolidate and action the overall security posture of an organisation,
resulting in an increased risk of security breaches.

Lowry andWilson [5] posits that centralised organisations that meet or exceed the
service qualities of their business partners, the organisation, in turn, is far greater to
derive IT related benefits. Conversely, if IT quality is low the organisation’s ability
to innovate and respond to market conditions will be hindered, leading the business
to alternative IT models such as decentralisation. Magnusson [13] further support
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this notion from research on a case study of a large Swedish organisation, where he
notes that a level of IT Support quality had resulted in some departments having to
abdicate from IT altogether, decreasing their usage and even matters of organisation
compliance [13]. While the literature supports that there is a relationship between
IT perception of Service quality, there is a contradictory element, whereby although
acknowledging the lack of IT service quality, some organisations may refrain from
outwardly recommending decentralising. This may be down to a market context,
whereby the concern of the available skills in less developed economies may act as
an inhibitor to decentralise the IT organisation or that there is a lack of agreement on
the key organisational objectives that drive the centralisation/decentralisation of IT.

King [15] sets out organisational measurements/objectives of IT that drive the
discussion on centralisation and decentralisation. This study adapts Kings models to
incorporate Security aspects for an organisation:

• The need to provide IT security capability to all organisational units that
legitimately require it.

• The need to contain the capital and operations costs in the provision of computing
services within the organisation.

• The need to satisfy special computing needs of user departments.
• The need to maintain organisational integrity in operations that are dependent on

computing, i.e., avoid mismatches in operations among departments.
• The need to meet information requirements of management and security of the

data.
• The need to provide computing services in a reliable, secure, professional, and

technically competent manner.
• The need to allow organisational units sufficient autonomy in the conduct of their

tasks to optimise creativity and performance at the unit level, while not putting
the organisation at a risk of security breaches.

• The need to preserve autonomy among organisational units, and if possible, to
increase their importance and influence within the larger organisation, however,
key capabilities with the required high level of governance such as IT Security
remain centrally governed.

• The need, wherever possible, to make the work of employees enjoyable as well
as productive.

• The need to counter security threats, vulnerabilities and exploits.

5 Conclusion

In summary, whilst a complete decentralising of IT Security capabilities across the
organisation would create lack of governance, diluting accountability, increasing
cost and skills while increasing the risk of IT security breaches there are rational
arguments for both centralisation and decentralisation of the IT security function.
Magnusson [13] highlights that centralisation and decentralisationmay not be ‘oppo-
sites or alternatives’ but as mutually dependent. The model that Magnusson refers to



Centralised IT Structure and Cyber Risk Management 365

the hybridisation of IT at two-levelswith strategy and policy at the central governance
level and a degree of autonomy and decision at the departmental/business unit level.
This model also supports findings of Richardson et al. [16] that high performing
organisations included those with simultaneous decentralisation and centralisation
at two levels of the organisation [16]. Furthermore, in relation to IT Security, Hooper
andMcKissack [9] support the notion of a hybrid configuration, with an introduction
of a CISO (Chief Security officer) reporting to the CEO.

The configuration would be a split between operations and the more strategic
level. For example, the IT department would be in charge of the day-to-day technical
security operations while the CISO would operate independently and be responsible
for the strategic aspects of the organisation’s security posture. In conclusion, the
impacts of IT security breaches for organisations are both vast in terms of financial
and reputational damage. Organisations should keep consistency through centrali-
sation of IT Security with two options (1) Complete centralisation of IT security
at an IT level; or (2) a hybrid configuration with a CISO reporting to the CEO as
a strategic security capacity and IT performing the day-to-day security operations
underpinned by the Strategy of a CISO. Rather, Organisations should refrain from
devolving IT Security responsibilities in a decentralised manner to individual busi-
ness units which will only lead to dilution of responsibility, accountability of security
capabilities and governance across the organisation increasing the risk of security
breaches and attacks.
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Blockchain and Artificial Intelligence
Managing a Secure and Sustainable
Supply Chain

Elias Pimenidis, John Patsavellas, and Michael Tonkin

Abstract Supply chain management is often the most challenging part of any busi-
ness that manufactures, sells goods, or provides services nowadays. Regardless of
whether the operations are mostly physical or online, managing supply chains relies
entirely on being able to manage shared information securely, efficiently and effec-
tively. Managing the information within the context of a closely-knit supply chain
offers the benefits of extra resilience and ability to recover quickly from major
disturbances. The authors propose here the development of a blockchain enabled
and Intelligent Agent supported supply chain community that will provide a secure,
intelligent, responsive and sustainable operational partnership.

Keywords Supply chain management · Blockchain · AI · Chain of custody

1 Introduction

The global economy is highly dependent on China and more particularly supply
chains across the world are dependent on Chinese input and drive. China’s share of
global trade in some industries exceeds 50%—in the global trade of telecommunica-
tions equipment, for example, China’s share (by volume) was 59% in 2018. Because
of Covid-19, it is likely that this period of globalisation will not only come to a halt,
but it will reverse. Some multinationals were forced under the conditions to relo-
cate their supply chains away from China to other parts of Asia and even closer to
their core operations, in Europe and the Americas. Such moves will lead to building
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quasi-independent regional supply chains, allowing global companies to provide a
hedge against future shocks to their network [10].

Supply chains are difficult to set up and even more difficult to move, especially
in the automotive sector. As more firms make a shift to such operation paradigm, the
shift to regionalised supply chains will be the predominant outcome of this crisis.
Optimising transportation and storage for risk mitigation though is not an easy, safe
and inexpensive venture and companies will need advanced technologies to support
such significant changes and mitigate the relevant risks. Smart ways of managing
supply chains will need to be engaged to provide security of transactions and opera-
tions, and intelligent management that will support the creation of sustainable local
and regional supply chains.

Blockchain driven and Artificial Intelligence managed supply chain could be the
answer to securing the operations of a local/regional supply chain and providing
the intelligence required to instil enhanced efficiency in operation. The above will
yield sustainability into the supply chain, allowing it to counter the increased costs
of shifting away from Asian markets and absorbing the higher wage costs of western
economies [2, 4].

Blockchain offers a secure ledger for sharing documents. This is the founding
stone of the development and operation of a digital community that supports a supply
chain in any industry. Such digital communities are not a new concept as they date
back from the dot.com era of the early years of the 21st century, called Valued
Added Communities (VAC) [6]. Partners in the digital community share information
of transactions allowing other partners to complete complementary transactions as
they collaborate in fulfilling a partner’s requirements and at the same time meeting
their own objectives. The level of detail shared betweenmembers of theVACdepends
on the type of partner, but all participants in the supply chain receive notification of
every transaction completed betweenmembers of the VAC offering transparency that
supports sustainability.

2 Supply Chain in an Uncertain World

Disruption is an everyday part of life arising from amyriad of circumstances. Normal
service can be restored relatively quickly in some cases depending on the impact,
its duration and the effect it might have on society and the economy. Supply chain
flow usually remains constant and continuous, with just the odd blip, now and again.
This was the view up until the early part of 2020 and before the Covid-19 pandemic.
This unique situation has placed a different kind on supply chains and has forced
companies to rethink their strategies and their approach to sustainability of supply
chains.
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2.1 What Is Supply Chain?

In the realm of manufacturing, a supply chain is the process of the flow of goods from
the upper echelons of value creation to the end customer consumption. It is a form
of symbiotic connection in which customers and suppliers work together to achieve
the best interests of each other, buying, converting, distributing and selling goods
and services to create specific final products and to add value to their organisations.

Through the control of information flow, logistics and capital, intermediate prod-
ucts and final products are prepared from the procurement of raw materials and
supplied to customers by distribution networks. All such systems contribute and are
part of the supply chain. Failure of one system can affect the normal operation of the
supply chain. Having alternatives available to pick up the disturbed work or services
can lead to seamless operations and efficiency in performance [5].

All of the above depends on secure, transparent, and intelligent management of
information. This is where Blockchain can contribute to support sustainable supply
chains [1].

2.2 A Secure and Sustainable Digital Supply Chain

Political, economic, social, technological, environmental and legal factors have
constant, profound, often unexpected, and dramatic impacts, both positive and nega-
tive, on supply chains and the wider domain interests they serve. Certainty is an
elusive commodity. An agile, data-driven supply chain ecosystem will be better
prepared to react and mitigate such impacts.

Sharing assets and capabilities across supply chains will increasingly provide
the foundation to achieve the greater flexibility necessary to cope with an uncertain
future. Collaboration within the supply chain ecosystem is vital.

Sustainability is the ability for a business to operate successfully without compro-
mising the ability of future generations to meet their own needs. To be sustain-
able, supply chains must become more flexible and responsive whilst incorporating
increased resilience and traceability. Once again, technology and innovation will be
the enablers with engineers at the heart of the ecosystem, delivering supply chain
success [1, 5]. Blockchain can contribute to enhanced traceability and Artificial
Intelligence algorithms can provide the technological edge to make supply chains,
flexible, responsive and efficient, while maintaining the transparency of transactions
that support all members.
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2.3 Value Added Communities

The quest for flexible and sustainable supply chains based on transparency and
sharing of information is not new to the business world.

In the past successful businesses evolved into colossal organizations that incorpo-
rated a large number of business functions. These shared little information or direct
interaction and were managed centrally through a complex web of activities that
contributed little towards customer satisfaction or to the organization’s core objec-
tives. The stand-alonemega organization is too dysfunctional for themodern business
world. E-businesses were the first to realize this at the dawn of the 21st century. They
hadmade information the key driver of all activities; retaining only the core functions
of their business and focusing only on those activities that contribute directly to the
attainment of competitive advantage. In this way, e-businesses have become more
flexible and responsive to customer requirements, creating additional value for their
customers and achieving a larger customer base.

Notwithstanding some spectacular failures at the turn of the 12st century, the dot-
com era has enhanced the experience in this area and has shown that the ability to
create added-value is the key factor of success in the modern competitive environ-
ment. To reap fully the benefits of Internet technologies and extract value for both the
business and the customer, e-businesses realised that they needed to further exploit
the wealth of information they gather by sharing it across businesses that can be seen
as complementary within the supply chain. This led to the formation of mutually
collaborative online communities known as “value-added communities”.

Value-added communities (VACs) are groups of businesses that function at the
various points of the supply chain and are connected electronically to enable optimal
response to customer demand. At the same time this electronic network should offer
maximum return for the “community” as a whole. This is done through the establish-
ment of a series of communicating computer systems that support the key activities
of each of the participating businesses. Customer demand is used as the empow-
ering input for all the above systems. Through the electronic business facility of the
trading organization (brand-owning company), information is processed, filtered and
forwarded through the relevant networks to other computer systems such as MRP,
MRPII, ERP, that each may support the function of one of the members of the “com-
munity”. Thus planning and coordination of activities within the “community” can
be performed according to evolving market trends and continuously revised on a real
time basis [6].

E-business development though and especially the above concept of VACs
involves a considerable level of uncertainty and risk. Developing a VAC involves
integrating a number of different business functions, belonging to different organi-
zations, which may be linked to diverse and conflicting objectives, or differing levels
of commitment to the evolution and functioning of the VAC [8].

In the early days of value added communities, communication was based on slow
internet connections, email systems and simple text messaging, with information
shared on a peer to peer network like architecture as shown in Fig. 1 below.
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Fig. 1 Value added community structure [7]

Covid-19 is beginning to reshape trade fundamentally by accelerating the trend
towards shortening supply chain reaction times. Intelligent agents operating on behalf
of various members of a blockhain supported VAC can utilise the shared informa-
tion in negotiating the completion of transactions. The security and privacy offered
by blockchain technologies supports the transparency of such transactions and the
sharing with the partner members [3].

3 A Distributed Ledger and Blockchain Technology

In the business context, a ledger, or general ledger, is defined as a central repository of
the accounting information of an organization in which the summaries of all financial
transactions during an accounting period are recorded.

In the common business environment, a digital ledger is stored in a central server,
and distributed access is provided with read and/or read/write privileges. To assure
security, there is some sort of access control mechanism that authenticates users,
enables secure access, and enforces access restrictions (for example, read-only).

In a system with ongoing transactions and a heavy volume of read and write
access, the central server model can be inefficient.

An alternative is a secure distributed ledger, which consists of an expandable list
of cryptographically signed, irrevocable records of transactions that is shared by a
distributed network of computers.
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Every participant has the same copy of the ledger. Each participant may propose
a new transaction to be added to the ledger and when consensus that the transaction
is valid is reached, it is added to the register.

Trust is central in a distributed ledger and it involves two concepts:
Security protocols andmechanisms, generally basedonPublic-KeyCryptography,

ensure that the creator of each transaction is authenticated and validated.
Transaction creators prove they are entitled to make a transaction by satisfying

the particular conditions associated with this application. Meeting these conditions
involves the use of a secure digital signature [9].

Distributed Ledger Technology (DLT) is based on peer-to-peer (P2P) network
technologies enabled by the Internet, but internet-based transfers require ensuring
that an asset is only transferred by its true owner and ensuring that the asset cannot
be transferred more than once, i.e. no double-spend. The asset in question could be
anything of value by Nakamoto in 2008 proposed a novel approach of transferring
“funds” in the form of “Bitcoin” in a P2P manner. The underlying technology for
Bitcoin outlined in Nakamoto’s paper was termed Blockchain, which refers to a
particular way of organizing and storing information and transactions. Subsequently,
other ways of organizing information and transactions for asset transfers in a P2P
manner were devised—leading to the term DLT to refer to the broader category of
technologies.

DLT facilitates the recording and sharing of data across multiple data stores
(ledgers), which each have the exact same data records and are collectively main-
tained and controlled by a distributed network of computer servers, called nodes
[11].

Blockchain is a particular type of DLT, uses cryptographic and algorithmic
methods to create and verify a continuously growing, append-only data structure that
takes the form of a chain of so-called ‘transaction blocks’—the blockchain—which
serves the function of a ledger.

Oneof themembers (nodes) initiates a newaddition to the database.Anew“block”
of datamay contain several transaction records. Information about this newdata block
is then shared across the entire network, containing encrypted data so transaction
details are not made public, and all network participants collectively determine the
block’s validity according to a pre-defined algorithmic validation method termed as
consensus mechanism. Only after validation, all participants add the new block to
their respective ledgers (Fig. 2). Through this mechanism each change to the ledger
is replicated across the entire network and each network member has a full, identical
copy of the entire ledger at any point in time. This approach can be used to record
transactions on any asset, which can be represented in a digital form. The transaction
could be a change in the attribute of the asset or a transfer of ownership.

Blockchain this becomes a vehicle for trust, through the transparency of the public
record and the validation of inputs from unconnected parties along the supply chain.

Distributed ledger supply chains are being developed and tested around the globe
on different types of application domains. Directly linked to supply chains is the
example of the IBM Food Trust blockchain, which went live as a commercial
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Fig. 2 Block creation and
validation

product in 2018. During the proof of concept phase, IBM worked with Walmart,
who challenged them to trace mangos from farm to store.

Using Walmart’s existing systems, this process took almost a week to run, while
the blockchain-based system completed the task in 2.2 s [1].

4 An Intelligent Digital Supply Chain

In essence, blockchain is a data structure that makes it possible to create a digital
ledger of transactions and share it among a distributed network of computers. After
a block of data is recorded on the blockchain ledger, it is computationally infeasible
to change or remove it.

When someonewants to add to the ledger, participants in the network, all of which
have copies of the existing blockchain, run algorithms to validate the proposed trans-
action. If a majority of nodes agree that the transaction looks valid—that is, iden-
tifying information matches the history of a blockchain—then the new transaction
will be approved and a new block added to the chain. The transaction is fulfilled or
executed only when it has been approved for addition to the blockchain. Each block
is connected to the previous block via a hash (tamper-proof digital fingerprint). On
the blockchain, users can observe transactions that have occurred, so they know
which outputs are available for spending and which ones have been consumed. Each
block in the blockchain represents, in effect, the claim by someone on the network
that the transactions contained inside the block are the first ones to spend the inputs
involved, and therefore any transaction in the future that attempts to spend the same
inputs should be rejected as invalid [9].

Thus a blockchain offers transparency and “democracy” in the handling of trans-
actions submitted to it, developing and strengthening the bonds within the value
added community it serves.

Based on such properties the authors have proposed the evolution of value added
communities along the structure and concept of a blockchain. The objective is
to create a closely-knit community of suppliers that serve the needs of a main
manufacturer, organisation, or service provider.
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• The community could comprise a group of companies, from similar industries or
not, that will utilise the regular services of the supply chain.

• The members of the supply chain will be companies offering complementary
services and/or the same services with different levels of capacity and the ability
to serve the main core of the community with greater flexibility and meeting their
changing needs at short notice.

• Different suppliers can offer their capacity and availability details to satisfy the
requirements of each job, in the form of a transaction.

• As each job or part of are assigned to a member of the community the details are
shared with the rest across the Blockchain, so each other member is notified of
what jobs or parts of remain unfulfilled and can make offers, as each transaction
is received and approved by the members

• No financial details are shared for each agreement reached, thus confidentiality
is not breached, but transparency as to which member is assigned a specific job
is maintained.

4.1 A Block Chain Prototype

Figure 3 shows the diagrammatic representation of an Intelligent Agent enhanced
Blockchain that is currently under development at the University of the West of
England. A cluster of Raspberry Pi computers (Fig. 4) is utilised to build a prototype
supply chain and subsequently a full value-added community as shown in Fig. 3.
The first stage of implementation is complete at the time of writing with successful
testing of all functionality.

• Intelligent Agents systems can be utilised at each company to negotiate the details
of each agreement. Once an agreement is reached, the members of the community
are notified through the Blockchain.

Fig. 3 Blockchain based
value-added community
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Fig. 4 A blockchain
prototype

Depending on the level of importance simple agreements can fully automated
and negotiated and agreed by AI systems, or the AI negotiators requiring
approval by a human decision maker.
Regardless, the utilisation of AI will minimise the complexity of decision
making and it will speed up the negotiation with very high levels of accuracy,
consistency and integrity.

• The Blockchain will ensure that the information shared will stay secure and only
within the community subscribed to it. Only the required level of details will be
shared.

The information available at any one time will current and it will allow AI
systems on draw on it plan the sharing of jobs, negotiate with suppliers and
process jobs in an orderly, timely, secure fashion at very fast speeds.
This abilitywill allowcompanies to revise plans speedily and be able to respond
to changing circumstances with high levels of flexibility.
Supply chain will become an enabler to flexible operations at times of high
volatility.

• A diagrammatic representation of the resulting structure is shown in Fig. 3,
with Intelligent agents supporting transaction analysis and response to each
transactions submitted on the block chain be members of the value-added
community.
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4.2 The Case of Chain of Custody—Future Work

Upon completion of the above value-added community as a working prototype of
Intelligent Agent supported blockchain, the authors intend to complete a proof of
concept project applied on a chain of custody system that monitors and audits the
required quality standards in an industry focused on sustainable products in the print
sector. The project will involve a full supply chain with manufacturers, suppliers,
retailers, and the chain custodian. The aim of the project is to establish the potential
of the enhanced value-added community concept to apply and enhance every type
of supply chain, whether manufacturing or service oriented.

5 Conclusion

Supply chains need tobecomeflexible, responsive, transparent, intelligent and secure.
Major events like the current Covid-19 induced crisis can put any such systems at
risk. The proposal put forward here is for a resilient system based on a value-added
community that is supported by blockchain technology and artificial intelligence in
the form of intelligent agents to support supply chains. The authors believe that the
proposed system can provide the qualities that will allow a harmoniously functioning
supply chain to be capable of responding quickly to any disturbance, and to be able
to create a sustainable local/regional ecosystem of interrelated companies.
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Does the GDPR Protect UK Consumers
from Third Parties Processing Their
Personal Data for Secondary Purposes?
A Systematic Literature Review

David Sinclair and Arshad Jamal

Abstract Consumers control over their personal data is something the GDPR is
meant to protect but there seems to be a gap in that protection when secondary
processing is undertaken by data brokers. An assessment of this protectionwas under-
taken using a systematic review of the available literature. a systematic review of 20
scholarly papers was conducted using the established guidelines and steps including
undertaking a CIMO-Logic exercise, developing research objectives, undertaking
a literature search, selecting study materials and undertaking a quality assessment.
Consumers are being manipulated by primary collectors to provide personal data
that is sold to brokers for secondary processing. This results in them losing control
over that data, which the GDPR should protect. There appears therefore to be a
gap in the protection afforded to consumers by the GDPR, which requires further
research. This review is to the best of my knowledge the first on this specific topic
and in identifying further areas for research it is hoped that this study will add value
to academic knowledge. There were significant limitations in undertaking the study
due to extenuating technical issues and the results of this study should be treated with
caution and if possible, re-run at a later date. The study makes five recommendations
for further research.

Keywords Consent · Consumer · Data broker · GDPR/general data protection
regulation

1 Introduction

The internet is an essential requirement for most people, at home and at work. Being
connected to the internet has completely changed communication, shopping and
work (Jay 2019, p. 113). UK online shopping, is increasing at 129% a week [16]
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and this generates unprecedented volumes of data including personal and GDPR1

special categories of personal data (Jay 2019, p. 113).2

An industry of intermediaries, known as data brokers (‘Brokers) has emerged to
buy personal data (‘Data’), process and manipulate that Data into saleable products,
which they sell to a range third parties, formarketing andother purposes. There is little
transparency between primary collectors, consumers and Brokers, who are consid-
ered untrustworthy. There is however also a willingness by consumers to sell/trade
their Data for benefits [14].

In its raw form this data has little value but once it is processed and refined it
gains a significant monetary value as a commodity [1]. Primary collectors are keen
to collect Data either by consumers sharing the data in return for benefits3 or without
consumers knowledge [18].

Once Brokers obtain information, consumers lose control over that Data, which
can be processed and resold or rented without their knowledge [15]. It is the data
controllers (primary collectors and Brokers) who decide what happens to consumer’s
Data [22].

Brokers compile and aggregate Data from a variety of sources and these practices
take place in the shadows without consumers knowledge or consent, compromising
consumers right to privacy [12].

The Brokering industry is unregulated and Brokers do not want attention as this
could draw consumer attention to their activities, which could result in consumer
access to the data they hold [2].

The proliferation of online channels and increased internet access via mobile
devices has increased the quantity and quality of data available to Brokers but they
are looking for the right quality of Data from primary collectors. These collec-
tors therefore manipulate consumers into providing them with more Data than they
require for their purposes in order to benefit from the additional income. At all times,
power lies with the Brokers, who decide how, when and by whom consumers Data
is processed for secondary purposes [13].

Because Data is collected by primary collectors, who are generally big name
businesses such as supermarkets, clothing brands and social media platforms, they
are trusted by consumers, which leads to consumers having a ‘perception of privacy’
and they disclose more data than is necessary for, e.g. their purchase [13].

1Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on
the protection of natural persons with regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation)
[4].
2Defined in GDPRArticle 9(1) as personal data revealing ‘racial or ethnic origin, political opinions,
religious or philosophical beliefs, or trade union membership and the processing of genetic data,
biometric data for the purpose of uniquely identifying a natural person, data concerning health or
data concerning a natural person’s sex life or sexual orientation.
3Such as discounts on shopping or access to online services.
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1.1 Purpose Statement

Secondary data processing risks consumer privacy and the GDPR was enacted to
give them greater control over the processing of their Data and thereby protect their
privacy. A systematic literature review (‘SLR’) was undertaken of the available liter-
ature, to investigate whether (and if so, to what extent) the GDPR protects UK
consumers from third party (Broker) secondary processing their Data.

An evaluation of the literature was undertaken to examine consent, Broker
processing and the requirements of the GDPR, to determine whether the GDPR
is effective in protect consumers.

The study has three objectives that are set out under ‘Research Objectives’ below.
Having drawn conclusions, this article will identify areas where further academic

and/or legal research is required.

2 Research Methodology

This research uses systematic literature review methodology and follows the estab-
lished guidelines published by Kitchenham and Charters [11] and Hoda et al. [8].
An initial review of the ‘grey’ literature was undertaken in order to obtain an under-
standing of the practitioner’s view of Brokers secondary processing of consumers
Data and to identify the key terminology used. CIMO-Logic was used to develop the
research question and objectives [5].

1. Context—EUandUK law, data brokers and those that collect data directly from
data subjects. The relationships to be studied are those between the data subject
and the primary processor and those between the primary and secondary (data
broker) processors.

2. Intervention—The event to be investigated is the primary processor obtaining
GDPR compliant consent to the secondary processing of personal data by data
brokers.

3. Mechanism—A data subject is purported to have given consent the secondary
processing of her or his personal data in return for some benefit, i.e. the free
use of a search engine or for points on a store card that can lead to discounts on
goods or service.

4. Outcome—The effects of the intervention are that peoples’ personal data is
being processed by data brokers for purposes never envisage by the data subject,
who has not consented to that processing, or whose consent to that processing is
not GDPR compliant. While data subjects may have considered that secondary
processing of their data would lead to, e.g. targeted advertising, which they may
find beneficial, they do not realise that the same processing is being used to
build (an often inaccurate) profile of them that could have significant, adverse
life consequences for them.
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2.1 Research Objectives

The CIMO review identified key themes for the study that enabled a search against
key words. In addition, EDPB4 and ICO5 guidance on the GDPR and consent were
reviewed to identify key legal issues. The following three study objectives were
developed:

1. To identify and describe theGDPR factors required for a third-party organisation
to be able to rely on an individual’s consent to the secondary processing of
personal data and special categories of personal data (consent to processing).

2. To understand the GDPR methods that primary data collectors use to obtain
valid consumer consent to the use of their personal data and special categories
of personal data (lawfulness of processing).

3. To identify if, havinggiven consent, it is possible for a consumer to use theGDPR
to control the use of their personal data processed by third parties (consumer
control).

2.2 Search Process

The aim was to include between 20 and 30 documents in the study and the inclusion
criteria were that the title had to include two of the search terms and the abstract
had to include a discussion of Data processing in relation to issues that would affect
consumers. A summary of the search process is shown in Fig. 1.

The search and document selection process used followed guidance provided by
Hoda et al.6 This involved searching standard online databases that were recom-
mended by Northumbria University for information security research, i.e. Science
Direct, IEEEXplore, ACMand Springer, together with legal databases Practical Law
and Lexis PSL that were used for legal texts and commentary.

However, shortly after the search process started, a significant cyber-attack on
Northumbria University denied accessing to either the University library or any of
the required databases. This attack stopped the search and created a significant time
constraint on the study.

In order to continue, a Google Scholar search was undertaken using the same
criteria and filters. A significant drawback with Google Scholar is that it only shows
abstracts and not full documents, which delayed the study until the University came
back on-line.

When the University’s systems were restored the search was completed and
additional documents were located on Science Direct.

4European Data Protection Board (formally the Article 29 Data Protection Working Party), which
is make-up of the data protection regulator from each of the EU Member States.
5Information Commissioner’s Office.
6Hoda et al. [8] Systematic literature reviews in agile software development: A tertiary study [8].
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Fig. 1 Search process adapted from https://tamu.libguides.com/systematicreviews

A search was undertaken for all relevant papers published betweenMay 2018 (i.e.
when GDPR was enacted) and the time of the search (i.e. August 2020). IEEE and
ACM returned no results. The search of ACM had to be modified to fit the search
criteria options available in the advance search feature, which did not include all
Boolean options.

The search criteria used were:
“All Metadata”:GDPR) OR “All Metadata”:General Data Protection Regula-

tion) AND “All Metadata”:Consent) AND “All Metadata”:data broker) OR “All
Metadata”:information broker) AND “All Metadata”:consumer.

2.3 Study Selection

A final inclusion criteria that was applied to the remaining 42 documents was that
each of the articles had to have been cited at least three times and a book chapter had
to be excluded due to the book being unavailable.

https://tamu.libguides.com/systematicreviews
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Fig. 2 SLR search final documents

Final exclusion criteria were applied in that abstracts that discuss data processing
in relation to health data, blockchain, transport, financial and tax, vendor apps, or
ownership of data and those that discussed processing related to non-EU countries,
smart cities, or autonomous vehicles were excluded. A further three downstream
articles were added.

A total of 20 documents remained, the full text of which were checked for dupli-
cates and those not relevant to the topic and these 20 documents were discussed and
agreed by the review panel (shown at Fig. 2).

2.4 Quality Assessment

The quality of the documents was evaluated using criteria developed for this study
and shown in Fig. 3.

3 Findings

Information was extracted from the 20 articles reviewed using a structured extraction
form, this information was then put into a synthesis matrix (see Fig. 4).

This allowed the development of aSLRSummaryofReview form to be completed.
The extracted information did not align exactly with that required to meet the three
objectives set for this study but instead fell into threemain themes ofConsent; GDPR;
and Consumers.
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Fig. 3 Quality assessment results

Fig. 4 Synthesis matrix
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Fig. 5 Thematic map

A thematic map (Fig. 5) was developed for this study to identify sub-themes and
the relationships between those themes.7

3.1 Consumers

Consumers are generally unaware that primary collectors collect far more of their
Data than is needed for primary purposes. This Data is used for secondary processing
by intermediaries such as Brokers [17].

This is because primary collectors fail to provide consumerswith all of the relevant
information that they need to make decisions. Where information is provided, it is
hidden in lengthy privacy statements and policies on websites and/or shrouded in
large amounts of highly technical text. Were sufficient information to be provided to
consumers, they would not comprehend what they are being told or understand the
logic behind the secondary processing of their Data.

Consequently, primary collectors are not complying with the GDPR’s provisions.
Despite this, primary and secondary process consumers data, which is unlawful
continues and is increasing at a significant rate [17].

7As set out in ‘Research Objectives’ above.
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Even if primary collectors and Brokers obtained consumer consent and that
consent covered all of the intended processing, this would not diminish their obliga-
tions as data controllers to observe the GDPR’s processing principles, in particular,
the ‘necessity’ of collection for a ‘specified purpose’ to be ‘fair’ [6].

The GDPR of itself, is unable to mitigate Brokering practices, nor can it provide
sufficient transparency to enable consumers to make informed choices and thereby
give GDPR valid consent. The lack of transparency means that consumers don’t have
control over what happens to their Data. Discounting consumers being unaware that
secondary processing of their Data takes place, it is unlikely that they would in any
event, consent to the open-ended secondary processing of their Data [17].

Providing consumers with free choice (and thereby control over their Data) is not
realistic when that control comes through consumers being provided by information,
which is not, in fact, provided [19].

There is an acknowledgement that there is an excessive over-use of Data and a
GDPR and regulatory failure to prevent Data sharing between primary collectors
and Brokers. The data collection and processing that takes place is such that it now
enables Brokers to infer information about non service users from information they
have collected about service users, so called profiling, that the GDPR unable to
prevent [3].

Primary Data collectors and Brokers are failing, almost universally, to provide
sufficient and/or adequate information to consumers in breach of the GDPR. Added
to which, the Regulation place a significant level of responsibility on consumers to
inform themselves before giving consent, by making them (and not data controllers)
responsibility for reading and understanding all of the information provided to them
[17].

It is a fundamental tenet of the GDPR that a consumer can withdraw consent to
Data processing at any time and that withdrawing consent should be as easy as giving
it. However, controllers often make opt-outs invisible and imperfect and consumers
are rarely provided with adequate, visible and understandable information to enable
them to make an informed choice [17].

Opt-outs are confusing or non-existent because the Broker is generally invisible
and the website does not express whether individuals can opt out. Where they do
discover the broker and opt out, they may still never know whether their choice has
been implemented. In short, brokers and primary collectors are failing to comply
with GDPR provisions on consent, transparency and the provision of information
and on data subject access rights. Consumers therefore have no real choice [2].

3.2 GDPR

Brokers have emerged to buy and sell data about individuals to third parties, with
little or no transparency over their operations, which has led to them being considered
untrustworthy. However, there is wide acceptance that Brokers rarely ever steal Data
but instead purchase it from consumers who are willing to sell that data in return for
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benefits, or from primary collectors who also operate outside the law in collecting
that data [14].

Existing safeguards, including those imposed by GDPR relating to the Brokering
industry are poor. However, a more sophisticated, model-based approach to data
protection, giving consumers better control over their Data could be developed but
this would involve Brokers voluntarily accepting that approach and this is unlikely
to happen [21].

It is accepted that technology alone cannot deliver a complete security solution and
consumers must understand the threats they face and be able to protect themselves.
However, the GDPR does not give these human aspects the attention they merit,
instead it focuses on technical security and less on policy, training and education [7].

It is the ‘technical complexities and multiple data-exploiting practices primary
collectors and Brokers that make it hard for consumers to gain control over their
Data. The GDPR addresses the need for more consumer control but the lack of
enforcement means that its new Data processing principles, which are designed to
empower consumers are ineffective [19].

Brokers compilation, aggregation of individuals Data and sale of that information
takes place in the shadows without consumers knowledge or consent compromises
consumers rights to privacy and leaving them vulnerable to ‘predatory and unsavoury
marketing practices’. EU data protection provides the right framework to protect
consumers, but there is little or no enforcement of that legislation [12].

A study of cookie notices found that 65% of site operators did not comply
with legal requirements and Brokers regularly collect consumers internet browsing
behaviour without consent, both of which is in breach of the GDPR [18].

Consent is one of the GDPR six lawful grounds8 for processing9 Data. However,
in addition to obtaining consent to lawfully process Data, controllers must comply
with theGDPRArticle 5 data processing principles10 both in obtaining consent and in
processing the Data. To do otherwise makes any consent and/or processing unlawful
[6].

Article 5 requires secondary processing to be fair, lawful, transparent and meet
the purpose limitation principle, which neither primary collectors and/or Brokers can
achieve because it is impossible for them to determine, at the time of collection, what
future processing will take place. Consumer GDPR rights are therefore, extinguished
[15].

8Set out in Article 6(1) as: consent; the performance of a contract; legal obligation; vital interests;
public interest/exercise of official authority; and legitimate interest.
9Defined by Article 4(2) as: ‘Any operation or set of operations which is performed on personal
data or on sets of personal data… such as collection, recording, organisation, structuring, storage,
adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or
otherwise making available, alignment or combination, restriction, erasure or destruction’.
10Processing is lawful, fair and transparent; it is limited to a specified, explicit and legitimate
purpose and not further processed for an incompatible purpose; it remains accurate and up to date;
it is subject to storage limitation; it remains secure; and the controller shall be able to demonstrate
compliance with the lawful, fair and transparent processing.
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Guidance suggests that the ‘imbalance of power’ that exists between Brokers and
consumersmeansmean that in any event, consent cannot be regarded as ‘freely given’
as consumers are unable to exercise real choice over what happens to their Data. This
is because the consumer is unaware that processing is taking place. Consent cannot
therefore be valid [20].

Karanasiou andDouilhet argue that theGDPR increases consumer rights over their
Data, giving them greater control. They also suggest that this could also limit Brokers
secondary processing, a view supported by the EDPB. Countering this argument is
that there is a significant imbalance of power between consumers and Brokers, who
are generally unknown to the consumer whose data they are processing. Therefore,
in order for consumer rights to be effective, the GDPR would have to be enforced.

TheGDPR is seen by authors as a potentially effectivemeans of regulatingBrokers
but as consumers are unaware of Brokers activities, they are unable to exercise their
rights. Karanasiou and Douilhet [10] argues that for the GDPR to be effective in
protecting consumers, Brokers would have to agree to be bound by the GDPR’s
requirements. Karanasiou believes that the GDPR, of itself, is unable to protect
consumers, nor can it require the provision of sufficient transparency by Brokers, to
enable consumers to make informed choices.

3.3 Consent

The GDPR11 provides the conditions for consent to be valid and the EDPB sets out
the elements of, and conditions for obtaining consent, which are expansive [6]. The
ICO provides that the standard for obtaining consent is a high one [9] and that the
GDPR imposes rigorous requirements on those seeking consent [6].

Consumersmust be given an option to express consent but as they have insufficient
information to consider the consequences of providing that consent, they simply
consent when they are confrontedwith a consent request. Added towhich, consumers
often simply consent whenever they are confronted with a request to do so [19].

Even if primary data collectors have consent to process consumers’ Data, they
are unlikely to have obtained valid consent to sell/pass Data to Brokers unless
the consumer has been provided with all relevant information about the specific
processing to be undertaken, by whom and for what purposes [20].

Once used for secondary processing the consumer loses all control over what
arguably ceases to be their Data [19]. The current consent model is therefore, not
effective (Jay 2019) and consumer rights need to be increased to protect consumers
[22].

However, if theGDPR’s provisions are evaluated fromabehavioural perspective, it
is possible to predict the Regulation’s effectiveness in providing increased consumer
control rather than assuming that consumers have better control. The study found

11Article 4(11) provides that consent must be freely given, specific, informed and clear affirmative
action unambiguously indicating the data subject’s wishes.
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that consumers do not have control due to a lack of information and a lack of the
implementation of data protection by design and by default [19].12

4 Discussion of Findings

The first objective in this study is to understand the methods that primary data collec-
tors use to obtain valid consumer consent to the use of their Data in order to establish
the lawfulness of processing of that Data for secondary purposes.

Consent is generally the only GDPR lawful ground for the secondary processing
of Data, but the conditions for GDPR valid consent are rigorous according to the
EDPB [6] and set an extremely high hurdle for primary collectors and Brokers to
overcome according to the ICO [9].

Brokers compiling and aggregating Data, which takes place in the shadows
without consumers knowledge or consent, which according to Kuempel [12],
compromises consumers rights to privacy and leaving them vulnerable to ‘preda-
tory and unsavoury marketing practices’ and breaches both the requirements for
consent and the Article 5 principles. Consent, if obtained, will therefore, be invalid.

Oh et al. [14] argue that the lack of transparency by primary collectors in informing
consumers about Brokers activities and processing cannot meet the GDPR principles
and unless the Article 5 principles are met, consent will be invalid and processing
will be unlawful.

It is, according to van Ooijen and Vrabec [19] hard for consumers to gain control
over their Data and while the GDPR addresses the need for more consumer control,
the lack of enforcement makes the Regulation ineffective.

Karanasiou andDouilhet [10] also argue that theGDPR increases consumer rights
over their Data and that the GDPR does give consumers greater control, which could
limit Brokers secondary processing, but again this would require the GDPR to be
enforced.

The second objective is to understand the methods that primary data collectors
use to obtain valid consumer consent to the use of their Data and special categories
of Data (lawfulness of processing).

The study identified that there are three actors involved in the transfer of Data.
The GDPR imposes duties on primary collectors (as data controllers), who collect
Data from consumers for an initial purpose and on Brokers, who in receiving that
Data also become controllers. The GDPR was enacted to protect consumers, who do
not have GDPR duties.

For processing to be lawful, consumers must give consent for a specified purpose
or purposes that are not incompatible with each other. However, Politou et al. [15]
have identified that this is generally not possible for primary collectors or Brokers, at
the time Data is collected from consumers, to envisage all secondary processing and

12Required by GDPR Article 25.
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processors, breaching the specified purpose and transparency principles and making
any consent invalid.

van Ooijen and Vrabec [19] state that it is hard for consumers to gain control
over their Data because of the ‘technical complexities and multiple data-exploiting
practices’ of primary collectors and Brokers and while the GDPR addresses the
issue of consumer control through the principles, the lack of enforcement makes it
ineffective.

Kuempel [12] argues that EU data protection provides the right framework to
protect consumers. Karanasiou and Douilhet consider the GDPR to be a potentially
effective means of regulating primary collectors and Brokers but they argue that
consumers need to be aware of them and their activities.

According to Wieringaa et al. [21], existing safeguards provided by the GDPR
are poor and consumers need to be provided with greater control by the Regulation.
Until this happens the GDPR does not protect consumers.

While some of the authors allude to the lack of enforcement of GDPR provisions
against primary collectors or Brokers being a key factor in not providing consumers
with more control over their Data. This issues is not however, discussed in any of
the articles reviewed.

This may, in part, be that poorly drafted provisions and a general lack of
enforcement make GDPR duties difficult to enforce.

The third objective of the study is to identify if, having given consent, whether
consumer can use theGDPR to control the use of their Data processed by third parties
for secondary purposes.

The growth of the internet has changed the way people communicate, shop and
work has according to Jay (2019) generated Data and special categories of Data at
an unprecedented rate.

Adesina [1] found that the right quality of Data has a significant monetary value
and so Brokers are keen to purchase that Data from primary collectors. van Eijk et al.
[18] found that this leads those collectors to manipulate consumers into providing
themwithmore of the Data that is required by Brokers, which is beyond that required
for their specific purposes. Primary collectors do not therefore provide consumers
with all relevant GDPR required information.

Oh et al. however, found that consumers too easily consent to the processing
of their Data in return for benefits such as discounts on shopping, without as van
de Waerdt [17] identified, taking the time to read and understand any information
provided to them by controllers. van Ooijen and Vrabec [19] found, consumers
simply consent when they are confronted with a request to do so [19].

Consumers can, only be expected to read and understand what they are consenting
to where they are fully informed and that information is transparent, which Politou
et al. [15] found does not happen. This according to Mazurek and Malagocka [13] is
because consumers are manipulated by primary collectors into disclosing more Data
than they need to meet their legitimate requirements.

Van de Waerdt [17] argues that consumers are generally unaware that their Data
is sold to Brokers or what secondary processing is undertaken on their Data and by
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whom, which according to Politou et al. [15] means consumers lose all control over
their Data.

As van de Waerdt [17] says, even discounting that consumers would not have
taken the time read and understood relevant information provided to them and are
therefore unaware that their Data is being processed for secondary purposes, or by
whom, it is unlikely that they would consent to the open-ended processing of their
Data.

5 Conclusions and Further Research

The GDPR should protect consumers personal data but there appears to be a gap in
that protection when Data is collected and used by Brokers for secondary processing.

An assessment was undertaken using a systematic review of 20 scholarly papers
using established SLR guidelines to develop assessment criteria and determine
whether the GDPR protects consumers. CIMO-Logic was used to identify three
objectives and develop a research question. Quality criteria were developed and
recorded and the search results were summarised with 20 articles being selected for
the study. Information was extracted from the 20 articles reviewed using a structured
extraction form and the information was then put into a synthesis matrix to identify
key themes. The author developed a thematic map to provide an insight into the
key themes and sub-categories of those themes, which were found to be Consumers,
GDPR and Consent.

While these objectives were not directly met, the study identified the three related
areas of consent to processing, GDPR provisions for that consent and consumer
control as being important.

The key finding from the study was that the GDPR of itself does not effectively
protect consumers, although it was clear that authors believed the GDPR should give
consumers greater control over their Data and that it provided a good framework
for the regulation of the Brokering industry. There is, however, a lack of primary
research in this area.

While not discussed to any degree in the literature, the key issue is not a lack of
GDPRprovisions but of enforcement of those provisions by the regulatory authorities
and if verified by further research, this would constitute a significant gap in the
GDPR’s ability to protect consumers.

This review is to the best of the author’s knowledge the first research into this
specific topic and in identifying further areas for research it is hoped that this study
will add value to academic knowledge.

There were significant limitations in undertaking the study due to extenuating
technical issues and the results of this study should be treated with caution and if
possible, re-run at a later date. The study makes five recommendations for further
research.

The recommendations are that further research is required:
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1. To undertake study which uses larger data set and multiple reviewers to evaluate
and verify the findings of this research.

2. To determine the extent towhich theGDPRcould bemade effective in protecting
consumers Data processed for secondary purposes.

3. To look into the enforcement of the GDPR to protect consumers Data.
4. To explore the brokering industry and its operations and GDPR compliance.
5. To extend this research to evaluate the actions (or otherwise) consumers take to

protect their data.
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Identification of Critical Business
Processes: A Proposed Novel Approach

Yousuf Alblooshi , Amin Hosseinian-Far , and Dilshad Sarwar

Abstract Critical Business Processes (CBPs) are processes that are crucial to the
financial stability and operations of an organisation. This paper focuses on surveying
the literature, while presenting a critical synthesis of the findings of previous studies
on CBPs. The paper seeks to extensively and critically review the current literature
to understand state-of-the-art methods and key research gap for CBP identification.
While this paper targets the process of identifying the gap in literature, it helps
in finding out what is needed for mitigating it, motivating the future researches in
this area, and pushing the boundary between human and machine interaction in key
strategic decisions for organisations along with security implications.

Keywords Critical Business Processes (CBPs) · Strategic decisions making ·
Security

1 Introduction and Background

Business processes are critical to the operation of any business as they involve deter-
mining the overall functionality and pertinent issues, such as the risks that the organ-
isation may be exposed to when undertaking a certain activity [1, 2]. Every company
is involved in the identification of critical business processes. Chang [3], affirmed
that how well these processes were identified and organised determining whether an
organisation succeeded or failed. For instance, appropriate advertising process gave
a company adequate potential clients and appropriate manufacturing process ensured
that the product was of high quality and priced reasonably, which improved customer
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experience. Through the literature, business processes were considered a set of inter-
connected organisational tasks that were designed to take inputs and change them
into desired outputs [4].

Critical Business processes (CBPs) were considered vital to the stability of the
organisations in terms of finance and operations [5]. Therefore, identifying CBPs
was key for business continuity of the organisation, while at the same time being an
essential step to comply with national and international regulations and standards
(e.g., ISO/IEC 27,001, NCEMA). Consequently, the aim of identifying CBPs was
to achieve the objectives of organisations by aligning businesses processes with
organisational objectives, which required continuous enhancement of the CBPs [4].
Nevertheless, more often, identification of CBPs has been proven to be challenging,
given that the majority of business founders/owners did not have a comprehensive
understanding of the CBPs.

Current standards only provided high-level guidelines to companies and directly
relied on input from independent business units. Anand et al. [6] asserted that, the
input is usually subjective. Thus, business units might show various sets of priorities
andobjectives that had incompatible and incomplete comprehensionof their activities
and goals of their peers. In addition, Chang [3] affirmed that different business units
might show conflicting specifications as a result of unpredicted inter-relation between
their activities due to lack of a systematic framework that can be used to tackling these
discrepancies within the existing mechanisms, which rendered the final CBP self-
contradictory. Therefore, this created an urgent need to devise a framework that can
help organisations to identify CBPs and conduct process improvement. The study
explored the literature concerning this fact, while finding out that, many previous
researchers attempted creating a novel framework for CBP identification appropriate
for all business organisations regardless of their size. Surveying the literature review
will provide a value for this research, while assisting in specifying the gaps existed.

2 The “Business Process”—Background

A glance on the business process historical evolvement provides rich information
on this valuable technique. “Adam Smith” referred to the term “processes” in his
famous example of the pin factory, while stating the way by which a pin was made
[7]. In the early 1980s, “August-Wilhelm Scheer” founded his company, IDS Scheer,
in Germany, with the entry of Phase 3. Later on, he introduced the concept of “Archi-
tecture of Integrated Information Systems” (ARIS) in 1991, as a system concept
that would allow company data to be connected to information flows, work and
control [8]. While simultaneously supervising diverse management viewpoints for
the sake of business clarification and also for the better control of circumstances
and execution of processes within the organisation. Following the argument of von
Rosing et al. [7], “John Zachman”, American business and IT consultant, and an
Enterprise Architecture pioneer, published his initial structure entitled “A Structure
for the Architecture of Information Systems”, in a report in the Journal IBM Systems.
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Such published report has resulted in a continued growth, which is known recently as
the Zachman Enterprise Architecture System-Conceptual Development of a System.
While has proposed for defining the related standards and finding out the way by
which an organisation is built and structured using accountabilities, roles, interroga-
tions, tasks, Power, information and process of gathering information. von Rosing,
et al. [7] referred too to “Taiichi Ohno and Shingeo Shingo” who has developed the
“Just in Time” sinceWorldWar II, Toyota’s, and “Pull Process” principles. Neverthe-
less, the TPS has experienced industrial growth and has grown substantially since its
establishment in the early 1970swhile being continuously developedboth bybusiness
practitioners and academic researchers [7]. In 1990, at the time when Japanese expe-
rience was spreading to the West, “James Womack” summarised the TPS concepts
to establish LeanManufacturing, whereas one cannot ignore the success achieved by
those companies that adopted such techniques [7]. In 2005, “James P. Womack and
Daniel T. Jones” published an article in the Harvard Business Review outlining the
latest philosophy known as “Lean Consumption” [7, 9]. By the experimental design
of the production process, the correct level of task division was specified.

Contrary to the view of “Smith” which was restricted to the same functional
domain and included operations in the manufacturing phase in direct sequence, the
newphasemodel incorporated cross-functionality as an essential aspect. The division
of labour was generally adopted according to his views, although the incorporation of
tasks into a formal or cross-functional frameworkwas not recognised as an alternative
solution until very further. The appropriate intensity of the division of tasks was
calculated by the supply chain experimental setup. As “Smith” has said that the
division of labour was generally introduced according to his ideas but, until much
later, the integration of tasks into an organised or cross-functional system was not
seen as an option.

Indeed, previous researchers have defined the term “business process” differently.
Andersson et al. [10], referred to the historical evolvement of the term, “process”
that was derived from the Latin word, “processus” or “processoat”, while indicating
to a performed action of something, along with the way by which it was done.
Accordingly, the “process” is a series of interlinked activities and tasks that are carried
out in response to a given situation that seeks to achieve a particular outcome from
a used method. Processes are continuously taking places and are considered as the
pillars of all actions, including significant concepts, such as time, space, movement,
and these forms adhere to nature.

While referring to the term, “The business process” or “the business operation”,
Andersson et al. [10] denoted it to a set of individuals or related equipment, coor-
dinated activities or even tasks in which a specific sequence for a particular client
or customer produced a service or product (served a particular business purpose).
One can understand that, the “business procedures” are carried out at all levels of an
organisation, considering its obviousness or ambiguousness to the clients. A busi-
ness process may also be represented (modelled) as a flowchart of a set of operations
with interleaving decision points, or as a process matrix of a sequence of action with
related laws accumulating data in the process [11]. The advantages of using busi-
ness processes include increased customer satisfaction and versatility in adapting
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to the market’s rapid changes. The Process-oriented organisations can decompose
institutional departmental barriers and work at eliminating functional silos.

Therefore, a “process” is a series of interrelated processes and actions conducted
in the sense of an occurrence to accomplish a common end result for the user of
the product. Processes are the basis of all acts concerning principles like time, space
and motion and they form and conform to nature itself [7, 9]. Understanding the
meaning of the term, “process” requires an in-depth clarification of the “business
process” itself.

3 Business Process

The word ‘process’ was derived from the Latin word processus or processoat, that
gave the meaning of “a performed action of something that is done, and the way it is
done” [10]. Therefore, a process is a series of interlinked activities and tasks that are
carried out in response to a situation that seeks to achieve a particular outcome for
the method used. Processes are continuously taking place and happening all around
us, with all that is done during the day. These are the pillars of all actions that include
concepts such as time, space, and movement, and these forms and adhere to nature.
A business process or business operation is a set of individuals or equipment related,
coordinated activities or tasks in which a specific sequence for a particular client or
customer produces a service or product (serves a particular business purpose).

Anand et al. [6] defined a business process as a collection of different activities that
involved a combination of one or more inputs resulting in an output that was of value
to the customer. A slightly generalised definition, according to the authors, is the
specific ordering of activities across time and place, having a beginning and end with
clear input and output, that collectively generate a valuable output to stakeholders.

Therefore, in literature, a process involved a series of steps aimed at achieving a
task, and successful implementation of these steps during crises translated to business
continuity. To ensure business continuity, there is a need to undertake proper busi-
ness continuity planning [12]. Some of the experts [13] posited that, the definitions of
business planning were generated from several disciplines, such as risk management
and facilities management (also see [4] and [14] for other applications). According
to the experts [13], organisations ought to make sure that their CBPs were simple to
be taken advantage if a crisis occurred. The authors further suggested that, organisa-
tions should establish a systematic process of identifying, managing and monitoring
risks in line with the process of continuity of a business. While most of the studies
advocated for this systematic process, the main problem that most business owners
face recently, is the challenges in the identification of such risks in a business process.
As Gates [15] noted, the ability to identify critical business processes would allow
the organisation to operate as efficiently as possible and to be fully aligned to its
strategic goals.
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4 Properties of Business Processes

Paying attention to the properties of business processes is an essential aspect of organ-
isational process management. As long as there is a possibility of displaying an asset
at the business model level of the process, all process instances based on the business
process model must have this property revealed. Although structural process depen-
dence is essential, dependence is the key that should be taken with data generated
during business processes. Data dependency between activities is studied in busi-
ness process models. Attention lies at the structural properties of process models;
Properties are neither unique to application nor exclusive to a domain. In definition,
the condition is close to that of database theory standardisation. With accordance to
the explanation of an author [16], when all tables are found in, for example, a rela-
tional database schema is in third normal form. Then any irregularities will no longer
occur during database runtime submissions. In the sense of Petri nets, the structural
properties of the business processes were studied. The initial soundness criterion
implemented in the sense of workflow networks was based on structural soundness.
Although soundness is an essential criterion for particular situations it appears to be
too solid. It has developed lazy soundness by providing sophisticated monitoring of
flux structures for business process patterns, like that of the discriminator patterns
[16].

Classification of business processes is vital for the development of effective busi-
ness process frameworks [17, 16]. Some of the previous researchers [18] encouraged
a meaningful way of classifying the business process is by identifying and defining
business processes ranging from core to management processes. The current study
emphasises on the identification of the core or critical processes, which are an end-to-
end and cross-functional process that delivers value directly. As mentioned, critical
business processes are the primary process representing essential activities performed
by an organisation to attain its short-and long-term objectives. According to Rahimi
et al. [19], the business processes make up the value chain, which is a set of a high
level of critical processes which are interconnected that adds to the product and
service. The value chain ensures the creation and delivery of quality products and
services that ultimately deliver values to consumers.

Similarly, a research conducted by some authors [20] shows that critical processes
can existwithin organisational functions but typicallymove across different functions
and departments, and even across and between different organisations. In their study,
Cici and D’Isanto [21] found that the number of critical processes in a company,
irrespective of its size, range from 4–8; most of these processes are involved in the
development and creation of products and services, the promotion and delivery to
customers, and consumer feedback. Overall, critical processes are critical to the value
chain and work flawlessly together to attain real customer value.

Research shows that the capacity of an organisation to recognise, identify, and
control its critical processes falls under the strategic capability for that particular
organisation [22]. It is appeared that, critical processes are of strategic significance,
as they have a great impact in different organisations and play a vital role in their
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success. It is noteworthy that if critical processes are performed good, world-class
service delivery can be provided; however, if they are inefficient or not managed
well, they could pose a major strategic weakness. Maniora [23] states that critical
processes are functional and facilitate distribution by offering the outcomes and value
in the form of goods, services or knowledge directly to customers. The recognition
and comprehension of important business processes is thus a key starting point for a
positive approach to business process management [24].

Four core business management functions represent the business cycle phases.
These are: Development, Marketing, Production and Administration (Management)
this simple distinction is also rather informative, as these specific duties cover all
types of corporations and all aspects of business units. The development involves
product and business creation, as well as that of the company and its employees.
Development requires responding to the needs of all business activities and is neces-
sary. Marketing states that the task is market formation. The company cannot exist
without the demand from customers who need structures. The selling also requires
the word, marketing. Production is the entire process of manufacturing products and
fulfilment services that customers need and in the last Administration (management)
includes all behaviour needed to monitor the resources. The definition includes all
essential functions of management support to the operation in a business unit [25].

All the organisation’s activities will strive to maximise the business processes.
For a company with a diverse range of goods and services, it is likely that extras that
do not fall within your core business can drain resources without adding value to
customers. Helping tasks that made some sense could have missed their importance
in older organisations at the time. For example, one may have adopted compliance
requirements to collect data some years ago. He used the info, that does not need it,
but his staff still faithfully produces the reports. If any feature does not bring value
to the business process or require it, consider flowering it away. That is one of the
reasons why mapping the core business processes are so critical.

Most of the major companies consider outsourcing services to companies whose
primary activity is support functions. Most of them are considering cost-savings
possibilities in thisway. In the end, turning to process-oriented performance improve-
mentmanagement, therewill be a need for a baseline. The best initiative for analysing
the business process architecture is with the main functions. After all, they are the
tasks which depend on everything else in the company. Business process integra-
tion involves the incorporation of both structure and actions of affected data objects.
Research in federated information technology has so far primarily addressed the inte-
gration of objectmodel or presumed the identification of the lower-level operations to
be carried out if they concentrate on the representation of activities. Based on earlier
work showing how to use a key distinction between possible memantine communi-
cation to improve the classification process, this examines business processes from
the perspective of a prospective integration method or designer and also provides a
description of various types of similarities between activities in the process [16, 17].

From this definition, one can establish a collection of options for business
process integration and, moving to a more comprehensive stage, present the set
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of options available based on different forms of interaction between the activities of
the processes to be incorporated [26].

Given that, the models of business processes [27] can be defined via many
methods. They include BPMNmodel OMG [28] and the Trend Initiative [29], among
others. Börger [6] experiments have demonstrated that the methods do not have the
appropriate means to catch situations for businesses beneficial to evaluate, control
and communicate the resulting models [27]. However, for different purposes there
is still little agreement about how to better characterise market processes. Both busi-
nesses are subject to threats regardless of scale [30]. Therefore, it is important to
define key business processes for business continuity. The information system (IS)
is utilised by companies to boost their key operations’ productivity and quality [31].
The combined initiative of information systems, their job processes, their staff, and
deployment methodologies will achieve total productivity and performance. In this
segment organisations are observed to be sensitive to threats regardless of size; hence
it is important to recognise core business processes that promote an organisation’s
continuity and sustainability.Hence, figuringout the differences in business processes
across domains has many advantages.

5 Business Process Modelling

Previously, a great deal of focus has beengiven to the terms “companyoperations” and
“workflow control.” These are used for the development of specific office or manu-
facturing operations. As people rely on process analyses and templates, “workflow
administration” is used because people often advocate the implementation of previ-
ously evaluated systems by computer technologies [32]. The term “market system
modelling” is utilised in general.

A modern and streamlined solution is introduced in this study to the topic of
process management. To date, current frameworks either concentrated on one aspect
of workflow management (modelling or implementing) either or several different
vocabulary constructs have been implemented for business process modelling. This
allows the incorporation and application of modelling workflow definitions of
“legacy” enterprise processes into a Workflow Management Model in a collabo-
rative environment. This innovative method is a crucial factor in the efficient usage
of process control systems. The framework for the definition of the SAP Rl3 method
was used again in the EPC business process modelling vocabulary. There is also a
lot of awareness and explanations of business processes in this organisation.

Business process modelling is used when people focus on process design and
development, whereas “workflow administration” is commonly used when people
often seek by information technology to facilitate the execution of the previously
studied processes. A novel and streamlined approach to the process management
problem is suggested in this paper. To date, current frameworks have either focused
solely on one aspect of workflow management (modelling or execution) or imple-
mented several new vocabulary constructs for business process modelling. This new
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method allows reusing of an existing language for business process modelling. It
blends it with the validation and verification of the modelled processes and the
efficient execution of those processes on database-centric systems.

The value chains have a high-level framework of the tasks the company carries
out. To offer a more detailed view of this, these business functions at the top are
broken down into smaller functions granularity and, essentially, efficient market
processing operations. The technique of choice is practical decomposition. Business
processes consist of a number of associated operations whose structured execution
leads to the realisation of a corporate intent in a technical and organisational context,
which can define the business processes by business process templates. Because
this section focuses on the arrangement of tasks to be done, disregarding business
processes’ technological and organisational climate, the term “process model” is
used. A notation is required to describe the process models and provide notational
elements for the conceptual elements of process met models. For example, if the
process met model has a concept called the activity model then a notational element
for expressing the activity models is needed.

Coordination is an essential feature of a business process management program
of work among the company staff. To accomplish this program information must be
given about the organisational structures under which conduct the company method.
The met model stage, as in process modelling and data modelling provides how
models can be represented, in this case, organisation. At this point, the definitions
are places, responsibilities, teams, and relationships supervisor’s roles. There are
a few systematic examples in organisational modelling rules on how to express
organisational structures, and notes to be presented [22].

The space for modelling business processes is organised conceptual models used.
Although the terms given have the concepts behind those terms and their relation-
ships used informally in previous chapters, conceptual models will now be discussed
in greater detail. These models are presented in the “Unified Modelling Language”,
which is object-oriented modelling and design language. Business processes are
operations the organised execution of which takes place some aim for the company.
Those can be device processes, user contact activities, or physical labour. Neither is
manual operations assisted. Intelligence networks an example of a manual activity
is sending a parcel to a business partner. Activities of user interaction go one step
further; these are activities in which awareness workers are doing the work, using
information systems. Physical exercise isn’t necessarily contributing. An example of
human communication behaviour is the input of data about an insurance argument in
the sense of a call centre. Since humans use data systems for conducting these activ-
ities includes applications with acceptable user interfaces to allow successful work.
Such applications must be linked to back-end applications that store the information
input and make it available for future use. Many tasks that are carried out during
the establishment of a business process are manual, but state changes are reached by
user engagement practices in the business processmanagement system. For example,
there is an information system that can monitor the delivery of a parcel. Usually, the
receiver accepts the actual delivery of a package. The actual delivery is important
logistical information business processes that need information systems to reflect
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properly. A logistics process requires many types of activities. Those happenings are
also used as monitoring information for the customer. Computer operations do not
require a human user; information systems do them. An example of device operation
is to collect stock details from a stockbroker application or to check a bank’s balance
account. The specific parameters needed for the invocation are presumed ready. If
a human user makes this information accessible, then contact is user activity. Both
kinds of activities include access to the software systems concerned [22]. This will
lead to classifying the business process is critical.

6 Classification of Business Process

Classification of business processes is vital for the development of effective busi-
ness process frameworks. Researchers [18] have encouraged a meaningful way of
classifying business process by identifying and defining business processes ranging
from core to management processes. The current study emphasises on the identifi-
cation of the core or critical processes, which are an end-to-end and cross-functional
process that delivers value directly. As mentioned, critical business processes are
the primary process representing essential activities performed by an organisation
to attain its short-and long-term objectives. According to Rahimi et al. [19], the
business processes made up the value chain, which was a set of high level inter-
connected critical processes that added to the product and service. The value chain
ensures the creation and delivery of quality products and services that ultimately
deliver values to consumers. Similarly, research by Varbanov et al. [20] showed that
critical processes could exist within organisational functions but typically moved
across different functions and departments, and even across and between different
organisations. In their study, Cici and D’Isanto [21] found that, the number of crit-
ical processes in a company, irrespective of its size, ranged from 4–8; most of these
processes were involved in the development and creation of products and services,
the promotion and delivery to customers, and consumer feedback. Overall, critical
processes are critical to the value chain and work flawlessly together to attain real
customer value.

Research showed that, the capacity of an organisation to recognise, identify, and
control its critical processes fell under the strategic capability for that particular
organisation as they had a major impact in different organisations and were vital to
their success. It is noteworthy that if critical processes are performed well, world-
class service delivery can be provided; however, if they are inefficient or not managed
well, they could pose a major strategic weakness. Maniora [23] stated that, critical
processes were operational and enabled delivery by directly providing the outputs
and value to clients in the form of products, services, or information. Therefore, the
identification and understanding of critical business processes is a vital starting point
for a successful business process management approach [24].

While surveying the literature, the researcher found out that, several approaches
were used to describe models of business processes [27]. They included the OMG
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standard BPMN [7], and Workflow Pattern Initiative among others [29]. A study by
Börger [6] affirmed that the approaches did not provide practitioners with the best
ways of capturing business scenarios that were useful in analysing, managing and
communicating the resulting models [27]. Instead, the lack of consensus regarding
how to best describe the business processes for various reasons remains to be the
case. All businesses, irrespective of their sizes, were subject to risks [30]. Thus, iden-
tifying core business processes is essential in facilitating business continuity while
considering Information System (IS) as what is utilised by organisations to improve
the efficiency and effectiveness of their core activities [31]. Overall, effectiveness
and efficiency can be achieved through the integrated effort of information systems,
its work systems, its employees, and implementation methodologies.

Many of the previous researchers stated that, Design Science Research (DSR)
was a research methodology for information systems that offered guidelines for
evaluation and iteration in research projects [33]. Such design-science paradigm had
been utilised in areas, such as engineering [34], digital forensics [2], education [35],
and Information Systems (IS). The application of DSR to information systems was
attributed to Hevner [33], “by engaging the complementary research cycle between
design-science and behavioural-science to address fundamental problems faced in
the productive application of information technology”. The behavioural-science,
which was also called kernel theories, involved the design and verification of theo-
ries that explained human, organisation dynamics, or theories from other fields [33].
The design-science, also called design theory, extended organisation and human
capabilities by creating novel artefacts [33].

There were different DSR approaches, though Peffers et al. [36] restructured prior
research inDSR into six activities and established a concrete guideline for researchers
in this field. These activities included “problem identification and motivation, the
definition of the objectives for a solution, design and development, demonstration,
evaluation, and communication.” (see Fig. 1 for a pictorial illustration).

Fig. 1 Design science research [35]
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7 Conflicts Between Critical Business Processes (CBPs)

No doubt that, conflicts are unavoidable in organisations, but when there are conflicts
between the critical business processes, the process of ending such conflict will vary.
Some authoris [8] argued that, conflicts between CBPs could range from small to
major encounters that might be highly visible and perhaps led to business destruc-
tion; therefore, organisations should find out swift, effective, and low-cost methods
of resolving them. Conflicts between CBPs cause major inconveniences to all stake-
holders, including customers, employees, and investors, whereas organisations must
be proactive in developing ways of reducing or managing them, while finding out
innovative ways to address potential conflicts before even they occur [37–39].

Allowing conflicts between business processes to fester and leaving them unre-
solved could be detrimental, as the conflicts could lead to significant damage as a
result of highly problematic litigious situations. Therefore, the desire for conflict
resolution between CBPs creates the foundation for attaining a good understanding
of all CBPs [8, 40–42].

However, confrontation involves minimising, removing, or resolving certain
types of dispute and all kinds of confrontation. Thomas and Kilmann [37] defined
five models for dispute management; fight, negotiate, collaborate, avoid, and
satisfy. Conflicts resulting from concurrent workflow processes should be care-
fully addressed when describing simultaneous workflow processes. By analysing
the conflicts that are immanent in the concurrent workflow definition before runtime,
business process designers and many other workflow management system owners
would find it very helpful. Businesses should take advantage of acceptable dispute
styles and rates, considering that, it is the purpose of dispute mediation and not the
goal of dispute settlement. This while considering the fact that, business processes
have been developed in recent years with increased protection and considering
compliance issues. For example, recognising process-related security properties is
critical because a conflict of interest may emerge from the simultaneous assigning
of decision-making and control tasks to the same subject area [8, 39, 40].

In this context, process-related access control systems are typically used to estab-
lish constraints on authorisation, such as duty separation (SOD) and duty binding
(BOD), to decide the subject is authorised (or obliged) to perform a specific function.
SOD restrictions impose conflict of interest policies in a workflow system by speci-
fying that two or more activities have to be carried out by separate persons. Conflict
of interest results from the reciprocal distribution of two mutually exclusive entities
to the same subject (e.g. permits or tasks) [41, 42].

Accordingly, tasks may be described as dynamically mutually exclusive (on the
level of process type or dynamically reciprocal exclusive (on the instance level of
the process). A static, then the restriction of mutual exclusion (SME) for all process
instances can be seen universal in the Info System. Two roles for SMEs can therefore
never be delegated to the same topic or position and two functionally mutually
exclusive tasks that be delegated to the same subject. Still, they must not be carried
out in the same method instance by the same subject [42].
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While paying consideration to the theme that, process management system adapt-
ability (PMS) is essential to agile enterprise intelligence networks, generally the
changes in process-oriented applications may occur at two levels; the process form
or the level of the process case. A type of process reflects a specific business activity
(e.g., managing a patient’s purchase order or treatment). At the same time, a System
Schema explains it which determines the activity gathering and sets the control
and the data flow between them [38]. Accordingly, new process instances should
be created and executed based on such process schema with a focus on the given
process logic. For example, changes to the process type are necessary to adapt the
process-oriented information system to changed business operations or new legisla-
tion. They are handled by (structural) modification of the respective process scheme
which leads to the respective form of news schema version. The propagation of a
process type change to process instances already running is also needed particularly
for long-running processes. Function instances for which this is possible to support
the new schema and can therefore be moved to it [38].

On the other hand, concomitance to the workflow process is recognised as one
of the major sources that trigger such an incorrect representation of the process.
Therefore, conflicts generated by simultaneous workflow processes should be treated
carefully when defining simultaneous workflow processes [41, 42].

Researchers suggest a set-based constraint method to evaluate potential read–
write conflicts and write-write conflicts between activities that read and write to
the shared variables. The system consists of two phases. Within the first step, a
formal workflow description creates set constraints. The minimum solution of the
set constraints is found in the second phase [41]. However, in some cases, conflicts
may arise between business processes and critical business processes either due to
resource requirements or dependency conflicts. In such cases, organisations have to
identify which processes to keep, delay, and stop.

Once again and as it was mentioned in this paper; the critical business processes
are those directly affecting an organisation’s ability to protect its assets, meet its crit-
ical needs, and satisfy mandatory regulations and requirements and must be restored
immediately after disruption to maintain business continuity. Therefore, by using the
process classification frameworks discussed in this paper, an organisation’s assess-
ment team can identify critical processes, their dependencies, and outcomes in addi-
tion to the conflicting business processes, considering that, the CBP has priority at
all times with the execution of the conflicting BP depending on the availability of
resources and the expected impact on the organisation for non-execution [16, 17].

Since non-technical businesspeople began using IT, there has been a conflict
between The Organisations and the businesses they are charged with helping. The
IT Company is a profoundly complicated area that requires both different skills to
produce and sustain. The Company’s vocabulary is fundamentally different from the
market vocabulary. IT talks about servers, equipment, licensing software, infrastruc-
ture, technology, and power. TheCompany uses terms such as forecasts, margins, and
time-to-market, transparency for costs, end-user experience, flexibility, compliance,
benefit, monitoring, and agility [39, 42].
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Owing to these competing considerations, the company frequently fails to under-
stand the significance of a seemingly straightforward request. These requests may
include the priority of having extra fund, stating the project’s costs, the availability
of human resources, further explanation of the project’s details, resisting an innova-
tion or validity of new software, and other conflicted requests and aims. This may
consequently, end up with a conflict [8, 39–42].

Typically, organisations resolve such conflicts by continuing execution of the
critical business process while the business process can be delayed or performed
concurrently with another activity. This allows companies to fulfil their core objec-
tives and maintain regulatory compliance while deferring non-critical processes to
appropriate times. The organisationwillmeasure the impact of disturbances and place
them in readiness stages to help identify the organisational continuity and disaster
recovery criteria. Focusing on clear and accurate essential business processes has the
potential to dramatically reduce operational costs and promote a disruptive product
and marketing technologies that can make a massive impact in the industry [40].

However, where a business process conflicts against another non-critical process,
then the one with the highest number of dependencies takes precedence as non-
execution would create issues in multiple parts of the system [40]. The organisations
which are facing such conflicts should perform a comprehensive analysis of their
processes to identify critical business processes, their dependencies, and outcomes
to help inappropriate resource allocation policies. Not only did the business obligate
to identify the critical business functions but it also developed possible responses that
aligned with the level of risk significance [40]. The business processes could then be
rescheduled appropriately to minimise duplication of effort and other resource usage
inefficiencies.

Workflows coexistence is regarded as one of the most relevant examples of this
incorrect description of the workflow method. The contradictions created by parallel
workflow processes will also be closely addressed in describing concomitant work-
flow processes. But whether a workflow process is non-conflict or not, without exper-
imental execution, is very difficult to determine; it would be a very tedious and
time-consuming task for process designers [37]. When identifying contradictions in
the concomitant workflow concept prior to runtime, then business process managers
and several other workflow management systems consumers will find it extremely
beneficial.

8 Contribution to Knowledge

While surveying the literature, the matter was clear that, the development of a novel
framework for identification of critical business process is crucial to improving
decision-making processes,which can enhance the sustainability of businesses. Thus,
while finding out the gap in the literature concerning the absence of a framework, the
structure and procedure and organisational and control system should be designed
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in line with the objectives to improve transparency and accountability in decision-
making processes involving the identification of critical business processes. The
framework must be tested and implemented with the highest quality and manage-
ment teams must be thoroughly trained to handle and utilise the framework to reap
maximum benefits as much as possible. Any imperfect testing and implementation
could have detrimental effects on the overall organisations.

With the findings of this study, organisations that are interested in improving their
performance and sustainability can utilise the framework to help them in identifying
critical business processes. Themajor contribution of this study is to establish a novel
framework that can be used to identify critical business processes in any business
organisations regardless of their sizes. The framework can be utilised in obtaining
conflict-free CBPs for any business organisation that is willing to improve their busi-
ness processes, as the framework provides clear guidelines for the implementation
of business continuity. Overall, the application of the framework can make a huge
difference in improving business decisions and achieving sustainability goals.

Also, the study findings would be crucial in uncovering problems faced by busi-
ness owners that identify critical business processes. The implication of this is that
engaging in the activity, business organisations will be well informed of the prob-
lems that lie ahead. This is vital in establishing a way of managing any challenge that
might adversely affect the CBPs identification process. In addition, the findings will
inform policymakers of areas to concentrate on how to improve current techniques
used to identify business processes.

Furthermore, this research has a high potential to address the challenges encoun-
tered by business organisations and management teams while identifying crit-
ical business processes. Identification of these processes is crucial in assisting
organisations in understanding potential risks that can affect business continuity.
Policymakers can use this information to make amendments on the current tools.

9 Conclusion and Further Work

The framework will be utilised in obtaining conflict-free CBPs for XXX, as a case
study, as well as any organisation regardless of their sizes willing to improve their
business processes. This will assist professionals in development for business conti-
nuity (which is also a necessary step for certification, e.g., ISO/IEC 22,301, 27,001)
with much less time and effort. In addition to that, the results will push forward the
frontier in Information System research in optimising CBP identification. The frame-
work will provide a clear guideline to the responsible managers for implementing
business continuity (which is entirely dependent on CBP identification), without
seeking external support. Nevertheless, it will provide a mechanism for conflict
resolution in CBP, reported by different business units, with minimum effort.

The development of a novel framework for identification of CBPs is vital to
improving decision-making processes, which can enhance the sustainability of busi-
nesses. With the findings of this study, organisations that are interested in improving
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their performance and sustainability can utilise the framework to help them to deter-
mine their core competencies that require improvement to run the critical business
functions.

The organisation will be aware of their risks ahead as they identified CBPs which
are within these process, which can be mitigated proactively and efficiently. Besides,
the findings will support the governance policymakers to enhance and expand the
scope of their policy by enforcing the new framework of CBPs identification tech-
niques to all business units. A further work for this research is an investigation into
automatic CBP identification using probabilistic techniques, and development of
a functional automatic tool which could reliably identify CBPs with a reasonable
computational time.
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Abstract Due to the increasing occurrence of disruptive events caused by both
human and also natural disasters, supply chain risk management has become an
emerging research field in recent years, aiming to protect supply chains from various
disruptions and deliver sustainable and long-term benefits to stakeholders across the
value chain. Implementing optimum designed risk-oriented supply chain manage-
ment can provide a privileged position for various businesses to extend their global
reach. In addition, using a proactive supply chain risk management system, enter-
prises can predict their potential risk factors in their supply chains, and achieve
the best early warning time, which leads to higher firms’ performance. However,
relatively little is known about sustainable risks in food supply chains. In order
to manage the ever-growing challenges of food supply chains effectively, a deeper
insight regarding the complex food systems is required. Supply chain risk manage-
ment embraces broad strategies to address, identify, evaluate, monitor, and control
unpredictable risks or events with direct and indirect effect, mostly negative, on food
supply chain processes. To fill this gap, in this paper we have critically discussed the
related supply chain risk management literature. Finally, we propose a number of
significant directions for future research.
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1 Introduction

The global population has increased rapidly in the past few decades, which can have
a direct effect on increasing demands for food products. Population growth can exert
tremendous pressure on natural resources that contribute to global climate change
and global warming [1, 2]. It also can reduce the level of sustainable development
in different countries. Achieving the UN Sustainable Development Goals (SDGs) is
crucial in order to harmonize key dimensions of industrial growth, economic growth,
social involvement, and environmental protection [3]. One of themajor sustainability
challenges is food security noted as one of the Sustainable Development Goals (SDG
2) [4].

Considering specific characteristics of food commodities such as perishability
and its dynamic system, food supply chains (FSCs) are far more complex than other
industries such as manufacturing/service [5, 6]. Food is considered as the vital and
most basic human need for survival. Through the years, FSCs have had to deal with
massive challenges such as food price fluctuation, climate change, foodwastage, food
and nutrition security, governance problems, and value-distribution across FSCs [7,
8]. On the other hand, the food network is characterized by a dynamic environment
with customers who have increasing demands for food safety and sustainable food
commodities. Food consumers also have an intense concern regarding how food
products are supplied [9]. The environmental performance of food supply chains is
immensely affected by the downstream processes that frequently include elements
such as distribution of food products through various channels or drop-off points.
One of the critical success elements for improving the food distribution system is
selecting efficient logistics strategies and adopting appropriate technologies [10].

In this paper, we examine food supply chain risks and security within the context
of the UK food supply chain. The rest of the paper is structured as follows: Sect. 2
outlines a brief overview of Food Supply Chain Management. Section 3 discusses
sustainable supply chains in the UK context. Sections 4 and 5 outline risk manage-
ment within supply chains in general and food supply chains respectively. Section 6
provides a detailed review of literature on supply risk management. The paper is
concluded in Sect. 7.

2 Food Supply Chain Management (FSCM)

The food industry is characterized by a dynamic environment due to the changing
demands of its customers [11–13]. Based on this characteristic of the food industry,
companies should have the flexibility to promptly adjust their strategies and redesign
their resources [14–17]. Adopting mass production is another characteristic in
food industries. In addition, the whole processes across the supply chains such as
purchasing, manufacturing, financing, and sales and marketing have been affected
by globalization conditions, and integrated in order to generate global chains [13].
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To improve efficiency of operation and to provide necessities, FSC needs to recog-
nize and identify characteristics in this industry. Moreover, Rivera et al. (2014) argue
that the characteristics between twomain categories of fresh food and long-life prod-
ucts are different [18]. Therefore, each of the categories requires its own specific
strategy. Due to low-profit margins in food supply chains, product differentiation is
the most common strategy adopted in the food industry [19]. One of the important
factors deliberated in foodmarkets as the differentiation strategy is product freshness
[20].

Risk assessment is an essential method for minimizing waste in FSC and
preventing food and resource wastage. It also supports organizations to establish
resilient strategies to achieve food security. Christopher and Peck have argued that
the contemporary challenges in the food businesses are about handling andmitigating
risks using resilient supply chain principles in various enterprises [21]. Evaluating
risks in FSCs can lead to the improvement of other key aspects such as sustainability
and performance [22].

In pursuance of supplying safe and reliable commodities, entire supply chain roles
should be aware of different potential risks either within and outside their systems.
Existing literature highlight that enterprises are required to follow an explicit design
to recognize and evaluate risks within their supply chain. The risk evaluation ulti-
mately supports organizations to implement a preventive and sometimes a reac-
tive plan to turn strategies to actions and appropriately manage potential risks [23].
Reducing uncertainties and liability across supply chains are the expected results
that aim to achieve a high level of supply chain performance [24].

3 Sustainable Food Supply Chain Management
in the United Kingdom

In line with the growing concerns, sustainability has been examined by consumers
in recent decades. Particularly the concept of organic food as well as fair trade are
under the scrutiny of consumers. Due to the dynamic environment in the food supply
chains, food safety and sustainable production, and distribution are considered as
the most significant customers’ expectations [9]. The UK Sustainable Development
Commission [25], according to its strategy and various stakeholder’s perspectives,
has constructed an applicable international framework for high priority principles of
sustainable food and farming industries (Table 1).

4 Sustainable Chain Risk Management

George presented an alternative definition for risk to avoid basic faults in the previous
definition which was offered by Insurance Terminology of the American Risk and
Insurance Association in 1966 [26]. He defined risk. “not as uncertainty, but as the
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Table 1 UK Sustainable Development Commission Priorities [25]

UK Sustainable Development Commission Priorities

1 Safe, healthy products, nutrition and information for consumer

2 Rural and urban economies and communities

3 Viable livelihoods from sustainable land management

4 Operate within biological limits of natural resources

5 Reduce energy consumption, minimize inputs, renewable energy (environmental
performance)

6 Worker welfare, training, safety and hygiene

7 High standards of animal health and welfare

8 Sustaining resources for food production

objective probability that the actual outcome of an event will differ significantly
from the expected outcome.” As noted in Table 2 there are other definitions that can
characterize the following formulas for risk.

The coherent and consistent services from suppliers are expected by customers
throughout the world. However, due to the increasing complexity in the current
competitive global market, it is challenging to guarantee seamless supply chains
[30]. Given the existing supply chains susceptibility and disruptions’ intensity, oper-
ations management practitioners and researchers have concentrated on investigating
the phases of supply chain risk management (SCRM). According to the Business
Continuity Institute survey in 2016, 73% of organizations noted that they intend to
include risk management approaches over their supply chain processes [31]. Such a
high rate indicates that there is significant amount of resources required in organiza-
tions to mitigate supply chain risks. The main reasons for supply chain disruptions
are categorized into two specific internal and external groups. Some examples of
external events include natural catastrophes, changes in legislation and regulation,
and market development. Instances of internal events are fraud, accidents, theft,
epidemic disease, and sabotage [32]. Financial stability, organization’s reputation,
and customers’ desires are certainly affected by these disruptions [33]. The growing
probability of disruptive events with significant impacts has directed organizations
to employ diverse proactive and reactive strategies for risk mitigation. Figure 1
illustrates the most commonly adopted supply chain risk strategies for mitigating
risks.

Table 2 Risk definitions

Citation Formula

[27] Risk = Probability × Impact

[28] Risk = Hazard + State of the system + Consequences

[29] Risk Source = Hazard + Vulnerability → Disruption → Consequences
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Fig. 1 Most commonly adopted supply chain risk strategies, adapted from [34]

Supply chain vulnerability is defined by [21] as disclosure to shocks emerging
from within and outside of the supply chains. The vulnerability has been determined
from three important characteristics including the tendency to risk, the ability to
resist the shock, and strength-building [21]. Contrary to the vulnerability concept,
resilience in supply chains is the ability to recover and resist disturbances (e.g.,
supplier failure, inadequate demand prediction, etc.) and has a positive implication
[35]. Resilience as a proactive approach aims to improve an organisation’s ability to
mitigate various risks [28].

Kumar et al. define supply chain risks as the possible deviations from the primary
objective that, ultimately, target the reduction of value-added processes at various
stages [36]. Zsidisin define risk in supply chains as “the probability of an incident
associated with inbound supply from individual supplier failure or the supply market
occurring, in which its outcomes result in the inability of the purchasing firm to meet
customer demand or cause threats to customer life and safety” [37].

Kern et al. have categorized risk into twomain groups; Disruptive risks, and opera-
tional risks [38]. An example of an operational risk is the inappropriate or failed activ-
ities that can cause a supply-demand inconformity [39]. Equipment failure, supply
failure, and strategy failure are other instances of operational risks. On the other hand,
disruptive risks occur as a result of human-made or the natural catastrophe; such as
terrorist attacks, natural disaster, and economic dilemma [40]. Disruptive risks are
less controllable than operational risks. Another classification that has proposed by
[41] is (a) internal risk events occurring within a firm’s supply chain and (b) external
risks arising from the environment surrounding a supply chain system.

5 Food Supply Chain Risk Management

Due to the dynamic market environment, the importance of achieving competi-
tive advantages in the global trade, and complicate relationships among supply
chain network actors (i.e. suppliers, producers, logistics providers, service providers,
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customers, etc.), FSCs are susceptible to various types of risks. Manuj and Mentzer
argue that a risk management method incorporates three essential phases that are:
risk identification, risk evaluation, and risk mitigation [42].

The empirical examination of supply chain risk management is broadly detailed
in various literature [43, 44]. To provide a better understanding of risk in the context
of supply chains, Rao and Goldsby offered a systematic classification of risks [45].
Tummala and Schoenherr developed a broad method to govern potential risks in
supply chains by adopting a risk management procedure [46]. According to this
management approach, risk identification is considered as the first stage in the risk
analysis and is followed by risk assessment, and risk monitoring stages. The process
of risk assessment is about identifying the most appropriate mitigation and proactive
strategy based on the identified risks. The risk impacts on supply chain and their
measurement techniques hinge on the architectural assessment “impact area” of
various risks [47]. Supply chain risk management (SCRM) encompasses processes
of risk recognition, risk measurement, risk handling, risk analysis, risk monitoring
across the risk management framework [48].

The most cited and adopted supply chain risk classification in different research
studies is conducted by [49]. He analyzedmore than 200 quantitative articles between
1964 and 2005 and classified supply chain risks into twomajor risk types that include
disruption and operational risks. Disruption risks are affected by man-made and
natural failure (i.e. terrorist violations, hurricanes, earthquakes, storm, economic
disaster [40]. Operational risks emerge during the business procedure execution or
different supply chain practices [39]. Heckmann et al. argued that operational risks
in FSCs include supply failure, demand fluctuation and uncertainty, price variance
in the market, and cost growth due to machine/equipment failure or management
failure [50].

Risk classifications in the supply chain are also provided in SCRM literature such
as [21, 45]. Olson and Dash suggested that for simplifying supply chain risks, such
risks can be classified into three main groups [51]. These groups include: internal to
firm, external to firm but internal to supply chain network. and external to network.
Totally, with their sub-categories, five categories that can be generated include the
internal process, internal control, demand and supply in supply chain network, and
environmental risks. Christopher and Peck defined processes as sequences of value-
adding activities adopted by various firm; they also argued that the internal process
risks can disrupt these processes in focal firms [21]. They also stated that internal
control risks are arising from misapplication of policies, rules, and procedures for
controlling processes in firms. In terms of demand risks in supply chains, they argue
that it is related to potential disruptions that have negative effects on the downstream
flows in supply chains such as materials, cash, and information. On the other hand,
supply risks have adverse impacts on upstream flows of supply chains. Various focal
firms, upstream and downstream supply chains, and even market places are affected
by the final categorywhich is the environmental risks. According to a research review
by Goh et al., most risks are categorized based on their source, which are typically
within supply networks or their external environment [52]. Many recent studies are
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focusing on supply chain risks due to the number of related occurrences causing
disruption and lowering organizational performances [22, 53].

According to the research undertaken by several researchers (e.g. [54, 55]), there
is another classification for risks in food supply chains. It is believed that risks
are mainly emerging from sources such as weather, natural disaster, biological
and environmental-elements, market-related elements, logistical and infrastructure
factors, political factors, public policy and institutional elements, and management
and operational influences (Table 3).

Performance measurement has many overlaps with the risk management field,
and many scholars consider risks as major sources for compromising performance
in supply chains (e.g., [55, 57]). In order to provide further insights and offer inte-
gration among supply chain actors as well as to generate useful information for ideal
decisionmaking, performancemanagement is considered as an effective suite of tech-
niques and tools [58]. The main performance measurements suggested in previous
studies include financial, especially total cost, level of responsiveness to customers,
flexibility, food safety, and quality time, particularly lead time, and processes [57].

5.1 Sustainable Supply Chain Risk Management

Due to severe pressure from various stakeholders, organizations around the world
are concentrating on the sustainability of their product/service and their operation,
and the triple bottom line framework (i.e. environmental, social, and economic
performance) has become a focal point [59]. Many current analytical and empir-
ical studies are now focused on sustainable operations. Sustainable operations are
related to concepts such as innovation and adopting new technology, remanufac-
turing, supply chain analysis and design, product development, reverse logistics, and
applying appropriate inventory management methods to minimize waste. Neverthe-
less, a few research works [16, 60] have attempted to evaluate the linkage between
sustainable practices adoption and supply chain risks with a view to assessing those
risk by different methods. According to Carter and Rogers, sustainability is one of
the capabilities in organizations to identify and mitigate social, economic, and envi-
ronmental risks across the SC [61]. Other studies in finance and strategy have also
investigated the linkage between Social Responsibility (SR) and risk management in
firms (i.e. evaluate concerning stockmarket efficiency and performance) [62]. Taylor
and Vachon argued that the value and importance of sustainability can inform supply
chain risk mitigation approaches [60].
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Table 3 Main classification of risks emerging in agri-food supply chains, adapted from [56]

Risk Definition

Weather related risk Result of hail and wind catastrophe and to immense
humidity or extreme rain that can increase the
possibility of pests and diseases

Natural disaster risks Extensive typhoons, droughts, cyclones, hurricanes,
earthquakes, floods, and volcanic activity

Biological and environmental related risks The biological risk can be from various sources
such as bacteria, plants, in-sects, viruses, birds,
animals, and humans. Some of these risks
frequently have negative impacts on the quantity of
production and postharvest, but some of these may
have an effect on the quality of products as well.
Environmental-related risks are caused by
environmental degradation such as soil erosion or
factory pesticide or sewerage flow into water
sources

Market-related risks Mainly, market risks are caused by reasons such as
demand fluctuation, price change, change in quality
standards, short in supply and access to various
desirable products and services

Logistical and infra-structure risks Lack of reliable and affordable transport,
inappropriate communication management and
information sharing, high energy consumption due
to improper route planning and transportation mood
selection can cause logistics and infra-structure
risks

Political risks Political risks are related to politico-social
vulnerability inside or outside of a country, trade
disruptions due to contention with other
neighboring countries or traders, seizure of the asset
due to dispute or regulation changes by foreign
countries and investors

Public policy and institutional risks Changing monetary, uncertain financial policies
(e.g., credit, savings, insurance) and tax policies;
changing regulatory and legal procedures are major
causes of public policy and institutional risks

Management and operational risks Weak system management regarding making
decisions about capital and as-set allocation, sources
selection, quality control, planning, and forecasting,
using the high capacity of machines and equipment
and maintaining those, and communication and
leading labor and employees are the main sources
of management and operational risks
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6 Review of Supply Chain Risk Appraisal Approach

Risk assessment is defined as an explicit, systematic process that is both complicated
and evolving. In line with this evolvement, adopting comprehensive quantitative risk
assessments is more common in recent literature. However, various firms, specifi-
cally small and medium-size organizations, encounter many difficulties within their
quantitative risk assessment implementations. The main reasons for these difficulties
include lack of proficiency, knowledge, scheduling and time management, motiva-
tion, engagement, and capital. In addition, due to the lack of access to quantitative data
and an applicable model with appropriate parameters, quantitative risk assessments
are not always usable [63].

According to [64], when risk managers are struggling with the aforementioned
problems, they can adopt qualitative risk assessment for prioritizing risks, setting
appropriate strategies and policies, and risk resource allocation. In order bridge the
gap between the two different approaches (i.e. qualitative and fully quantitative),
various semi-quantitative scoring systems and other techniques such as decision
trees have also been introduced e.g. by [65, 66].

In the past decade, there have been growth in studies concentrated on supply
chain risk assessment. Gaudenzi and Borghesi suggested an AHP-based framework
for examining supply chain risks [67]. Chang et al. introduced an exploratory tech-
nique to develop optimum decisions for minimizing risk in FSCs [68]. In order to
present a comprehensive system thinking approach in the SCRM field, Ghadge et al.
conducted a systematic literature review [69]. There are a few significant contribu-
tions to the field of SCRM. Hossein Nikou and Selamat presented a literature review
on supply chain risk management to evaluate the potential risks across theMalaysian
FSCs [70]. Manning and Soon, in order to drive SC agility and stability in various
organizations, designed a resiliencemodel for FSCs [71]. Fearne et al. focused on the
mitigation approaches for the risks related to fresh beef supply chains [72]. There are
other studies such as [73] that evaluated the relationship between potential risks and
organizational performance in food supply chains, particularly for fresh food retailer
networks. Ding et al. measured indicators of quality performance in the FSCs in
the Australian beef processing sector [74]. Various risk impacts on food processing
performance are also highlighted in [75].Dani andDeep, conducted a research review
on various risk response development approaches [76]. Wang et al. established a new
risk assessment methodology for studying aggregative food safety risks in the food
supply chain using fuzzy set theory and AHP [77]. The main important literature
focusing on food supply chain risk assessment is provided and examined in Table 4.
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Table 4 Summary of the SCRM assessment literature

Source Aim Risks involve Method

[78] To establish a ranking for
suppliers based on aspects
determined by
micro/macroeconomic features

1. Food quality
2. Corruption
3. Environmental

sustainability
4. Logistics
5. Price
6. Production volume
7. Economic growth

Technique for Order
Preference by
Similarity to the
Ideal Solution
(TOPSIS),
Elimination et Choix
Traduisant la Realité
(ELECTRE),
Cross-Efficiency
(CE)

[79] To develop sustainable framework
to minimize food waste.

1. Lack of skilled
personnel 2. Poor
leadership

3. Failure within the IT
system

4. Capacity
5. Poor customer

relationship

Pareto analysis
Decision-Making,
Trial and Evaluation
Laboratory
(DEMATEL)

[53] To evaluate the impact of possible
demand disruptions in FSCs

1. Demand disruption Game theory

[80] Review the mathematical models
generated in agricultural business

1. Seasonality
2. Supply
3. Lead-times
4. Perishability

Review Paper

[40] Risk assessment with two
different approach and creating
novel approach for assessment

1. Macro level risks
2. Operational risks

external to the firm
3. Internal risks

Hierarchical
holographic
modelling and FL

[81] To model a
government-manufacturer-farmer
game for FSCs risk management

1. Society health risks
from chemical additive

Game theory

[39] Reduce the occurrence of the
food safety issues and ensure the
quality of the people’s life

1. Safety risk Fuzzy AHP

[82] Develop a model by adopting
AHP approach for supply chain
risk assessment

1. Earthquake
2. Financial Crisis
3. Supply interruptions
4. Inaccurate demand

forecasts
5. Technology upgrades
6. Machine breakdowns

Orders-of magnitude
and AHP

[50] A critical review of supply chain
risk

1. Network risk
2. Process risk

Review Paper

(continued)
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Table 4 (continued)

Source Aim Risks involve Method

[34] A literature review regarding
supply chain risk management

1. Macro risk factors
2. Micro risk factors
3. Demand risk factors
4. Manufacturing risk
5. Supply risk factors

Review Paper

[83] Examine the research literature
related to food supply chain risk
assessment for realizing progress
in this area

1. Planning
2. Quality of raw materials
3. Resource allocation
4. Production
5. Specification change
6. Delay
7. Defects
8. Reputation
9. Contract risks
10. Supply

Review Paper and
survey

[84] Propose an incentive scheme
include two contracts (i.e.
wholesale-market-clearance and
wholesale-price-discount sharing)
for eliminating “double
marginalization” in three-tier
supply chain

1. Poor logistics contracts SIM

[85] Managing and mitigating risks in
food supply chain

1. Macro level risks
2. Demand management

risks
3. Supply management

risks
4. Product/service

management risks

ISM Modelling

[86] Qualitatively examine the various
types of uncertainty effecting on
transport operations instead of
evaluating the each involve risk

1. Delays
2. Delivery constraints
3. Lack of coordination
4. Variable demand
5. Poor information

Review Paper

[87] To examine risks in FSCs 1. The quality risks
2. The logistics and

inventory control risks
3. The structural risks
4. The information risks
5. The cooperation risks
6. The market risks
7. The environmental risks

System dynamics

(continued)
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Table 4 (continued)

Source Aim Risks involve Method

[45] SCRM review 1. Environmental factors
2. Industry factors
3. Organisational factors
4. Problem-specific factors

and
5. Decision-maker related

factors

Review Paper

[88] Identify the relationship between
cold chain and developing
economies in India

1. Information
2. Communications

technology

Fuzzy Interpretive
Structure Modelling
(FISM) approach

[49] Perspectives in supply chain risk
management

1. Operational risk
2. Uncertain cost
3. Disruption risk
4. Natural and man-made

disasters
5. Economic crises

Review Paper

[89] Model for inbound supply risk 1. Internal risk
2. Quality risk
3. External risk
4. Demand risk
5. Natural or man-made

disaster
6. Security

AHP

[67] Proposed a method to assess
supply chain risks according to
supply chain objectives

1. Transport/distribution
2. Manufacturing
3. Order cycle
4. Warehousing
5. Procurement

AHP

[41] To understand the business needs
for (SCRM) from a practitioner
overview.

1. Loss of IT
2. Fire
3. Loss of site
4. Employee health and

safety
5. Customer health and

product safety
6. Industrial action
7. Loss of suppliers
8. Terrorist damage
9. Pressure group

Exploratory
quantitative survey
and qualitative focus
group discussions

[47] Managing risk to avoid supply
chain breakdown

1. Supply risk
2. Strategic risk
3. Regulatory risk
4. Customer risk
5. Operations risk
6. Impairment asset risk
7. Competitive risk
8. Financial risk
9. Reputation risk

Supply chain risk
tool

(continued)
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Table 4 (continued)

Source Aim Risks involve Method

[90] Managing complex problems
associating with both operational
and supply chain risk for
minimising the costs

1. Length of harvest
season

2. Crop size under climatic
variations

SP

7 Conclusion and Future Research

We have provided a detailed narrative extraction on key literature related to food
supply chain risk management. We believe that the future direction of research for
food supply chain risk management embrace the capabilities offered by technologies
such as Artificial Intelligence (AI). Breakthroughs in advance digitization, informa-
tion systems, robotics, technological development, and Artificial Intelligence (AI)
will be the driving force of the “fourth industrial revolution” [91]. AI for instance,
can provide a distinctive ability in which machines obtain intelligence for making
decisions through minimizing human intervention. Machine Learning (ML) is one
of these methods, which is the key to unlocking meaning from the dataset through
learning from experience [92]. It has revealed in the literature that themachines could
possess higher level accuracy in final results compared by human being’s outputs in
many fields throughout the decision-making processes [93], for instance prediction
of cancer [94], drug discovery and development [95], big data [96], and genomics
[97].

Despite enthusiasm regarding AI in recent years, there a few vendors in the food
industry that apply machine learning in their system. Most early AI applications
are mainly adopted by industries such as pharmaceutical, healthcare, cosmetics and,
retail. One future research direction in the field is to investigate the possibility of
applying ML methods to develop predictive analytics for sustainable supply chain
risk management. The research in this spectrum is still at its initial stages, providing
purely theoretical schemes that have not been thoroughly tested or applied in real-
world contexts.

Through applying machine learning approaches, we could pave the way for
automating prediction by training datasets for such predictive analytics tools. The
automation will enable organizations to predict supply chain risks, mitigate those,
and put measures in place to develop resilience. Subsequently, the negative impacts
of events such as unprecedented weather and supply chain shock (e.g. COVID-19)
will be greatly reduced. It also can support organizations to provide sustainability to
the sector and other intangible benefits (i.e., social value).
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Knowledge Sharing and Internal Social
Marketing in Improving Cyber Security
Practice

Hiep Cong Pham, Mathews Nkhoma, and Minh Nhat Nguyen

Abstract This paper presents two new ways to establish effective cyber security
practice among employee users. Peer knowledge sharing has been used widely
in organizations to promote innovation and efficiency, hence its applicability to
encourage safe cyber security practice can be fruitful. Internal social marketing is
a marketing technique that aims to promote social responsibility to achieve social
objectives such as sharing responsibility in ensuring cyber security effectiveness.
Using in-depth interviews with employees in organizations located in Ho Chi Minh
City, Vietnam, our study explores effectivemethods of promoting knowledge sharing
among users and how it impacts security practice. Similarly, 7Ps in a mixed social
marketing approach are evaluated to capture comprehensive security social space
that users normally interact with in their quest for cyber security compliant practice.
Initial findings of our studies provide practical implications to security professionals
to create more supporting and enabling communication infrastructure that serves
sustained behavioral changes in complying and co-creating cyber security practice
among users.

Keywords Security compliance · Security practice · Social marketing

1 Research Background

The security risks to an organisation’s sensitive information are constantly growing
and both external and internal attackers are becoming more sophisticated and persis-
tent [1]. Juniper Research predicts data breaches will cost $8 trillion globally by 2022
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[2]. Technical measures have been effective and robust in preventing cyber risks from
information security breaches [3]. However, research also shows that a majority of
organisational security incidents are directly or indirectly caused by employees who
violate or neglect the information policies of their organisations [1, 4] thus, employee
compliance choices are critical to organisational security [5]. Certainly, this challenge
requires more than technical measurements to overcome. Acknolwledging this chal-
lenge, this paper presents the authors’ latest findings on employing new methods to
encourage safe and compliant security practice from employees.

2 Important of Knoweldge Sharing on Enhancing Cyber
Security Compliance

Prior studies have established that users’ personal factors such as attitude, self-
efficacy and perceived response costs associated with security tasks can affect their
intention to comply with information security policies and practices [6]. Addition-
ally, knowledge about cyber security and motivation to protect from cyber risks,
are necessary to enhance cyber security practice. Security self-efficacy, which is the
combination of the individual’s security knowledge, skills and expertise, enables
the individual to perform security tasks, as well as cope with changing security
requirements. A lack of knowledge about information security leads to low levels
of engagement of employees in cyber security practice, thus jeopardising overall
organisational information security [7].

Although knowledge could be learned through documented procedures, there are
certain tasks which require more practical instructions and certain expertise of infor-
mation security. An employee can unintentionally violate the security policy of the
organisation which could put them and organisation into a security risky situation.
Researchers in this regard, place a high stake on knowledge sharing in the work-
place through means of social exchanges and informal peer discussions. Safa and
Von Solms [8] discussed the potential benefits of an information sharing culture and
how it could improve staff efficacy regarding security awareness, promoting sharing
knowledge on policies and procedures as well as compliance improvements in the
security programs. Furthermore, knowledge sharing enables information workers to
develop ideas, share information security concerns and collaborate within the work-
place environment regarding solving cyber information threats [3]. Previous research
has shown that knowledge sharing among users within organisations is an effective
way to increase awareness and compliance with information security policies [8, 9].
Given the increasing number of cyber risks, effective ‘real-time’ knowledge sharing
could help employees protect against potential risks [10]. However, few research
studies have examined how employees practice knowledge sharing in the context of
cyber security [3]. Furthermore, it is not knownwhether such practices affect security
behaviour in the workplace.
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3 Internal Social Marketing and Cyber Security
Compliance Behaviour

Besides encouraging cyber security knowledge sharing among employees, another
method has been proposed to enhance cyber security practice through internal social
marketing (ISM). ISM combines social and internal marketing, applying internal
marketing to influence employees’ attitude and behavior towards organizational
changes, but to aiming to achieve social, rather than commercial objectives [11].

ISM is concerned with employees’ perspectives and actions that management
can undertake to develop the requisite behavioral outcomes. In order to encourage
and lead employees to regularly practice cyber security compliance, an organization
needs an approach that helps to build understanding of employees’ motivations and
behaviors within the social system [11]. ISM is premised on the tools and techniques
of commercial marketing applied to the organizational context.

ISM often uses a 7Ps framework to design a servicescape that meets the needs
of the employee and achieves the organization’s goals [11]. In cyber security, these
elements could be designed so as to enhance employee engagement with the product
(i.e. participating in the creation of a secure and safe cyber-environment). Further-
more, when it comes to cyber security, there is a more macro-social goal—one
of creating a safer cyberworld for all. As such, ISM can more effectively motivate
employees and support organizational security compliance objectives.However, even
the effect of applying internal social marketing on fostering intrinsic motivations
and enhancing cyber security compliance from employees has been acknowledged,
this impact still needs further investigation and to be supported by further research
evidences.

4 Findings and Discussions

The following findings were established based on our recent in-depth interviewswith
30 participants in several organisations in Vietnam. The participants were asked to
provide opinions and share experience in their daily cyber security practice with
regard to knowledge sharing and the impacts of social marketing elements on their
practice. Full descriptions of the data collection and analysis procedure can be found
here [12].
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4.1 Knowledge Sharing Techniques

• Social media for urgent security incident updates.

In order to enhance the cyber security knowledge sharing among employees, our
study pointed out two critical methods that encourage the willing and intention to
share knowledge frompeer-to-peer. Thefirstmethod is the application of socialmedia
as an alternative cyber security communicating channel. Since many employees use
social media applications for exchangingwork-related information such as Facebook
Messenger, Skype and Zalo (a local Vietnam developed chat application) due to their
popularity, instant responses, rich multimedia contents including visual and audio
file sharing. The application of social media tools has been recorded as very useful
for the organisation to communicate security topics, especially in urgent situations
since all staffs can join and discuss about the problems or shared information easily
and immediately.

Our findings show that organisations can adopt social media tools to communicate
security issues due to their high availability and accessibility on mobile devices [13].
As people carry their mobile devices with them most of the time, consequently
disseminating urgent security messages can reach most people almost instantly.

Furthermore, participants expressed the need that social media security messages
should be brief (due to mobile device small screens) and visual to depict the contents
more clearly to avoid TL; DR (too long; didn’t read) responses. Additionally, social
media information should be framed to directly relate to each group’s interest to avoid
flooding irrelevant updates on their professional social media channels. Too much
irrelevant information leads to ignorance/avoidance of themessages. Only significant
and urgent notifications should be sent to these channels. Otherwise, when too much
irrelevant information has been sent to people daily via such social media channels,
employees can feel bored, tired and raise the intention to block or ignore future
messages from IT department.

In addition, social media applications support group discussion, where people can
comment and contribute to the information security problems in a normative setting
where modelling of appropriate behaviour is shared amongst peers.

However, it is important to acknowledge the inherent risks from sharing confiden-
tial information on social media which can be used for unintended purposes due to
its widespread distribution nature. Social media can provide an efficient solution to
information sharing. It is important to develop secure and private social media tools
restricted to authorized users in order to protect the organisation. Topics of a commer-
cially sensitive nature will still require specialist expertise. Social media brings a new
challenge to organisations tomanage its appropriate use among employees, but social
media is accessible and useful as a community building tool and enables diffused
leadership for cyber security.

• Local security experts as a source for domain-specific security knowledge.
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Our participants acknowledge that advice from local experts is important and useful
to enhance security practice. We found that that local security experts can be an
alternative source for seeking security advice or solutions rather than relying solely
on the IT department. Moreover, because a local security expert is perceived as part
of the employees’ peer group, they can sometimes provide better and more relevant
advice to their colleagues (e.g. based on their experience about the job requirements)
than IT staff. Moreover, trust and respect between employees and the local experts
are important, according to some participants. A high level of trust among colleagues
and local security experts could initiate open discussions on the security issues, both
in regular as well as in serious incidents. Because each department has a different
policy—for example a finance department cares more about personal trading policy
than themarketing department—having an expertwhohas experience and knowledge
about cyber security in the department is good idea, since they know what problems
that the department usually faces during work and employee within a department
can trust them to ask.

Sourcing security information from a departmental expert can be viewed as an
effective way of improving security knowledge and gaining timely advice. Most
participants emphasized the importance of having a designated colleague in providing
job-specific security requirements. A local security expert who was experienced and
possessed job-related knowledge of information can be timelier and more useful
than IT staff. Furthermore, since some organisations did not conduct a formal staff
orientation for new staff members, who normally do not have the domain knowl-
edge to respond to security issues alone. Therefore, direct senior staff member’s
advice can provide new users with specific and uniquely relevant job-related security
knowledge and requirements. Sharing knowledge between a designated local secu-
rity expert to other colleagues is, therefore, a supplementary approach to enhance
security knowledge of the employees.

Given the complexity of security requirements and the apparent lack of timely
security training, local experts can provide contextual and well-timed advice in
response to an immediate threat [14, 15]. As a point of close contact, local experts
can facilitate regular exchanges of best practices on similar issues and develop a
communal approach to mitigate security challenges. The findings support the work
of Lave andWenger [16]whereby learning is situated in everyday practice and people
develop their skills by learning from senior staff and mentors.

4.2 ISM’s Impacts on Employees’ Cyber Security Compliance

A marketing mix in social marketing can be conceptualized as “the 4Ps”: product,
price, promotion, and place. In services, this is expanded to “the 7Ps”, adding phys-
ical evidence (or environment), processes, and people. Our study [12] applied and
examined how 7Ps can provide a systematic review of cyber security activities and
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their impact on user security practice. In ISM, the 7Ps provides a framework of activ-
ities that can be deployed to motivate employees to behave in the way that benefits
both the organization and employees.

The product is secure and reliable information and the ability to do a job; consis-
tently and when you want to (i.e. no downtime). Despite a relatively high awareness
of cyber security, there is a considerable gap between users’ descriptions of what is
necessary and their reported behaviors. Many participants also had varying percep-
tions of cyber security needs from. Most participants looked at security compliance
as bureaucratic and time-wasting tasks, with little benefit to users. Thus, achieving
this goal requires flexibility and autonomy and consideration for the goals of the
employee. For example, a virus scanning should not severely slow down a computer,
otherwise the users may skip it to resume their work.

The need to communicate and promote the idea of cyber security is essential
to any compliance program. However, the promotion of cyber security needs to be
user orientated; designed for different skills sets, roles and communication needs.
Importantly, it has to be both personally relevant and interesting in order to be
motivating. Just because someone ‘should’ comply does not mean that they will.
Promoting personal responsibility (autonomy and competence) without overt fear
messaging will assist in increasing engagement. Effective promotion should allow
users to engage with security requirements at the right time and in the right place, as
most participants only undertook recommended security measures if such measures
directly influenced their job (i.e. if they didn’t need to engage with the policy to do
their job, they didn’t use it at all). Thus, more creative promotion such as the use
of visual and interactive content, and potentially using social media on both PC and
mobile platforms could be used to reinforce policy requirements.

Written policies—promotions—should be short and simple and should deliver
clear guidance. The main reasons many users skip reading policy documents are due
to the complexity of information, the use of jargon, and the seemingly huge amount
of technical knowledge required to understand it. These findings are consistent with
Brennan et al.’s [11] recommendation that policy should have a clear statement,which
is transparent and articulated in terms that an individual can engage with. Another
strategy to engage users is to make communication accessible and enjoyable such as
gamifying security training [17]. This might also build on the social (people) aspects
of compliance.

Compliance comes with costs both for the organisation and individual. Thus,
there is a price element that applies to cyber security compliance. The price of
cyber security is considered as the time employees have to spend time on training
programs and day-to-day security tasks, such as scanning for viruses and reading
repeated notifications. If participants are unfamiliar with the tasks, they might take
significantly greater amounts of time and effort to complete them, thereby shifting
the burden of associated compliance costs to those least likely to be able to “afford”
them. Users easily voice that costs are time and effort, as well as loss of productivity.
But other potentially more extreme costs to the organization are not well articulated
by and indeed are probably unknown to users. This represents another opportunity to
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explore whether users can be engaged in cyber security issues sufficiently to become
motivated to act, either by learning more about managing cyber security.

Rewards can be used to enhance compliance. However, introjecting rewards
can decrease self-determination, so these have to be used with caution. Therefore,
intrinsically motivating rewards such as training and development, smoothing work-
flows, providing autonomy, and recognizing competency are more likely to result in
enhanced compliance. Further, decreasing job stress by saving time and effort will
also be self-motivating and incentivizing.

The place where people are being asked to respond is also important to secu-
rity so that supporting measures and locations should encourage safe practice rather
causing risks and mistakes from users. We found that most participants reported the
‘place’ of security (non) compliance behavior occurred mainly through digital chan-
nels, including accessing emails and websites, and downloading software. Managing
the place element of security behaviour can help security practitioners to consider
different usage contexts that users can be exposed to security risks and develop neces-
sary counter measures and awareness training. Further, compliance behaviour often
takes place in an uncontrolled environment and ensuring that support is available
when and where it is needed, as well as in the form that is most useful at the time,
was found to be a critical element in enhancing a cyber security system.

Processes and proceduresmust support user’s cyber security. For example, stream-
lined and integrated procedures are more conducive to compliance, as they decrease
the cognitive load without being repetitive or boring. User involvement should be
decreased where possible to increase salience of personal engagement when neces-
sary. Use humans to do human things, leave virus checkers to run in the background.
Processes can also be both a barrier and a facilitator to effective cyber security.
If processes are too complicated and the user is not motivated or able to improve
their knowledge in order to comply, then security will be at risk. Additionally, if
processes are too simple, security measures may also be seen as ineffective. Co-
creation of processes is one way of ensuring the balance between organizational and
user needs.

Furthermore, to support users’ active participation in security processes, compa-
nies could provide online training, handbooks, IT support, online systems, and virtual
helpdesks, to help competent users navigate cyber security processes by themselves.

People factors are important to cyber security: people both make and break the
security systems that organisations rely upon to profitably operate. In this sense,
understanding the human factors that facilitate and moderate the system enhances
cyber security. For example, Pham, El-den [18] demonstrated that it is only when
they find IT staff competent and effective in managing IT systems, people will be
more engaged in security activities themselves. Effective IT support processes should
provide a responsive and effective personal help desk to reduce work interruption,
offset the effects of decreased productivity, and increase employee satisfaction [19].

Moreover, as the results show, people do not want to be disempowered widgets
in a computerized system. They do want to be involved and engaged and seen as
participating in creating a secure environment. organizations can try to improve self-
efficacy of employees to enhance their confidence and motivation to comply [20],
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but they also need to have a chance to use those skills or they may get bored and find
something new to do that may damage the security of the environment [21].

The physical evidence of security measures reminds users of the reality of cyber-
attacks and their consequences. It does so without the need for personal experience
and risk taking. Understanding the difference between front (visible) and backstage
(invisible) elements can be helpful in developing interventions that are user friendly
(or merely invisible) and where the user has the ‘script’ to enable them to participate
in securing the environment. Each piece of evidence serves as a reminder of the
requirement for personal involvement and responsibility for cyber security. Espe-
cially, physical evidence such as office design plays an important role in developing
and maintaining security awareness, which may positively impact on employees’
attitudes on perceiving and evaluating cyber-threats and its consequences [6, 22].

5 Conclusion

Effective security program relies greatly onwhether users exercise safe security prac-
tice without strict and expensive monitoring. Users should be regarded as important
assets not just internal threats to the protection of organisational information assets.
This paper highlights that distinguishing the types of cyber security information (e.g.
policy and procedure, security risk warning, job-related advice) and using alterna-
tive knowledge disseminatingmethods (i.e. social media or local experts), employees
can be more paying attention to security communication, hence be more consciously
taking care of organisational security requirements. The use of social media and local
experts as alternative channels would ensure employees to access security informa-
tion and maintain their awareness, in addition to formal periodical trainings. Our use
of internal social marketing approachmoves away from traditional approaches which
are mostly based on the use of formal sanctions and security fear-based communica-
tion, by creating a behavioural infrastructure through the deployment of multi-level
resources that aim to achieve intrinsic motivation towards compliance.
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Transformation of Cybersecurity Posture
in IT Telecommunication: A Case Study
of a Telecom Operator

Ahmed Adel, Dilshad Sarwar, and Amin Hosseinian-Far

Abstract Organisations are facing sophisticated and advanced persistent threats
(APT) that are targeting sensitive information assets. Any form of cyber-presence
can be typically attacked by adversaries, and the motives of such attacks are context
dependent. Besides, users and organisations are prone to software vulnerabilities,
misconfigurations, outdated systems and several other systemic deficiencies which
can be leveraged to compromise enterprise assets and gain an initial foothold within
an organisation network. The aim of the paper is to develop a flexible and gener-
ally comprehensive organisational strategy to defend against the massive increase
in cyberattacks, in order to protect the strategic business objectives of an organisa-
tion and keep an alignment between business objectives and security. Moreover, this
paper reflects on the work undertaken bymultiple teams within the chosen case study
organisation to enhance the cybersecurity.

Keywords Cybersecurity · Security operation centre · Cyberculture · IT
telecommunication · Cyber resilience

1 Introduction

Cyber Security, a term that is used a lot nowadays. In an era of information and
communication technology (ICT), the value of the data is very crucial, especially
when it comes to personal information, credit cards information, or financial infor-
mation. Today everything is moving through the Internet, all aspects of the business
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operations pass through the Internet. On this basis it is therefore imperative that the
IT infrastructures are secure.

Cybersecurity is a culture that must be introduced to everyone to increase aware-
ness and reduce negative impacts on organisational information and data security.
No hacker will spend time and effort to hack any system that contains no information
or invaluable information. Therefore, understandably sectors such as telecommuni-
cations and banking are under attack by cyber criminals on an ongoing basis. Recent
reports indicate 43% of telecommunication organisations suffered a DNS-malware
attack [15]. Moreover, the top five cybercrime attacks were Phishing scams, Identity
Theft scams, Online Harassment, Cyberstalking and Invasion of privacy [31]. This
paper will talk about cybersecurity in the area of telecommunications, and look at
the importance of the security department within organisations, focusing on how
to spread the value of cybersecurity to reach a state where all employees in the
organisation support cybersecurity. A case study will be conducted in the area of
telecommunications, in the region of the Middle East and Africa. It was challenging
to know where the organisation under the study is on the cybersecurity posture spec-
trum. Unfortunately, after severe incidents and significant compromise attempts, the
organisation obtained management commitment and support for the new security
strategy and program. Security can’t start from the middle of the organisation. Ulti-
mately, to achieve significant improvement in information security, senior manage-
ment and the board of directors must be held accountable for information security
governance. They must provide the necessary leadership, organisational structures,
oversight, resources and processes to ensure that information security governance is
an integral and transparent part of enterprise governance.

2 Literature Review

Cyber-Security became an important area to consider for any organisation running
its business on networks or the Internet. So, security awareness became essential
for all employees working in all areas. The process of saving valuable information
became the responsibility for everyone to undertake. The security department has
the upper hand to make sure the organisations processes are in place, regarding tools,
and procedures, but the implementation and respect to the process will remain the
success factor. For any organisation to move from the ignorance to the awareness,
the organisations are required to follow specific steps for that. [12, 23, 24] seek to
disseminate information security awareness process that aims to cultivate positive
security behaviours. To reach that they found that using either behavioural intention
model based on the Theory of Reasoned Action, or the ProtectionMotivation Theory
and the Behaviourism Theory are imperative. They refined both the process and the
model. This was then tested through action research and it was found that whether
the organisation have or even implement an information security policy, this does
not guarantee employees will understand their role in the organisation using security
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processes and save information assets. They also found that it is critical to design an
information security awareness campaign to ensure objectives and requirements.

Bada et al. [4] reviewed current information on security- awareness campaigns
and the effectiveness of these campaigns on employees. They then examined the
factors responsible for the change in online behaviour, such as personal, social and
environmental factors. And, they finally summarised the most critical components
for a successful cybersecurity awareness campaign, also, furthermore factors were
also examined which could lead to a campaign’s failure.

de Bruijn and Janssen [10] indicates that society is turning into a cyber-physical
community entirely depending on Information and Communication Technology
(ICT) due to the rapid change in the digital life we are living. In return, this makes
the need for cybersecurity is a must.

Limba et al. [19] elaborate that for critical infrastructure that uses technologies
based on communication and information technology, it depends on cybersecu-
rity. Organisations are trying to make themselves safer from vulnerabilities. They
provided theoretical aspects that can be used to ensure security on the critical infras-
tructure. The cybersecurity model is analysed from management perspectives and is
not concerned with technological issues. They also explained that the private sector
is much less inclined to share information about specific attacks, although such infor-
mation could suggestively contribute to the field of cybersecurity. Themodel consists
of six core sections (Fig. 1).

Fig. 1 Cyber Security Model Source Limba et al. [19]
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Limba et al. [19] have defined the security levels from initial, medium and the
highest level of the cybersecurity management model, which they call it interop-
erability level, which characterised by the full interconnection of all management
model dimensions. They indicate that on this level, the organisation is operating
as a vast army of soldiers and the cybersecurity model is an inherent part of the
organisation which is in line with De Bruijn and Janssen [10].

Nowadays, when the threats are rapidly disseminating everywhere, Organisa-
tions needs to evolve solutions that have more complex measures. As cybersecurity
management model considering all strategic aspects.

Sallos et al. [25] Agree on the last point of Limba et al. [19] that Organisa-
tions must consider cybersecurity through a strategic lens. It must be as a function
that must be adopted by everyone. They find that Cybersecurity management is not
straight forward, as it is a culture and not a task. It also requires focused consider-
ation in terms of strategies, structures and practices. Sallos et al. have set out the
basis holistic view of knowledge which focus on action-results. Sallos et al. also
highlighted the importance of a knowledge-based approach to be taught as a concept
for the employees.

Von Solms and von Solms [34] highlighted that higher management must clearly
understand the cybersecurity, and it’s the security department task to make it clear
for them to ensure the more senior management buy-in. They succeeded to define the
relationship between cybersecurity and information security, concerning the gover-
nance perspective. By this, they were able to ensure the board of directors by in, for
investment.Moreover, understanding of what cybersecurity cause to the business can
if it is absent. They succeeded to make a clearly state that the Cybersecurity target is
to protect the organisation against the risks that may harm the business as a whole.
The more the organisation is dependent on the Internet, the higher the cyber threat.

Paul et al. [21] state that to enhance cybersecurity, the organisation must study
first what is cybersecurity and what are the risks that may occur. They suggest that
every organisation should do the following.

• Learning about the basics of Computer and Cyber related terms and concepts.
• Learning about the basics of Security related concepts such as (Computer Security,

Network Security, Database, Web Security, IT Security).
• Learning about Information Security and Information Assurance.
• Learning about the fundamental characteristics of Information Assurance.
• Learning about the Function and Role of Information Assurance in general.
• Learning about the laws governing IT and Cyberworld.
• Learn about expressions Table 1.

Table 1 Cybersecurity
Expressions adapted from
Paul et al. [21]

Cyber café Cybercrime Cybernetics Cyberspace

Cyber hygiene Cyberwarfare Cyber
organism

Cyberlaw

Cyberattack Cyberculture Cyberage Cyber forensic
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Table 2 Cyber Security
Functions adapted from Paul
et al. [21]

Cybersecurity
analyst

Cybersecurity
expert

IT Manager IT security
analyst

Cyber forensic
expert

Ethical hacker Data security
analyst

Web security
analyst

Paul et al. [21] also recommend that each organisation at least must have one of
the following functions if not all when it comes to huge organisations with valuable
information system in place (Table 2).

Al-Mohannadi et al. [1] clarify the threat of cybersecurity threats among IT
employees. within this, it has been highlighted that a Cyber-attack is one of the crit-
ical issues for most of the organisations. Organisations and Governments are doing
their best to protect valuable data from being stolen. There are many systems such
as Intrusion Detection System (IDS), Intrusion Prevention System (IPS), firewall,
packet shaping devices which are available to protect networks. There are also attack
modelling techniques that organisation can perform patterns from them to under-
stand the nature of the attack. Thus today, most of the organisations have a security
operation centre (SoC) to be the first and most solid layer to protest the organisation
from cyber-attacks. They concluded that employees must have awareness sessions
and learn about cybersecurity, and this is in line with Bada et al. 4. They also high-
lighted that IT employees need to improve their knowledge about cyber threat. It was
also found that there is a gap of understanding between Security operation team and
other IT experts. SoC team are generally capability of safeguarding from cyberse-
curity threats if they can identify it. Demertzis et al. [9] highlighted the importance
of Security operation center as a central level responsible for monitoring, analysing,
assessing and defending the organisation asset. This is themost important department
under any IT infrastructure domain.

Vukašinovi [32] highlighted that each organisation must have cybersecurity
measures. In the field of telecommunication, he found that according to research,
mobile phone users are increasingly exposed to cyber-attacks. After analysing more
than 400 000 applications available in the most popular apps and Google applica-
tions, it was found that 14 000, or 3%have security vulnerabilities, including sensitive
information such as location, text messages and contacts. He discovered that Cyber-
security attacks are divided into two groups; the first group is the passive and the
second group involves active attacks. In the passive aggression, the attacker gets
rights without changing the content of messages. In the active attacks, the attacker
can modify, delete, copy the contents of files, set himself as an authorised user,
disable functions and do whatever he wants. The protection of any network systems
should follow the following:

• Confidentiality
• Integrity
• Availability.
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Table 3 Cybersecurity areas adapted from Vähäkainu and Lehto [33]

Infrastructure security Endpoint security Application security IoT-security

Web-security Security operations and incident
response

Threat intelligence Mobile security

Cloud security Identity and access management Network security Human security

Vuka agrees with most of the above articles that there is no fully protected
computer network. Themost secure system is one that is not connected to the Internet
at all. The protection given to the network systems is a must nowadays. And, by
ensuring protection, Organisations will enable preventing unauthorised intrusion.
Monitoring systems need to be used to reduce the security risks of intervention into
systems.

Vähäkainu andLehto [33] highlighted the importance of artificial intelligence (AI)
to help cybersecurity management. They indicate that organisations benefit from the
ability of (AI) systems to improve their expertise quickly and from sharing it to all
those who need it. They discussed the following cybersecurity areas (Table 3).

Their study highlighted that information on 11 artificial intelligence solutions
were gathered. These perspectives were divided into the following areas:

• infrastructure security
• endpoint security
• web security
• security operations and incident response
• threat intelligence, mobile security and human security.

Vähäkainu and Lehto [33] have concluded that the (AI) system should detect and
quickly react to any attack, such as an abnormal login, and/or suspicious usage of
cloud services. There are many ways to detect threats. But, as an organisation may
face up to 200,000 information security events per day the investigation of the threats
by using human information security specialists is expensive and is time-consuming,
and therefore (AI) is a must nowadays.

3 Methodology

The methodology used in this paper is the Design Science Research Methodology.
Bisandu [6] explained Design Science as it is concerned with knowledge acquisition
that relates to designs and activity which offer a specific guide to for evaluation
and iteration within a project. While research methodology is also seen as an action
plan, strategy, process, behind the choice of and methods and linking the choice of
methods use [2, 6]. Design Science ResearchMethodology (DSR) is considered to be
the other side of Information System research that evaluates information Technology
artefacts needed to solve problems identified in an organisation.
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Design science research contributes highly in the field of Information Systems as
it measures the way it is applied to business needs. It solves an existing problem.
Therefore, there is considered to be one of the most useful methodologies in these
fields [6, 14, 22].

This methodology is that it is used when there is crucial dependence upon human
cognitive abilities to produce effective solutions.Or personal social skills are a critical
dependence upon to deliver effective solutions which is the case in this paper and
the case study too [6, 7, 13].

TheDesignScienceResearchMethodology has found to be an excellentmethod in
the Information Science andComputer Science because it is amethod thatworkswith
human, organisational social kind of problem-solving through artefact development
[6, 14].

4 Case Study

4.1 Understanding the Cybersecurity Posture

The security status of your enterprise’s software and hardware, networks, services,
and information; your ability to manage your defences; and your ability to react to
and recover from security events are collectively referred to as your cybersecurity
posture. Understanding and defining the full scope of your cybersecurity posture is
essential to protecting your business against breaches [5].

To understand and optimise your cybersecurity posture, you need to:

• Analyse what it currently looks like
• Identify the possible gaps
• Then take action to eliminate those gaps.

The thing that kept me awake at night (as NATOmilitary commander) was cyber-
security. Cybersecurity proceeds from the highest levels of our national interest-
through our medical, our educational, to our personal finance (systems). Admiral
James Stavridis, Ret. Former-NATO Commander [11].

Unfortunately, most people do not understand the gravity of the problem until
it personally affects them through identity theft or other malicious activity. Unsur-
prisingly, however, the rate of cybersecurity-related crime is exploding, and a recent
study claims that there is a new victim of identity theft every 2 s in the United States
alone [28].

On top of that, Half of the cyberattacks are targeting small businesses that usually
don’t have sufficient cybersecurity to protect themselves from such threats. In a
Statista report in 2018, the most notorious cyber-attacks experienced by companies
of all sizes include phishing (37%), network intrusion (30%), inadvertent disclosure
(12%), stolen/lost device or records (10%), and system misconfiguration (4%) [27]
(Fig. 2).
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Fig. 2 Most common cyber-attacks Source [20]

4.2 The Turning Point

Understanding the current security posture and identifying gaps in existing organisa-
tional security systems is very important. It will require skilled resources and tools,
audits- both internal and external are one of the main processes used to determine
information security deficiencies from control and compliance standpoint and are one
of the essential resources in strategy development. Early detection of security prob-
lems and solving it will be a cost-effective solution for developing secure systems
[36].

The turning point had started when there was a successful attempt to attack one of
the mission-critical systems and investigations found that the system was compro-
mised. The attacker targeted confidential information assets. Fortunately, the effort
failed due to unexpected server behaviour, and the attacker zipped the theft data in the
same server, causing service interruption due to file system utilisation. On top of that,
this incident reported a service availability issue. This is considered as cybercrime
[16].

4.3 Gap Analysis is the Base for Strategy Development

In addition to the costs that companies face to deal with the immediate effects of an
incident, security incidents can cause more costly, long-term harm such as damage
to reputation and brand. Beyond the impact to market capitalisation, if the issue
threatens the public good, regulators may intervene, enacting stricter requirements
to govern future business practices. Data breaches stain the reputations of companies
both big and small, damaging the brand and reducing consumer trust, and sometimes
the consequences can affect the company for years to [30] notes Paul Bischoff,
researcher and privacy advocate at Comparitech.
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Fig. 3 Source Kaspersky [17]

In our case and after the security incident; the response and actions ofmanagement
were hugely influential; their support helps to develop the implementation of the
remediation strategy. According to Kaspersky Lap detection data; we found that a
sizeable Iraqi telecomproviderwas deeply compromisedwith 10%of their endpoints
infected with POWERSTATS (Fig. 3).

As with any complex problem, a lot of questions need to be answered to identify
where you are:

• Do we have a real-time inventory of all our assets, asset calcification?
• Are we able to continuously monitor our assets?
• Do we have security incident management in place?
• Do we have a backup process, DR, and BCP?
• Do we have security metrics?

Gap analysis [8] identified 39 Security gaps and deviations in security tools,
processes, execution andmanagement system.End of service, End of life (EOS/EOL)
operating system are still in the operation state, hardening, patch management and
user access management are not defined. Security policy, regulatory standard and
governance, risk management are not defined; some systems were compromised
already.

The gaps between the current stat and desired stat paved the way to develop the
security strategy and developing the road map to achieve the objectives. The desired
defined based on the outcomes set by management, regulatory requirement and a
variety of frameworks to ensure defence in depth (Fig. 4).
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Fig. 4 Gaps and deviation summary (graph developed by Authors from real organisation data)

The full security audit was finalised after the major security breach, below are the
summary of the gaps identified:

• VPNUsers gain access directly, Multi-factor authentication is missing, VPN user
time out is not in place.

• Anti-Spam and Anti-Virus implemented; the effectiveness of the tool usages not
measured.

• The absence of log management and the centralised log management solution
available for the network.

• No real-time security attributes monitoring of the devices and nodes except
bandwidth monitoring.

• No distributed denial-of-service (DDOS) protection implemented.
• No Advance Threat protection.
• Terminal Access Controller Access Control System (TACACS) is not imple-

mented for all network devices.
• Zone segregation is not defined.
• No Next-Gen firewall available, current firewall policy is based access-list only.

Ext to int for any to an internal subnet is allowed, many test rules also presented,
No FW rule validation in place.

• Antivirus management servers are exposed with full Internet access, same control
to be validated on other servers.

• Network Segmentation for Management & data is not implemented for all.
• Vendor allowed to connect the corporate network with their device. No control

over for third party / non-standard systems to connect thus causing vulnerable.
• Asset management tracker in place, however no EOS/EOL details for the devices

and tools are highlighted. The tracker is not updated regularly.
• No defined hardening processes. Antivirus & Vulnerability status are verified

during the commissioning process.
• Undefined patch management process in place. Patch management is followed

on reactive/OnDemand manner and no zero-day patch management process, still
many critical patches are in anopen state, andmanyEOS/EOLsystems are running
in the infrastructure.
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• Vulnerability scan performed for critical system only, the mitigation process is
not well defined and not aligned with GRC; even some critical vulnerabilities are
still open.

• No IDM tool in place, No ID & access revalidation in place and No password age
and password reuse policy implemented.

• All the clients not configured to route through a proxy.
• Clear text services are like telnet, FTP, HTTP is allowed from outside.
• No defined policy in place.
• Only a few components have the process documents and no procedure or SOP

available.
• No defined metrics for all the Security measures.
• There is limited security governance in place; Security governance is not aligned

with the Org level. Elevation/escalation of compliance & security weakness
requires leadership decision.

• Business continuity plan (BCP) and Disaster Recovery (DR) process are not in
place, No BCP/DR test executed. Only critical systems data backup is happening
and stored in DR locations.

4.4 Road Map for Remediation

An implementation plan was formalised as a road map to close all tactical and
strategic gaps [18]. The Implementation plan started immediately after the assess-
ment conclusion. The business case developed for investment in security tools and
controls. Prioritising action items and addressing the most critical vulnerabilities
and issues first guide the roadmap of our entire defence strategy and influence our
security spending.

To improve and raise your Cybersecurity posture and awareness, you don’t need
to invest endlessly in new security tools. The truth is that 80% of data breaches can
be prevented with necessary actions, such as vulnerability assessments, patching,
and proper configurations. An example is Phishing attacks are the most common
cybersecurity attack. This type of attacks is a big part of why there are so many
compromised passwords. In the last year, 76% of businesses reported that they had
been a victim of a phishing attack (Info Security 2017), security awareness is the
most effective control to mitigate the risk of phishing attaches [26].

In addition to the immediate response to isolate the compromised system and
the eradication effort, the Tactical (6 months) and strategic (3 years) action plan
formalised, and our security program started immediately with ultimate commitment
from C-level management to ensure the required resources.
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4.5 Actions Were Taken to Eliminate the Gaps

The steps taken consist of controls, processes, and practices to increase the resilience
of the computing environment and ensure that risks are known and handled effec-
tively. These activities dealt with by an internal team supported by external vendors
as needed.

4.5.1 Security Enhancements in the Security Tools

Although cybersecurity spans technical, operational and managerial domains, a
significant portion of the actual implementation of the information security program
is likely to be technical [35] below are the summary of the security enhancements in
the security tools;

• SEIM tool is currently used by the security team and SOC for log monitoring and
security management.

• Multi-factor authentication is currently used for VPN, Webmail and servers
access.

• Network (LAN and Wireless) security controls have been implemented based on
least privilege using Cisco ISE.

• Enterprise password management tool used for local admin control.
• Windows and Linux security patching tools are currently used for centralised

patch management.
• Advanced Threat Protection ATP is used.
• Next-generation firewalls are used in the network.
• Next-generation Antivirus is used in all clients and servers.
• New proxy servers.

4.5.2 Security Enhancements in Process and Governance

Process and governance must be an integral and transparent part of enterprise gover-
nance and complement or encompass the IT governance framework [3]. Integrated
with the processes they have in place to govern other critical organisational resources.
It includes monitoring and reporting processes to ensure that governance processes
are effective and compliance enforcement is sufficient to reduce risk to accept-
able levels. Below is the summary of the security enhancements in process and
governance;

• User Access management process
• Security Patch management process
• Vulnerability management process
• Log management process
• Antivirus management process
• IT security Weekly meeting to discuss security operations and project.
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• IT security reports and metrics (KPIs and KRIs).

on top of the governance and processes enhancements, all security policies
reviewed and updated with management intent.

4.5.3 Security Enhancements in IT Operations

Poor configuration in IT operations can lead to cyber criminals bypassing internal
policies that protect sensitive information. Setting security baselines for an organisa-
tions operational enterprise has several benefits. It standardises theminimum amount
of security measures that must be employed throughout the organisation; this results
in positive benefits for risk management. It also provides a convenient point of refer-
ence to measure changes to security and identify corresponding effects on risk. A lot
of security enhancements has been achieved in IT operations;

• IT severs, and Client PC is full patches with the latest security updates,
• Next-generation antivirus has been installed in all client PCs and servers and

monitored,
• Close all discovered critical vulnerabilities within SLA timeline,
• Physical access control to datacentres is managed and integrated with an access

management tool
• Data uploading is monitored 24X7 by NOC.
• Enhancement in security incident handling,
• Upgrade or Isolate EOL/EOS systems.

In addition to all this security enhancement, new SOC function has been estab-
lished tomonitor security attributes for IT assets 24/7 and analysing logs and respond
to a security incident to increase speed and agility in security. Preparing theworkforce
to protect their environments is vita.! As much as it is essential to have in place all
securitymeasures to safeguard the information systems infrastructures, hardware and
software alone cannot withstand the attacks of malicious staff training, and security
awareness is critical security control.

5 Current Cybersecurity Posture; Today Versus Past

The quick fix actions and short-term tactical plan are practical and affordable ways
to reduce the exposure and avoid the worst to happen. The overall security program
has a significant impact on information security readiness and on the capability of
the staff to deter potential attackers.

Now, our enterprise has documented all of its programs and procedures, and it
has a clear understanding of its risk. It is not the endpoint, in addition to strong
KPIs and KRIs, continues assessment, testing and audit is an essential part for
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Fig. 5 Security Governance & tools (Organisation own developed tools)

continues improvement in the cybersecurity posture and ensures the security control
effectiveness.

The enterprise ranked No.1 in cybersecurity posture by group risk manage-
ment. Furthermore, the last security audit and penetration test report a considerable
enhancement in cybersecurity capability.

A lot of security dashboards and security automation developed by a secu-
rity team internally, KPIs and security metrics reflect strong security gover-
nance and risk management. Continuous monitoring for security events, incident
detection, identification, handling, post-incident review and security awareness
increased our ability to react to and recover from security events. Organisation
24/7 SOC increased the velocity of security event handling and detection for the
intrusive/malicious/suspicious/misconfiguration/policy violation etc. events before
getting a serious issue (Fig. 5).

Staff training and awareness sessions enhanced cybersecurity culture in our organ-
isation, and this is reflected by the increased number of a reported security incident.
Developing the technical staff take their skills to the next level that can be used in
penetration testing and threat hunting.

6 Conclusions and Recommendations

The security status of the enterprise’s assets, ability to manage defences, and the
ability to react to and recover from security events are the most useful indicators for
cybersecurity posture.

An organisation transformation plan, along with the best practices that have been
followed, helped building a cyber-resilience strategy and improve the security posture
of any organisation. It is essential to create a culture of security awareness across
the organisation and among employees. This is the best way to provide a constant
barrier that deters cyberattacks that take advantage of human behaviour.
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A severe breach can result in data loss or potential damage to the IT infrastructure
and have adverse effects on essential company operations and on the business itself
through the loss of confidentiality, integrity or availability of informational assets.

Any security transformation program requires, of course, the strong commit-
ment, direct involvement and ongoing support from senior leaders/executives. Such
efforts are constant and permanent, which therefore require continuous evaluation,
funding and support. Inconsistency will cancel out any steps forward and opens the
organisation to increased risks.

Defending against sophisticated threats ultimately requires mature processes
and competent, dedicated security professionals. Sophisticated attaches require a
thoughtful process that can prevent, detect and respond to threats with speed and
agility.

While cybercriminals represent a significant threat, in most cases, the critical
threats to organisations are their lack of adequate defences and employees who are
ignorant of cyber threats. Organisations can reduce their risks of cyber-attacks by
following industry best practices and implementing key defence measures such as
employee training and the use of encryption.

What cannot be measured cannot be managed. Security metrics and thresholds
should be defined for specific control and process to measure the extent to which
performance objectives are being achieved on an ongoing basis. Security status trends
reports that are systematic and timely are a useful tool to maintain management
commitment and support. Organisations had to start implementing the culture of
security to their employees. Security awareness also had to be disseminated across
the organisation to make sure that everyone is aligned and knows the importance
of security. One of the key strategies in security is No exceptions when comes to
security and important information inside the organisation [29].
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Cloud Computing Security Challenges:
A Review

Iqra Kanwal, Hina Shafi, Shahzad Memon, and Mahmood Hussain Shah

Abstract Over the last two decades, cloud computing has gained tremendous popu-
larity because of ever growing requirements. Organizations that are heading towards
cloud-based data storage options have several benefits. These include streamlined
IT infrastructure and management, remote access with a secure internet link from
all over the globe, and the cost-effectiveness that cloud computing can offer. The
related cloud protection and privacy issues need to be further clarified. This paper
aims to discuss all possible issues that are under research and are resisting consumers
to migrate from traditional IT environment to new trend of cloud computing which
offers flexible and scalable environment at low-cost.

Keywords Cloud computing · Security · Confidentiality · Research challenges ·
Cloud security

1 Introduction

According to some researchersCloudComputing is not completely a new technology,
its roots somehow lies under “Computing as a Utility” and “Grid computing” [1, 2].
Others differ from this view and according to them it is totally independent computing
[3]. At the higher level of this discussion. Cloud Computing is revolutionizing the
way of computing. The vision of cloud computing is not to buy either hardware or
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even software instead rent services e.g. computational power, databases, storage, and
other resource one just requires a vendor for that according to pay-as-you-go model,
it reduces cost and makes investment oriented to operations rather than to assets
acquisition. It refers to provision of hosted services over the Internet that are scalable
and dynamic. Consumers can access the services online from their web browser
without knowing the underlying technical details and difficulties of the resources.

Many researchers have given various definitions but one definition by National
Institute of Standards and Technology (NIST) is that “Cloud computing is a model
for enabling convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal management effort or service
provider interaction. This cloud model promotes availability and is composed of five
essential characteristics, three service models, and four deployment models” is most
accepted one [4].

1.1 Cloud Service Delivery Models

As the NIST definition suggests, cloud based system provides its clients with on-
demand services and these can be regarded as service models which include software
as a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS).
Table 1 shows the main features of each service model, theirs users, infrastructure
management, and some of the applications of these models.

Software as a Service (SaaS) It enables the customer to utilize applications
running on the provider’s server machine that is a cloud. Several clients can access
these applications by using an interface that is a web browser, they consume the
services on pay-as-you-go license subscription that significantly decreases the invest-
ment cost. SaaS is mostly used to implement business software applications at
minimum charges.

Platform as a Service (PaaS) PaaS a group of software development programs
and tools that are hosted on the cloud infrastructure. It is a service offered to devel-
opers which provides all the tools needed for system development. Client does not
need to manage or administer computing hardware or software.

Infrastructure as a Service (IaaS) Resources can be rented as pay-per-use such
resources can be storage, processing, network capacity and other computing facilities
can be granted. Client can also have privilege to manage operating system and other
applications. Thismodel provides a flexibility to add or release resources and services
upon requirement.
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Table 1 Cloud service models

Delivery model SaaS PaaS IaaS

Features Provide software
applications, used by
consumers running on
cloud infrastructure
Examples include
Software distribution
model, collaboration,
business processes,
CRM/ERP/HR

Providing a framework
for the creation,
implementation and
management of cloud
computing solutions
Examples include Web
2.0 Application,
Middle-ware, Java
Runtime, Tools for
Development, Database

Provide hardware
resources e.g. network,
storage, memory,
processor etc. as a virtual
systems which are
accessed by using
Internet. Examples
include servers,
Networking, Data Center
Fabric, Storage etc.

User End client/End User
Person or organization
that subscribes a service

Developr-moderator
An organization or a
person that develops or
deploys cloud

An organization or a
person who owns cloud
deployed infrastructure

Infrastructure
management

Controlled by SaaS
Provider

PaaS user control
deployment of their
individual applications
and does not manage
servers and storage

Controlled IaaS Provider
Client is capable to
launch virtual machines
with any required
operating systems that
are managed by the
clients

Applications Google Apps (Gmail,
Docs.)
Salesforce CRM

Google App Engine
Microsoft Azure
Manjrasoft Aneka

Amazon EC2, S3
OpenNebula

1.2 Cloud Deployment Models

In literature five cloud deployment models have been discussed so far. These
are public, private, hybrid, community and virtual private cloud (VPC). Among
these models VPC has got less consideration by the research community [5].
Characteristics of these deployment models are summarized in Table 2.

Public Cloud In this cloud infrastructure is offered to the public on commercial
basis which is own by an organization that is providing cloud services. People can
rent resources and can scale up or down their utilization as desired.

Private Cloud In this model cloud infrastructure is dedicated and private system
to an organization. It can be owned or rented by the organization. This may be
managed by third party or organization itself.

Community Cloud This model is for the organizations having similar concerns
and requirements. Cloud infrastructure is shared among more than one companies
on shared cost. It is managed by the companies or a third party, located either within
or outside the premises.

Hybrid Cloud Hybrid cloud is mash of multiple clouds (public, private, commu-
nity), but managed and provided as a single unit by provider. The idea to use hybrid
cloud mainly provide additional resources on user demand, e.g. an organization may
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Table 2 Cloud deployment model characteristics

Deployment model Characteristics

Public Cloud Offered publically on commercial basis
People rent the resources with the ability to scale them
Cloud Service Provider (CSP) is responsible to own and manage a public
cloud
Located off-premises to the consumers
Less secure than other cloud models

Private Cloud Dedicated infrastructure for an organization for its private use
Owned or rented by the organization
Located either on- premises or off-premises
Managed within the organization or externally
More safe than the cloud that is public

Community Cloud Shared with organizations that have similar concerns and requirements
Located either on or off-premises
Run by the businesses or externally

Hybrid Cloud Mash of two or more clouds, provided as a single unit by provider
Used to provide additional resources in case of demand
Require both on and off-premises resources

Virtual Private Cloud Private cloud, deployed on top of the any above mentioned cloud models
over Virtual Private Network (VPN)
Provide isolated resources to its consumers
Characteristics are inherited by underlying cloud architectures upon
which a VPC is seated

want to migrate some jobs from a private cloud to public, for this migration a hybrid
cloud can be a choice.

Virtual Private Cloud (VPC) VPC is a private cloud, deployed on any above
mentioned cloud models using Virtual Private Network (VPN). Its example is
Amazon VPC [6]. In VPCs private and semi-private clouds are provided to the
customers by VPN that provide isolated resources to its consumers. Since it is less
discussed among research community, its cost, management, tenants and other char-
acteristics are inherited from the underlying cloud models on which a VPC is seated
up [5].

2 Cloud Computing Security Challenges

Although a lot of challenges are faced by emerging cloud computing technology
such as interoperability, scalability, Service Level Agreement (SLA), lack of stan-
dards, continuously evolving, compliance concerns etc., security is major barrier
into the adoption of cloud computing technology. Manage and maintain secure cloud
computing environment ismore difficult task than traditional information technology
(IT) environment. As the cloud computing environment is an outsourcing of IT,
along with the inherited security issues of IT environment, cloud computing also
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Fig. 1 Cloud computing security challenges

come across with some additional security challenges that are focused by researcher
community in the last two decades which are highlighted here [3, 5, 7–27]. These
security challenges are summarised in Fig. 1.

2.1 Data Security and Confidentiality Issues

Cloud consumer need to make sure their technology save cost and never sacrifice
valuable data because there are several ways of data being compromised. The amount
of risk increases due to the way in which a cloud particularly increases, due to which
it may demand to remove andmodify record, if the encoding key is lost it’s alsomuch
painful. Someof themare uniquedue to the nature of cloud and complex too to recover
because of cloud architecture [28]. CSA’s suggested solutions include strong access
control API implementation, data integrity and encryption and its protection while
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data transfer, implementing generation of strong key, analyzing the data protection
at design and also at run time. While considering security of cloud computing the
data comes at top most priority. Data theft and corrupted storage are two major risks
in data protection.

2.2 Data Location

One of the issues of security and confidentiality (i.e. user location, relocation of
user data and services, availability and security etc.) is data location. SaaS users use
these applications for the processing the business data. Users of these services have
no information of the location where their data is being kept. It can be challenging
in many ways, since data security and compliance rules in different states the data
location is of utter important in several enterprise architecture. For instance in various
South America and European countries there is some types of data that cannot cross
the border due to confidentiality reasons. Besides this issue of local rules and law,
when an investigation takes place, it raises a question that the data falls at which
jurisdiction. SaaS service model must also provide assurance of the location of the
user data.

2.3 Data Segregation

Due to multitenancy, multiple users are capable to store use the data using SaaS
services. In these situations the data of multiple users is stored on same location. Data
intrusion is a threat in this condition. Attackers can inject their code into the SaaS
service to hijack the system. It is possible that clients may run that code accidently
without proper verification which leads high potential risk to other client’s data. It is
obligation to SaaS application to guarantee boundary between each client data. It is
also required to maintain this boundary at physical as well as at service level and an
application must segregate the data from different clients.

2.4 Data Availability

It is essential for SaaS cloud applications to guaranty twenty-four-seven services to
their consumers. In order to provide high-availability and scalability, it is required to
take measures at both design and architectural levels. Adaption of multi-tier archi-
tecture and support for application load balancing on various servers is needed.
Recovery from hardware or software crashes, and denial of service attack must be
built from within the service. Simultaneously, an action plan is needs for business
continuation and disaster management for future crises. It is utterly important to
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offer safety measures to the organizations, minimal downtime, and maximum data
availability.

2.5 Regulatory Compliance

Eventually, it is the consumerwho is responsible to protect their data anddata integrity
even though if it’s on the cloud. External audits and compliance certifications are
carried out on conventional service providers. Providers of cloud computing who fail
to conduct the scrutiny are “signaling that clients should only use them for the most
trivial functions,” Gartner says.

2.6 Recovery

Data recovery is very issue concern in cloud security when considering cloud data
backup. Many cloud services moves data up to 5 TB within the 12 h. However
certain systems may become slower because it all depends on storage speed, the
amount of time to consider, and available storage in the server that is determining
and negotiating this price. Backup availability in order to keep business running is
very important. Data must be backed up during the recovery process.

2.7 Investigative Support

Any conceivable object, such as processing units, storage devices or applications, is
distributed as services of cloud computing. The offered services are cost-effective
and expandable. Enticing benefits from cloud computing draw tremendous interest
from both company owners and cyber robberies. The “computer forensic inquiry”
then take measures to find evidence against criminals. As a consequence of the new
technologies and approaches that are being used in cloud computing,when examining
the case, forensic investigative methods come across with various types of problems.
These are difficult problems to cope with multiple decisions on the variety of data
stored on many servers on various locations, restricted access to cloud evidence and
also the problem of seizing physical evidence for the sake of validation of credibility
or presentation of evidence.
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2.8 Lack of Execution Controls

A user in a cloud system requires fine-grained access control of remote execution
environment which the system lacks. Therefore, memory management, access to
external utilities, I/O operations, and data are some of the crucial issues which are
outside the purview of the user. In many scenarios the clients require to inspect
execution to make sure that no illegal operations are performed but lack of execution
control restricts from it.

2.9 Long-Term Viability

In an ideal situation a well-known cloud corporation will not split or be acquired
by any other organization because it is very rear. But one must be sure of data
availability if such condition occur. According to Gartner “Ask potential providers
how you would get your data back and if it would be in a format that you could
import into a replacement application”.

2.10 Malicious Insiders

Rocha et al. [29] explained ways malicious insiders are able get unauthorized access
to confidential information. They have provided a demonstration of some of attacks
along with videos. They showed how easily some insider can get access to cryp-
tographic keys, passwords, and other files. It often happens that the employees are
provided with restricted amount of access to the system based on company policy
but with high access, it is possible for them to get sensitive and restricted data
and services. CSA enforces strict check on supply chain management, transparency
in information management and security practices, reporting, specification of HR
requirements as part of SLA, and defining security breach notifying procedures.

2.11 Cloud Malware Injection Attack

An attacker makes an attempt to inject malicious service or virtual machines into the
cloud. In such attack, the attacker uses his malicious service module (PaaS or SaaS)
or an instance of virtual machine (IaaS) and tries to augment the cloud system with
it.
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2.12 Account High Jacking

When all authentication practices are required, the account credential details between
customers/users and services and the implementation of austere authentication tech-
niques, organizations must get as minimal details as possible to locate their users’
authentication problems individually. A key role in the user authentication process
should not be played by the majority of publicly accessible information. It can be
inferred that, regardless of design, an IncidentResponse Plan is of utmost importance.

There are different ways through which attackers use to accesses cloud accounts.
Some of these are the use of reused passwords, which they try to different customers
account until they open them.

2.13 Issue of Multi-tenancy

Multitenancy presents a problem for the userswho run their services on samephysical
servers. The issue is to protect user data against data theft and unauthorized access
fromother users. This is also a concern of currentweb-hosting services. This dilemma
needs to be seriously reexamined with the prevalent use of cloud computing because
users store their substantial data on the cloud which require proper measures of
security [30].

2.14 Service-Level Agreement

Service Level Agreements (SLAs) which define minimum output standards can be
anticipated by the customer, e.g. 99.99% system availability in a year. Convention-
ally, however, security features such as privacy and confidentiality have not been
considered by SLAs. Bernsmed [31] explained how SLA of a cloud which could be
expanded in order to add some security aspects that allow multiple service providers
given security levels to compose cloud services.

2.15 Virtual Machine (VM) Isolation

Virtual machines running on same hardware must be separated from each other.
Although logical separation is already there between VM, still physical separation
need to be there since resources are shared among servers and it can lead to data
leakage.
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2.16 Legal Issues

Legal issues arise due to conflicting legal jurisdictions and when cloud service
provider share resources in different geographical locations because sometimes
different data is available in different locations with diverse digital regulations.

3 Conclusion

Traditional computing practices has evolved with time and transformed into a new
trend such as cloud computing. Cloud computing provides cost-effective, innovative,
flexible, and optimized computingmodels. It allows numerous benefits to theworld of
computing and sets modern trends of advance level IT. Although it offers computing
as a cloud with a simple internet connection, there are numerus security challenges
that are yet to be addressed. Security has always remained a major challenge in
computing and IT. Along with inherent security challenges of traditional systems,
cloud computing comes with additional some additional security threats, risks, and
challenges. This paper presented security challenges that are focused by the research
community and need to addressed to enhance security concerns of cloud computing.
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