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Preface

Introduction
Chatbots see continued uptake in a range of application areas. Spurred by interest from
industry and service providers, chatbot research is a rapidly growing field with an
exponential increase in scientific publications in the last few years. Research areas span
from the examination of evolving patterns of use and user experience (UX) to con-
versational design and studies about the technologies underpinning chatbots such as
natural language processing and machine learning. Research also increasingly
addresses specific application areas and use cases. For example, research on social and
relational chatbots is receiving growing attention; so are chatbots in areas such as
customer service, education, health, and commerce. Research is also addressing the
potential social implications of chatbots, exploring how chatbots impact individuals’
patterns of technology use, how chatbots can provide information and support in
challenging situations – such as the ongoing COVID-19 pandemic – and how to
facilitate compliance with ethical norms or avoid ethical and normative pitfalls in
chatbot development and applications.

In consequence of the increased interest in chatbot research, and the potential social
and industrial impact of conversational technology, there is a need to establish arenas
for chatbot researchers and practitioners to share, discuss, and collaborate. This is
particularly important given the interdisciplinary nature of this field of research,
spanning disciplines within the humanities, social sciences, human-computer interac-
tion, technology research, design, and management.

Motivated by this need, we established an international workshop series for chatbot
researchers to share work and experiences with fellow researchers, students, and
practitioners. CONVERSATIONS 2020 (https://conversations2020.wordpress.com/)
was the fourth event in this series, held on November 23-24, 2020. The University of
Amsterdam hosted the workshop, in collaboration with SINTEF, CERTH, University
of Leicester, University of Edinburgh, University of Agder, and University of Oslo.
This year the workshop was organized as a fully virtual online event due to the
COVID-19 pandemic. In total 150 participants from 31 countries registered for the
online workshop.

Paper Invitation, Review, and Revision
We distributed the workshop call for papers to researchers in the field of chatbot
research, and to relevant general mailing lists within fields such as human-computer
interaction and information systems research. In the call for papers, three submission
categories were outlined: Full papers, position papers, and demos. In total, 36 sub-
missions were made to the workshop: 26 full papers, eight position papers, and two
demos. A rigorous double-blind review process was conducted with three independent
reviewers from the program committee providing detailed feedback on each submis-
sion. In addition, each paper was appointed a review lead from the group of workshop
organizers coordinating the review process for the paper, proposing a decision
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recommendation, and providing meta-reviews for accepted papers. Acceptance deci-
sions were made in a dedicated workshop organizers meeting.

Fourteen of the papers were accepted as full papers. Two were accepted without
changes, eight followed requests for minor revision, and four followed requests for
major revision. Revised papers were checked for compliance with change requests
prior to final acceptance. When necessary, a second round of revisions was requested.
The acceptance rate for full papers was 54%, which is lower than for previous editions
of the workshop.

For submissions authored by a workshop organizer, review and decision making
was conducted by other organizers and blinded to the authoring organizer.

Workshop Outcomes
Over the two days, the workshop program included two keynote speakers, three
groupworks, and six paper sessions. The workshop keynote speakers were Q. Vera
Liao, IBM research AI, and Björn Schuller, Imperial College London and University of
Augsburg. The three workshop groupworks addressed different topics: chatbot devel-
opment, led by Raphael Meyer von Wolff and Sebastian Hobert, University of
Göttingen, chatbot concept co-creation, led by Federica Tazzi, Assist Digital, and
chatbot ethics, led by Symeon Papadopoulos, CERTH, Asbjørn Følstad, SINTEF, and
Effie L.-C. Law, University of Leicester. The paper sessions included full papers and
position papers. The final versions of the full papers are included in these proceedings.

The papers in the proceedings are structured in four topical groups: Chatbot UX and
user perceptions, social and relational chatbots, chatbot applications, and chatbots for
customer service. The papers provide new knowledge through empirical, theoretical, or
design contributions.

Under the topic of chatbot UX and user perceptions five papers addressed the
impact of chatbot self-presentation and communication style, as well as users’ per-
ceptions of chatbots and guidelines for chatbot design. De Cicco et al. presented an
empirical study on how chatbots disclosing themselves impact trust, social presence,
and attitudes towards online retailers. Liebrecht et al. studied how varying levels of
formality in chatbot communication affect social presence, brand attitude, and quality
of interaction. Ruane et al. showed how variations in chatbot and user personality can
affect user experience. Etzrodt presented findings concerning users relating to chatbots
as things, as persons, or as something in between – personified things. Finally, Crovari
et al. discussed a set of guidelines on how to design for chatbots applied in a multi-
modal context.

Three papers addressed social and relational chatbots, a topic of substantial current
relevance following recent work on open-domain chatbots from Google and Facebook
as well as the increased uptake of companion chatbots such as Replika. Croes and
Antheunis presented a study comparing users’ willingness to disclose information
about themselves to chatbots or human conversation partners, van Wezel et al. sur-
veyed the literature on social support in chatbots, and Löw et al. presented a design
case of using a chatbot to strengthen social relations among university freshmen as part
of a scavenger hunt.

Six of the papers addressed different applications for chatbots. Three of these are
included in the general topic chatbot applications and three are included in the more
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specific topic of chatbots for customer service. In the first cluster of papers, Höhn and
Bongard-Blanchy presented a timely study on current chatbots providing information
and support on COVID-19, Klopfenstein and Di Lorenzi presented a prototype chatbot
design for presenting interactive narratives, and Catania et al. presented a prototype
chatbot for teaching bodily concepts to children. In the cluster on chatbots for customer
service, Janssen et al. presented a review of chatbots for business-to-business support,
van der Goot et al. presented a study of users’ perceptions of chatbots as part of a
customer journey, and Kvale et al. presented a study exploring customer satisfaction
scores as a source for insight into chatbot user experience.

New at this year’s CONVERSATIONS workshop was a best paper award. Three
papers with the highest review score were nominated for the award. Of these, one was
selected as best paper based on rankings made independently by the workshop orga-
nizers. The best paper award was granted to Antje Janssen, Davinia Rodríguez
Cardona, and Michael H. Breitner, for the paperMore than FAQ! Chatbot Taxonomy for
Business-to-Business Customer Services. The other best paper nominees were: Roberta
De Cicco, Susana Cristina Lima da Costa e Silva, and Riccardo Palumbo, for the paper
Should a Chatbot Disclose Itself? Implications for an Online Conversational Retailer
and Margot van der Goot, Laura Hafkamp, and Zoë Dankfort, for the paper Customer
Service Chatbots: A Qualitative Interview Study into Customers’ Communication
Journey.

The presented papers, along with the groupworks and keynote speakers, made
CONVERSATIONS 2020 a successful venue for sharing and discussing chatbot
research. Through these proceedings, a key outcome of the workshop – the presented
full papers – are made available for a broader audience of chatbot researchers and
practitioners, as a basis for future chatbot research. Motivated by the success of this
year’s workshop, we look forward to the continued sharing of chatbot research also in
the coming editions of CONVERSATONS.

November 2020 Asbjørn Følstad
Theo Araujo

Symeon Papadopoulos
Effie L.-C. Law

Ewa Luger
Morten Goodwin

Petter Bae Brandtzaeg
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Should a Chatbot Disclose Itself? Implications
for an Online Conversational Retailer

Roberta De Cicco1,2(B), Susana Cristina Lima da Costa e Silva3,
and Riccardo Palumbo1,2

1 Department of Neuroscience, Imaging and Clinical Sciences,
University of Chieti-Pescara, Chieti, Italy

roberta.decicco@unich.it
2 CAST, Center for Advanced Studies and Technology,

University of Chieti-Pescara, Chieti, Italy
3 Católica Porto Business School–Universidade Católica Portuguesa, Porto, Portugal

Abstract. Today many consumers prefer interactions with companies via chat
and instant messaging, however, although in most cases it is now a virtual agent to
handle the interactions, many of them feel it would be eerie if a chatbot pretended
to be human. The present study aims at disentangling this sort of ambivalence peo-
ple have for chatbots through an investigation on how the explicit disclosure of the
chatbot identity, before the interaction, influences consumers’ perceptions. Specif-
ically, this study compares the effects that the explicit disclosure of the chatbot
identity has on social presence trust and users’ attitudes toward the online retailer.
Findings from an online experiment with 160 participants show that interacting
with the chatbot whose identity has been primed through a disclosure leads to less
perceived social presence, trust, and attitude toward the online retailer, compared
to interacting with the chatbot whose identity has not been disclosed before the
interaction. The study further analyses a causal chain among the variables, proving
that social presence and trust mediate the relationship between the chatbot identity
disclosure and the attitude toward the online retailer.

Keywords: Chatbot · Disclosure · Social presence · Trust · Attitude toward the
online retailer

1 Introduction

The spread of digital services and digitalmarketing channels offer companies newoppor-
tunities to satisfy customers [4]. Among these channels, considerable interest has been
addressed to conversational touchpoints. Today conversational systems in the form of
chatbots have become a reality on social media and messaging apps [2]. Chatbots are
programs that simulate human conversations through voice commands or text chats and
serve as virtual assistants to users [25]. These systems are designed to carry out tasks as
simple as sending airline tickets or as complex as giving health, financial, or shopping
advice [2] depending on the resources invested in terms of artificial intelligence. Human-
chatbot interactions usually take placewithin the context of the so-called “conversational

© Springer Nature Switzerland AG 2021
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4 R. De Cicco et al.

marketing” that, among its multiple facets, involves conversational commerce, which is
messaging with consumers and allowing them to make purchases [41] over platforms
like Facebook Messenger.

According to Hubspot, the main reasons for the spread of chatbots lies in the fact
that they help consumers find solutions anywhere, anytime and with any device, and
that with chatbots, users do not need to fill bottomless forms, cluttered inboxes and
waste time searching and scrolling through content. Chatbots raise interest because they
seem to express the future of user-provider interactions [22]. On a firm-level, they are
increasingly applied for marketing purposes such as customer relationship management
(CRM), pre and post-purchase support [33] and customer service [14], as they represent a
potentially cost-effective solution offering between 15–90% cost reduction opportunity
depending upon the characteristics of the functions selected for the automation [7].Many
market research companies that provide advice on the existing and potential impact of
technology are ahead in expressing optimism toward the future of this technology. As
reported by Gartner, over the next ten years, AI will be infused in most technologies. The
main factors that will contribute to this trend will be the augmentation in computational
power, big data, and the development of deep neural networks. It is expected that in the
next years, Messenger users will be more often talking to chatbots than to a partner every
day, and 25% of interactions between a client and a brand will not be based on direct
contact with a human [12]. These expectations are supported by the quick projected
growth of the chatbot market size from $250 million in 2017 to over $1.34 billion in
2024 [25].

More than 21% of U.S adults and over 80% of Generation Z use voice/text bots for
information search and shopping [27]. Many brands such as American Eagle Outfitters
and Domino’s Pizza have turned to chatbots to take orders or recommend products,
and major platforms such as Amazon, eBay, Facebook, andWeChat are starting to adopt
chatbots for conversational commerce. Despite the potential benefits offered by chatbots,
a key challenge this technology has to face is the potential customers’ pushback. In fact,
many people still feel uncomfortable talking and chatting with computer programs to
reveal personal needs or purchase decisions [25]. Many companies adopting chatbots
face the dilemma of whether disclosing the artificial nature of this channel to customers
as, if doing so, companies might go through negative effects due to the perception of
the bot as a less knowledgeable and empathetic entity [25]. In the future, however,
disclosing the artificial identity of the bot may not be an option anymore. The California
Consumer Protection Act (CCPA) has started inviting all companies using machine/AI
bot in customer services to disclose the bot identity in the conversation.

In light of the above, a few questions arise: what are the implications for explicitly
disclosing the artificial identity of the chatbot at the beginning of the interaction? Is
transparency helpful or does users’ resistance queen it over?

As suggested in a very recent work by Luo et al. [25], disclosing the artificial identity
of the conversational agent can have a strong influence on consumers’ overall percep-
tions. According to the authors, to be successful companies must understand whether,
when, and how to best introduce the identity of the artificial agents to consumers. On this
premise, our research sheds light on a promising topic in Human-Computer Interaction
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(HCI) and media psychology, that is the disclosure of the artificial nature in human-
chatbot interaction. In so doing, the present work extends earlier research by analyzing
the effects of disclosing the chatbot’s identity on three crucial variables in online trans-
actions that are social presence, trust, and attitude toward the online retailer. The study
further disentangles the relationships among these variables by explicating a causal chain
that identifies social presence and trust as serial mediators between the effect of chatbot
identity disclosure on attitude toward the online retailer.

2 Theoretical Framework and Hypotheses Development

2.1 The Effect of Chatbot Disclosure on Social Presence, Trust and Attitude
Toward the Online Retailer

Humans and chatbots have different capabilities [37], consequently, humans differ in how
they perceive the interaction and how they interact with a chatbot compared to another
human [19]. This makes transparency in the nature and limitations of this technology
somehow an important issue for academics and practitioners studying human-chatbot
interactions. Some scholars argue that chatbots should be upfront about their machine
status [28] because this is beneficial to limit users’ expectations in the system and avoid
negative implications from users failing to realize the limitations in chatbots. According
to a recent study, however, there are some negative effects in disclosing artificial agents
that seem to be driven by a subjective human perception against machines [25]. Studies
show that people prefer replacement of human employees by other humans as opposed to
by machines/robots/new technologies, which negatively influences their overall attitude
towards AI [15] that can be defined as an evaluative response, including both cognitive
and affective components [30]. Moreover, compared to trust towards humans, prior
research has argued that people tend to have less trust towardsAI by default, so, according
to the definition of trust, less belief in the competence, dependability, and security of
the system, under the condition of risk [21], which may partly be explained by the high
media attention on instances in which AI went wrong [36].

A prejudice many people have is that chatbots lack personal feelings and empathy
and are less trustworthy [10] and less pleasant [37] compared to humans. So, on the
one hand, if companies decide to explicitly disclose the artificial agent identity, they
might not gain the full business value of AI chatbots due to customer resistance [25].
On the other hand, however, customers should have the right to know whether it is a bot
or a human that handles their communications because of moral and ethical concerns,
especially if such differentiation leads to disagreeing perceptions and outcomes.

A recent study tested the causal impact of a voice-based bot disclosure on customer
purchases and call length [25]. The results of the study show that when customers know
the conversational partner is not a human, they are brusque, short the conversation length,
and purchase less. Kim and Sundar [20] were among the first to argue that if an agent
is presumed to be operated by an artificial agent, users are more likely to evaluate the
quality of the agent’s performance based on their pre-existing perceptions, regardless
of the agent’s actual performance quality. In the years, other studies investigated the
different perceptions users have when they chat – or believe they are chatting – with
a human or rather with an artificial agent. These studies confirmed the preference for
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humans, even when the other (believed to be a human) is a bot [6, 31]. More specifically,
Murgia et al. [31] found that a bot that answered users’ questions on a social website was
regarded more positively when posing as a human than when explicitly revealing its bot
identity. In Corti and Gillespie [6], users were more likely to expend effort in making
themselves understood when the agent’s chat content was conveyed through a human
than through an artificial text-based interface. Similarly, Sundar et al. [39] showed that
participants were more willing to recommend a website to others when it provided a
human chat agent compared to a chatbot agent, despite in both conditions the chatting
protocol to communicate with all the participants was the same.

According to some authors [e.g. 2], perceptions about the conversational agent may
be influenced by how the agent is introduced before the conversation.

Making users believe that they are engaging with a fully-autonomous agent when, in
reality, the agent is human-controlled, or priming users to believe that they are engaging
a real person when they are in reality interacting with an agent are common practices in
experimental studies in HCI [6]. This priming effect was found to considerably influence
subsequent general perceptions about the agent and, particularly, social presence, a
construct at the heart of the HCI literature (Human-Computer Interaction) representing
the “degree of salience of the other person in the interaction” [35 p. 65]. According
to Etemad-Sajadi and Ghachem [8], social presence is particularly relevant in online
business contexts because it creates the feeling of the employees’ presence and improves
the customer experience in a retail interaction.

From these premises, in line with past studies where the explicit disclosure of the
artificial agent identity was shown to negatively affect users’ perceptions of the inter-
action and the system, we expect that participants will perceive lower levels of social
presence, trust and attitude toward the online retailer in the disclosed chatbot condition
than in the undisclosed chatbot condition.

H1.Users perceive lower levels of social presence in the online retailer when the chatbot
identity is disclosed compared to when the chatbot identity is undisclosed.
H2. Users perceive lower levels of trust in the online retailer when the chatbot identity
is disclosed compared to when the chatbot identity is undisclosed.
H3. Users perceive a less positive attitude toward the online retailer when the chatbot
identity is disclosed compared to when the chatbot identity is undisclosed.

2.2 Social Presence and Trust Mediate the Relation Between Disclosure
of Chatbot Identity and Attitude Toward the Online Retailer

Social presence represents the feeling of being with another in a mediated environment
[3]. This construct is of great value for the human-chatbot interaction, especially in the
business domain where it is found to be a positive predictor of trust and attitude not only
when considering overall evaluations of the artificial agent [44] but also when evaluating
outcomes related to e-service interactions [e.g. satisfaction with the service, 42] or the
emotional connection with the company [2].

In the online environment, social presence is one of the most influential predic-
tors of trust [32], which represents a crucial construct in online interactions because it
influences a customer’s willingness to accept the information provided and to follow
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suggestions [16]. Trust is often based on familiarity [24], hence, in order to reduce the
social uncertainty in a new environment like that of conversational commerce, people
may naturally seek peripheral cues that enhance their sense of familiarity. A higher per-
ception of social presence in the interaction should help the user to experience more
familiar elements compared to when the social presence perceived is low. In keeping
with this, we believe that priming users with the notion of acting with artificial intelli-
gence should increase eeriness and resistance due to pre-existing negative perceptions
toward the artificial agent [20], thus enhancing the perceived ambiguity and decreasing
the familiarity regarding the expected behaviours of the medium and the online retailer.
The more are the uncertainty and ambiguity related to the conversational vendor system,
the more trust should be hindered, while the opposite should occur when the chatbot
identity is not explicitly disclosed.

Previous research offered consistent and strong support for the effect of trust on the
overall consumers’ responses in terms of attitudinal experience with a system [40]. The
attitude represents a valuable construct to be assessed in new forms of transactions (i.e.
conversational commerce) as it explains a significant amount of variation in consumers’
patronage intention (i.e., the likelihood to use and recommend the service) [45]. Past
studies relying on the Theory of Reasoned Action (TRA) [9] and Theory of Planned
Behavior (TPB) [1] agree in defining trust as salient beliefs capable of influencing
consumer attitudes [23]. This effectwas confirmed inmany studies investigating different
technologies or business elements. In a study on Internet banking users, Suh and Han
[38] found that trust positively affects customers’ attitudes toward using e-commerce for
trade transactions. Macintosh and Lockshin [26] showed that customers’ trust in a store
is positively related to their attitude toward the store, concluding that attitude is also
a major component of loyalty. So, based on the evidence from past studies, we expect
social presence to positively predict trust and, in turn, attitude to be positively influenced
by trust. In few words we expect social presence and trust to serially mediate the relation
between the chatbot identity disclosure and the attitude toward the online retailer.

H4. Social presence and trust serially mediate the relation between the disclosure of the
chatbot identity and attitude toward the online retailer.

3 Research Method

3.1 Design, Experimental Procedure, and Measures

A single factor experimental design was adopted for the study. Participants were ran-
domly assigned either to the group interacting with the chatbot whose identity was
introduced by the disclosure “you are going to try a conversational service provided by
an artificial agent” and explicitly reinforced with the bot itself (“I am a chatbot”) or the
group interacting with the chatbot whose artificial identity was not primed neither by
the disclosure nor by the chatbot itself. The interaction in this case directly starts with
the phrase “Hi [Name], welcome! I am here to guide you through your purchase”. Aside
from the first block of text where the chatbot presents itself as such (in the disclosure
condition), the rest of the conversations (or rather the scripts) are exactly the same for
both conditions. The interaction with the chatbot was designed to guide users through
a set of products from which they had to choose. An example of chatbot interaction is
displayed in Fig. 1.
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Fig. 1. Example of human-chatbot interaction (identity disclosure condition)

An a priori analysis was conducted for sample size estimation (using GPower 3.1).
With an alpha = .05 and power = .80, the projected minimum sample size needed to
detect a medium effect size of 0.5 is n = 128 for a between-groups comparison (T-test:
difference between two independent means).

We recruited participants through a snowball sampling by sharing the link on Face-
book and inviting users to do the same with their contacts. The recruitment text briefly
informed participants about the data collection and how it would be conducted, in addi-
tion to listing requirements for participation. The participants had to be at least 18 years
and possess a Facebook account to interact with the chatbot. Participants’ task was to
look for food products and virtually buying the desired ones. Participation in the study
was voluntary. According to the ethical standards of the 1964 Declaration of Helsinki,
participants were informed about all relevant aspects of the study, e.g., institutional
affiliations of the researcher, data protection and privacy (GDPR) before they became
involved in the experiment. They were apprised of their right to refuse to participate in
the study or to withdraw their consent to participate at any time during the study without
fear of reprisal.

A total of 160 participants of Italian nationality took part in the study. Participants
ranged from 18 to 45 years in age (M = 22.1, SD = 3.38), 59.4% of participants were
women.

The questionnaire consisted of a first part designed to acquire demographic insights
on the use of messaging apps and online purchases experience and a second part
consisting of statements regarding the constructs.
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As expected, respondents reported a daily use of messaging apps, as only 3.1%
indicated to have no or very little use of messaging apps. The survey recorded the online
purchasing behaviour of the respondents. Only 1.9% of them indicated they have never
made online purchases. More specifically 88.1% declared to make online purchases
between one and four times per month. At the end of the questionnaire, participants
were asked if they had ever interacted with a chatbot to interact with companies and
to make purchases. Overall, 89.4% have experienced interactions with chatbots, while
only 24.4% of participants declared to have experienced anAI conversational chat-based
retailer.

Previous research was reviewed to ensure that a comprehensive list of measures was
included. The responses were recorded on a seven-point Likert scale (1 = “strongly
disagree”; 7 = “strongly agree”).

The measures for social presence was taken from Gefen and Straub [13] (five items,
M = 3.86; SD = 1.53; Cronbach’s alpha = .93), trust was assessed accordingly to
Pengnate and Sarathy’s [34] (four items, M = 5.00; SD = 1.24; Cronbach’s alpha =
.89), attitude toward the online retailer (four items, M = 4.82; SD = 1.42; Cronbach’s
alpha = .87) was measured accordingly to Moon and Kim [29]. The items are displayed
in Table 1.

Table 1. Constructs’ items and correlations

Constructs 1 2 3

1 Social presence

There is a sense of human contact in the online retailer

There is a sense of personalness in the online retailer

There is a sense of sociability in the online retailer

There is a sense of human warmth in the online retailer

There is a sense of human sensitivity in the online retailer

2 Trust .50***

I believe that the online retailer keeps its promises and commitments

I trust the online retailer keeps customers’ best interests in mind

The online retailer is trustworthy

The online retailer will not do anything to take advantage of its customers

3 Attitude .54*** .68***

The online retailer is good

The online retailer is wise

The online retailer is pleasant

The online retailer is positive

Note: *** p < .001
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4 Results

First of all, we run a bivariate Pearson correlation analysis to examine the relationship
between the key variables (Table 1). As expected, results show that social presence
was positively associated with trust (b = .50 p < .001) and attitude toward the online
retailer (b = .54 p < .001). Trust was also positively related to attitude toward the
online retailer (b = .68 p < .001). To test for H1, H2, and H3 we relied on a normal-
model based ANOVA. Specifically, we performed three ANCOVAs controlling for age,
gender, past experience with chatbot and awareness of the artificial nature of the system
(these two questions were asked at the very end of the questionnaire as not to interfere
with the overall responses) adjusting the p-values for Bonferroni significance tests for
pairwise comparisons. In line with H1, the analysis revealed a significant main effect of
chatbot identity disclosure on social presence (F(1, 156) = 7.836, p < .01, partial η2 =
.05), indicating that participants reported lower social presence in the disclosed chatbot
identity condition than in the undisclosed chatbot identity condition. In line with H2, the
analysis showed a significant effect of chatbot identity disclosure on trust (F(1, 156) =
5.720, p < .05, partial η2 = .04), indicating that participants reported lower trust in the
disclosed chatbot identity condition than in the undisclosed chatbot identity condition.
Finally, in line with H3, the analysis revealed a significant main effect of chatbot identity
disclosure on attitude toward the online retailer (F(1,156)= 23.181, p< .001, partial η2
= .13), indicating that participants reported lower attitude toward the online retailer in the
disclosed chatbot identity condition than in the undisclosed chatbot identity condition.
Means and Standard Deviations for the disclosure conditions are reported in Table 2.

Table 2. Means and Standard Deviations for the chatbot disclosure conditions

Construct Chatbot identity disclosed Chatbot identity
undisclosed

p-value

Social presence 3.57 (1.46) 4.18 (1.59) p < .01

Trust 4.82 (1.31) 5.26 (1.16) p < .05

Attitude twd the online
retailer

4.35 (1.29) 5.34 (1.39) p < .001

4.1 Mediation Analysis

We expected that social presence and trust would mediate the relationship between
chatbot identity disclosure and attitude toward the online retailer (H4). To examine
this hypothesis, we relied on PROCESS, the SPSS macro developed by Hayes and
Preacher [17], a method that employs observed variable OLS regression path analysis
and allows for the estimation of direct and indirect effects of multiple mediators. We
used model 6 with 5000 bootstrapping resamples to compute 95% confidence intervals,
knowing that confidence intervals that do not contain zero denote statistically significant
indirect effects. We examined the mediation model with chatbot identity disclosure (-1
= disclosed; 1 undisclosed) as predictor. The overall equation was significant (R2 =
.55, F(3, 156) = 63.49, p < .001), confirming that social presence and trust are serial
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mediators between chatbot identity disclosure and attitude toward the online retailer.
In line with H4, the results show the hypothesized causal chain is significant (b = .07,
confidence interval [95%CI]= [.0135, .1459]). As displayed in Fig. 2, when the chatbot
identity is undisclosed, social presence increases (β = .30, p < .05) and has a positive
influence on trust (β = .49, p < .001), which in turn, positively predicts attitude toward
using the online retailer (β = .57, p < .001). We found that the remaining direct effect
of chatbot identity disclosure on attitude toward the online retailer was still significant
(β = .23, p < .001) thus, suggesting a partially mediated effect. Table 3 reports direct
and indirect effects of chatbot identity disclosure.

Fig. 2. Mediation model with values indicating unstandardized path coefficients.

Table 3. Other direct and indirect effects

Chatbot Identity (CI): disclosed vs. undisclosed
N = 160

b (SE) Lower 95% BCBCI Upper 95% BCBCI

Direct effects .40 (.06) .2856 .5117

SP → Trust .26 (.06) .1442 .3753

SP → Attitude .54 (.07) .4006 .6823

Trust → Attitude −12 (.05) −2350 −0265

Indirect effects −08 (.04) −1555 −0156

CI → SP → Trust −06 ns (.05) −1540 .0375

CI → SP → Attitude .23 (.05) .1398 .3491

CI → Trust → Attitude .06 (.03) .1395 .0119

SP → Trust → Attitude

CI → SP → Trust → Attitude

Note. Unstandardized b coefficients (with boot SE between parentheses). BCBCI= bias corrected
5,000 bootstrap confidence intervals.
ns = not significant.
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5 Discussions, Implications and Future Studies

Many customers in theworld retain that chatbots can offer great value for their quickness,
personalization, and entertainment, but despite this, still few academic studies confirmed
the possibility of using chatbots as a means of securing new customers and launching
new services such as conversational commerce [18].

Although few studies show important insights on users’ behavior and experiences
with chatbots, little is known about how online retailers leveraged by artificial agents are
perceived and what variables determine chatbots’ effectiveness [45]. In this perspective,
the present study enriches literature in HCI and more specifically in human-chatbot
interaction for business purposes. The main caveat of the study concerns the disclosure
of artificial agents’ identity, a timely and managerially relevant topic since regulators are
increasingly concerned about customer privacy protection and transparency and that the
Federal Trade Commission (FTC) itself has already started encouraging companies to be
transparent on chatbot applications during customer communications [11]. This study
aimed to provide useful implications on the effects of such transparency on chatbots
applied for conversational commerce to give a substantial contribution to the literature
investigating chatbots for business purposes. This objective has been pursued through
an experimental study testing the effects that the disclosure of the chatbot identity has
on social presence, trust, and attitude toward the online retailer. In so doing, this study
provides a basis for understanding the implications that priming users with an explicit
disclosure of the chatbot identity has for the business.

This study extends early research on HCI and more specifically on the effect of
priming participants with a disclosure indicating the artificial nature of the system. The
first key result of the study suggests that, in line with Araujo [2], priming consumers
with a specific frame introducing the conversational online retailer has a significant
impact on users’ perceptions. Keeping with Luo et al. [25], where disclosing the chatbot
identity at the beginning of the call causes worse results when it comes to perceiving the
system as being sociable and warm, our results show that priming participants with the
notion of interacting with a company’s artificial agent reduces their perceptions of social
presence, trust and overall attitude toward using the online retailer. The most reasonable
explanation for these findings is probably due to the prejudice people have developed
toward chatbots in terms of expectations, lack of personal feeling, and empathy [25],
which is recalled after priming users of the artificial nature of the system.

In line with earlier research on artificial agents [6, 31], this study confirms the pref-
erence for a non-artificial interface, further translating this preference in terms of social
presence, trust, and attitude. The study also addresses the role of social presence and trust
as serial mediators in the relation between the chatbot identity disclosure and the attitude
toward the online retailer. The mediation hypothesis was supported, thus confirming the
centrality of social presence and trust, for assessing the users’ overall feelings toward the
online retailer. The causal chain underlines that when users interact with a chatbot whose
identity is explicitly disclosed (compared to when it is not disclosed), they perceive a
lower degree of social presence, which induces less trust and less positive attitude toward
the online retailer.
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In light of the results of this study, we expect that practitioners should be aware of
the consequences of disclosing artificial agents’ identity and start focusing on how to
best disclose chatbots.

Due to the increasing ability of chatbots to be humanized to such an extent that
customers may not realize the machine identity in the conversation, major concerns
about customer privacy protection and business ethics are rising. In view of this, it
cannot be excluded that in near-future new government policy regarding the machine
identity disclosure in chat conversations may become the norm. In this perspective, our
results represent interesting insights that highlight the necessity to find ways to mitigate
the negative effect of chatbot identity disclosure. With this in mind, practitioners will
need to identify new cues that could positively affect social outcomes [5]. In the same
way, we believe just as important that the chatbot identity disclosure was not to represent
a limit but rather to act as a lever. As an example, a clear communication aligned to the
user in terms of conversational cues (e.g. tone of voice) could help in strengthening the
users’ experience and limit skepticism and mistrust. Similarly, a clear communication
on the actual capability on what the chatbot can do or cannot do for the user could help
meeting the consumers’ expectations and increase the level of social presence and trust
in the interaction.

The present researchmay undergo possible improvements that call for future studies.
The majority of participants (93.8%), regardless of the condition they were exposed to
(disclosure vs not disclosure), declared to be aware of the artificial nature of the online
retailer. Such insight is very important because it highlights that the simple priming effect
derived by the explicit disclosure of the artificial agent’s identity can activate different
and not always positive associations among various consumers [43]. In this perspective,
future works may consider proving how different text disclosures - for example in terms
of communication style or timing (before, during, and after the interaction) -, impact
consumers’ attitudes. Future research may look for effects within different framings in
the introduction of the chatbot. For instance, in order to limit users’ mistrust, future
studies might consider chatbots that introduce themselves by briefly illustrating the
technological benefits they offer, such as reducing customer costs in terms of less time
to waste waiting for the answers. Moreover, new relevant constructs could be examined
in a more detailed model using real company data, or rather it would be interesting for
future research to extend similar data collections to markets where the levels of digital
technology uptake are different.
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Abstract. This study investigated the effects of (in)formal chatbot responses and
brand familiarity on social presence, appropriateness, brand attitude, and quality
of interaction. An online experiment using a 2 (Communication Style: Informal
vs. Formal) by 2 (Brand: Familiar vs. Unfamiliar) between subject design was
conducted in which participants performed customer service tasks with the assis-
tance of chatbots developed for the study. Subsequently, they filled out an online
questionnaire. An indirect effect of communication style on brand attitude and
quality of interaction through social presence was found. Thus, a chatbot’s infor-
mal communication style induced a higher perceived social presence which in turn
positively influenced quality of the interaction and brand attitude. However, brand
familiarity did not enhance perceptions of appropriateness, indicating participants
do not assign different roles to chatbots as communication partner.

Keywords: Chatbots · Communication style · Social presence · Conversational
human voice · Brand familiarity

1 Introduction

Conversational agents are artificial intelligent computer programs using natural lan-
guage to engage in a dialogue with users (Følstad and Skjuve 2019; Laban and Araujo
2020). These agents are increasingly being deployed by organizations in customer ser-
vice settings (Følstad and Skjuve 2019; Shawar and Atwell 2007) and are designed to
perform simple tasks, such as sending airline tickets, as well as more complex tasks,
such as providing shopping advice (Araujo 2018; Shawar and Atwell 2007). According
to the Gartner Technologies in Service Bullseye 68 per cent of the service leaders expect
conversational agents will become more important in the next years (Bryan 2019). The
GartnerHypeCycle predicts that by 2021, 15 per cent of all customer service interactions
will be completely handled by AI.

However, organizations experience skepticism in adopting chatbot technology in
customer service (Elsner 2018; Araujo 2018). Customers tend to perceive their con-
versations with chatbots as unnatural and impersonal (Drift, SurveyMonkey Audience,
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Salesforce and Myclever 2018). A quarter of the chatbot users even indicate to refrain
from using a chatbot because it was not able to chat in a friendly manner, and 43 per
cent still prefer to communicate with a human assistant (Drift et al. 2018).

This skepticism highlights a challenge in designing chatbots for customer service
purposes. For organizations and designers it is important to understand how a com-
munication style influence users’ perceptions about the conversational agent and their
perceptions about the organizations using these agents. The current study investigates
the effects of conversational agents using an (in)formal communication style on social
presence, quality of interaction, and brand attitude. In line with Gretry et al. (2017),
we also investigated the moderating effect of users’ brand familiarity on the relation
between an (in)formal communication style and perceived appropriateness. Gretry et al.
(2017) found that an informal communication style in human customer servicemessages
was perceived appropriate for familiar brands but inappropriate for unfamiliar ones. Our
study extends the role of brand familiarity and examines whether this social norm in
human-to-human communication also applies for human-to-chatbot communication. In
summary, we propose the following research question:

RQ: To what extent does an (in)formal communication style in chatbot’s customer
service messages and participants’ brand familiarity influence perceptions of social
presence, appropriateness, quality of interaction, and brand attitude?

2 Theoretical Background

2.1 Customer Service Chatbots

Customer service plays an important role in providing information and assistance to cus-
tomers, strengthening their engagement with an organization, and generating revenue
(Følstad and Skjuve 2019). Organizations are increasingly deploying chatbots for cus-
tomer service purposes because they can provide 24/7 service and save time and money
by reducing the number of service employees (Gnewuch et al. 2017). For example, there
are alreadymore than 300,000 customer service chatbots available on Facebookmessen-
ger (Jovic 2020). These chatbots are designed to execute simple tasks, such as sending
airline tickets, or more complex tasks, such as giving shopping advice (Araujo 2018;
Shawar and Atwell 2007).

Research on users’ motivations for engaging with chatbots showed that they mainly
used customer service chatbots for efficiency reasons, i.e., quickly receiving informa-
tion instead of searching for information themselves or waiting in line (Brandtzaeg and
Føstad 2017; Følstad and Skjuve 2019). Another aspect which is highlighted in the
literature is the adoption of humanlike qualities in customer service chatbots (Araujo
2018; Go and Sundar 2019; Liebrecht and van der Weegen 2019; Verhagen et al. 2014).
Especially in service encounters consumers value personal interaction and a ‘human
touch’ (Paluch 2012; Laban and Araujo 2019) which might be achieved by adopting a
humanlike communication style (Liebrecht and van Hooijdonk 2020). However, cus-
tomers tend to perceive their conversations with chatbots as unnatural and impersonal
(Drift et al. 2018).
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2.2 Social Reactions to Communication Technology

The Computers Are Social Actors paradigm (CASA; Nass et al. 1994) states users are
likely to respond to computers in a social manner similar to their behavior towards
humans. Even adults and experienced computer users seem to apply social norms and
rules mindlessly to the interactions with computers (Nass et al. 1994; Nass and Moon
2000) which are triggered through social cues (Nass and Moon 2000).

A concept that is closely related to this perception in human-to-computer interaction
lies in the field of human-to-human interaction and is coined as social presence. Short
et al. (1976) defined social presence as the “degree of salience of the other person in
the interaction” (p. 65). Lombard and Ditton (1997) distinguished two types of social
presence: presence as social within medium and medium-as-social-actor presence. The
former refers to people responding to the social cues presented by the characters within
the medium (Lombard and Ditton 1997). This type of social presence originates from
parasocial interaction (Horton and Wohl 1956). The latter refers to peoples’ responses
to the medium itself. When a medium itself presents social cues, people are likely to
perceive it as a real person instead as an object. Applying the notion of medium-as-
social-actor presence to chatbot communication implies that a chatbot with social cues
stimulates users to perceive the chatbot as a social entity to which they react similar to
as in human-to-human interaction (Lombard and Ditton 1997).

Two of the possible social cues chatbots could present are language output and the
ability to respond to prior outputs of users (i.e., interactivity; Nass and Moon 2000). As
chatbots typically have both cues, it may be expected that users respond to them socially.
Indeed, previous research applying the CASA paradigm to chatbots (Araujo 2018; Go
and Sundar 2019) found social presence, or perception of humanness, of the chatbot
positively affects users’ perceptions. In this study, we focus on one specific social cue,
i.e., the communication style.

2.3 Communication Style

As chatbots often communicate rather machinelike, some researchers have already
addressed the challenge of making chatbots appear more humanlike in a customer ser-
vice context. They used visual and/or linguistic cues to enhance social presence which
in turn affect several attitudinal and behavioral outcomes (Araujo 2018; Go and Sundar
2019; Liebrecht and van der Weegen 2019).

Go and Sundar (2019) created two versions of a chatbot that, amongst other vari-
ables, differed in visual cues: the humanlike chatbot contained a human avatar whereas
the machinelike chatbot contained a dialog bubble figure. In both cases, the agent was
introduced with the name Alex. The scholars found no direct effects on social presence
nor an indirect effect on attitudinal and behavioral outcomes between the humanlike
and machinelike avatar. Araujo (2018), on the other hand, only used linguistic elements
to differentiate between the humanlike and machinelike chatbot. Participants interacted
with either a humanlike chatbot namedEmma that used informal language, or amachine-
like chatbot named ChatBotX that used formal language, although it remains unclear
how the difference in language use was operationalized. Also, in the humanlike condi-
tion participants started the conversation with ‘hello’ and closed with ‘goodbye’ while
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participants in the machinelike condition used ‘start’ and ‘quit’. Results showed par-
ticipants’ emotional connection with the organization was higher after interacting with
a humanlike chatbot. This effect was mediated by social presence. However, no direct
effects were found between the two chatbot versions on social presence, attitude, and
satisfaction with the company which could be explained by the operationalizations of
the concepts (Araujo 2018).

Also, Liebrecht and van der Weegen (2019) used linguistic elements to differentiate
between the humanlike andmachinelike chatbot. Themessages of the humanlike chatbot
containedmany elements of the Conversational HumanVoice (i.e., CHV; Kelleher 2009;
Kelleher and Miller 2006) including message personalization (e.g., personal greeting
of the customer: ‘Hello David’), informal language (e.g., mimicking sound and using
emoticons: ‘woohoo ’), and invitational rhetoric (e.g., showing sympathy and empathy:
‘nice, have fun!’) (van Noort et al. 2014). The humanlike chatbot also contained a
personal name (‘Booky’) and avatar. The messages of the machinelike chatbot did not
contain elements of CHV, had an impersonal name (‘Bookbot’) and the brand’s logo was
the avatar. Also, different scales thanAraujo (2018)were used tomeasure social presence
and brand attitude. Confirming their expectations, Liebrecht and van der Weegen (2019)
showedparticipants’ brand attitudewas higher after interactingwith a humanlike chatbot,
which was mediated by perceived social presence.

Since Liebrecht and van der Weegen (2019) used 16 linguistic elements to oper-
ationalize the humanlike chatbot, it is unclear which linguistic element(s) caused the
effects. Therefore, this study focuses solely on the (in)formality of the communication
style in order to replicate their findings. According to Gretry et al. (2017) an informal
communication style is easier to operationalize objectively than the concept of CHV.
Citing McArthur (1992) they define an informal communication style as “common,
non-official, familiar, casual, and often colloquial, and contrasts in these senses with
formal” (p. 77). Since the humanlike chatbot of Liebrecht and van der Weegen (2019)
also contained some elements of informal language, we expect a chatbot only adopting
an informal communication style will enhance social presence which in turn positively
affects brand attitude, compared to a chatbot using a formal communication style. This
is reflected in Hypothesis 1a.

While investigating the effects on brand attitude gives insights into the consequences
for brands, it does not give insights into perceptions of the conversation itself. For chatbot
development, however, it is valuable to investigate whether the communication style
matches the user’s needs. Derived from Jakic et al. (2017) who investigated informal
language in human customer service messages, we will also measure the impact of
communication style on quality of interaction. Similar to brand attitude, we expect
a chatbot with an informal communication style will enhance quality of interaction,
mediated by social presence (Hypothesis 1b).

H1: Social presence will mediate the relation between chatbots adopting an informal
communication style and users’ positive evaluations of a) brand attitude, and b) quality
of interaction.
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2.4 Appropriateness and Brand Familiarity

Besides the positive effects, an informal communication style can also backfire, for
example when perceived as inappropriate. This has been shown in Gretry et al.’s (2017)
study. They illustrated that not only the communication style can be essential for the
perceived appropriateness of the customer service message, but also the sender of the
message, i.e., the brand (Gretry et al. 2017). The argumentation of Gretry et al. (2017) is
grounded in Role Theory (Sarbin and Allen 1968). Based on this theory, evaluation and
success of interactions depend on the appropriateness of the behavior of the interaction
partner in regard to their social roles. If interaction partners are strangers, a formal com-
munication style is considered appropriate compared to interacting with an acquaintance
or friend. This theory explains the results found by Gretry et al. (2017): participants per-
ceived an informal communication style as appropriate when they were familiar with
the brand, but as inappropriate when they were unfamiliar with the brand.

Liebrecht and van der Weegen (2019) included brand familiarity as a factor in their
chatbot study, but did not find amoderation effect onbrand attitude.Although the scholars
operationalized brand familiarity in a similar way as Gretry et al. (2017), they focused
on the effects of message personalization, informal language, and invitational rhetoric
together instead of solely focusing on the effects of the (in)formal communication style
like Gretry et al. (2017). If people respond similar to a chatbot as to a human being, as
stated by theCASAparadigm (Nass et al. 1994), and thus feel their interpersonal distance
is violated if the (in)formality does not correspond to the social role in the conversation,
as is suggested in literature on politeness (Stephan et al. 2010), one could assume that a
closer replication of Gretry et al.’s (2017) study will result in similar outcomes. That is,
we expect a chatbot’s informal communication style can have a negative effect on brand
attitude if people are unfamiliar with the brand, whereas it can positively impact brand
attitude if people are familiar with the brand. This moderation effect will be mediated
by perceived appropriateness. This expectation is reflected in Hypothesis 2a.

A similar effect will be expected with regard to quality of interaction, because Jakic
et al. (2017) showed customers have expectations about the communication style of
the brand. If customers’ expectations about the language style align with the actual
style used, quality of interaction will be perceived higher (Jakic et al. 2017). The same
could be true for chatbot users and their familiarity with the brand. Our hypothesis 2b
is therefore that brand familiarity will moderate the effect of communication style on
quality of interaction, which will be mediated by perceived appropriateness.

H2: Brand familiarity will moderate the effect of communication style on a) brand
attitude, and b) quality of interaction, which is mediated by perceived appropriateness.

3 Method1

3.1 Design

An online experiment following a 2 (Communication Style: Informal vs. Formal) × 2
(Brand: Familiar vs. Unfamiliar) between-subject design was conducted to test the effect

1 Supplementary materials of the experiment, such as the survey and illustrative videos
of the chatbots can be found here: https://doi.org/10.17605/OSF.IO/8TGNS.

https://doi.org/10.17605/OSF.IO/8TGNS
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of a chatbot’s communication style on brand attitude and quality of interaction. Partic-
ipants were randomly assigned to one of the four chatbot conditions in which they had
three chatbot conversations about customer service topics. Afterwards, brand attitude,
quality of interaction, perceived social presence, and appropriateness were measured.

3.2 Participants

Initially, 131 participants took part in the experiment. Nine participants were removed
from the dataset because they did not consent, or did not succeed in any of the chatbot
conversations. The final sample of 122 participants consisted of a quite balanced gender
distribution (64.8% female participants) with a mean age of 26.48 (SD = 7.93) years
(range 19–61 years). Most participants were highly educated with 66.4% participants
holding a bachelor’s degree or higher. The participants in the four conditions were
comparable concerning gender (χ2 (6) = 4.69, p = .59), age (Welch’s F (3,59.90) =
2.16, p = .10), and education level (χ2 (12) = 7.29, p = .84), see Table 1.

Table 1. Characteristics of participants per experimental condition.

Condition N Education Gender Age

Sec.
School/other

Bachelor
degree

Master degree Male Female M (SD)

Informal*
Unfamiliar

29 10 12 7 10 19 24.34 (4.05)

Formal*
Unfamiliara

34 11 19 4 10 23 25.12 (4.02)

Informal*
Familiar

33 11 16 6 10 23 28.94 (11.58)

Formal*
Familiar

26 8 11 7 12 14 27.54 (8.74)

Total 122 32 58 23 42 79 26.48 (7.93)

aOne participant in this condition did not prefer to indicate gender.

3.3 Chatbot Development

The chatbots were developed with Flow.ai, a platform with which conversation flows for
chatbots for customer service or marketing contexts can be developed and implemented
(https://flow.ai/, see also Liebrecht and van der Weegen 2019).

For each conversation, a conversation flow was created and trained on the most
likely responses participants could give. Participants could send messages by typing
their responses in the chatbot’s text boxes (see Fig. 1). In order to avoid communication
errors, the bots offered participants also reply buttons corresponding with the tasks that
participants were asked to fulfil (see Fig. 2). To enhance the validity of the chatbot

https://flow.ai/
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some filler buttons were added. Buttons are oftentimes used to direct users through the
chatbot’s tree structure (Pricilla et al. 2018).

Furthermore, the chatbots were able to lead participants back to a previous step of
the conversation flow in case they deviated from the scenario instructions, for example
by stating the chosen option was out of stock. After the development of these basic
chatbots, the four conditions were created in which the communication style and brand
differed. Illustrative videos of the chatbots can be found in the online appendix.

Fig. 1. Example of the chatbot asking users to
type in the answer via the text box.

Fig. 2. Example of directing users through
the conversation flow via reply buttons.

3.3.1 Communication Style

The operationalization of the informal versus formal communication style was based
on a selection of different linguistic elements from Gretry et al. (2017), and the opera-
tionalizations of informal language in Liebrecht and van der Weegen (2019) and Jakic
et al. (2017). In their literature review on the linguistic manipulations of CHV, Liebrecht,
Tsaousi and vanHooijdonk (under review) divided informal languagemanipulations into
non-verbal and verbal cues. Non-verbal linguistic cues are used tomimic non-verbal cues
from face-to-face conversations, whereas verbal cues comprise the use of words in an
informal way. Following their classification, the informal language manipulations used
in the current study can be labeled into four non-verbal and four verbal cues (see Table
2). Figure 3 shows differences in communication style between the chatbot conditions. A
manipulation check confirmed participants in the informal chatbot conditions rated the
communication style as more informal than participants in the formal chatbot conditions
(on a 7-point scale:M = 5.48, SD = 1.04, versusM = 3.78, SD = 1.23, t(120) = 8.27,
p = .001).
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Table 2. Manipulation of two different chatbot communication styles.

Linguistic
element

Informal (example) Formal (example) Source

Non-verbal cues

Emoticons - Gretry et al. (2017);
Liebrecht and van der
Weegen (2019)

Capital letters BYE, THANKS - Gretry et al. (2017);
Liebrecht and van der
Weegen (2019)

Sound
mimicking

Aww, woohoo - Gretry et al. (2017);
Liebrecht and van der
Weegen (2019)

Informal
punctuation

???, !!! ?, ! Gretry et al. (2017);
Liebrecht and van der
Weegen (2019)

Verbal cues

Contractions
and
Shortenings

That’s, ASAP That is, as soon as
possible

Gretry et al. (2017)

Active (versus
passive) voice

Do you want to change
something about your
order?

Is there something to be
changed about your
order?

Gretry et al. (2017);
Liebrecht and van der
Weegen (2019)

Informal
vocabulary

Great, awesome - Jakic et al. (2017);
Gretry et al. (2017)

Present tense Do Would Gretry et al. (2017)

3.3.2 Brand Familiarity

Brand familiarity was manipulated by using two different brands. Following the oper-
ationalizations of Gretry et al. (2017) and Liebrecht and van der Weegen (2019) an
existing (familiar) and fictitious (unfamiliar) brand was used. Since the current study’s
context was furniture, we selected a well-known brand as familiar brand which was
verified in a pretest. The fictitious brand was named Interiordreams.com.

Similar to Liebrecht and van der Weegen (2019), the brands were briefly presented
prior to every chatbot conversation. To strengthen the presence of the brand manipula-
tion, the companies were described as either a very successful and well-known seller of
furniture or a recently founded online shop for furniture (Interiordreams.com). Further-
more, the brand logo and name were displayed in the scenario’s and in the first and last
message of the chatbot (i.e., ‘Thank you for choosing [brand]2’) (see Fig. 3). A manipu-
lation check revealed the manipulation of brand familiarity was successful. Participants

2 Brand name for purpose of publication.
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rated the well-known brand as a familiar brand compared to the fictitious brand (on a
7-point scale: M = 5.89, SD = 1.26 versus M = 2.19, SD = 1.32, t(120) = 15.81, p =
.001).

Fig. 3. Examples of brand manipulation when opening the chatbot conversation (infor-
mal*familiar (logo for publication) versus formal*unfamiliar).

3.4 Measures

All items were measured on 7-point Likert scales (1 = strongly disagree, 7 = strongly
agree). Brand attitude was measured on an eight-item scale. Items were translated from
the scale used by Liebrecht and van der Weegen (2019). Participants indicated whether
they perceived [brand] as e.g., likeable, uninterested (reversed item), and respectful. The
scale was found reliable (Cronbach’s α = .84, M = 5.38, SD = 0.85).

Quality of interaction was measured on a scale adapted from Jakic et al. (2017).
The scale was adjusted, so participants evaluated the communication with brands based
on three items, such as: The interaction with [brand] is excellent. The scale was found
reliable (Cronbach’s α = .93, M = 5.27, SD = 1.28).

Social presence wasmeasured, similar to Liebrecht and van derWeegen (2019), with
five items. Participants were asked to indicate their feelings regading the conversation
with the chatbot using items such as: I felt a sense of human contact, human warmth, and
sensitivity. The scale was found reliable (Cronbach’s α = .92, M = 3.87, SD = 1.39).

Perceived appropriateness was assessed with a three-item scale, adapted fromGretry
et al. (2017). An example of an item is: The communication style of [brand] corresponds
with how I expect to communicate with me. The scale was found reliable (Cronbach’s α

= .90, M = 5.10, SD = 1.28).
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3.5 Procedure

After receiving approval through the Research Ethics and DataManagement Committee
of Tilburg University, data were collected between November 19th and December 2nd,
2019 through an online survey in Qualtrics. Participants were recruited through network
sampling, i.e., mainly through social media posts and email requests of the researchers,
and the survey exchange platform ‘survey circle’. After giving informed consent, par-
ticipants received a general introduction into the study and general instructions on the
chatbot conversations.

Participants were asked to imagine themselves as customer of a furniture brand.
Using three scenarios, participants interacted with one of the four chatbot conditions
about customer service issues, such as ordering new furniture products, or changing
details of an existing order. Participants accessed the chatbot through a link in the sur-
vey. After the three chatbot conversations, they filled in the survey that measured the
dependent and mediating variables. Lastly, the participants were thanked and debriefed
regarding the purpose of the study. It was disclosed that the chatbots were developed
solely for the purpose of the experiment and the brands were not involved in the study.
Participation took around 14 min, and participants did not receive any compensation.

4 Results

4.1 Communication Style and Social Presence

Twomediation analyses were conducted using Hayes’ PROCESSmodel 4 (Hayes 2017)
to test the effect of communication style on respectively brand attitude or quality of
interaction, and the mediating effect of social presence.

The first mediation analysis revealed no significant total effect of communication
style on brand attitude, b= 0.13, SE = 0.15, p= .41. This effect remained insignificant
when adding social presence as a mediator in the model, b=−0.08, SE = 0.15, p= .62.
However, a significant indirect effect of communication style on brand attitude through
social presence was found, b = 0.20, SE = 0.08, 95% BCa CI [0.07, 0.37]. Overall, the
model summary indicated that the mediation model was significant (see Fig. 4). Thus,
an informal communication style leads to higher social presence which, in turn, results
in higher brand attitude. This supports Hypothesis 1a.

The second mediation analysis investigating the effect of communication style and
social presence revealed an insignificant total effect of communication style on quality
of interaction, b = −0.26, SE = 0.23, p = .26. This effect became significant when
adding the mediator of social presence in the model, b = −0.48, SE = 0.23, p =
.04. Furthermore, the indirect effect of communication style on brand attitude through
social presence was significant and positive, b = 0.22, SE = 0.10, 95% BCa CI [0.05,
0.46]. Overall, the model summary indicated the mediation model was significant (see
Fig. 5). Again, informal communication resulted in higher social presence which, in
turn, impacted quality of interaction. This supports Hypothesis 1b.



26 C. Liebrecht et al.

Communication style 

Social presence

Brand attitude

b= 0.83, p=.001 b= 0.24, p <.001

Direct effect b= -0.08, p=.616
Indirect effect b= 0.20, 95% BCa CI [0.07, 0.37]

Fig. 4. Indirect effect of communication style (formal/informal) on brand attitude, mediated
through social presence.

Communication style 

Social presence

b= 0.83, p=.001 b= 0.27, p =.002

Direct effect b= -0.48, p=.042
Indirect effect b= 0.22, 95% BCa CI [0.05, 0.46]

Quality of interaction

Fig. 5. Indirect effect of communication style (formal/informal) on quality of interaction,
mediated through social presence.

4.2 Appropriateness of Communication Style and Brand Familiarity

To test Hypothesis 2, two moderated mediation analyses using Hayes’ PROCESSmodel
7 (Hayes 2017) were conducted. In the first moderated mediation analysis appropriate-
ness was the mediating variable between communication style and brand attitude and
brand familiarity was the moderator. Figure 6 summarizes the model and its effects on
brand attitude. The analysis revealed that communication style did not have a significant
effect on appropriateness, b = −1.02, SE = 0.73, p = .17. Brand familiarity did not
have a significant effect on appropriateness as well, b=−0.70, SE = 0.74, p= .35. Fur-
thermore, there was no significant interaction effect of communication style and brand
familiarity, b = 0.47, SE = 0.47, p = .32. There was also no significant direct effect
of communication style on brand attitude when adding appropriateness as mediator and
brand familiarity as moderator in the model, b= 0.24, SE = 0.13, p= .08. Furthermore,
there was neither a significant indirect effect of communication style on brand attitude
through appropriateness for the unfamiliar brand, b = −0.19, SE = 0.12, 95% BCa CI
[−0.45, 0.02] nor for the familiar brand, b = −0.03, SE = 0.12, 95% BCa CI [−0.27,
0.20]. However, a significant positive effect of appropriateness on brand attitude was
found, b = 0.33, SE = 0.05, p < .001. Thus, Hypothesis 2a was rejected.

The moderated mediation analysis was repeated with quality of interaction as out-
come variable (see Fig. 7). Again, therewas no significant direct effect of communication
style on quality of interaction when adding appropriateness as mediator and brand famil-
iarity as moderator in the model, b=−0.04, SE = 0.17, p= .83. Furthermore, there was
neither a significant indirect effect of communication style on brand attitude through
appropriateness for the unfamiliar, b = −0.37, SE = 0.24, 95% BCa CI [−0.87, 0.05]
nor for the familiar brand, b=−0.06, SE = 0.23, 95% BCa CI [−0.51, 0.41]. However
a positive effect of appropriateness on quality of interaction was found, b = 0.67, SE
= 0.07, p < .001. Although no evidence was found for Hypothesis 2b, we did find a
positive relation between appropriateness and brand attitude, and quality of interaction.
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Communication style 

Brand familiarity

Brand attitude

Appropriateness

Direct effect b= 0.24, p=.081

b=- 1.02, p=.165

b= 0.47, p=.321

b= 0.33, p<.001

Indirect effect | unfamiliar brand b= -0.19 95% BCa CI [-0.45, 0.02]

Indirect effect | familiar brand b= -0.03, 95% BCa CI [-0.27, 0.20]

Fig. 6. Moderated mediation of the effect of communication style (formal/informal) on brand
attitude.

Communication style 

Brand familiarity

Quality of interaction

Appropriateness

Direct effect b= -0.04, p=.825

b= -1.02, p=.165 b= 0.67, p<.001

Indirect effect | unfamiliar brand b= -0.37, 95% BCa CI [-0.87, 0.05]

Indirect effect | familiar brand b= -0.06, 95% BCa CI [-0.51, 0.41]

b= 0.47, p=.321

Fig. 7. Moderated mediation of the effect of communication style (formal/informal) on quality
of interaction.

5 Conclusion and Discussion

Since customers tend to perceive chatbot conversations as unnatural and impersonal
(Drift et al. 2018) and they value a ‘human touch’ in service interactions (Paluch 2012;
Laban and Araujo 2019), the current study examined which mechanisms come into
play if customer service chatbots use (in)formal language. Drawing upon the CASA
paradigm (Nass et al. 1994) which states that users react similar to computers as to
human beings, we expected to find similar positive and negative results of an informal
communication style in a human-to-chatbot context as has been found in prior research
in a human-to-human customer service setting (Gretry et al. 2017).

Our study revealed a chatbot’s informal communication style positively influences
quality of the interaction and brand attitude if participants perceived high levels of social
presence (i.e., the perception of actually communicating with another human being;
Short et al. 1976). These findings consolidate prior results in both a human-to-human
(Park and Lee 2013) and human-to-chatbot context (Liebrecht and van der Weegen
2019). The findings furthermore indicate that it is relevant to investigate the (in)formal
communication style of chatbots as an isolated factor (in contrast to Araujo (2018) and
Liebrecht and van der Weegen (2019)) and to measure a chatbot’s social presence by
means of perceived warmth, intimacy, and sociability (similar as Liebrecht and van der
Weegen (2019), but different from Araujo (2018)).
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Building on Role Theory (Sarbin and Allen 1968), a negative effect was expected
when the communication style was perceived inappropriate which could be moderated
through brand familiarity. This effect appeared in a human-to-human context (Gretry
et al. 2017), but our study did not replicate this result. The informal communication
style of a chatbot was not considered inappropriate, and participants’ familiarity with
the brand did not influence this relation. Since Liebrecht and van der Weegen (2019)
did not find evidence for this moderating effect of brand familiarity as well, it can be
reasoned that in a human-to-chatbot customer service setting customers apparently do
not assign different roles to chatbots as communication partner.

The current study contributes to our theoretical understanding how customers per-
ceive a chatbot’s communication style and themechanisms that could explain the effects.
Participants seem to react to a certain extent similar to computers as to human beings,
as is stated in the CASA paradigm (Nass et al. 1994), and the usage of a humanlike
communication style could strengthen this even more because users indicate to experi-
ence a higher level of social presence (Short et al. 1976). However, boundaries could
appear in assigning social roles to computers compared to a human-to-human customer
service setting. Since effects of brand familiarity and appropriateness are not confirmed
in human-to-chatbot interaction, customers might have less expectations regarding the
role and communication style of their programmed communication partner.

Based on the present findings, practical guidelines regarding the communication
style of chatbots can be formulated. In order to design a ‘human touch’ in the messages
of customer service chatbots (non)verbal elements of an informal communication style
could be added. These linguistic cues enhance the perception of social presence which
in turn can improve the quality of interaction and brand attitude. In turn, brands can
profit from a high quality of interaction as it is partly contributing to the whole concept
of service quality (Brady and Cronin 2001) and can furthermore increase brand trust and
loyalty (Zehir et al. 2011). Although informal communication style did not influence
the perceived appropriateness, brands could use the present insights by reflecting on
characteristics of their target groups and their expectations on chatbot communication
in a customer service setting to improve social presence, quality of interaction, and brand
attitude.

5.1 Limitations and Directions for Future Research

In order to gain a deeper understanding of mechanisms behind customers’ perceptions
of humanlike chatbots, more research is needed that take the following limitations into
account. First of all, the participants’ existing experience with chatbots could influence
their perceptions of the chatbot conversation. Our participants indicated to be moder-
ately experienced with chatbots. Given their greater experience with human-to-human
interactions, it is reasonable to assume they do have expectations about social roles
and appropriate communication styles in this context (as stated by Role Theory), but
not yet in a chatbot context. Furthermore, based on Social Learning Theory (Bandura
and Walters 1977), people learn from the observation and imitation of other humans,
yet it is possible to assume that this does not apply to chatbot conversations. In fact,
users might not yet have engaged in a sufficient number of chatbot conversations nor
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observed enough human-to-chatbot interactions to judge whether the specific communi-
cation style of a chatbot is appropriate. Future research could investigate the perceptions
of appropriateness concerning the chatbot’s communication style between more and less
experienced chatbot users.

Second, an additional measure in the manipulation check revealed that participants
who interactedwith the informal chatbots also perceived its communication style asmore
personalized compared to participants interacting with the formal chatbots. An expla-
nation could be that some informal language manipulations were perceived as personal,
i.e., active voice operationalizations oftentimes contained personal pronouns like ‘you’
and ‘I’ (compare: ‘You ordered the item ‘chair’ four times’ versus ‘The item ‘chair’ was
ordered four times’) while in CHV research these linguistic elements are categorized
as message personalization features (van Hooijdonk and Liebrecht 2018). On the other
hand, this finding could indicate that informal language and message personalization are
closely related, which consolidates the multiple strategies to operationalize the concept
of CHV (Kelleher 2009; Kelleher and Miller 2006). Future research should therefore
investigate to what extent personalization and informal speech are perceived as separated
concepts.

Lastly, despite the improvedmanipulation of brand familiarity in the current study, no
moderating effects of the brand were found, confirming Liebrecht and van der Weegen’s
(2019) findings. Before drawing the conclusion that brand familiarity does not affect
customers’ perceptions of a chatbot’s communication style, it is highly recommended to
take the customers’ own experiences regarding the existing brand into account. After all,
the brand’s reputation or previous service encounter experiences with the brand could
affect their perceptions of the chatbot’s communication style. Furthermore, differences
in brands’ communication styles can be observed, both between industries and between
competitors (Liebrecht et al., submitted), which could create consumers’ expectations
regarding the chatbot’s communication style. For example, the well-known brand’s com-
munication style is rather informal in all communication channels, which rise expecta-
tions on the communication style of their chatbot. Besides alignment between the brands
regular communication style and its chatbot’s communication style, alignment with the
customers’ style could be important as well. Since Jakic et al. (2017) showed benefi-
cial effects of language style accommodation in human customer service messages, and
Liebrecht and van Hooijdonk’s (2020) results are promising regarding automatization
of language style accommodation, it is worthwhile to continue research that enables us
to develop chatbots that tailor conversations in a human way.
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Abstract. This work explores the effect of chatbot personality on user
experience and investigates how users perceive agent personality when
conveyed through text. Building on previous work in the field of human-
computer interaction on designing chatbot personality, we investigate
whether users in a low-stakes conversation have a preference for a spe-
cific personality type when the agent does not use voice, is not visually
represented, and does not provide identity cues such as gender. We devel-
oped two chatbots that interact with users in a multi-turn conversation
and designed them to have distinct personalities along two axes of the
Five Factor Model (extraversion and agreeableness). We conducted a
user study to evaluate user engagement, user perception of the agents,
and the effect of user personality on user experience.

Keywords: Conversational agent · Chatbot · Personality · User
experience · HCI

1 Introduction

Chatbots are designed to mimic a uniquely human activity: conversation.
Human-human communication is full of complexity and nuance. When we inter-
act with one another, our personalities inform how we build connections and
form relationships [16]. Our behaviours, and how we interpret the behaviour
of others, is heavily influenced by our personality [1,17]. It follows that when
a human user is interacting with, and forming their perception of, a chatbot
that is imitating human behaviour, they may infer personality traits from its
language and response style, as well as from other anthropomorphic cues such
as visual representations of the chatbot, including non-verbal behaviours like
animated facial expressions and gestures. Additionally, agents with voice capa-
bilities have other features including tone, pitch, and cadence that may influence
user perception by cuing gender, age, and other perceived identity markers.

A person’s personality has the power to sway the direction of a conversa-
tion [16]. Correspondingly, in commercial contexts such as customer service, a
human representative’s personality can be the key to ensuring a satisfying user
experience [27]. The literature, as described in Sect. 2, suggests the same is true
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for chatbots, in both commercial and other scenarios. However, designing chat-
bot personality that maximises user satisfaction and provides an engaging user
experience and, thus, a better service, is a non-trivial task. Many interesting
questions remain around how to choose an appropriate personality for a chatbot
and how to design dialogue that reliably conveys this simulated personality.

While much of the literature focuses on multi-modal agents that have several
avenues to leverage in expressing personality, we are interested in text-based
agents that do not have a visual or audio representation. Text-based agents are
pervasive. For example, the popular entertainment chatbot and five-time winner
of the Loebner Prize Turing Test, Mitsuku1, is a text-based chatbot (albeit with
an avatar but without voice capabilities), as are many recommendation agents2,
information retrieval chatbots (e.g. news3 and weather4), therapy chatbots5,
and customer service and FAQ chatbots embedded in company websites. As
such, personality design and user perception of personality in text-based agents
warrants investigation. To this end, we have defined two research questions;
RQ1) Can personality be reliably simulated by a chatbot via text such that the
user perceives personality or personality traits as intended? and RQ2) Does the
perceived personality of a text-based chatbot affect user experience?

To address these questions, we have developed two text-based chatbots (i.e.
without voice capabilities and not represented with a visual avatar) with distinct
personalities and conducted a user study to evaluate whether users perceive the
personality traits expressed through dialogue design as intended and whether
they exhibit a preference for one personality over another. The rest of this paper
is structured as follows: in Sect. 2 we discuss related work, in Sect. 3 we outline
the design of the chatbots used in this study, in Sect. 4 we detail our methodology
and experiment design, we provide the results and a discussion of those results
in Sect. 5 and 6 respectively, in Sect. 7 we discuss the limitations of this study,
and lastly we conclude the work in Sect. 8.

2 Related Work

In this section, we discuss previous work that aims to understand how users per-
ceive and interact with chatbots, specifically studies that investigate how chatbot
personality design affects user experience, how users perceive agent personality,
and how agent personality can be conveyed through text.

2.1 Five Factor Model Studies

Many studies of chatbot personality use the well-established Five Factor Model
(FFM), also referred to as the Big Five Trait Taxonomy [9], to model both
1 Mitsuku: https://www.pandorabots.com/mitsuku/.
2 Beauty recommendation chatbots: https://beauty.bot/directory/makeup/.
3 CNN Chatbot: https://marutitech.com/news-made-personal-with-chatbots/.
4 Weather chatbots: https://chatbottle.co/bots/messenger/weather.
5 Woebot: https://woebothealth.com/.

https://www.pandorabots.com/mitsuku/
https://beauty.bot/directory/makeup/
https://marutitech.com/news-made-personal-with-chatbots/
https://chatbottle.co/bots/messenger/weather
https://woebothealth.com/
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agent and user personality. The model consists of five characteristics: openness
to experience, conscientiousness, extraversion, agreeableness, and neuroticism.
Each trait is a continuum describing a dimension of the most common traits
perceived in individuals. Trait-based models of personality such as FFM are
widely used in both Psychology and in Affective Computing. Such models are
useful in evaluating individual differences [4] and thus lend themselves to design
of agent personality and investigations of personality effects on user experience.

Hanna and Richards (2015) [6] investigated the effect of agent personality
on team work, specifically the development of a shared mental model between
human users and a virtual agent, while completing a collaborative game task.
Two dimensions of FFM, extraversion and agreeableness, were expressed by the
agent using both verbal and non-verbal cues. The authors found participants
were able to identify the personality traits as intended and that an agent designed
with explicit personality traits is likely to improve team performance.

Kang et al. (2008) [10] found participant personality traits (modelled by
FFM) affect their sense of rapport with, and their perception of, a virtual agent,
regardless of the agent’s personality design. This is supported by later work in
which Von der Pütten et al. (2010) [22] investigated how participant personality,
gender, and age affect both their behaviour when interacting with a virtual
agent and also their evaluation of that agent. They found gender and age did
not affect the evaluation but some personality traits were predictive, including
agreeableness and extraversion where agreeableness had a positive impact on how
participants perceived the interaction and extraversion impacted participant’s
verbal behaviour, in particular, the number of words they used. The agent in
this study uses both verbal and non-verbal cues but only the non-verbal cues
were varied. It should be noted that while gender was found not to be a predictive
factor, the agent was coded female, including using a female voice, and research
has shown users treat female- and male-coded systems differently [25].

Other studies have investigated whether a “match” in user-agent person-
ality improves user experience. Isbister and Nass (2000) [8] studied how per-
ceived extraversion/introversion of an agent affected user experience in a low-
stakes discussion task. They found users prefer consistency across both ver-
bal and non-verbal personality cues and prefer a personality complementary
to theirs, rather than entirely similar. Similarly, Liew and Tan (2016) [12]
developed two pedagogical virtual agents, one introverted and the other extro-
verted, also expressed using both verbal and non-verbal cues. The results of
the study support the complementary-attraction principle such that learners’
experience was improved when the agent’s personality complemented their own.
These studies that include visual non-verbal cues draw conclusions that support
the complementary-attraction principle, unlike previous work [11,18] that shows
users prefer agents that exhibit similar personality traits (similarity-attraction
principle) when communicated through voice and text only.

Smestad and Volden (2018) [26] investigated the effect of a match in per-
sonality between a chatbot and the user where the chatbot is representing a
brand. The authors used the FFM model and created two chatbots, one with an
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“agreeable” personality and the other with a “conscientious” personality. The
chatbots were varied to different degrees across the five dichotomies; the neu-
roticism trait was excluded for one chatbot and both chatbots appear to have
high conscientiousness. The main difference between the two chatbots is one
is high in agreeableness and extraversion and the other is low on those traits.
This study did not use non-verbal cues but varied across lexical features and
also used voice, leveraging tone of voice specifically. The authors acknowledge
previous work [25] that has shown female-coded agents are more likely to be
stereotyped and receive abusive messages and although gender was not included
as a factor in the study, both chatbots were represented with a human avatar and
coded as female. The authors found the agreeable personality had a more posi-
tive effect on user experience with the particular brand and user group involved
in this study.

2.2 Expressing Personality Through Text

Many studies in this area, including those discussed above, focus on voice-based
agents and leverage visual cues such as animated facial expressions or body
language to express personality. However, many chatbots in the wild do not
use these cues, instead relying largely or solely on text to convey personality.
Neff et al. (2010) [20] identified verbal and non-verbal cues that can be used to
demonstrate extraversion in a chatbot. Drawing on the Psychology literature,
the authors detail the linguistic parameters of their language generation model
used to display extraversion. These include high verbosity, content polarity, and
acknowledgements, along with low negation, filled pauses, and softener hedges.

Roffo et al. (2014) [23] explored identification of personality in textual
human-human conversation via three stylometric features. We apply these fea-
tures to human-agent conversation in both the expression of personality on the
part of the agent, and as features in our analysis of user behaviour. Lexical fea-
tures such as the number of words or characters used per turn may be a sign
of user engagement but from the user’s perspective, these features may convey
personality traits of the chatbot and may also be linked to how informative or
effective the agent is. Syntactic features such as the use of emoticons or expres-
sive punctuation can be used to convey emotion or sentiment. Lastly, turn-taking
features include turn duration and answer time, which will vary markedly for the
user and the chatbot. In this study, we use these features to inform the dialogue
design and to analyse the conversation logs from the study.

2.3 Interaction Questionnaire Design

Liu et al. (2015) [13] compared two types of questionnaires for measuring user
perception of agent personality; open-ended questions and Likert-scale person-
ality inventories (such as the Big Five Inventory). The personality traits exam-
ined in this study were extraversion/introversion and neuroticism. The authors
found both question styles yield different yet complementary results. The open-
ended questions do not prime participants and thus give insight into aspects of
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personality or agent design that resonated most with the participant. Personal-
ity inventories can be useful for eliciting opinion on traits that may have been
observed but subsequently forgotten or were not otherwise verbalized. However,
such inventories can also prompt the participant to think of the agent in a way
they had not previously. Based on this work, and as we are conducting a within-
subject study, we elected to use open-ended questions and did not ask users to
fill out an agent personality inventory.

Luger et al. (2016) [14] interviewed conversational agent users to understand
their experience with agents like Siri, Google Now, Cortana, and Alexa. The
authors found higher user expectations of agent capabilities can lead to lower
user satisfaction. They discuss why expectations may go unmet such as a gap in
the user’s understanding of agent capabilities due to a lack of technical knowl-
edge or experience. Based on these findings, we include two questions in our
pre-interaction demographic questionnaire that ask users to (i) describe their
understanding of a chatbot and (ii) describe their frequency of use. This allows
us to understand their mental model and evaluate if their previous experience
affects their perception of the interaction.

3 Design and Development of Chatbots with Personality

We designed and implemented our chatbots using the Microsoft Bot Framework6

and its NLP service, LUIS7. We carefully considered the impact of the appli-
cation domain when selecting the topic of conversation for this study. We did
not want the conversation to be high-stakes, commercially driven, or to focus on
a strategic task. We wanted participants to have a truly conversational experi-
ence (as opposed to conversational search or a button-based interaction). It was
not feasible for us to build an open-domain agent, thus we designed the bots
to have a multi-turn conversation about a specific topic familiar to the partici-
pants; third-level education, or, more specifically, computer science courses and
university campus experiences.

As we are investigating the effect of personality on user experience, we
endeavoured to mitigate any other persona-related effect. Previous work [27]
has shown the use of an avatar can both positively or negatively impact how
users perceive a chatbot, even before they interact with it. Silvervarg et al.
(2012) [25] have shown how female-coded agents are treated more poorly than
male-coded agents. As a result, we have not provided visual representation of
the agents, have not used identity-specific language, and have given the chatbots
androgynous names8.

6 Microsoft Bot Framework: https://dev.botframework.com.
7 https://www.luis.ai/.
8 The bots were called Makoto and Nasoto. Makoto is an ungendered Japanese name,

and Nasoto is a non-word. These names are culturally distant from the cultural
background of our sample and thus unlikely to be readily associated with a specific
gender, age-group, or other identity.

https://dev.botframework.com
https://www.luis.ai/
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In chatbot personality design, there are limits to the expression of some per-
sonality traits through text dialogue [7], even more so when designing dialogue
for a domain not usually associated with emotive language. As such, some traits
in the FMM may be more difficult to express than others and some more appro-
priate than others. For example, high neuroticism may be inappropriate for an
agent designed to assist the user with a routine task. With this in mind, and in
context of the related work discussed in Sect. 2.1, we focus on two dimensions
of the FFM; extraversion and agreeableness.

Extraversion can be broken down into five distinct components: activity level,
dominance, sociability, expressiveness, and positive emotionality [9]. Agreeable-
ness includes traits relating to trust, altruism, compliance, modesty, and tender
mindedness [9]. Tables 1 and 2 show language cues that distinguish extroverts
from introverts, and highly agreeable people from those who are less agreeable.
These cues were compiled from work in the Linguistics and Psychology literature
[2,3,5,19,21]. Although a 2 × 2 factorial design such that participants interact
with agent personalities that vary across all combinations of extraversion and
agreeableness may be of interest, we decided to create two chatbots with person-
alities that combine high extraversion with high agreeableness (and vice versa)
due to their complementary linguistic presentations and previous work [14,15]
that suggests users respond to distinct agent personalities.

The applicable speech patterns and response styles were applied to the con-
versation flow for each chatbot to generate responses that demonstrate a consis-
tent, distinct personality. Chatbot A was designed to exhibit high extraversion by
demonstrating (i) high energy through punctuation including exclamation points,
(ii) a talkative nature through verbosity of phrasing, and (iii) sharing information
by asking questions of the user. High agreeableness is shown through complemen-
tary language and positive reinforcement. Chatbot B was designed to exhibit a
contrasting personality with low extraversion and low agreeableness. As such, the
dialogue is designed to demonstrate low energy, passiveness, and overall show less
interest in participating in chitchat than chatbot A. Chatbot B uses a direct style of
communication with less interest in the user as an individual; the questions posed
are more factual in nature, rather than personal to the user.

By way of example, when the user tells the chatbot how many courses they
are taking in the current semester, Chatbot A may respond “Wow <num> mod-
ules! Which one would you say is your favourite?” (See Fig. 1 for other response
examples). This response is (i) relatively informal (ii) uses an exclamation mark
(iii) contains no negations and (iv) uses cheerful, positive language. In compar-
ison, Chatbot B may respond “Which module is your favourite? Mine would
be secure software engineering” (See Fig. 2 for other response examples). This
response is (i) self-focused (ii) more direct, and (iii) the language is less posi-
tive. While the response text differs, both chatbots follow the same conversation
flow and can discuss the same scope of topics about university life including
course modules, exams, the campus, and extracurricular activities. In addition,
the chatbots can discuss the Covid-19 pandemic and how it has impacted the
previously listed topics.
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Fig. 1. An example conversation flow snippet for Chatbot A (high extraversion and
high agreeableness).

4 Methodology

The experiment was designed to provide insight into user perception of the chat-
bots including their attitudes towards the agents and their behaviour while inter-
acting with them. The participants were final year undergraduate computer sci-
ence students in University College Dublin selected using convenience sampling
via both email mailing lists and shared forum. A total of 22 people signed up to
partake in the study, 5 of whom failed to complete all required components and so
were excluded from the analysis (thus n = 17). One participant fell in the 35–39
years age range while the rest were ages 18–24. The sample was comprised of 12
males and 5 females. As the scope of the conversation is the participants’ college
experience, they already possessed the required domain knowledge to interact
with the chatbot and were familiar with the knowledge base of the agent. The
study is a within-subject study such that each participant interacts with both
chatbots.

Task 1: Pre-interaction Questionnaire. To begin, participants fill out a pre-
interaction questionnaire that gathers participant demographic data including
age-range and gender. Participants are also asked to detail their previous expe-
rience with and understanding of chatbots, including their frequency of use.
Lastly, users fill out a personality inventory. We considered several personal-
ity questionnaires proposed in the literature including Eysenck’s EPQ-R, the
NEO-PI-R model, and the Big-Five Inventory (BFI). We decided to use the BFI
as it is available freely for use in research, is based on the same model used
to design the personalities of the chatbots, and has been used in similar work
(see Sect. 2). The BFI uses a Likert-scale questionnaire through which the par-
ticipants self-report their personality traits. While there are limitations around
self-reporting, it is an accepted practice for subjective measures. The data col-
lected from the pre-interaction questionnaire was analyzed to determine whether
participant demographics, previous experience, or personality has a modulating
effect on participant perception of, or behaviour with, each chatbot.
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Fig. 2. An example conversation flow snippet for Chatbot B (low extraversion and low
agreeableness).

Task 2: Interaction with the Chatbot. For each chatbot the participants were
instructed to click on the link associated with the chatbot interface. Once the
interface had loaded they were directed to an input box where they began the
conversation by typing and sending any message to the chatbot. They were
advised that the conversation would be directed primarily by the chatbot asking
questions about their university experience. Below are the instructions given to
participants:

When you click the link below a white screen will appear, on the bottom
of this screen there will be an input box that says “Type your message”.
When you are ready to begin your conversation type anything into the
input box and click enter to send the message. Converse with the chatbot
by answering its questions about your university experience. When you are
finished conversing with the chatbot close the window.

Task 3: Post-Interaction Questionnaire. After the chatbot interaction, partici-
pants complete a post-interaction questionnaire about their experience that asks
them (i) to describe the chatbot in an open-text field, (ii) whether they enjoyed
the interaction, and (iii) to rate the chatbot across three dimensions (knowledge,
quality of conversation, and attitude/personality) on a Likert scale. The partic-
ipants also have the option to qualitatively expand on each rating in open-text
fields. The results from the post-interaction surveys were analysed to deter-
mine participant attitudes to each chatbot and the descriptions were analysed
for language describing demographic features such as age, gender, and cultural
background that users may have ascribed to the chatbot(s).

After completing tasks 2 and 3 for the first chatbot, the participants repeat
these steps for the second chatbot. To mitigate the order effect half of the par-
ticipants are randomly selected to interact with Chatbot A first, while the other
half will interact with Chatbot B and then Chatbot A. The questions in both
post-interaction questionnaires are the exact same.
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Table 1. Extraversion vs introversion language cues

Extraversion Introversion

Self-references Few self-references

Informal Formal

Pleasure talk Problem talk

Agreement Listens

Few tentative words Many tentative words

Talks more about social topics Self-focused

Many verbs, adverbs, pronouns Many nouns, adjectives, prepositions

Few words per sentence Many words

Few negations, articles Many negations, article

Many social words Few social words

Many positive emotion words Many negative emotion words

Table 2. Agreeableness vs disagreeableness language cues

Agreeableness Disagreeableness

Prompting Negations

Listens more Swearing

Longer words Words relating to anger

Shorter sentences

Positive emotion words

Social words

Self-references

Cheerful language

Task 4: Comparison Questionnaire. Lastly, participants complete a final post-
interaction questionnaire. The objective of this questionnaire is to understand
participants’ chatbot preference and to identify the differences they perceived
between the chatbots. Participants were asked to describe any differences they
noticed in their interactions with the chatbots in an open-text field. This was
followed by a multiple choice question where participants chose their preferred
chatbot. Finally, the participants explained this choice in an open-text field.

The questionnaires were carried out using Google Forms and the chatbots
were connected to a web channel that would allow them to be accessed via link
and used remotely while an online database container was used to store the
experiment data.
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A pilot study with four participants from the same population as the main
study was conducted to evaluate comprehensibility of the questionnaire design,
the conversation flow, and the experiment design. After this pilot, minor changes
were made to the LUIS model including the addition of colloquial variations of
‘yes’ and ‘no’. Additionally, some questions posed by the chatbots were ambigu-
ous due to the Covid-19 pandemic so these questions were edited and the virus
was added as a topic of conversation. Participants reported confusion around
the meaning of some words used in the pre-interaction personality questionnaire,
such as ‘aloof’ and ‘reserved’. To prevent this confusion a list of definitions was
supplied within the questionnaire for reference. The pilot study validated that
the data collection was sufficient for addressing the research questions and the
participants were excluded from the main study.

5 Results

Participant BFI personality scores for extraversion and agreeableness were cal-
culated with a mean extraversion score of 3.06 (σ = 0.63) and a mean agreeable-
ness score of 3.97 (σ = 0.43). We defined thresholds and grouped these scores
to label participant personality traits: 5 participants were high in extraversion
(score >= 3.5), 10 participants were moderately extroverted (2.5 > score < 3.5),
and two were low in extraversion (score < 2.5). Overall, the participants are high
in agreeableness with 11 participants scoring >= 3.5 (high) and the remaining
6 participants scoring between 2.5 and 3.5 (moderate). All participants stated
they knew what a chatbot was, 6 of whom described their understanding with
technical detail. Their frequency of use was varied with 6 participants having
never used a virtual assistant, 7 using them somewhat frequently, and 4 using
them daily. So while all participants have a clear, and in some cases technical,
mental model of chatbots, their experience using such agents is mixed.

To understand how participant behaviour varied between the agents, we anal-
ysed stylometric features in the interaction conversation logs. We calculated (i)
the duration of the conversation in minutes using the timestamp from the first
participant utterance until the timestamp of their last message, (ii) the number
of participant conversation turns, (iii) the participant’s total word count which
is the sum of the count of words in each utterance the participant submits to
the bot, and (iv) the participant’s mean utterance length in words. See Table 3
for descriptive statistics of these features for each agent. Overall, participants
conversed more with Chatbot B than Chatbot A, across these engagement met-
rics. We ran a paired sample t-test for each measure and found the difference in
behaviour captured by conversation duration (p < 0.02) and turn count (p <
0.05) were significant. Thus we can reject the null hypothesis that participants
behaviour was the same across both agent interactions.

Participants were asked to rate the interaction with each agent on a Lik-
ert scale across 3 measures: knowledge, quality of conversation, and atti-
tude/personality. Our null hypothesis states there is no difference in how par-
ticipants perceive the personality of the two agents. Our alternative hypothesis
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Table 3. Descriptive statistics for stylometric features (N = 17)

Measure Chatbot Minimum Maximum Mean Variance

Duration (Minutes) A 1 6 3.18 3.28

B 2 21 6.35 18.37

Number of turns A 9 24 15.59 28.36

B 10 34 20.29 35.38

Total word count A 14 149 65.47 1951.66

B 24 281 91.65 3263.64

Mean utterance length (Words) A 7 36 18 86.67

B 7 38 19 51.12

states the participant discerns a difference in personality between the agents. We
ran a paired sample t-test on each measure and found no statistically significant
difference in user perception of agent knowledge (p = 0.886) or conversation
quality (p = 0.575). However, we found a statistically significant difference in
how users viewed personality (p < 0.02). Given this evidence, we can reject the
null hypothesis and determine that participants perceive a difference in personal-
ity of the agents. Participants were asked which agent they preferred interacting
with; 12 chose Chatbot A and 5 chose Chatbot B. Interestingly, we did not find
a statistically significant strong correlation between agent preference and par-
ticipant personality trait scores. It is likely our sample is too small to capture
any matching phenomenon that may exist.

We analysed the language used by participants in their descriptions of each
chatbot for syntactic stylometric features (e.g. emoticons or expressive punctua-
tion and language) to understand how they perceived the chatbots. NLTK9, the
NLP library for Python, was used to extract adjectives from the descriptions.
The data was also manually analysed for adjectives not picked up by NLTK.
Results are shown in Fig. 3. Participants whose chatbot preference was Chatbot
B described their experience with it as ‘engaging’, ‘personalised’, and ‘natu-
ral’. However, those who preferred Chatbot A described Chatbot B as ‘formal’,
‘robotic’, and the conversation as ‘unnatural’. These participants also described
the experience as similar to “being interviewed for RTÉ News” (the national
news service) or “taking an oral exam when studying a language module”. Simi-
larly, those who preferred Chatbot B perceived Chatbot A as being ‘bland’, and
‘automated’ and felt the conversation was ‘not personalised’. Whereas partici-
pants who preferred Chatbot A cited its ‘cheery’, ‘bright’, ‘fun’, and ‘relaxed’
personality, with one participant saying Chatbot A had a “better personality”
and another comparing the interaction to “chatting with a friend”. One par-
ticipant perceived Chatbot A to be ‘nice’ but felt overall it was ‘bland’ and
perceived Chatbot B as being more ‘engaged’ and thus preferred the interac-
tion with Chatbot B. That same participant scored lower in both extraversion

9 Natural Language Toolkit: https://www.nltk.org/.

https://www.nltk.org/
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(2.57) and agreeableness (3) than the average participant, scores which match
the personality traits of Chatbot B.

Lastly, the participants open-text responses across all post-interaction ques-
tionnaires were analysed for gendered language. A single participant used gender
pronouns, specifically ‘he’ and ‘his’, but used these pronouns to describe both
Chatbot A and Chatbot B. Interestingly, these pronouns were contrary to their
own gender. Participants usually referred to the chatbots as ‘it’, by name, or as
‘chatbot’ or ‘bot’. This contrasts previous research that found users may still
gender agents [24] without explicit visual cues. Our results may be due to lim-
ited relationship building with the agents or may be due to the participants
well-developed mental model of chatbots.

Fig. 3. Venn Diagram of adjectives used to describe Chatbot A and Chatbot B

6 Discussion

This section provides discussion of participant behaviour with, and attitudes
towards, the chatbots based on the results presented in Sect. 5. We organize this
discussion according to the two research questions outlined in Sect. 1.

6.1 RQ1: Can Personality Be Reliably Simulated by a Chatbot
via Text Such that the User Perceives Personality or Personality
Traits as Intended?

Our results support previous work (see Sect. 2) that suggest personality can be
reliably simulated by a chatbot such that personality traits are perceived by
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users as intended. Participant descriptions of both chatbots are in line with the
personality design; chatbot A was described as ‘friendly’ and ‘cheery’, reflecting
high agreeableness and extraversion, while Chatbot B was described as ‘formal’
and ‘passive’, consistent with low agreeableness and low extraversion. Addition-
ally, the agents were designed to vary on the axis of personality but not on their
knowledge base or on the quality of conversation. When rating the chatbots
along these three axes participants only perceived a difference in personality.

6.2 RQ2: Does the Perceived Personality of a Text-Based Chatbot
Affect User Experience?

The results suggest the personalities of both chatbots had an effect on user expe-
rience. Participants showed higher engagement with Chatbot B than Chatbot
A in terms of lexical and turn-taking features of conversation. We had hypoth-
esised users would engage in longer conversations with their preferred chatbot
but while overall participants spent more time conversing with Chatbot B the
majority (70.6%) preferred Chatbot A. One reason for this behaviour may be
a reaction to the direct nature and formality of language used by Chatbot B,
something which many participants noted in their descriptions of it; “Nasoto
was pretty formal”, “very formal, not as friendly as makoto”. In this case, par-
ticipants may be mirroring the formality of the language used by the agent. In
contrast, participants may have used shorter and more colloquial language to
match the language style of Chatbot A. Such difference in behaviour of par-
ticipants when interacting with the chatbots suggests the personality expressed
through text of each chatbot had an overall effect on user experience. However,
the effect itself is surprising and suggests (i) user engagement metrics may not be
a good indicator of user preference for agent personality, and (ii) the application
domain and goals of the agent should be considered when designing agent per-
sonality as the users’ generally preferred personality may not be the personality
that leads to a productive user experience.

7 Limitations

To design two distinct personalities, we simultaneously varied extraversion and
agreeableness. This is sufficient to answer our research questions. However, a
2 × 2 factorial design would allow for the measurement of the effect of each
personality trait on user perception. Although our sample size of 17 is consistent
with previous work in the literature, a larger sample size would increase the
robustness and generalizability of the findings. Additionally, a larger sample size
may contain more variance in personality traits among the user group, providing
an opportunity to investigate how user personality affects user preference of agent
personality in the context of a text-based conversational task (not strategic,
collaborative, or commercial task).
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8 Conclusion and Future Work

We have found that personality traits can be reliably simulated through text and
can be perceived as intended by users without additional audio or visual cues.
We have added to the body of evidence that agent personality impacts user
experience and thus is an important design consideration. There is a lot of scope
for future work that builds on this work and the outlined literature, including the
use of more robust models of personality (rather than two dimensions of a five
dimension model). Additionally, it would be of interest to investigate the effect
of domain on the perception of, and preference for, agent personality. A more
emotional subject matter such as those covered by therapy chatbots may see very
different user behaviour and attitudes than a chatbot that serves an information
need, for example. Lastly, we analysed user perception of agent personality along
the two dimensions we manipulated. It would be interesting to observe whether
user perceptions of other personality traits differ even when those personality
traits have not been explicitly varied. For example, do users perceive an increase
in openness to experience (imaginative, spontaneous) when an agent is designed
with high extraversion (sociable, fun-loving)?
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Abstract. This paper focuses on the attributed nature of the voice-
based agents Alexa and Google Assistant in conversational contexts.
Using Piaget’s equilibration theory, enhanced by Hubbard’s concept of
personhood the paper considers how people categorize voice-based agents
along a thing–person spectrum and whether this categorization reflects
assimilation or accommodation of these technologies. The results of two
studies (a hypothetical conversation with the agent via an online-survey,
N = 1288, and a real conversation with the agent, N = 105) are indicating
a modified classification towards personified things, which is reinforced
by younger age and a higher quality of interaction. Implications, limi-
tations, and further research regarding a more detailed classification of
conversational agents are discussed.

Keywords: Classification · Subjectivity · Personhood ·
Equilibration · Assimilation · Accommodation

1 Introduction

With artificial voice-based agents (VBA) like Alexa or Google Assistant, we can
interact in spoken, human natural language. In particular, voices are notably
powerful predictors of social presence [29], and being able to talk can be an
indicator of being alive [33, p. 48], triggering manifold social reactions towards
machines. People build relationships with VBA, personalize them [18,22,28],
react with emotional outbursts [25] or behave socially problematic [6]. Nonethe-
less, social reactions vary profoundly, depending on attributes of the technology
[5,19,21], the individual [10,23], or the social setting [14,22,28].

Recent scholars argue that the belief in an artificial agent’s mental, moral,
psychological, and practical abilities [13] – its subjectivity is related to funda-
mental social reactions, manifesting in a range of everyday interactions [1]. In this
paper, I argue that these beliefs are challenged if not initially triggered by people
getting confused [16] with “whom” or “what” [17, p. 54] they are interacting.
I, furthermore, argue that the concept of personhood covers the above men-
tioned subjectivity. However, the respondents’ limited ability to express their
classification [33] complicates the measurement of this phenomenon, which is
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further reduced by a lack of a precise vocabulary for hybridity and the agents’
disembodiment. Hence, common tests (e.g., on theory of mind) or qualitative
approaches that rely on the users’ ability to express themselves – that might
work for embodied agents may fail to grasp the phenomenon in its complexity
and dynamics for VBAs.

The present paper examines how commercialized voice-based agents are clas-
sified by applying the equilibration approach of Piaget [26] to suggest an empir-
ical measurement of the being in “betwixt and between” [33, p. 29]. It will be
argued that thing and person represent the diametrical poles “object” and “sub-
ject” of the same classification, whose irritation is re-balanced by assimilation
and accommodation. With Hubbard [20] it will be reasoned that the pole “sub-
ject” refers rather to personhood than humanness and that the classification
could be understood as gradual. Based on two studies – a hypothetical conver-
sation (N = 1288) with Alexa and the Google Assistant and a real conversation
(N = 105) with the Google Assistant – this instrument is tested and its results
will be discussed.

2 Theoretical Background

2.1 Voice-Based Agents as Conversational Partner

In this paper, VBAs are defined as a subtype of artificial social agents, with
an operating system based on artificial intelligence and natural language pro-
cessing, using a disembodied voice emanating from a device (e.g., smart phone,
loudspeaker box) to communicate with the users and execute their tasks. Com-
mercialized examples are Apple’s Siri, the Google Assistant, Microsoft’s Cortana,
and Amazon’s Alexa. These VBAs do not just aim at voice control, e.g., for smart
TVs, lights or heatings, but increasingly at conversation. Projects like “Alexa
Challenge” from Amazon aim to extend the communication between users and
Alexa – transforming it into more fluent conversations. Google Duplex aims at
handling appointments and conversations without the other necessarily noticing
their artificiality.

Voice-Based Agents as Conversational Subjects. Spoken conversation is based
on social interaction’s fundamental structures. In this respect conversational
partners can be assumed to be ‘alter egos’ that inhibit at least some kind of
subjectivity, regardless whether this alter ego is a real or an assumed one [16].
Since it is not possible to verify the counterpart’s subjectivity [17,32], mental
states are imputed to them [27]. People describe Siri as an entity [18] and refer to
Alexa [28] or other conversational agents [4] by using the personifying pronoun
“she”.

Voice-Based Agents as Artificial Objects. However, the artificiality of these
speaking agents is clearly perceived [4,18,22,28]. Although as smart objects they
possess a certain capacity for awareness and agency [12], they lack a body and
become only visible through their voice [18]. Moreover, their synthetic voice is at
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the current stage of development almost but not entirely human-like (e.g., due
to a lack of empathy or pronounced communication skills), emphasizing their
artificial nature. A similar pattern was found for social robots [11], regarding
non-liveness, being man-made or relying on programmed algorithms.

Voice-Based Agents as Irritating and Evocative Objects. Studies found that peo-
ple are torn between the two poles what and who. Sometimes VBAs appeared as
things, sometimes as entities, never entirely as one or the other. Guzman’s [18]
respondents continually shifted between the pronouns “she” and “it” when they
talked about Siri. User comments about Alexa, depicted a mixed-use of these pro-
nouns in the same comment [28], which was confirmed for other VBAs, too [4].
People simultaneously demonstrated social and anti-social behavior by directing
bullying and sexual harassment towards Alexa [6]. Thus, it is assumed that this
intermediate role between thing and subject irritates [16] the object-subject clas-
sification [26], evoking reflections about former boundaries [33, p. 2].

2.2 The Imbalanced Classification and its Equilibration

The Object–Subject Classification. According to Piaget’s studies on genetic epis-
temology, the most fundamental way of classifying an object is figuring out if
it is part of the “physicomorph” or the “psychomorph” scheme, which are dia-
metrical poles of the same ontological classification. Turkle [33, p. 34] built on
this understanding by suggesting a dichotomy of “physical and psychological
properties [that] stand opposed to one another in two great systems.” Gunkel
[17] drew a similar conclusion by referring to Derrida’s distinction of “who” and
“what.”

The physicomorph scheme refers to inorganic, non-living objects, which are
sufficiently comprehensible in terms of precise, logical-mathematical categories,
and deterministic causal laws [16, p. 233]. It results from empirical experience
of physical perception or movement [26, pp. 29–30]. This scheme is “used to
understand things” [33, p. 34], which are “mere instruments or tools” [17, p. 54].
A suiting question for an object classified into the physicomorph scheme would
be: What do I converse with?

In contrast, the psychomorph scheme refers to subjects, which are living
beings, equipped with capacities like thinking or feeling, and the potential of
agency [26, p. 30], originating in the introspective experience of a conscious
subjectivity. This scheme is “used to understand people and animals” [33, p.
34], and most of the time concerns “other persons” [17, p. 54]. The suiting
question for this scheme would be: Who do I converse with?

Thus the classification of an object depends very much on whether the ori-
gin of certain phenomena can be explained entirely physically and logically or
not. If a phenomenon cannot be explained as extrinsic, people assume intrin-
sic origins. Yet the intrinsic origins are situated in the object itself and remain
unverifiable [17,32]. According to Piaget the differentiation between subject and
object evolves in the process of biological development and engagement with



The Ontological Classification of Conversational Agents 51

the environment. That is, knowledge about an object “arises from interactions
that take place mid-way between the two [object and subject, a. o. a.] and thus
involve both at the same time” [26, p. 19]. However, the capability to distinguish
between subject and object evolves over time [26, p. 21] and an object that was
formerly assigned to the psychomorph scheme (i.e., subjects) may drop out of
this scheme if the person “discovers an outside force that accounts for its motion”
[33, p. 45].1 Thus, equilibration is understood as an ongoing process, which con-
tinues over the whole lifespan. Hence, three conclusions can be made about the
object–subject classification in the context of conversation: First, if an object is
an alter ego can only be inferenced and mental states are imputed to objects
that behave like subjects. Second, people are only assured of their own subjec-
tivity and impute their own experienced origins of actions (e.g., thoughts, needs,
desires, goals) to the object. Third, physicomorph and psychomorph schemes as
well as assigned objects may change in time.

The Imbalanced Object–Subject Classification. If a new object does not fit into
the existent classification, this classification is in conflict, provoking self-reflection
about its boundaries [33, p. 2]. This concerns, the realization of what is possible
in the existing schemes [2, p. 336] and the distinction between and organization of
the classification’s schemes. Transferred to artificial agents “new questions about
the machine’s ‘life’ and ‘mind’ [arise] and then . . . wondering what was special
about their [humans’, a.o.a.] own” [33, p. 2]. Once a new object challenges the
former well working classification, this irritation has to be eliquibrated.

Equilibration of Schemes and External Objects. Equilibration refers according
to Cohen and Kim [8] to a balancing, self-regulating process resulting from an
individual’s response to (even the simplest) environmental objects or events.
Inconsistencies or conflicts in schemes or subsystems2 would trigger structural
changes by placing the individual in a state of imbalance (which Piaget calls
“disequilibrium”). The individual must physically or mentally engage with these
objects and return to the state of balance (which Piaget calls “equilibrium”)
through assimilation and accommodation, but at a higher level. While assimi-
lation refers to the acquisition of “new knowledge,” accommodation indicates a
real “progress of knowledge” [15, pos. 713] by changing people’s understanding
of the world.

In “The Equilibration of Cognitive Structures” – the final reformulation
of his theory – Piaget describes three forms of equilibration: (1) equilibration
between schemes and external objects concerning the functions of assimilation
and accommodation, (2) equilibration among various schemes through the recip-
rocal assimilation and accommodation of schemes to each other, and (3) equili-
bration between individual schemes and the total structures of which they are a
part of [7, pos. 1004]. I will subsequently focus on the first form, concerning the
function of assimilation and accommodation.
1 Although Piaget and Turkle refer to children, similar patterns could also occur in

adults who are confronted with a new object, such as artificial agents.
2 Complex levels of knowledge organizations in which schemes are combined.
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Assimilation is the assignment of a new object to an existing scheme [26, p.
23]: In this paper the thing scheme or the person scheme. Although, the collection
of objects in a scheme is expanded [15, pos. 714], the scheme itself is not [2, pos.
334]. Consequently, a VBA, assimilated into the thing scheme would be another
example of a mere tool, such as a hammer or a chair, with emphasized features
like non-liveliness or artificiality [11], and would be treated as such.

Accommodation refers either to the modification of a pre-existing scheme or
the creation of a new one. Hence, possibilities in existing schemes are extended
by applying them to new situations and objects [2, pos. 334]. Consequently,
the existence of VBAs would expand the features of objects subsumed in the
thing scheme or cause the creation of a unique VBA-scheme. In the first case,
VBAs would differ from things as mere tools since they were, e.g., tools with a
personality. In the second case, VBAs would differ from things and from persons
due to a unique combination of characteristics (e.g., neither be non-living nor
alive). In both cases, a new mix of social and non-social behaviors towards them
would be developed.

2.3 Intermezzo: Human or Person Like Conversational Subjects?

While there is consensus about what the classification pole “object” refers to,
it is more difficult for “subject.” Since I cannot reproduce the full discussion
on subjectivity in this paper, I will focus on the concepts of humanness and
personhood, addressed in the above-presented theoretical and empirical work.

Conversational Subjects. If Piaget talks about subjectivity, he refers to human
beings solely. However, if a conversational Other has to be a real human [16]
or even human-like [20] is debatable. Within the framework of social interaction
theory, ‘conversation’ refers to the abilities of interdependence and mutual orien-
tation and an assumption about the Other’s behavior as meaningful. That is, if
Alexa is saying something in response to my question, I assume Alexa is not ran-
domly making noise, but the sound are words with a meaning, oriented towards
answering my question. Thus, conversational subjectivity transcends the abil-
ity to interact just effectively by interacting meaningfully. Meaningful behavior,
however, is culturally determined [31] and closely linked to consciousness [30]
and a theory of mind [27]. According to the concept of ‘alter ego’ in social
interaction theory, its subjectivity can solely be inferred from observed behav-
ing and implied advanced capabilities, primarily assigned to human beings. But
is inferred subjectivity bound to humanness or human likeness? Or are there
alternative concepts that cover the inference of subjectivity better?

In this paper, I argue based on Hubbard [20] that subjectivity refers to
approved personhood rather than humanness or human likeness. I will expli-
cate that being a “human” is a biological assignment to a species, whereas being
a “person” is the approval of personhood, and thus culturally determined. While
humanness cannot be applied to artificial agents – regardless how alike they are
to humans – personhood can.



The Ontological Classification of Conversational Agents 53

Humanness. Being a human derives from a biological systematic, referring to the
genus Homo, a species from the family of great apes, which belongs to the order
of primates and thus to the group of more sophisticated mammals. Therefore,
whether one is a human being or not is a matter of heredity. Although the
human species is associated with fundamental advanced capabilities, humans do
not have to have the full range of these capabilities to be valid humans [20]. On
the contrary, no matter if machines and other biological species have similar or
identical advanced capabilities, they can, by definition, never be human.

Personhood. Being a person derives from a cultural definition and refers to
the entitlement of personhood. According to Hubbard [20, p. 417], all human
beings are, in the normative sense, entitled to at least some personhood, with
granted rights like life, liberty, emotional well-being, and material prosperity,
and for now only humans are entitled to any meaningful degree of personhood.
Hence, persons are prevented from being owned by others and, on the contrary,
allowed to own property, their destruction is outlawed as murder, and further
moral norms are projected onto them. However, the author further argues that
other objects such as animals and machines could be granted some degree of
personhood [20, p. 440–441]. To be entitled to personhood, an object needs to
exhibit behavior demonstrating “(1) the ability to interact with its environment
and to engage in complex thought and communication, (2) a sense of being
a self with a concern for achieving its plan of or purpose in life, and (3) the
ability to live in a community based on mutual self-interest with other persons”
[20, p. 419]. But, (human) personhood is gradual, resulting from humans (e.g.,
children, mentally or psychologically dysfunctional adults) who lack some of the
crucial abilities and therefore are not entitled to the entirety of personhood [20,
p. 413]. Transferred to Piaget’s psychomorph scheme, this would suggest (1) that
its pole refers to the advanced degree of personhood, (2) that the scheme may
be conceptualized as gradual, and (3) machines could be granted personhood
if they exhibit appropriate behavior and, therefore, could be included in the
psychomorph scheme.

If conversational subjectivity refers to personhood rather than to human-
ness, Siri’s assigned status as an entity [18] could refer to its status as a person
of some degree. Because the respondent, as Guzman explicates, was well aware
that Siri was not human. If it was not a person may not have been that obvious
to the respondent. It could explain why people react socially towards computers
or artificial agents, although they know they are not human [29]. Some degree
of personhood, not humanness, would be the trigger for these reactions. Con-
sequently, the paper follows the assumption that conversational VBAs are irri-
tating the object-subject classification in terms of being “betwixt and between”
[33, p. 29] the thing scheme and the person scheme.

3 Research Questions and Hypotheses

The paper aims at the classification of VBAs. Thus, I ask how people clas-
sify voice-based agents in regard to the thing and the person scheme (RQ1).
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Previous research, concerned with the ontological classification of artificial social
and conversational agents, found assimilation tendencies in the “spectrum from
fully human to fully machine” [18, p. 227], visible, e.g., through the used per-
sonal pronoun “she” – emphasizing the classification as an entity – or “it” –
emphasizing the classification as a device [18,28]. However, “it” was used by the
majority of people, whereas only some favored “she” [28]. This preference for
objectification was confirmed for social robots [11]. Therefore, I formulate the
hypotheses: VBAs are assimilated into the thing and the person scheme (H1).
If they are assimilated, they are more often assimilated to the thing than to the
person scheme (H2).

Nonetheless, research on VBAs implies accommodation, too. In addition to
the spectrum of Siri’s classification, an “overlap in the middle” was identified,
caused by the reconfigured “understanding of humans and machines to the degree
that we now share characteristics” [18, pp. 227, 257]. The mixed-use of the
pronouns “she” and “it” by the same person to refer to Alexa [28] confirms
this observation. More implicitly some user reactions suggest accommodation
through the simultaneous activation of social and non-social scripts, such as
inappropriate, rude, or insensitive behavior toward artificial agents: People abuse
social robots [3], and direct bullying or sexual harassment toward VBAs [6].
Hence, it can be assumed that the thing–person classification is accommodated
(H3). However, the extent to which schemes are modified or unique combinations
are created and the proportion of accommodation compared to assimilation are
not yet documented by research. Consequently, two questions are added: To
what extent are schemes modified or merged (RQ2)? What is the proportion
from assimilation and accommodation of the thing-person classification (RQ3)?

Several moderating effects have to be considered. First, equilibration pro-
cesses take place continuously [8] and may change during aging [26]. Second,
some studies indicate that gender may powerfully affect perceptions and atti-
tudes concerning technology [9,24]. Third, real interactions bear the risk of mal-
functions and misunderstandings. Thus, positive expectation violations are less
likely to occur, although only these may lead to greater subjectification [11].
Therefore, I ask: How do previous experience, age, gender, and interaction qual-
ity affect the classification (RQ4)?

4 Measurement

Ontological Classification. The measurement of the object–subject classification
draws on the above-described diametrical relation of the thing scheme and the
person scheme by asking: “What would you say, is Alexa [or the Google Assis-
tant] rather like a thing (object) or rather like a person (subject) to you?” The
continuum between the schemes was addressed by a 100-point scale3, consisting
of the two poles “thing (object)” and “person (subject).” The broad scale allowed
3 Although the scale was continuously selectable, the first study offered orientation

marks on the scale for every ten points. As this resulted in a slight distortion towards
these orientation marks, they were no longer offered in the second study.
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an intuitive answer – independent of the participant’s (in)ability to verbalize the
classification [33, p. 48], the detection of minor forms of accommodated schemes,
and the differentiation of modification and hybridization (Fig. 1).

Fig. 1. The classification scale in relation to the thing scheme and the person scheme

Classification as result of assimilation into the thing or the person scheme,
refers to the absence of any previous accommodation. That is, objects are added
to the existing scheme (thing or person), but the scheme itself does neither get
in conflict with the other nor does it change. The absence of accommodation
and the unchanged scheme is indicated on the scale by the ratings of 1 or 101.

Classification as result of accommodation depends – even when new schemes
or structures are established – on prior existing structures: “Absolute beginnings
are never observed during the course of development and what is new is the
result either of progressive differentiations or of gradual co-ordinations” [26, p.
34]. Hence it refers to the reaffirmation of “lines between categories” [33, p. 34].
Consequently, classification resulting from accommodation can be measured as
(weak or strong) merging of the thing and the person scheme, implied by the
distancing from the poles on the scale.

A weak merging is represented by ratings in the vicinity of the poles (2–33
and 67–100), indicating the modification of a dominant scheme by implementing
elements of the other. Concerning the thing–person classification attributes of
the person scheme may be added to the thing scheme. Hence, VBAs may be
considered things that can think like a person but still inhabit dominant thing
features. Consequently, VBAs and hammers belong to the same scheme (e.g.,
due to their artificiality) but differ in their ability to think.

A strong merging refers to a non-existent relevant dominance of either
scheme, resulting in a genuine unification. Consequently, it is impossible to dis-
tinguish which of the two schemes has been modified to a greater extent. The
word ‘relevant’ is crucial in this context because it implies a potential margin.
The orientation towards one or the other scheme is much weaker than in the case
of modification; thus, it is more a bias than a dominance. To distinguish this
form of merging from modification, it is called hybridization implying the almost
balanced mixture of formerly two diametrical schemes. Thus, a strong merging
is represented by ratings located near the scale’s center (34–66), indicating a
hybrid scheme with a more or less balanced reunion of both schemes.
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Sophistication of the Ontological Classification. To determine how sophisticated
the equilibration process was, participants were asked how confident they were
in their classification on a 5-point scale from “not sure at all” to “very sure”.

Moderating Influences. To distinguish between people who may have had a cou-
ple of equilibration processes through prior regular interactions with the VBA
from those who interacted for the first time, previous experience with the VBA
was assessed. An initial interaction is indicated if people stated they have never
had contact with the VBA before or solely knew the VBA from secondary sources
like fiction or non-fiction media, advertising, or only had seen others using it.
Previous regular interactions are indicated if people stated they had regular
interactions before or owned the VBA4. Thus, three conditions can be distin-
guished: initial interactions without previous knowledge about the VBA, initial
interactions with secondary knowledge about the VBA, and regular previous
interactions. The interaction’s quality was measured by two items (satisfaction
with the overall interaction, and success in completing the task with the help of
the Google Assistant), combined into one component (χ2(1) = 58.936, p < .001,
both factor loadings = .92, KMO = .50, Cronbach’s alpha = .79, Spearman-
Brown coefficient = .80). Gender was measured by the options male, female,
diverse and the possibility to not tell the gender.

5 Study 1: The Hypothetical Interaction

Sample. In late 2018, 1288 members of a large German university, recruited
via the university’s student and staff mailing lists, interacted in an imitated
conversation with one of the commercial VBAs Alexa (Amazon Echo) or the
Google Assistant (Google Home) in an online survey. The voice of both VBAs
was female5. Participants had a mean age of 27 (ranging from 17 to 65 years),
52% were male, 47% female and 1% did not tell their gender. The majority (59%)
had a Bachelor’s degree, 38% had a Master’s degree and 1% had a doctoral
degree. Most participants already knew the name of their VBA (82%). However,
only 18% have had previous interactions, whereas 63% had secondary and 19%
none experience.

Procedure. Interactions were simulated to obtain impressions approximating a
real conversation with the VBA. During this simulation participants received
pre-recorded videos of the original answers of the Google Assistant or Alexa to
predefined questions in the German language (Table A1). Before the interaction,
participants reported on their experiences with various VBAs (including the
assigned VBA). The interaction itself involved clicking on the question to be
‘asked’ to the VBA, followed by the corresponding video response. Afterwards
the next question could be ‘asked’. The final simulated interaction included
4 Since none of the participants in both studies had regularly interacted with the VBA

without owning it, too, regular interactions are referring to ownership in this paper.
5 In 2018 the German voices of Alexa and Google Assistant were invariably female.

https://doi.org/10.17605/OSF.IO/GC3Z4
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four video sequences (each between 7 and 17 s) for the assigned VBA, focusing
on interaction features, previously promoted by Amazon or Google6. After the
whole sequence, among other assessments, participants classified the VBA.

6 Study 2: The Real Interaction

Sample. In May 2019, 105 German participants interacted with Google Home –
the voice-based speaker using the Google Assistant with a female voice. Partici-
pants had a mean age of 25 (ranging from 16 to 46 years), 44% were male, 42%
female and 14% did not tell their gender. Most of the participants (70%) had
completed a vocational training or were in the process of completing it, 18% had
a Bachelor’s degree, 5% had a Master’s or a doctoral degree. Most participants
knew the name Google Assistant (78%). However, 35% had have regular previ-
ous interactions, whereas 38% did have secondary experience, and 27% did not
know the VBA or could not remember where they knew it from.

Procedure. During the interaction, participants cooperated with the VBA to
solve an easy decision task. In the first phase (about five minutes), participants
could get familiar with the device and the way the Google Assistant worked in
the researcher’s presence. They were given the activation key (“Hey, Google” or
“OK, Google”) and a shortlist of potential questions associated with the task.
If problems or questions occurred, the researcher could be asked at any time
during this phase. However, the researchers responded only with short phrases,
avoided classifying terms (e.g., the adjectives ‘using’ or ‘talking’), and referred to
the Google Assistant solely by its name. The second phase covered a ten-minute
interaction, which involved solving the task with the Google Assistant’s help in
the researcher’s absence. Although this interaction was, basically, unobserved
and unrestricted, the task ensured that the experiment sessions were approxi-
mately similar in content between the participants. After the whole interaction,
among other assessments, participants classified the VBA.

7 Results

RQ 1. To assess the extent to which participants classified VBAs, the average
classification and the distribution of ratings on the classification scale were used
(Fig. 2). In the hypothetical interaction (HI) (M = 17.11, SD = 17.87, N = 1280)
as well as in the real interaction (RI)(M = 15.22, SD = 20.13, N = 105), the
VBA was classified in the vicinity of the modified thing scheme. Participants were
very confident about their assessment, both in the HI (M = 4.38, SD = 0.88,
N = 1279) and the RI (M = 4.59, SD = 0.74, N = 105).

However, the LOESS graphs (Fig. 2) indicate that as the distance from the
poles (i.e., from the existing schemes) increased, participants became less confi-
dent, questioning their hybrid classification the most. The HI depicts a significant
6 If a VBA provided multiple answers to the same question, one of them was randomly

selected.
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Fig. 2. Classification of the voice-based agent(s) and certainty in this assessment

decline in confidence as the classification moves from the pole “thing” towards
the hybrid scheme (rpb = −0.51, Tpb = −20.28, p < .001, N = 1183) and an
ascent tendency as it converges to the pole “person” (rpb = 0.20, Tpb = 1.93,
p = .056, N = 88)7. The RI confirmed the decreasing confidence from the pole
“thing” to the hybrid scheme (rpb = −0.52, Tpb = −5.87, p < .001, N = 95)
and (a not significant) increasing confidence with respect to the pole “person”
(rpb = 0.41, Tpb = 1.27, p = .24, N = 10).

Hypotheses. As predicted, participants depicted an assimilated (H1) as well as an
accommodated classification (H3). In the HI (N = 1288) 32% had assimilated the
VBA into the thing or the person scheme, whereas 68% depicted accommodation.
Similarly, in the RI (N = 105) 35% had assimilated and 65% had accommodated.
As predicted (H2), if the VBA was assimilated, it was more often assimilated into
the thing scheme than to the person scheme. Of those who assimilated, 99.5%
in the HI (N = 406) and 97.3% in the RI (N = 37) chose the thing scheme.

RQ 2. The degree of modification or hybridization is examined in the accommo-
dated classifications (N = 874 of HI, N = 68 of RI). A majority of 71.7% (HI)
and 77.9% (RI) modified their thing scheme. At least 24.6% (HI) and 19.1%
(RI) hybridized and 3.7% (HI) respective 2.9% (RI) depicted a modified person
scheme. Although modification and hybridization were similar in both studies,
a detailed examination uncovered differences in the degree of the thing scheme’s
modification and the hybridization (Fig. 3). Whereas HI participants primarily
modified the thing scheme moderately (50.2%), RI participants modified it only
slightly (54.7%). However, if the classification was hybridized, 71.6% in HI had a

7 The scale was divided in the middle (50), robust correlation tests using β = .2 and
the measure of scale W(m) were conducted [34, p. 493].



The Ontological Classification of Conversational Agents 59

thing-bias, in contrast to only 46.2% in RI. They hybridized more often (38.5%)
than those of HI (17.2%) with a person-bias.

modified
thing scheme

hybrid
scheme

modified
person scheme

Hypothetical Interaction Real Interaction

0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

slightly modified

moderate modified

heavy modified

thing−biased hybrid

person−biased hybrid

hybrid

Fig. 3. Degree of modification and bias of hybridization of those who accommodated.
To analyze slight, moderate and heavy modifications the areas consisting of 32 points
each were divorced by three.

RQ 3. Regardless of hypothetical or real interaction, assimilation and accom-
modation were thing-dominant (Table 1). One third assimilated the VBA into
the thing scheme, and almost half modified this scheme, while hybridization or
a (modified) person scheme rarely occurred.

Table 1. Assimilation and accommodation of the VBA’s classification

Hypothetical interaction Real interaction

n % n %

Assimilation Thing scheme 404 31.56 36 34.29

Accommodation

Modified thing scheme 627 48.98 53 50.48

Hybrid scheme 215 16.80 13 12.38

Modified person scheme 32 2.50 2 1.90

Assimilation Person scheme 2 0.16 1 0.95

RQ 4. Gender had no impact on the classification (Table A4). Age and previous
experience with the Google Assistant affected the classification solely in HI. In
contrast, the interaction quality was influential in HI and RI. The younger the
participants were, the heavier they modified, particularly those aged under 40
(Figure A1). Participants who did not know the VBA at all were more likely to
classify it towards the thing scheme than those who knew the VBA from sec-
ondary sources or were regular users (Table A3). The better the quality was in RI
or the more conversational it was in HI, the heavier people modified (Table A5).
However, RI and HI differed in this point: While a too conversation-like sensa-
tion in HI weakened the modification, a particularly good quality in RI increased
the modification tremendously (Figure A1).

https://doi.org/10.17605/OSF.IO/GC3Z4
https://doi.org/10.17605/OSF.IO/GC3Z4
https://doi.org/10.17605/OSF.IO/GC3Z4
https://doi.org/10.17605/OSF.IO/GC3Z4
https://doi.org/10.17605/OSF.IO/GC3Z4
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8 Discussion

This paper has analyzed how people classify voice-based agents during conver-
sations. By referring to Piaget [26] and Hubbard [20], an empirically measurable
ontological thing–person classification, based on a gradual 100-point scale, was
introduced. Using VBA as an example, the extent to which a more detailed
understanding of artificial agents’ classification can be achieved was demon-
strated. It was uncovered that although VBAs were assimilated into being mere
things, they more often caused the thing scheme’s modification and revealed
themselves as personified things. Although this pattern was found in hypotheti-
cal and real interactions, hypothetical interaction exhibited a stronger tendency
of modifying the thing scheme, while real interaction had a more substantial
effect on hybridization, was less thing dominant, but resulted as well in more
extreme classifications.

Theoretical Contribution. Tests to verify the attribution of subjectivity rely
on binary attributions, require the user’s verbal skills [1], or include excessive
scales [13], which might lead to an artifact of dynamics. The differentiation
of assimilation and accommodation in the framework of equilibration allows
to distinguish between the acquisition of new knowledge and a real progress
in people’s understanding of conversational agents. The results of this study
indicate that the enforced assimilation into one of the extreme poles (yes/no,
thing/person) is only meaningful for one-third of the respondents, while it may
result in an over- or underestimation in two-thirds of the cases and may be
the cause for oscillating allocations [18,28]. The gradual classification allows an
intuitive measurement relieved of verbal skills and a forced binary. The origin of
supposedly contradictory and weakly developed social behaviors can be better
understood and predicted: Ritual social behaviors (due to a weak personhood in
the modified thing scheme) can be distinguished from conscious social (in case
of hybridization) or antisocial behavior (due to strong thinghood).

Practical Contribution. The acceptance of artificial voice-based agents depends
on their classification as conversational partners. Depending on the area of appli-
cation, however, the extent of this classification can vary, and in some cases,
excessive subjectivity may be counterproductive. In this regard, a ‘mere’ assis-
tant might differ from a companion. Therefore, it is necessary to understand its
classified subjectivity. The presented scale can be easily integrated into surveys of
hypothetical and real interactions to assess the amount of attributed thinghood
or personhood, monitor the dynamic, and detect subtle shifts of the classifica-
tion. The different equilibration levels reproduce for VBA and other social robots
[11], indicating specific target groups that need to – and with the scale – can be
addressed. It was shown that the classification of the (female) VBA was indepen-
dent of gender, whereas age and experience may be essential predictors. Thus,
the presented scale enables a more systematic target group approach, which can
be associated with moral and normative values – independent of capabilities of
verbalizing.
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Limitations and Future Research. The empirical measurement has three limita-
tions. First, the fine-granulated measurement of subtle modifications in a scheme
works best with a high number of cases. Second, the scale’s testing was limited to
VBA. It remains to be clarified whether the discovered classification is specific to
this technology or applies to artificial agents in general. Third, the choice of the
diametric poles “thing” and “person” is, of course, debatable. The paper justi-
fied this choice. However, with Piaget, one can argue that “thing” and “person”
represent not only schemes but also subsystems in which various other schemes
(alive-not alive, animate-inanimate) are organized. It is conceivable that signif-
icant differences in both the included schemes and their organization can be
identified within these subsystems.

Conclusion

With the equilibration theory of the late Piaget (1970) occurring modification
and hybridization dynamics in human-machine communication can be observed.
The present paper has focused on these processes’ results and uncovered that
VBAs are classified as personified things. However, the uncertainty of this classi-
fication indicates a still ongoing equilibration process. Due to its demonstrated
applicability to a large number of participants, its independence from verbal
capabilities, its potential to monitor dynamics, and understand differentiated
social reactions, the object–subject classification scale contributes to the rein-
forcement of human-machine communication, and the expansion of the paradigm
“Computers are Social Actors” (CASA).
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Abstract. Conversational Agents are the future of Human-Computer
Interaction. Technological advancements in Artificial Intelligence and
Natural Language Processing allow the development of Conversational
Agents that support increasingly complex tasks. When the complexity
increases, the conversation alone is no more sufficient to support the
interaction effectively, but other modalities must be integrated to relieve
the cognitive burden for the final user. To this aim, we define and dis-
cuss a set of design principles to create effective multi-modal Conversa-
tional Agents. We start from the best practices in literature for multi-
modal interaction and uni-modal Conversational Interfaces to see how
they apply in our context. Then, we validate our results with an empir-
ical evaluation. Our work sheds light on a largely unexplored field and
inspires the future design of such interfaces.

Keywords: Conversational agent · Chatbot · Multi-modal
interaction · Design principles · Interaction design

1 Motivations and Context

A chatbot is a user interface that communicates with the human being through
the mean of Natural Language [6]. From the user perspective, chatbots are per-
ceived as intuitive and efficient, since they can remove the friction of the inter-
action with the Graphical User Interface (GUI), and let the users focus on the
task, rather than on the way they have to translate their intention into actions
on the interface [35].

For this reason, chatbots are becoming ubiquitous in society. According to
Radziwill and Benton, in the last decade more than one-third of online conver-
sations involved a chatbot [31]. This trend is continuously growing; the authors
in [14] predicted that soon people will prefer to interact with a chatbot to accom-
plish their tasks instead of using a “traditional” web application.

In recent years, the power of this technology has been combined with the
latest technological advancements in subjects such as machine learning and
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deep learning to develop chatbots for tasks with increasing complexity. Edu-
cation, data science, data retrieval, and visualization are examples of applica-
tion domains in which chatbots were successfully implemented to support the
user [13,19,24,30]. When the task’s complexity increases, both in terms of quan-
tity of information treated and the number of operations to concatenate to
accomplish the task, the conversation alone is no more sufficient in support-
ing the user. When the information that must be shown to the user starts to be
consistent and heterogeneous, empirical evidence shows that the conversation is
no longer sufficient for most users [18]. In the same way, when the design of the
conversation is not linear but is constituted by several possible branches, the
users must be given a hint of what they can do.

As a consequence, the urge for the introduction of new modalities arises.
When dealing with written conversational agents (i.e., chatbots), the most natu-
ral integration is the visual modality through the addition of visual content aside
from the natural language interface. In this way, the conversation is supported
by a whole new channel that can be exploited to support the users and provide
visual feedback. Even if multi-modal conversational interfaces are increasingly
adopted, to the best of our knowledge, very little work has been carried out to
understand how to design these interfaces optimally.

In this context, our research takes place. Starting from the design principles
present in literature to create optimal conversational interfaces, we want to see
how they adapt or must be modified in a multi-modal setting, in particular where
the conversation co-exists with visual interaction. We ran a literature review to
understand how the problem of integrating a conversation with other modali-
ties was faced. The main contribution of this work is a set of design principles
resulting from the performed literature review applicable to multi-modal conver-
sational interfaces, particularly to the ones where the conversation is integrated
with a GUI. Then, we provide a concrete example of how the principles can be
used to design such an interface. Finally, the interface is preliminarily evaluated
to assess the result’s quality and gather precious insights into the design process.

These principles have an “heuristic” nature and have been elicited on the
basis of both a literature review and by distilling the authors’ experience on the
design, development, and evaluation of several conversational applications [2–
4,9–11,33,36,37]. Different authors have proposed or used different guidelines
for chatbot design, but - to the best of our knowledge – a catalogue (and a vali-
dation) of the most relevant ones is still missing in the current state of the art.
Our principles can be regarded as design guidelines that complement other, more
generic heuristics proposed in HCI (e.g., Nielsen’s 10 heuristics for inspection-
based usability evaluation [26]) since they address chatbot-specific design prin-
ciples and can be helpful for two main reasons: during the design stage, to use
them as a checklist to enhance the usability of chatbot specific product features
from early in development; during usability evaluation - at the prototyping or
deployment stage, to support expert’s inspection1 of chatbot usability.

1 Usability inspection is the generic name for a set of methods that are all based on
having evaluators inspect a user interface [25], without involving user in the testing.
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2 Design Principles

In this section, the design principles will be described carefully, to understand
the underlying motivations and the consequences they imply.

To elicit these principles, we started from the best practices and the results
in the literature for uni-modal conversational agents and multi-modal interfaces,
to see if and how they apply for multi-modal conversational agents.

To accomplish our review, we proceeded as follows. We searched for relevant
paper Google Scholar and Scopus engines, using the following query: “(design
principles OR guidelines) AND (conversational agent OR multi-modal inter-
face)”, filtering for paper published in the last 25 years (date > 1995). The
resulting list was scanned to filter eligible papers according the following cri-
terion: from the title and/or the abstract it must be intended that the paper
addresses the problem (also) from a design perspective. 19 papers passed the
selection process. To evict the principles, we read the documents integrally and
we grouped them according to the design principles exploited in the described
interfaces. This process originated seven recurrent themes that reflects the design
principles for the design of multi-modal conversational interfaces reported in the
paper.

Table 1. Design principles for the design of multi-modal conversational agents

Design principles

P1 Show, don’t tell

P2 Separate feedback from support

P3 Show information only when necessary

P4 Design a light interface—emphasize content

P5 Show one modality at a time

P6 Don’t overload multiple modalities beyond user preferences and capabilities

P7 Use multi-modality to resolve ambiguities

Show, Don’t Tell. The availability of more communication channels is the
most immediate consequence of introducing new modalities in the interaction.
Thus, the information can be conveyed to the user in multiple ways.

When dealing with a uni-modal conversational interface, the agent must be
designed to be self-explainable. The conversation must contain all the informa-
tion necessary to continue the interaction, such as the results of the previous
operations and some hints on the possible next actions the user can choose.
When the choices are many, and the results complex, the conversation becomes
verbose, going to increase the length of the messages, or even the number of the
interaction required to select the desired operation, consequently reducing the
usability of the chatbot [39].
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To overcome this problem, we take inspiration from the well-known literature
principle Show, don’t tell. This idea has been formulated over a quote said by the
Russian playwright Anton Chekhov, who said that in narration things should
not be described but shown through concrete examples [7]. In the same way,
in a multi-modal Conversational Agent, information can be shown over multi-
ple modalities, rather than being only textually described in the conversation
itself. For instance, visual hints can orient the user through the conversation,
giving a clear overview of the performed operations and removing the neces-
sity of written summaries. Graphics can summarize the data retrieved through
the conversations [41], and a table can summarize the choices with the previous
utterances.

This technique brings a double advantage. In the design of the conversation,
all the information reported through another modality can be omitted, creat-
ing shorter and more effective messages [18]. The number of messages can be
reduced, reducing the cost of the conversations [39]. Second, the risk of loss of
information in the conversation is minimized, since the meaningful one is con-
veyed exploiting the other modalities [41].

Separate Feedback from Support. A conversational agent typically provides
two types of information to the user: feedback and support. The first comprises
the results of the operations performed, whereas the latter illustrates what the
user can or should do in the next interactions.

In a multi-modal interface, these kinds of information can be conveyed
through different channels. For example, the results can be shown as graphs in a
GUI, the completion of the operation can be represented through the change of
the color of a button in the interface, the information on the operations the user
can do can be embedded in the conversation or written in a dedicated pane.

According to the structure principle for GUIs introduced by Constantine
and Lockwood [8], the users should have clear where to find the results they
are seeking and where to look for support. Contrarily to the original principle,
though, the division must be consistent not only between the modules of the
interface but also between the different modalities.

Geranium [15] is an excellent example of a multi-modal conversational agent
that exploits different channels for feedback and support. The application con-
sists of an embodied multi-modal conversational agent for increasing the aware-
ness of the urban ecosystem in children. The agent asks questions on the topic
and comments on the answers. Children can choose the correct answer using
a set of buttons that appears when the question is asked. When an answer is
selected, the agent’s avatar plays an animation that is happy or sad according
to the given answer’s correctness.

Show Information only When Necessary. The presence of multiple chan-
nels to communicate with the users can cause a cognitive overload with a loss of
usability, if not used properly [34].
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To prevent this problem, the modalities should be complementary in their
content, without being redundant in their information [28]. We need to think
of the conversation as a part of the multi-modal interface, and not as a stand-
alone channel. In this way, the information can be distributed over the various
channels, conveying the right information at the right moment and through the
right channel. Otherwise, the repetitions created between the chatbot utterances
and what is on the other channels create ambiguities in the interface, decreasing
the usability of the system.

A good multi-modal chatbot design also deals with the removal of the infor-
mation from the interface. When some data is no more necessary, it should be
hidden to free space and lightening the cognitive burden.

This principle is widely adopted in Embodied Conversational Agents (ECA),
where often the agents’ utterances are transcribed in balloons that disappear
when the interaction continues [5].

Design a Light Interface—Emphasize Content. Hearst and Tory [28] high-
light how, when the user is engaged in the dialogue with a multi-modal conver-
sational agent, the interface disappears to the user’s eye since the only focus is
on the provided data. A good design for such a chatbot is hence a design that
minimizes the overall impact of the interface on the interaction. Only in this way
users can fully concentrate on the focus of the conversation, which is the action
they want to perform.

To satisfy this principle, the interfaces must be designed to have the main
focus on the channel exploited to convey the information or the data. For exam-
ple, if the chatbot is integrated into a dashboard for data visualization, consid-
erable space has to be given to the graphs, instead of the conversation itself.

In the same study, the researchers noticed how the interface suddenly became
the user’s focus when it did not work correctly, or when the system gave unex-
pected (or undesirable) responses, as in the case of the interruption of the con-
versation flow. One example is when the dialogue reaches a dead end, leaving the
task unaccomplished and the user unsatisfied [28]. This effect can be mitigated
by a careful analysis of the dialogue tree, to ensure that each utterance can bring
to a proper conclusion of the dialogue.

A good example is provided by Ava [20], a conversational agent that exploits
this principle by presenting just two columns, one for the conversation and one
for the generated Python notebook, where the interface almost disappears.

Show One Modality at a Time. Studies reveal that users, even if they like
multi-modal interaction [28], in most occasions tend to interact with one mode
at a time [27,29].

Multi-modal interaction with a chatbot should follow the same principle. The
user should be requested to use only a modality at a time. The final task can
be multi-modal, but the multi-modality should originate in alternating different
uni-modal actions, and not vice versa. For example, a conversational agent for
education can be embedded in a visual interface where the tasks are described.
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After reading the assignment, students can dialogue with the chatbot to get to
the solution, and then report the results in a separate dialogue box [21,38].

Even if the channels are not exploited simultaneously, the information con-
veyed through the others will influence the conversation. In many cases, the
sentences will be simplified since complementary information will be exchanged
through the other modalities. This consideration can support the design of the
conversation; if a step is too critical or error-prone to be described with words,
other modalities can be used instead.

Don’t Overload Multiple Modalities Beyond User Preferences and
Capabilities. If exploited properly, the multi-modality can facilitate the inter-
action for the user, but if the combination of channels does not result as natural
and intuitive, it will only obstacle the accomplishment of the users’ goals [12].

Thus, once the modalities have been established in the design phase of the
conversational agent, it is fundamental to carefully decide the best channel over
which the user can interact with the platform and the ones the system uses for
providing the feedback. Additionally, similar interactions should involve similar
modalities. For example, all the visualizations should be conveyed through the
same pane, all the search results should be described in the conversation, and the
possible action should be suggested through a dedicated list. This consistency
will be appreciated by the user, that otherwise will remain unsatisfied from the
interaction [16].

Every time the user or the chatbot sends a new message, this is added to the
interface’s conversation history. As a consequence, as the interaction continues,
the amount of text in the dialogue grows, making the retrieval of information
written in the messages always harder. For this reason, key information should
be stored in other places than in the conversation to allow users to retrieve it at
a glance.

AdApt [17] is an agent designed to support the retail sector, specifically the
search for available apartments in Stockholm. Users can exploit two channels for
the interaction: they can communicate vocally with the agent or interact with
a map shown on the screen. Their Wizard-of-Oz study showed how users used
different channels for different purposes, coherently with the system design.

Use Multi-modality to Resolve Ambiguities. Natural Language is ambigu-
ous for its nature [32]. When the operations to perform become complex, these
ambiguities can compromise the overall result of the interaction. New modalities
can be introduced in the interface to eliminate this problem: when an ambiguity
generates, the new modality can solve the ambiguity.

For example, in a music chatbot, the agent can make users listen to a short
preview of the song to ensure the one the user is referring to [3]; in an e-commerce
website the virtual assistant can show pictures of the product to understand the
user’s tastes and recommends items accordingly [23]; in end-user development,
the conversation can ask to point out items on the screen to understand precisely
what the user is talking about [22].
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3 Exemplifying Our Principles

3.1 Case Study in the Bioinformatics Domain

We designed a multi-modal interface for an bioinformatics application in which
the chatbot supports data retrieval and exploration. These are intrinsically com-
plex tasks, for the complexity of the domain and because they require compe-
tence in search and analysis techniques, a common skill among computer sci-
entists which often biologists and clinicians lack. This is a complex task since
it requires a good understanding of Computer Science, skill that often biolo-
gists and clinicians lack [10]. For this reason, Bolchini et al. [1] highlighted the
importance of a new family of tools that these users can use in autonomy. The
proposed conversational agent is shown in Fig. 1.

Fig. 1. The interface of the multi-modal chatbot we designed for the study. In the
upper row the conversation takes place, next to the support and the visualization area.
In the lower section, the completion and the support area helped the user during the
interaction. Table 2 illustrates how the principles have been followed in the interface
design.

The multi-modality is given by the conversational channel used as the mean
tool for the communication and the visual channel used for user support, ori-
entation, and feedback. The interfaces were designed carefully, following the
described principles, as described in Table 2. The GUI was divided into five sec-
tions, divided into two rows, each one dedicated to a specific function. In the
upper part, the conversation occupied the leftmost part, followed by the help
and visualization area. In the second row, the completion and the support area
took place.
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The user could communicate with the system through the chatbot. At every
step of the conversation, the help pane is populated with a set of information
useful to support the user. For example, at the beginning of the conversation,
the users are shown the possible operations, whereas when data are filtered all
the possible values to filter are displayed. The user can click on the terms in this
area to automatically copy them inside the chat area. When data are selected,
descriptive summarizations are shown in the visualization area in the form of
pie-charts. When the mouse pointer passes over the graphs, the name of the
category and the count of its samples appear. The support area is populated
with the query parameters selected by the user, such that the status of the
query is comprehensible at a glance. Finally, when the operation has completed,
the box in the completion area changes color to represent the end of the task.
At the same time, a download button appears in the same box to export the
retrieved data.

Table 2. Application of the principles in the define of the interface shown in Fig. 1

Application of each principle in the design of Fig. 1’s
interface

P1 Different visualizations are used as feedback and
orientation in the process workflow

P2 Help and visualizations are in different section of the
GUI

P3 Information in the GUI is dynamically changed
according the state of the conversation

P4 Interface is designed around the essential elements –
no superfluous information

P5 Relevant information is showed only through one
modality at a time

P6 Actions and functionalities are defined for every
modality

P7 Hints in Help Area support users in the setting of
parameters

3.2 Exploratory Study

We performed an exploratory study to verify that the close adherence to our
principles results into multi-modal conversational applications that users per-
ceive as usable and effective. To this aim, we developed a multi-modal interface
that integrates a conversational agent in a GUI and was designed according to
our design principles; then we ran a small (n = 16) empirical study, devoted to
investigate the perceived aspects related both to usability (such as errors per-
formed or task difficulty) and to conversation specific quality issues (such as
understandability of the dialogue).
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Subjects. We recruited 16 participants on a volunteer base (6 Female, 10 Male,
avg. age: 28.61) through a mailing list of our research group’s collaborators.
These people have a heterogeneous background – mainly Computer Science and
Engineering, Biomedical Engineering, and Biology – but with a shared research
interest for computational genomics.

Procedure. Due to the current pandemic emergency, we ran an online survey.
Participants had a link to the online platform, and one to the research survey.
The survey was divided into sections. In the introductory one, participants were
introduced to the procedure. They were then invited to use the platform to
answer five tasks, described in Appendix A, and report the result in the ques-
tionnaire. Since no tutorial was given, users had to understand how to use the
platform in autonomy. After completing the tasks, we invited participants to
continue exploring the platform in autonomy as long as they believed to have
discovered all the functionalities. In the last part, ten questions investigated the
perception of the platform from the volunteers’ perspective (AppendixB). Some
of them asked the users to express their opinion in a grade from 1 (very low) to
5 (very high). In others, they could freely express their thoughts as text. All the
conversations were anonymously logged in the backend.

Results. 13 participants were able to complete the study procedure. The other
three had issues in the connection that could not support such a data-intensive
process. Accounting all the tasks for all the participants, 85% of the tasks were
accomplished. In general, users found the system easy to use (3.63/5) and intu-
itive (4.09/5), despite the difficulty of the tasks proposed. The modalities resulted
well integrated into the system (4/5). All participants that completed the eval-
uation were able to find out all the ways to interact with the interface. From
the analysis of the conversations, we see that the users preferred to communi-
cate with the chatbot through keywords rather than with full sentences. Two
participants did not even use a single sentence in the whole interaction, limiting
themselves to a few nouns or adjectives per utterance. The most liked features
of the system were the multi-modal interface (6/13), the ease-of-use (4/13), and
the freedom of expression left to the user (2/13). The least liked ones were some
bugs found in the conversation and in the Natural Language Understanding
(4/13), and the fact that people felt a little constrained by the system’s actual
capabilities (3/13).

Discussion. The analysis of the above results allow us to comment on how
adherence to design principles can enhance the power of chatbots. We are aware
that the sample population does not fully reflect the target population of the
final platform, as it includes several people with computer science training;
prior work shows that people with higher levels of computer science training
(or more advanced technical knowledge) results in them being more forgiving
of failure [40]. However, modern biologists using bioinformatics analysis tools
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such as the ones accessed through our platform must also have a computational
background, so we expect our results to be confirmed when we will be able to
recruit a wider and more balanced set of evaluators.

Multi-modal channels of communication can provide new information that
is hardly conveyed through the conversation alone [P1]. We provided the user
with support information and visualizations, making the interaction with the
conversation easier. Even if the subjects had background expertise in computer
science, we don’t believe this fact affects our findings, as the interaction with
the platform does not require or expect any strong computer science skill, but
only basic ability in file retrieval, which is well known to most biologists.

The introduction of the new interactions paradigm did not burden the users,
who find our platform intuitive and easy-to-use. In fact, it enhanced the esti-
mation of the “intelligence” of the platform making users disappointed when
the conversational agent did not wholly match their expectations in terms of
computational capabilities [P4].

The division of the interface in functional areas has been particularly appreci-
ated, since it gave the possibility of understanding at a glance what had already
been done and which were the possible next steps [P2]. The help area revealed
particularly useful at the beginning when users were not confident with the pos-
sibilities offered by the system and played a pivotal role in making participants
discover all the functionalities of the system. The users appreciated a lot the
dynamically changing content of this area, capable of providing the right infor-
mation at the right time [P3]. Visualization area acted at the decision-making
level, informing the users on the selected data and therefore letting them make
the best choices on how to continue the data exploration process. Participants
liked the interplay of the conversation with two Help and Visualization Areas
since, at every step of the conversation, they were able to find most relevant
information on the visual interface, while they relied on the conversation only
as a guide throughout the process [P5]. In addition, the support area was appre-
ciated in the short-term strategy, since it allowed users to understand whether
the users’ utterances were interpreted correctly and the desired operations were
executed successfully. As expected, the side effect of introducing a new modality
was to make the users’ sentences shorter, thereby easing the task of the Natural
Language Understanding unit in the backend, which had simpler utterances to
parse [P7].

On the other hand, new interaction modalities imply greater attention in the
design of the interface. To guarantee the consistency of the information on the
various channels implies a careful analysis of each moment of the interaction. At
design time, it is necessary to have the complete description of every state of the
system, what is shown to the user, and probably even more importantly, what is
removed from the interaction. In fact, in an initial prototype of the system, we
noticed how much the content not removed at the right time from the interface
could induce confusion in the user, even if experienced ones like the chatbot’s
designer themselves [P6].
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4 Conclusions

Chatbots are more and more exploited to accomplish tasks that are increasingly
complex, e.g., in terms of process and amount of data involved. Still, conversation
alone might not be sufficient and would benefit from the integration of other
interaction modes. The introduction of additional modalities facilitates users
who need to be supported continuously through the interaction, and can enrich
structured assistance and feedback. Even if multi-modal conversational interfaces
are increasingly adopted, in literature very little has been done to tackle the
optimization of their design.

With this paper, we provided a set of guidelines on the design of effective
multi-modal chatbots, which are summarized in Table 1. We started from multi-
modal and conversational literature to elicit our principles and then verify them
with a preliminary empirical evaluation.

We are aware that our work presents some limitations. First, our principles
should not be seen as a guide, but be considered as a starting point on which
the interface designer can reflect to produce the interface. Even if result of a
comprehensive analysis, we tackled only the surface of this problem. Our work
should be considered the starting point for a broader discussion that includes
experts from different domains that can contribute to their point of view. Finally,
even if promising, the exploratory study should be considered a preliminary step
in evaluating the principles, given the small number of participants we were
able to get involved in due to the pandemic emergency. For this reason, we will
proceed with a complete usability evaluation with a wider sample including more
biologists with limited technical skills.

Our contribution is a first attempt to shed light on a largely unexplored field.
Within the bioinformatics domain, we will apply our principles to more complex
tasks. We will then challenge our design principles by putting them at work
in other domains, going beyond bioinformatics data retrieval. Finally we will
continue our investigation on design principles, by broadening our approach and
adding to the problem a multidisciplinary perspective, including in the discussion
experts in related subjects such as cognitive sciences, linguistics, and psychology.

Appendix A: Tasks of the User Study

1. Can you extract the samples from TCGA with assembly GRCh38?
2. Try to download the URLs list regarding transcription factors for cervical

adenocarcinoma.
3. Download the URLs list regarding h3k4me3 target extracted with chip seq.
4. Find and download the URLs for extracting the data regarding the simple

nucleotide variation.
5. Explore the functionalities of the system in autonomy. List the functionalities

you discovered.
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Appendix B: Evaluation Questions

Open Questions:

1. What have you liked of the system?
2. What have you NOT liked about GeCo Agent?
3. Which were the main error you and/or the platform did?

Likert-scale Questions (scale 1 Totally Disagree – 5 Totally Agree)

1. Assigned tasks were difficult to accomplish
2. I found the platform easy to use
3. I found that the various functions in the platform were well integrated.

Yes/No Questions

1. Did you understand that you could click on the suggestion in the upper-central
column to paste the text in the chat box?

2. Did you understand that you could answer just with the keywords (e.g..
“which data do you want?” - “Annotations”)?

3. Did you understand that you could use sentences instead of keywords (e.g..
“which data do you want?” - “I would like Annotations”)?

4. Did you understand that going with the mouse pointer over the pie charts
you could see their details?

5. Did you understand that clicking on the download button that appears inside
the box in the lower left panel you could download the URLs list file?
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Abstract. The aim of the current study was to determine if people are willing
to self-disclose to a chatbot to the same extent as to a human interlocutor and
to examine the role of four underlying processes, namely trust, social presence,
anonymity, and shame. These aims were tested among 150 participants by means
of an experiment with three conditions (chatbot, a human via CMC, or a human
face-to-face). In all conditions, participants were asked nine questions to stimulate
self-disclosure, which varied in terms of intimacy. The results revealed that par-
ticipants had the most trust in a face-to-face interaction partner and felt the most
social presence face-to-face. However, they felt most anonymous in the chatbot
condition. Both trust and anonymity significantly mediated the effect of condi-
tion on self-disclosure. The findings of this study have important implications for
the implementation of social chatbots for psychotherapy to support people with
mental health problems.

Keywords: Self-disclosure · Human-chatbot communication · Social chatbots

1 Introduction

In order to give help to an increasing number of people suffering from mental health
problems, chatbot applications such as Woebot and Wysa are on the rise. Chatbots are
conversational programs designed to show humanlike behavior by mimicking text- or
voice-based conversations [1, 2]. These so-called mental health chatbots are designed
to be a sort of a virtual companion to its users and monitor the user’s mood, by guiding
them in disclosing their emotional state [3]. Hence, these chatbots should be able to
give some support, are cost-effective, can have many interactions at the same time,
are always available, and have infinite patience. The increasing use of these chatbots
created to improve people’s emotional well-being illustrates the need in society for such
a technology. It is, therefore, important to better understand the potential of these chatbots
in mental healthcare.

Crucial for the potential success of mental health chatbots is the user giving personal
information to the chatbot. Chatbots have several affordances thatmay stimulate intimate
self-disclosure, such as 24/7 accessibility, anonymity, and its non-judgmental nature [4].
However, there are also reasons to believe that these chatbots may hinder self-disclosure
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of its users. The chatbot has several communication problems (no interaction memory,
limited conversational skills) and due to a lack of Theory of Mind [5] and emotional
intelligence, the chatbot can be perceived as distant and less reliable, which hampers
intimate self-disclosure [6].

There are four important processes that may explain why people self-disclose and
that may determine the success of chatbot therapy, namely trust, social presence, shame,
and anonymity. The first is a patient’s trust in their conversation partner. Only when an
individual develops a trusting bond with his/her conversation partner or therapist, will
he/she feel comfortable enough to self-disclose and experience the sequential benefits
of therapy. Research shows that self-disclosure is closely linked to increased closeness,
liking, and trust in text-based chatbot interactions [7]. Furthermore, the more personal-
ized a chatbot is able to communicate, the more people trust the chatbot. Trust is one
of the most important factors, along with empathy, in establishing a strong bond with
someone [8].

Social presence, defined as the degree of salience of another person in an interaction
[9], is also found to enhance self-disclosure. Social presence is believed to be highest
in communication environments that allow for the transmission of verbal and nonverbal
cues. The social presence theory (SPT) posits that the inability to transmit nonverbal cues
in conversation impairs impression formation. Specifically, social presence is believed
to enhance involvement in an interaction, which results in more psychological closeness
[10]. Although research shows that people are able to experience social presence in
reduced-cues environments, it is widely accepted that especially nonverbal, visual cues
enhance social presence. It therefore remains unclear whether people are able to expe-
rience social presence when conversing with a chatbot, and whether this will enhance
self-disclosure.

Another important affordance of chatbot communication, especially text-based chat-
bots, is anonymity, which may, in turn, stimulate self-disclosure. When communicators
feel less identifiable in interactions, they may become less concerned with social evalua-
tion, which may lead to more intimate disclosures [11]. Specifically, feeling anonymous
can be important when sharing sensitive issues [12]. In mediated interactions, like chat-
bot communication, communicators need less social skills to communicate and may
feel more in control of the interaction, which enhances a sense of anonymity [13]. Feel-
ing anonymous can make it easier to manage the information one shares about oneself
and can lower the threshold to share intimate information. Chatbot communication may
evoke the ultimate sense of anonymity, as people are conversing in a mediated envi-
ronment to a non-human entity [14]. This may stimulate self-disclosure more so than a
computer-mediated environment.

Finally, perceived shame may also determine whether people feel comfortable
enough to self-disclose. Self-disclosure is a risky process because it can entail an ele-
ment of secrecy [15]. Certain information people disclose about themselves, especially
in psychotherapy, could be embarrassing if shared widely. With every self-disclosure,
individuals risk disconfirmation, invalidation and even ridicule. It may be that people
experience less shame when interacting with a chatbot, compared to a human interlocu-
tor. After all, the chatbot is non-judgmental which reduces people’s fear to self-disclose
potentially sensitive information [4]. Chatbots cannot be offended and will never get
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tired of listening to someone’s problems, which allows people to talk freely without
being judged [14]. Hence, chatbot communication may reduce perceived shame, which
may enhance self-disclosure.

The aim of this study is to experimentally test if people are willing to self-disclose
to the same extent as they are willing to disclose to a person either face-to-face (FTF) or
via online chat. Furthermore, this study aims to investigate the validity of four potential
mediators (i.e., trust, social presence, anonymity, and shame) that may account for the
effects of interaction partner (text-based chatbot, human FTF, human online chat) on
self-disclosure. In doing so, this study contributes to the existing computer-mediated
communication (CMC), interpersonal communication, and chatbot communication lit-
erature, by determining whether the processes previously found in CMC that facilitate
self-disclosure, also play a role in human-chatbot communication. Previous research
has compared either CMC and FTF communication [12], or CMC and human-chatbot
communication [4], while the present study compares all three interaction modes to get
a more comprehensive picture of what facilitates the self-disclosure process. Potentially,
talking to a non-human interaction partner may result in a safer and more anonymous
environment, which can enhance self-disclosure. However, chatbots may also decrease
a sense of social presence, which can impede self-disclosure. It is therefore important
to investigate which processes stimulate people to self-disclose, depending on both the
interaction environment and the interaction partner.

2 Theoretical Background

2.1 Social Chatbots

While functional, customer service chatbots work very well in a specific domain, social
chatbots are designed to keep people company and build an emotional connection with
its users [16]. In doing so, it is crucial that the chatbot is able to detect emotions and
respond in an adequate way [17]. Social chatbots attempt to connect with their users
by asking questions, gathering information and keeping the conversation going so that
people want to keep interacting with the chatbot [16]. A profound advantage of social
chatbots over more functional chatbots is that they are able to recognize emotions in
social interactions and are able to respond in an empathic way [18].

Social chatbots can thus be employed in therapeutic settings and there is an increas-
ing scientific interest in whether chatbots are capable of offering good quality support
[19, 20, for instance]. Research shows that people evaluate chatbot therapy as less valu-
able and enjoyable compared to regular human-human therapy [19]. In contrast, other
research shows that social chatbots are able to offer decent and effective support to indi-
viduals in behavioral therapy [20]. Furthermore, research shows that a social chatbot
is an accessible and effective tool to support people in psychotherapy [21]. Moreover,
research also shows that social chatbots may be effective to help people with depression
and to ensure people with psychological problems to not deteriorate [22]

2.2 Self-disclosure in Chatbot Interactions

Self-disclosure, one of the most important conditions of effective therapy, is defined as
the act of revealing personal information to others [23]. The act of disclosing personal
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information involves risk and vulnerability on the part of the discloser, which increases
the likelihood of mutual bonding. As people disclose more intimate information, they
develop stronger relationships [24]. When one person discloses personal information
to another, it is likely that this disclosure is reciprocated which means mutual trust
and understanding is enhanced. Furthermore, self-disclosure can create a feeling of
relief in the discloser [25]. Technological developments, like chatbots, can lower the
threshold for people to engage in self-disclosure, which is found more frequently in
computer-mediated interactions [26].

Studies reveal that text-based CMC stimulates intimate self-disclosure [26, 27. for
instance]. Additionally, research shows that people share more sensitive information
in a depersonalized questionnaire [28] and that people tend to shy away from sharing
negative emotions about themselves when their interaction partner is visually visible to
them [29]. Thus, people are expected to sharemore intimate informationwhen interacting
with a chatbot, compared to when they are conversing with another human face-to-face.
Research supports this contention, as it reveals that people prefer to disclose sensitive
or personal information with a chatbot compared to a human interviewer [30]. This
is especially the case when the chatbot is involved and shows empathy, as an empathic
response ensures someone feels understood,which can enhance the relief they experience
[31]. An important advantage of chatbot communication over human communication, is
that chatbots are unable to share someone’s secrets with other people, which can enhance
trust [32]. Chatbot communication can be seen as the ultimate form of anonymity; people
are not only visually anonymous, they are unable to see their conversation partner, which
can stimulate self-disclosure [28]. Previous research shows that CMC stimulates self-
disclosure [26], but for the reasons outlined above, human-chatbot interactions may
result in more self-disclosure. Thus, we formulate the following hypothesis:

H1: People self-disclose more to a chatbot, compared to a human in CMC and a
human FTF.

2.3 Trust in a Social Chatbot

There are a number of social processes thatmay facilitate self-disclosure andhelp develop
a bond between a person and the therapist. An interpersonal bond is formed through
mutual understanding and acceptance and includes elements of honesty, safety and trust
[33]. As relationships become deeper and more intimate, communicators become more
involved and interpersonal trust develops [34]. Intimacy is strongly related to trust and
source credibility. Qualitatively better interactions with a strong sense of comfort are
those that promote higher levels of credibility and trust, which enhances the likeability of
the interaction partner [35]. Furthermore, greater trust is linked to more self-disclosure
[36].

The question is, if individuals are able to trust a chatbot as much as, if not more than,
a human interlocutor. Chatbots with unpredictable attitudes can create a strong sense of
discomfort in its users. However, chatbots with consistent personalities are seen as more
predictable and, thus, more trustworthy [7]. In addition, chatbots that show emotion
are generally perceived as more likeable and trustworthy, compared to non-emotional
chatbots [8]. Empathic chatbots are also seen as more trustworthy and supportive than
non-empathic chatbots [37]. Moreover, importantly, since chatbots are machines and not
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people, it may be easier for individuals to trust that the information they share with the
chatbot will not ‘leak’ into the real world [14]. Therefore, we expect the following:

H2: People have more trust in a chatbot as an interaction partner, compared to a
human in CMC and a human FTF, which, in turn, results in more self-disclosure with
the chatbot.

2.4 Social Presence in Chatbot Interactions

Social presence is closely related to interpersonal trust and is defined as “the feeling of
beingwith another in amediated environment” [37, p. 14]. Themore cues, and especially
visual cues, a communication environment offers, the more social presence interactants
experience [9]. This suggests that text-based chatbot interactions would evoke less social
presence than communicatingwith another human inCMCand FTF communication (the
richest form of communication). In fact, research has shown that when people talk to
someone whom they believe is another person they experience more social presence,
compared to when they believe their interaction partner is a robot [38].

Social presence is believed to have many positive psychological effects and leads to
more involved communicators andmore intimacy [39]. The more social presence people
experience, the closer they feel [40]. Furthermore, social presence is believed to make
messages exchanged between people more intimate and emotional. This suggests that
social presence enhances intimate self-disclosure. Thus, we expect the following:

H3: People feel less social presence in human-chatbot interactions, compared to
human-human interactions via CMC and FTF interactions, which, in turn, results in less
self-disclosure in human-chatbot interactions.

2.5 Perceived Anonymity in Chatbot Interactions

Research shows that CMC channels provide controllability and anonymity, which allows
individuals to express themselves more freely and honestly compared to FTF com-
munication [41]. Chatbot communication may be even perceived as more anonymous
compared to CMC as a chatbot is an artificial interaction partner, will not share any
information with other people and will keep your secrets [14]. Self-disclosures will thus
never be revealed to the outside world, which can make people feel safe to share intimate
information. As a chatbot does not have feelings, people may find it easier to open up, as
the chatbot will not judge or condemn its users. Furthermore, this anonymity can lower
the threshold for people to share intimate information, which is especially relevant in a
mental health setting [42]. Thus, anonymity may enhance self-disclosure, especially in
interactions with a chatbot, which is why we expect the following:

H4: People feel more anonymous in human-chatbot interactions, compared to
human-human interactions via CMC and FTF interactions, which, in turn, results in
more self-disclosure in human-chatbot interactions.

2.6 Perceived Shame in Chatbot Interactions

Finally, when people feel ashamed to self-disclose they may refrain from doing so.
Chatbot communication may lower the threshold to self-disclose, which may be due
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to the fact that people do not experience much shame. A chatbot is a non-judgmental
listener, which means people experience less fear of being judged and, hence, less shame
when they self-disclose [4]. Furthermore, chatbots cannot be offended, will never get
tired of listening to someone’s problems, foster a safe environment to vent and will not
respond to someone in a negative way. As said, self-disclosure is a risky process, which
may involve information people are embarrassed to share. When talking to a chatbot,
people may feel safer to disclose and less ashamed, which is why we pose the following
hypothesis:

H5: People experience less shame in human-chatbot interactions, compared to
human-human interactions via CMC and FTF interactions, which, in turn, results in
more self-disclosure in human-chatbot interactions.

3 Method

3.1 Participants

In total, 150 participants participated in this experiment of which 66 male (44%) and 84
female (56%). Participants were, on average, 21.97 years old (SD= 3.15). The majority
of the participants indicated that their highest level of education was university (76.7%),
followed by a university of applied science degree (12%) and a high school degree (7%).
Regarding chatbot experience,most of the participants indicated that they communicated
with a chatbot several times a year (63.3%), followed by 23.3% who indicated that they
have never communicated with a chatbot before. 12% of participants interacted 1–2
times per month with a chatbot and only 1 participant communicated 2–3 times a week
with a chatbot. The majority of chatbot interactions were for the purpose of customer
service (72.7%), followed by online shopping (19.3%) and fun or entertainment (8.7%).
We deliberately chose for a (largely) student sample as students are technology savvy
and, therefore, confident and competent in the use of digital devices.

3.2 Design

The experiment consisted of three conditions with a between-subjects design. Partic-
ipants were randomly assigned to one of the experimental conditions. The conditions
were: a human-chatbot condition, a human-human CMC condition, and a human-human
FTF condition. In the human-chatbot condition, participants chatted with a chatbot via
text. In the CMC condition, participants chatted with another human being via a text-
based chat. In the FTF condition, participants sat in a room at a table across from a
female confederate with whom they had a conversation.

3.3 Procedure and Materials

After signing informed consent, all participants first filled out a pretest questionnaire
with demographic questions along with questions about the participants’ personality
and their experience with chatbots. Next, participants were randomly asked to have a
conversation with either a chatbot, a human via CMC, or a human FTF. In the chatbot
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condition (1) participants chatted with a chatbot via Facebook. The chatbot that was
used in this study was built in Flow.ai, which is a platform to design chatbots. In order to
allow unlimited word entry, the chatbot was connected to Facebook, using an application
programming interface (API). Two Facebook accounts were created. One to connect the
chatbot, and one for the participants to communicate with the chatbot. The screen name
of the participants’ Facebook was ‘Participant’. The screenname of the chatbot was
Chatbot TU and the name the chatbot introduced itself with was ‘Robin’, as this is a
gender-neutral name. The chatbot did not have a profile picture; the profile picture was a
standard Facebook icon, shown when users do not upload a profile picture. Participants
talked to the chatbot via Facebook Messenger. They were instructed beforehand that
they would be talking to a chatbot. The interaction took place on a computer in the lab,
which was already signed into the account. Participants did not receive any credentials
related to the account, nor did they have to sign in to Facebook themselves. In the CMC
condition (2), participants communicated via the chat function in Skype. To do so, an
anonymous Skype-account was created. The name of the account for the participant was
‘Participant’ and the person they were chatting to was also called ‘Robin’, a confederate
in the experiment. The procedure of this condition was similar to the chatbot condition;
the only difference was that the participants were aware that they were communicating
with a real human being instead of a chatbot. In the FTF condition (3) participants sat
in a room at a table across from a female confederate who greeted them and started the
conversation by asking the first question.

All three conditions were question and answer sessions, in which participants were
asked nine questions by the interaction partner, in order to provoke self-disclosure.
Participants were instructed to only answer the question, without asking any questions
back.Theywere also told that their interactionpartnerwouldnot respond to their answers.
The questions were derived from previous research [43] which used 36 questions as a
means to generate closeness (36 questions to love). The 36 questions were divided into
three sets of twelve questions. For the current experiment, three questions from each set
were used. In all three conditions, the same nine questions were asked. After participants
had answered all nine questions, the conversation ended and they were led to a room to
fill out a posttest questionnaire with measurements for the variables of interest for this
study.

3.4 Self-report Measures

All self-report measures were measured on a 5-point Likert Scale (1= totally disagree, 5
= totally agree). First, self-disclosure was measured with the following statements [44]
(1) ‘During the conversation I was able to share personal information about myself’, (2)
‘During the conversation I felt comfortable sharing personal information’ (3) ‘During
the conversation it was easy to share personal information’, (4) ‘During the conversation
I felt that I could be open’ (M = 3.50; SD = .96; α = .91).

Trust was measured by means of four statements [45]: (1) ‘My conversation partner
was honest’, (2) ‘My conversation partnerwas trustworthy’, (3) ‘My conversation partner
was understanding’, and (4) ‘My conversation partner had good intentions’ (M = 3.16;
SD = 0.62; α = .70).
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Social presence was measured with seven statements [46, 47]: (1) ‘During the con-
versation I was able to respond to the reactions of my conversation partner’, (2) ‘During
the conversation I felt that I was face to face with my conversation partner’, (3) ‘During
the conversation I felt as if I was in the same room as my conversation partner’, (4) ‘Dur-
ing the conversation my conversation partner came across as “real”’, (5) ‘During the
conversation I felt that I could really get to know my conversation partner’, (6) ‘During
the interview I felt that I was having a conversation with a social being’, (7) ‘During
the conversation I felt that I was having a conversation with an intelligent being’ (M =
2.60; SD = 0.93; α = .88.)

The anonymity scale consisted of seven items [48–50] : (1) ‘During the conversation I
felt likemy conversation partner did not knowme’, (2) ‘During the conversation I felt like
my conversation partner recognized me’ (reverse-coded), (3) ‘During the conversation I
felt like my personal identity was not visible to my conversation partner’, (4) ‘During the
conversation I felt anonymous’, (5) ‘During the conversation I felt unrecognizable’, (6)
‘During the conversation I did not feel identifiable’, and (7) ‘During the conversation I
felt like I could share more about myself because my conversation partner did not know
me’ (M = 2.99, SD = 0.77; α = .79).

Perceived shame was measured by means of four statements [51]: (1) ‘I experienced
shame during the conversation’, (2) ‘During the conversation I worried about what my
conversation partner thought ofme’, (3) ‘During the conversation I concealedwho I truly
am’, and (4) ‘During the conversation I sometimes felt ashamed about what I shared with
my conversation partner’ (M = 2.32, SD = 0.94; α = .66).

4 Results

To investigate the effect of condition on self-disclosure andwhether this can be explained
by trust, anonymity, social presence, or shame, a mediation analyses was performed in
SPSS using the procedures developed by Preacher and Hayes (PROCESS) [52]. In the
analysis, ‘condition’ was entered as a predictor for self-disclosure and trust, anonymity,
social presence and shame were entered as mediators. For the analysis, the categorical
‘condition’ variable was recoded into two dummy variables, namely for the ‘chatbot
condition’ (1 = chatbot, 0 = CMC and FTF) and the ‘CMC condition’ (1 = CMC, 0 =
chatbot and FTF). The FTF condition served as the reference group.

The first hypothesis proposed that people disclose more information to a chatbot,
compared to a human in CMC and a human FTF. The analysis revealed that the effect
of both the chatbot condition (b= -.01, SE = 0.22, p= .950) and the CMC condition (b
= .19, SE = 0.20, p = .349) on self-disclosure was not significant. Therefore, H1 was
not supported.

The means and standard deviations are displayed in Table 1.
H2 proposed that trust would be a mediator in the relationship between condition

and self-disclosure. Although we did not find a significant direct effect of condition
on self-disclosure, we could still find significant mediating effects. First, we found a
direct effect of both the chatbot condition (b = −.68, SE = 0.11, p < .001) and the
CMC condition (b = −.59, SE = 0.11, p < .001) on perceived trust. As the means
in Table 1 show, people had the most trust in a FTF interaction partner, followed by a
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Table 1. Means and standard deviations

FTF CMC Chatbot

Dependent variable M (SD) M (SD) M (SD)

Self-disclosure 3.64 (0.75) 3.50 (1.03) 3.36 (1.07)

Trust 3.58 (0.56) 3.00 (0.52) 2.90 (0.54)

Social presence 3.49 (0.64) 2.32 (0.66) 2.01 (0.73)

Anonymity 2.67 (0.61) 3.03 (0.73) 3.27 (0.86)

Shame 2.31 (0.88) 2.44 (1.07) 2.21 (0.85)

human in CMC, and finally the chatbot. Furthermore, trust was found to significantly
impact self-disclosure, b = .53, SE = 0.14, p < .001. As expected, trust explained a
significant portion of the effect of condition on self-disclosure. More specifically, the
indirect effect for the chatbot condition was b=−0.36, SE = 0.13, 95% BCa CI [-0.62,
-0.13] and the indirect effect for the CMC condition was b = −0.31, SE = 0.12, 95%
BCa CI [−0.56, −0.11]. However, contrary to our expectations, both indirect effects
were negative. This suggests that trust positively impacted self-disclosure in the FTF
condition, but had a negative impact in the chatbot and CMC condition. Therefore, H2
could not be supported.

H3 posed that people feel less social presence in human-chatbot interactions, com-
pared to human-human interactions viaCMCandFTF interactions,which, in turn, results
in less self-disclosure in human-chatbot interactions. The analysis revealed a direct effect
of the chatbot condition (b = −1.47, SE = 0.14, p < .001) and the CMC condition (b
= −1.17, SE = 0.14, p < .001) on social presence. As expected, people experienced
the most social presence in the FTF condition, followed by the CMC condition and,
finally, the chatbot condition (see Table 1 for the means). However, social presence did
not significantly impact self-disclosure, b = 0.12, SE = 0.12, p = .312. In addition,
the indirect effect of condition on self-disclosure via social presence was not significant
either (b = −.18, SE = 0.21, 95% BCa CI [−0.61, 0.21] for the chatbot condition; b =
−.14, SE = 0.16, 95% BCa CI [−0.48, 0.17] for the CMC condition). So H3 was only
partially supported.

H4 predicted that people feel more anonymous in human-chatbot interactions, com-
pared to human-human interactions in CMC and FTF interactions, which, in turn, results
in more self-disclosure in human-chatbot interactions. We found a direct effect of the
chatbot condition (b = .60, SE = 0.15, p < .001) and the CMC condition (b = .36,
SE = 0.15, p = .015) on perceived anonymity (see Table 1 for the means). People felt
most anonymous in the chatbot condition, followed by the CMC condition and, finally,
the FTF condition. Additionally, anonymity had an effect on self-disclosure, b = .42,
SE = 0.10, p < .001. Furthermore, the indirect effect of condition on self-disclosure
via anonymity was also significant. The indirect effect for the chatbot condition was b
= .25, SE = 0.09, 95% BCa CI [0.10, 0.46] and for the CMC condition b = 0.15, SE
= 0.07, 95% BCa CI [0.04, 0.31]. This suggests that in both the chatbot and the CMC
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condition anonymity explained the effect on self-disclosure, and this effect was stronger
in the chatbot condition. Thus, H4 was supported.

The final hypothesis proposed that people experience less shame in human-chatbot
interactions, compared to human-human interactions via CMC and FTF interactions,
which, in turn, results inmore self-disclosure in human-chatbot interactions. The analysis
showed that the direct effect of the chatbot condition (b = −.10, SE = 0.19, p = .595)
and the CMC condition (b = .13, SE = 0.19, p = .478) on perceived shame was not
significant. Furthermore, both indirect effects of the chatbot condition (b = .02, SE =
0.04, 95% BCa CI [−0.06, 0.12]) and the CMC condition (b = −.03, SE = 0.04, 95%
BCaCI [−0.14, 0.06]) on self-disclosure via perceived shamewere not significant either.
So H5 could not be supported.

5 Discussion

The aim of the current study was to determine (1) if people are willing to self-disclose to
a chatbot to the same extent as to a human interlocutor and (2) the role of four underlying
processes that may explain this self-disclosure, namely trust, social presence, anonymity,
and shame.

Our findings revealed no differences between the three conditions concerning self-
disclosure. This suggests that people are equally willing to disclose to a human inter-
locutor and a chatbot. Additionally, we found that trust and anonymity both impacted
self-disclosure: when people trusted their interaction partner more and when they felt
more anonymous, they self-disclosedmore. However, trust was found to be highest in the
FTF condition, which is contrary to what we expected. We believed that people would
trust a chatbot more than a human interaction partner, as a chatbot will never leak the
information you share to other people [14]. Previous research, however, also shows the
importance of nonverbal cues in establishing trust [53]. It may thus be that nonverbal
cues play a more important role in trust, than the artificiality of the interaction partner.

Furthermore, in line with our expectations, we found that people self-disclosed in the
chatbot condition because they felt more anonymous. As predicted, chatbot communi-
cation creates a sense of ultimate anonymity, more so than communicating with another
human using the same modalities. In the literature, anonymity is central to explain why
people self-disclose more in reduced-cues environments and our findings show that
chatbot communication evokes more anonymity than CMC communication.

Wealso found that FTFcommunication leads to the highest feeling of social presence,
which is also what we expected. Although social presence was not found to impact
self-disclosure in this study, we did find that visible, co-present interaction conditions
evoke the strongest sense of social presence, which is in line with SPT [9] and previous
research [53, for instance]. People experience less social presence in chatbot interactions,
compared to CMC interactions, which is also in line with previous research which
showed that an artificial interaction partner leads to lower expectations of social presence,
compared to a human interlocutor [38]. Our findings add to this research and show the
importance of perceived humanness in establishing social presence.

We did not find a difference between the conditions regarding shame, which is
contrary to what we expected. It seems the chatbot does not create a communication
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environment in which people feel safer and less embarrassed to self-disclose. It may
be that participants felt that the information they shared in all three conditions would
be treated confidentially; which is generally the case in scientific research. Hence, they
may have felt equally safe to disclose in all three conditions.

5.1 Theoretical and Practical Implications

Our findings have implications for research and theory on social chatbots and self-
disclosure. First, our findings show that people are willing to self-disclose to a chatbot,
just as much as to a human interaction partner. This is an important implication, as it
shows potential for social chatbots to support people in psychotherapy. One of the most
important conditions of successful therapy is self-disclosure and as our study shows that
people disclose personal information to a chatbot, this may suggest that chatbots could
potentially play a (supporting) role in psychotherapy.

Second, our findings show the importance of anonymity as an underlying explanation
as to why people self-disclose in chatbot interactions. First, it shows the importance of
anonymity when disclosing personal information, and second it shows that people feel
highly anonymous in chatbot interactions. This anonymity, in turn, has positive effects: it
lowers people’s perceived risks and ensures that they feel safe to self-disclose. Although
previous research has highlighted the negative results of anonymity in human-chatbot
interactions, such as an increase in profanity [14], our study adds to this by showing that
this sense of anonymity can have positive effects as it allows for a safe environment for
intimate self-disclosure.

Finally, our findings have practical implications for chatbot developers. Based on our
study, we can conclude that FTF communication is still the golden standard regarding
social presence and trust. As trust is an important aspect in psychotherapy, and enhances
self-disclosure, it is important for developers to create chatbots that come across as
trustworthy interaction partners. In the present research, the chatbot was designed to ask
questions, which may have impacted our findings. In fact, research shows that reciprocal
self-disclosure can increase trust and liking [54]. Therefore, creating a chatbot with
visual aspects, to enhance social presence, which is capable of reciprocating the user’s
self-disclosure, may enhance trust and, in turn, self-disclosure.

5.2 Limitations and Suggestions for Future Research

First, since this study used a chatbot incorporated into Facebook Messenger, this may
have affected our findings. Specifically, data collected on Facebook Messenger are sub-
ject to Facebook’s own privacy policy and this data may be shared with third parties.
Although participants conversed using an anonymous account created for the experi-
ment, they may have been cautious with the information they shared. Facebook outlines
that it uses data for the improvement of services, especially advertising services, so the
risk to participants was low. Furthermore, the present study opted for a chatbot inte-
grated into FacebookMessenger because of low cost and the fact that people were likely
already familiar with the technology. However, future research could attempt to build an
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independent mobile chatbot application, whichmeans more control over the information
collected and less vulnerability for the potential release of confidential information.

A second limitation of the present study lies in its design. In all three conditions
participants partook in a question and answer session, where the interaction partners did
not respond to their disclosures or disclosed anything themselves. As reciprocal self-
disclosure may evoke trust and, as a result, self-disclosure it may be interesting for future
studies to examine the impact of self-disclosure on the chatbot’s end. Is a chatbot capable
of self-disclosing in a way that makes the user trust them more? Furthermore, creating a
chatbotwith an avatar and/or other visualmodalitiesmay enhance social presence, which
is also something future research could examine. Finally, it may be interesting to further
analyse the effects of self-disclosure on people’s overall well-being. Although we know,
based on the findings in this study, that people self-disclose equally often to a human
interlocutor and a chatbot, we do not know what the impact is of this self-disclosure. Do
people experience relief after disclosing personal information to a chatbot? Does self-
disclosure to an artificial interaction partner improve wellbeing? These are questions
that future studies may attempt to answer.

6 Conclusion

Thefindings in the present study showpotential for social chatbots to support psychother-
apy and stand by people with mental health problems. We find that people self-disclose
equally often to a chatbot, compared to a human interaction partner and that anonymity
plays an important role in why people self-disclose to a chatbot. Furthermore, people do
not experience trust and social presence in chatbot interactions, which is where improve-
ments can bemade. Finally, more research is needed to determine the potential beneficial
effects of self-disclosure in human-chatbot interactions.
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Abstract. Applications of chatbots are becoming more diverse. One application
that is specifically interesting is social chatbots, as they are designed to provide
its users with social support and improve wellbeing and mental health outcomes.
It is questionable to what extent social chatbots are successful support providers,
as there are several differences between chatbots and humans. Given the diverse
subconcepts of social support, this paper aims to evaluate to what extent relevant
subconcepts (structural support, perceived support, received support, and support
adequacy) are captivated in extant research on social chatbots, in order to draw
conclusions about its potential. Support adequacy turned out to be most under
scrutiny in extant research, while measures of structural support and received
support received less attention. Surprisingly, directionality of support was another
important subconcept of social support in social chatbot literature. Theoretical and
practical implications as well as suggestions for future research are discussed.

Keywords: Social chatbots · Social support ·Wellbeing

1 Introduction

The number of chatbots is increasing exponentially, and their applications are becoming
more diverse. A chatbot is a dialogue-based technology designed to execute simple
conversations through text or voice [1]. In extend of functional, rule-based chatbots,
there are now also social chatbots aiming to establish an emotional bond with its users
and provide companionship and support [2]. Social chatbots are not developed to solve
specific problems in predefined situations, but rather to converse freely and socially with
their users, about any topic [2]. Applications of this chatbot type can in turn be found
in mental health contexts [e.g., 3, 4], physical health contexts [e.g., 5–7], and as social
companions [e.g., 8–10].

An important aim that social chatbots share, is providing its users with social support
[2]. It is debatable to what extent social chatbots are truly able to support their users
due to several differences between chatbots and humans. Given the diversity and rich-
ness of social support as a construct, it is necessary to evaluate to what extent important
subconcepts are captivated in extant research on social chatbots, in order to draw conclu-
sions about its potential in comparison to human support providers. Hence, the research
questions that are central to this paper are:
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RQ1: Which subconcepts of social support are investigated in social chatbot research?
RQ2: Which subconcepts remain unexplored and deserve more attention in future
research?

1.1 Background

Social support has been given many definitions, but in a broad sense indicates any
process in social interactions thatmight positively affectwellbeing [11]. In social support
research, the concept is often broken down into several subconcepts, each illuminating
a different aspect of social support. Relevant subconcepts for social chatbot research are
provided in Table 1 [12].

Table 1. Different concepts of social support and proposed operationalisations in social chatbot
research.

Social support concept Definition Operationalizations in social
chatbot research

Structural support The number and pattern of
(in)direct social ties around an
individual

User behavior
Frequency of support seeking

Perceived support Beliefs about the availability of
support

Perceived availability of social
chatbot

Received support Reports about received support
types

Self-reports about received
support types

Support adequacy Evaluations of quantity/quality of
received support

Perceived (mis)understanding
Measures of feeling supported
Willingness to self-disclose
Wellbeing outcomes
Improved mental health
outcomes

A first subconcept that is important to consider when mapping supportive abilities of
social chatbots, is the way in which users address these technologies to seek support (i.e.,
structural support). After all, what use is a supportive chatbot if users are not seeking
support from it? To investigate to what extent social chatbots can support their users, it is
therefore crucial to evaluate how users interact with them. Hence, quantitative variables
such as usage time, usage frequency, usage period, and number of words are relevant.

Second, an important subconcept of social support is its perceived availability (i.e.,
perceived support). People are better able to reappraise stressful situations when they
experience available social support [13]. Sometimes the lack of 24/7 availability of
human-human support can be problematic. To illustrate, in mental health counselling
online extensions of offline therapy still lead to limited session times and long virtual
queues, increasing depressive symptoms of the help-seekers [14]. Social chatbots could
potentially fill this gap, as they are available to its user from any place at any time [15].
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A third subconcept is the scope of support types that can be provided by social
chatbots. Generally social support is subdivided into instrumental support (i.e., tangible
support), informational support, and emotional support [16].While instrumental support
cannot be offered in an online setting, the latter two are easily communicated through
text messages, and should in turn be present in social chatbot conversations.

The final subconcept that seems relevant in social chatbot research is support ade-
quacy. Support adequacy is an important measure to evaluate the effectiveness of social
support provision, and can be operationalized in several ways. First, effective social
support is proposed to make the receiver feel truly understood by the provider [17],
where provided support is responsive to and understands one’s needs [18]. Therefore,
the expressed support should include a component that reflects true understanding,which
is enabled by clear communication of the receiver’s needs and the ability to understand
those needs by the provider. Because of the inequality of language abilities between
(social) chatbots and their users, chatbot responses are often characterized as repetitive
and impersonal [19], leading to experienced miscommunication and frustration by users
[20–22]. Irrelevant or inappropriate responses can be detrimental for user satisfaction and
might hinder appropriate social support [23], for example because users feel neglected
or misunderstood [24]. Besides these ‘informational misunderstandings’, there are also
concerns that a social chatbot cannot show genuine empathy, as it does not have access
to true feelings of emotions [25–27]. The question is whether a social chatbot’s lack of
emotionality hinders their abilities to accurately mimic empathetic responses. Research
suggests that effective social chatbots should entail a sophisticated empathy module to
convey understanding [28],without being creepy [27, 29, 30]. Support adequacy of social
chatbots may thus be evaluated by measures of perceived (empathetic) understanding.

A second construct that clarifies support adequacy is the level of self-disclosure.
Self-disclosure refers to the verbal sharing of one’s thoughts, feelings and experiences
[31]. Intimate relationships often stimulate self-disclosure between individuals [e.g., 32],
which in turn relates to increased social support [e.g., 33, 34]. Hence, a high relational
closeness is suggested to result in more empathetic understanding, and in turn in a higher
quality of perceived support [35]. In contrast though, Kristiansen, Tjørnhøj-Thomsen
and Krasnik [36] found that cancer patients perceived the support provided by – socially
distant – health care professionals as valuable, partly because they could understand
the situation without causing more distress. Thus, effective support provision might
also be possible in less close relationships (e.g., with social chatbots). Indeed, several
researchers in the field of online counselling suggest that an online environment – such
as a social chatbot – might enhance self-disclosure and in turn adequate social support,
due to its lack of physical presence [37], lack of non-verbal cues [14], and perceived
anonymity [38]. This combination of characteristics, and the non-judgmental nature of a
social chatbot may create a safe space to share embarrassing or sensitive topics that one
would not share with another person [15, 39]. Accordingly, several studies have found
that people are willing to self-disclose personal things to a (social) chatbot [e.g., 40,
41]. In sum, measures of willingness to self-disclose to social chatbots can contribute to
estimating their efficacy to provide support.
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As a final notion, perceived social support has been related to wellbeing [e.g., 42–44]
and mental health outcomes [e.g., 45–47]. If social chatbots are able to provide adequate
social support, this could therefore be visible in wellbeing and mental health outcomes.

1.2 Present Study

Mapping which aspects of social support have been scrutinized and which aspects
deserve more attention, will (1) clarify the extent in which social chatbots are known to
be (in)supportive up until now and (2) provide directions for future research to deepen
this understanding of strengths and weaknesses of social chatbots, as well as settings in
which they can be applied adequately. Therefore, the aim of this review is to investigate
whether the various subconcepts of social support are accounted for in social chatbot
research, focusing on text-based chatbots only (no vocal or embodied conversational
agents).

2 Literature Search and Procedures

A literature review was conducted to investigate the status quo of research on social
chatbots as support providers. Because research on chatbots exists in several fields, each
with their own terminology [48], relevant literature was found by the use of the fol-
lowing search term: (“social chatbot” OR “dialogue system” OR “conversational agent”
OR “virtual assistant”) AND (“social support” OR “user behavior” OR availability OR
perceived support OR perceived understanding OR wellbeing OR therapy) -spoken -
vocal -embodied, in the search engines Google Scholar (4,320 hits), ScienceDirect1

(168 hits), SpringerLink (2,156 hits) and Wiley Online Library (80 hits). If applicable,
filters to select only empirical research papers were used.

The original number of hits included many rule-based functional chatbots, hence the
selection was narrowed down following this definition of a social chatbot: a dialogue-
based program designed to show humanlike behavior with a personality and emotions,
in social, relational or therapeutic contexts, in which the main goal is to establish an
emotional connection and/or provide social support. The focus is thus mainly on the
emotional aspect of support rather than informing or educating the user.

In order to be selected for the final review, a paper must have (1) empirically inves-
tigated the use of a social chatbot related to subconcepts of social support, following the
operationalizations from Table 1 (so no reviews, meta-analyses or design studies), (2)
been published in a peer-reviewed journal or conference proceeding and (3) been written
in English. This selection criteria led to the selection of 14 articles that were analyzed
in more depth (4 conference proceedings and 10 journal articles). An overview of these
papers’ main findings is given in Table 2.

3 Results

The synthesis of relevant literature revealed that two of the proposed subconcepts of
social support are elaborated on in extant social chatbot research: perceived support and

1 .ScienceDirect only allows 8 Boolean operators so this search excluded “dialogue system” and “virtual assistant”.
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support adequacy. The subconcepts “received support” and “structural support” received
little attention. Surprisingly, an additional subconcept, directionality, was covered in
several studies.

3.1 Perceived Support

The all-time availability of social chatbots, and its impact on perceived social support and
wellbeing,was investigated. The 24/7 availability of social chatbotswas often recognized
as beneficial [6, 10, 49, 50], especially when users would have limited access to more
traditional sources of support, such as their friends or close kin [49]. Additionally, breast
cancer patients felt comforted by the idea that someone could answer their questions at
any time, and 88% experienced the conversations with a social chatbot to be supportive
[6]. Besides these practicalities, the all-time availability of a social chatbot was also
valued by users as the chatbot functioned as a positive, supporting feel-good app on
demand [10]. In turn, besides the possible positive effects of actual support provision,
users also experienced positive feelings as a result of knowing that they carried a support
provider with them at all times [50]. Even when the social chatbot was not actively
supporting its user, its mere presence could suffice.

3.2 Support Adequacy

Many papers investigated to what extent social chatbot users feel (mis)understood and
how this impacts the adequacy of social support and wellbeing. Miscommunication and
annoyance were frequently mentioned in several qualitative analyses of social chatbot
interactions [4, 46, 49, 50]. More specifically, the repetitiveness of conversations with a
social chatbot were often reported as annoying. Besides, social chatbot users indicated
to receive messages that made no sense [49] or that miscommunication occurred [4,
46]. Indications of miscommunication were mostly informational [4, 49]. Woebot users,
for example, indicated that they confused the social chatbot when using the free-input
option rather than proposed multiple-choice options [4].

Interestingly, despite miscommunications, the social chatbots in these studies were
all perceived as successful support providers or they improved (mental) wellbeing. Ly
et al. [50] for example found that participants who had interacted with a companionship
chatbot experienced improved wellbeing and lower perceived stress as compared to a
waitlist control group. Additionally, Fitzpatrick and colleagues [4] found that the use
of Woebot significantly reduced depressive symptoms, while an e-book about mental
health did not.

Furthermore, special attentionwas devoted to social chatbots’ abilities to emotionally
understand their users. To illustrate, Liu and Sundar [27] developed four social chatbot
types and measured perceived message supportiveness when (1) reading a hypothetical
conversation and (2) when actually conversing with a social chatbot. At first sight, mes-
sage supportiveness was perceived to be higher from sympathetic or affective empathetic
chatbots as compared to advice-only chatbots. However, when participants interacted
with a social chatbot themselves, all messages were perceived as equally supportive [27].

The willingness to self-disclose to a social chatbot and its impacts on the adequacy
of social support and wellbeing were also covered. While Ly et al. [50] found that
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social chatbot conversations were perceived as shallow, most studies found that the non-
judgmental character of the social chatbot was inviting to discuss intimate topics, such
as sexuality problems or hair loss related to cancer treatments [6, 52]. For example,
more than 80% of the participants indicated that sensitive questions were more easily
discussed with a social chatbot than with another person [53]. Moreover, participants
experienced lower thresholds to express affection or gratitude to significant otherswhen a
social chatbot functioned as a mediator [10]. Interestingly, while social chatbots lowered
thresholds to self-disclose, the impact of self-disclosure as compared to self-disclosure
to a human seemed to be similar [54].

3.3 Received Support

Only one of the fourteen papers that were reviewed explicitly distinguished between dif-
ferent types of received social support. Ta and colleagues [49] noted that user reviews of
companionship chatbot Replika frequently mentioned companionship support (77.1%)
and emotional support provision (44.6%). Informational support (15.6%) and appraisal
support (9.3%) were also found, but these support types were clearly outnumbered.
Replika users specifically sought informational support regarding mental wellbeing.
Emotional support was provided along two dimensions: (1) users felt safe to discuss
their true feelings with Replika, and (2) the social chatbot would regularly inquire about
their wellbeing. These two dimensions made users feeling loved and being cared for,
which might also explain that users reported reduced feelings of loneliness when inter-
acting with Replika. Though this is not made explicit, Chaix et al. [6] alsomentioned that
users had established an emotional connection with their social chatbot, which suggests
the presence of emotional support.

3.4 Structural Support

Structural support measures such as word count or interaction frequency were included
in only three of the fourteen studies under review. Lee and colleagues [46] investigated
the word count of disclosures towards self-disclosing social chatbots (high vs. low vs. no
disclosure) and found that participants used more words to answer sensitive questions
when they interacted with a high self-disclosing social chatbot. Chaix et al. [6] were
the only ones to consider user behavior of a social chatbot developed to support cancer
patients, in their analysis of usage data from one year. Specifically, they investigated
usage time, interest in several themes, and level of interactivity. This analysis for example
showed that participantsweremore eager to answermultiple-choice questions rather than
open questions asked by the social chatbot. They also found that 31% of the participants
still interacted with the social chatbot after 8 months. Finally, Fitzpatrick et al. [4]
included a measure of usage frequency and found that participants checked in with their
social chatbot 12.14 times in 2 weeks on average.

3.5 Directionality

Unexpectedly, directionality of social supportwas covered in several studies, even though
social chatbots are not capable of feeling distress and hence do not need to be supported.
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In these studies, the focus was mainly on reciprocal self-disclosure [46, 46, 54]. Con-
versing with a social chatbot that shared many self-disclosures resulted in more trust in
the social chatbot and the mental health professional it later referred to, as compared
to a social chatbot that shared no or little information about himself [46]. Also, more
feelings were shared with a self-disclosing social chatbot [46].

4 Discussion

The aims of this paper were twofold: (1) to concisely summarize empirical research on
social chatbots’ social support abilities, and (2) to explore which subconcepts of social
support are still missing from this body of literature.

Several researchers question the capability of social chatbots to act as support
providers because they are unable to deeply understand their interlocutors [e.g., 20, 21],
specifically on an emotional level [25–27]. The present synthesis found that support
adequacy received most attention: even though social chatbot users experienced mis-
communications, they still gained benefits from the interaction in terms of experienced
social support and improved wellbeing. Even when people valued an emotional compo-
nent when reading human-chatbot interactions, this was not confirmed in actual human-
chatbot interactions [27]. It is therefore questionable how important this proposed com-
munication problem really is. Experiences of miscommunication were mainly of infor-
mational nature (responses that were off-topic or repetitive) and did not seem to impact
the adequacy of social support or users’ wellbeing. The reviewed studies also revealed
that – mainly due to its non-judgmental character – people were willing to self-disclose
about intimate, personal topics to a social chatbot.Mostly in relation to support adequacy,
numerous papers considered the subconcept of perceived support when they determined
how the all-time availability of social chatbotswas perceived by and impacted their users.
Measures of structural support and received support were only discussed to a limited
extent.

Interestingly, in contrast with our initial expectations, the subconcept of “directional-
ity” [12] was also covered: a few studies suggested that in order to maximize the benefits
of a human-chatbot interaction, the social chatbot should self-disclose too. This relates
to the norm of reciprocity in natural communication, where people expect that both inter-
action partners provide input to the conversations [55]. Reciprocal self-disclosure may
facilitate the development of a profound relationship, which some participants indicated
to desire before they fully self-disclose [e.g., 55].

4.1 Theoretical and Practical Implications

To feel truly understood on a deep and emotional level is often seen as a prerequisite
to improve wellbeing through supportive acts [17, see also 26, 27]. However, present
findings do not fully corroborate this notion. This questions to what extent profound
emotional understanding is necessary to provide adequate support. In turn, developing
social chatbots that can mimic empathy perfectly may not only be unnecessary, it may
even backfire [29, 30].
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Rather, social chatbot developers may benefit from investing in a self-disclosure
module, to exploit the benefits of chatbot technologies in sensitive, personal domains
such asmental and physical health. The reviewed studies suggest that high self-disclosing
social chatbots can provokemore detailed self-disclosure andmore trust in both the social
chatbot as in possible external sources the technology refers to (such as a mental health
professional). These are important practical implications to consider, for example when
a client is reluctant to open up to his/her therapist, when a patient does not fully self-
disclose to his/her doctor, or when a victim is reluctant to talk to the authorities. To
illustrate the latter, Park and Lee [56] discuss the potential of chatbot technologies to
lower the burden of sexual assault victims when filing a report. The use of social chatbots
may thus be particularly fruitful in delicate circumstances.

4.2 Future Directions for Social Chatbot Research

This overview poses several directions for future research. First of all, more attention
should be devoted to structural support (i.e., the number and types of social ties around
an individual). While most reviewed studies already applied a repeated-measures design
with several weeks of intervention [e.g., 51, 3, 4], little attention was devoted to user
behavior. Usage time and frequency are important factors to consider for future research,
as these may influence outcomes [see 51] and are important operationalizations of struc-
tural support. To illustrate its importance, it is imaginable that annoyance about the
repetitiveness of the chatbot’s replies increases as users have had more interactions.
Future research should therefore consider user behavior rather than the time-frame of
the study as relevant quantitative variable.

Secondly, little attention was devoted to explicit measures of the types of social
support that are (adequately) provided by social chatbots (i.e., received support). Users’
support demands may depend on the context [27, 52] or individual differences [46, 49,
54]. Greer et al. [52] for example propose that different cancer types and stages of illness
may require different types of support provision from a social chatbot. More focus is
therefore needed on such individual differences related to the subtypes of social support
to further explore the boundaries within which social chatbots can be helpful in general,
and to what extent personalization is necessary.

5 Conclusion

Despite experienced misunderstandings, social chatbots showed potential in the studies
that were reviewed, and particularly their non-judgmental character and availability
were valued. Social chatbots showed promising results as they provided companionship
support, mental health support, physical health support or acted as a facilitator of real-life
companionship. Moreover, social chatbots seemed to be capable of improving its user’s
wellbeing. Though, follow-up research is needed to include received support types and
structural support as informants of social chatbots’ abilities to provide adequate social
support to their users.
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Abstract. Proper onboarding procedures for freshmen (first-semester
students) at the university have many positive effects, especially the
increase in retention rates. This paper presents Grätzelbot, a chatbot
designed to help with onboarding freshmen by means of connecting them
in a network-building 12-day scavenger hunt. The onboarding concept
that led to Grätzelbot was developed in a participatory design process
together with students, and implemented during the start of the semester
with more than 100 participants. The evaluation results revealed that the
students felt more familiar with the faculty building and the university
campus after the scavenger hunt, also met other students, made new
friends, and, by participating, their sense of belonging to the student
community got stronger. As a social companion fostering relatedness
among its users, Grätzelbot serves as an example for the reach and ben-
efits of Social Software.

Keywords: Chatbots · Social software · Companion technology · HCI

1 Introduction

Every semester, a few hundred new computer science students start their aca-
demic studies at the University of Vienna. They all face the first difficult task –
the transition from high school to university. Many first-year students struggle
with this transition, and some even fail [6,23]. The transition from a predeter-
mined, structured school system to the independence of a university system leads
to students feeling disoriented and often having difficulties motivating themselves
[5,19]. They must also adapt to higher academic demands and different teach-
ing methods [23]. A smooth transition is, therefore, more likely if students have
access to the information they need and feel socially connected [5]. Concern-
ing the social aspect of transition, social presence is consistently linked to the
motivation of the students and is also supposed to influence motivation [34].

“Grätzel” is a local Viennese colloquial term for one’s adjacent neighborhood in the
city, and rhymes with “pretzel”.
This paper is partially based on material created by the second author in his Master’s
thesis [28].
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The right support for freshmen in this transition phase can help the university
to achieve a significantly higher persistence rate of first-year students [7], and
universities regularly pursue strategies of supporting such transitional phases,
especially directed at marginalized groups.

In their transition to university, freshmen rely heavily on ICT-based social
networks for communication, building and managing workgroups, and exchang-
ing information or lecture materials [25,27]. At the same time, and prompted
by advances in fields of Artificial Intelligence and Natural Language Processing,
ICTs have adopted agents such as chatbots as simple, yet powerful interfaces.

This work reports on Grätzelbot, a design case of a chatbot aimed at sup-
porting university freshmen in their transition to university life. The goal of
this project is to implement a virtual companion as a Chatbot and evaluate its
benefits in a user study conducted with first-semester students. The companion
accompanies the students during the first two weeks of the semester and supports
them in a gamified way to ease their transition from high school to university.

2 Background

The larger context for the implementation of a Conversational Agent in this
work exceeds the mere technical frame of language processing explored in the
rich history of the field. Instead, our focus is on the user, and on social benefits
for the user in particular.

2.1 Situating Chatbots as Social Companion Technology

Accompaning the progress surrounding their technological capabilities, questions
on how chatbots can be understood and situated in relation to their human users
have been subject to recent discussion. Følstad et al. [13] proposed the notion of
“Chatbots for Social Good” as a democatic endeavour and explore their poten-
tial in relation to human psychological needs formulated in Ryan and Deci’s
self-determination theory (SDT) [36]. In their agent-like quality, chatbots relate
well to the notion of companion technology as technological systems that serve
as cooperative assistants, also giving a sense of companionship to their users
[1]. Niess and Woźniak [30] suggest a framework of understanding companion
technology, based on psychological needs (including SDT) and a humanist philo-
sophical fundament, and, in light of the increasing prevalence and popularity of
smart technological artifacts, call for future work detailing on this notion.

Their interactional modality triggers natural interpersonal communication in
users, thus being inherently social and relational, feasibly making them instances
of social software themselves (e.g. referred to as “relationship interfaces” by
[37]). In this sense, relatedness can be understood as a subject within the scope
of chatbot design, represented by the relationship between user and a deliber-
ately crafted chatbot persona, prompting questions on how such offerings and
possibilities can satisfy the basic psychological need for (social) relatedness (har-
ness its satisfaction for the design of technology supportive of wellbeing), both
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in itself as a “parasocial” relationship [21] and as an intermediary to human
sociality; as e.g. remarked by [15], who call for research on how the “parasocial”
relationship between chatbot and user can foster human social relationships.

2.2 Onboarding and Scavenger Hunts

If done in a rightway, newly onboardedpeople become active and canperform tasks
in a self-directed manner in an earlier stage, in any environment [12]. Regarding
the academic context, students are more likely to finish their studies, finish them
faster, have better grades, and have a more positive mindset about their education
in general [7,8,16,22]. Onboarding in the academic context is often realized as a
mentoring program or with an additional entering course [10].

Asher [29] implemented a chatbot to support new employees in large orga-
nizations in their onboarding process, finding that a chatbot helps to bridge
the communication gap between new employees and the organization. Another
chatbot-supported onboarding concept was developed by Westberg [39]. In this
concept, the chatbot was not only a virtual, passive contact person but also
played an active role in the onboarding process and processed tasks previously
performed by Human Resources personnel. For example, adding a personal photo
to the personnel database. Chandar et al. [9] also created a chatbot-based assis-
tant called “Chip” for the onboarding process. In addition to the tasks described
in [29] and [39] (knowledge base, proactive reminders, and small talk) this chat-
bot was also able to tell the new employee who to contact with a problem,
especially with regard to technical questions (expert search). They observed an
accuracy of around 60% using both objective (message level annotations) and
subjective (questionnaire) evaluations in a field study with 344 new hires.

As a form of gamification, scavenger hunts have been used to onboard
new people or bring people closer to a new environment [17,24,35]. In a scav-
enger hunt, information can be communicated playfully, and teamwork can be
strengthened in a new group of people.

2.3 Constructive Approaches to Social Network Design

Apart from a subject of analysis in terms of structure and connectivity, social
networks are also understood as something that can be created and fostered
towards a deliberate purpose. Plastrik & Taylor developed a framework for net-
work building and further described what types of networks there are, how they
work, how they develop, in which ways their members can profit from them,
which roles exist within the network, and what you should pay attention to
when building a network [31]. Preece designed the guideline of “Community
Centered Development”. Community Centered Development is a methodology
that engages the members of a community in a participatory design process
with the developers. It describes an evolutionary process that goes along with
the community [32]. Gunawardena et al. [18] developed a theoretical framework
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as a foundation for building online communities of practice when a social net-
working application is designed or used for collaborative learning. Väänänen
et al. conceptualized and evaluated chatbots for youth civic participation [38].

2.4 Research Interest

In summarizing these references, the research interest of this project lies in
exploring the potential of chatbots in a social context, specificically the poten-
tial of chatbots as an onboarding mechanism. In a broader understanding of
onboarding objectives, this comprises the potential of chatbots to act as an
intermediary for a constructive network building approach, facilitating social
relatedness among users.

3 Methodology

The work presented here aims to design support technology for a community.
The actual implementation as a chatbot-supported scavenger hunt for onboard-
ing new computer science students developed iteratively over the two-year course
of research. It was inspired by thorough explorations of the context, communi-
cation and networking practice of the students. This yielded cues about the
solution space. The implementation and evaluation of the 12-day scavenger hunt
embraced important leads from the topical literature. Data obtained from respec-
tive qualitative methods was analyzed by means of Thematic Analysis [4].

3.1 Context of Use Analysis and Design Phase

To be able to support new students when they enter university, it is necessary to
take a close look at their situation. Therefore, we conducted two user studies to
understand the needs, wishes, doubts, and problems freshmen have when they
start their academic careers. This approach was inspired by the framework of
Gunawardena et al. [18].

Freshmen participants were invited to Participatory Design Workshops
(see § 4.1) and encouraged throughout different design tasks to communicate
their expectations, wishes, and concerns regarding the beginning of their studies
and also to design possible solutions for their problems themselves. The methods
used in the workshops were based on concepts taken from Design Thinking [11],
Participatory Design [3], Contextual Design [20], and Focus Group Interviews
[33]. 11 students (4 females, 7 males), who are currently in their first semester
of computer science, participated. There were 3 sessions of 120 min each.

To obtain additional quantitative insight from a larger group of people, an
in-depth online Social Networks Survey (see § 4.2) was conducted on the
topic. Two groups of students were surveyed, participants of a class from the
first semester, and participants of a class intended for a higher semester.

More informally, we also connected with the student council and mentoring
representatives to tap on their experiences with onboarding freshmen.
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3.2 Concept and Prototype Evaluation, Follow-Up Inquiry

The findings were integrated into a concept for the implementation of a chat-
bot prototype (see § 5). The chatbot was part of a comprehensive scavenger
hunt and tested in a 12-day field study. At the end of the field study, we per-
formed an evaluation (see § 6) in the form of a quantitative online survey, and
in-depth qualitative Focus Group Interviews [33]. The implementation approach
of the chatbot, its integration into an existing student Online Social Network,
and the scavenger hunt followed the development frameworks of Preece [32] and
Gunawardena et al. [18]. The quests, i.e. puzzles and quizzes to be solved dur-
ing the scavenger hunt, were designed based on the Plex framework by Lucero
et al. [26] so that the objectives we had set would convey a playful touch.

4 Context of Use Analysis and User Needs

This section documents selected results from initial Design Workshops with stu-
dents (§ 4.1) and topical surveys (§ 4.2), leading to the final concept for the
onboarding support chatbot and scavenger hunt (§ 5).

4.1 Participatory Design Workshops with Freshmen Students

First Experiences, Thoughts, and Feelings of Freshmen. The partici-
pants were invited to share positive and negative experiences from their first
weeks as students. The topics were the everyday student life, orientation on the
university campus, networking with other students, and gathering information.
Table 1 overviews the grouped answers. Students were also asked to describe
their goals, expectations, wishes, hopes, fears, and anxieties for the current sit-
uation as well as for the future.

Table 1. First experiences, thoughts and feelings of freshmen.

The Magic Assistant. A “Magic Assistant” was to be developed, i.e., an
artifact with no limitations in the real world which supports them in their life as
a student, prompting the participants to ideate over what they would perceive
as helpful:
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The Magic Assistant often acted as a support for everyday activities, made
the scheduling on its own and reminded the students to leave in time for the
lectures, to start studying for the exams, or to do assignments. It also often acted
as a motivator to overcome the inner laziness and go to lectures. An example
story developed by workshop participants was this: The student is unhappy with
the meeting place suggested by peers. Magic Assistant finds a better-suited one,
motivating the student to get out of bed. In some scenarios, the assistant also
acted as a study buddy or helped to find learning partners, ideally those who
are currently working on the same task. One student drew this storyboard: The
student is in despair over a homework assignment. Magic Assistant knows a
student that has solved the assignment already and calls them in virtually. In
other storyboards, the assistant was often able to answer any questions about
everyday student life. More details about the workshops can be found in [28].

4.2 Social Networks Survey with Freshmen

To obtain finer-grained insight from a larger group of people on their social net-
work use, an online survey was conducted. Table 2 overviews selected survey
results. Group 1, freshmen from a first semester course, consisted of 35 partici-
pants. Group 2 consisted of 58 participants of a course from a higher semester.

Table 2. Results from the survey among freshmen and older students.

WhatsApp is the most popular application in both groups for the private
and uinversity use of social networks. The two groups’ use of WhatsApp groups
differ. Group 2 use WhatsApp primarily for individual communication and are
mainly members of smaller WhatsApp groups (with less than 15 people). In
contrast, the vast majority of Group 1 stated that they were members of at least
one large WhatsApp group (of more than 50 people in size).

Since chatbots can be integrated into Facebook, students were asked whether
Facebook is still a relevant medium for freshmen. The survey confirmed the find-
ings from the Design Thinking Workshops that new computer science students
at University of Vienna hardly use Facebook (nor the Facebook Messenger) any-
more.
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Participants were also asked whether they had come to Vienna to study. This
was true for 40% and 35% of the students in Groups 1 and 2, respectively. This
result supports the presumption that many new students do not have a large
local social network at the beginning of their studies.

5 Prototype: Chatbot-Based Onboarding Scavenger Hunt

The foregoing context of use analysis motivated the following overall aims for our
technology-mediated onboarding support platform: network building between
freshmen, getting to know the university campus and the vicinity, and collecting
knowledge and best-practices (from experienced students).

Network building support is an essential point in the onboarding process
since networking is essential at the beginning of a study [7]. It should be a
network that exists both online and online, with the two worlds complementing
each other and including getting to know the faculty building, the university
campus and the vicinity [16]. Finally, a basis for the exchange between new and
experienced students should be created. The goal is to combine all these aspects
in a common concept and integrate it into the existing onboarding structures.

This online-offline bridging, group-integrating means was developed as a dig-
ital companion in the form of a chatbot that accompanies freshmen during the
first two weeks of the first semester. The chatbot can be classified as chatbot-
driven with a long-term relationship with the user, following the typology of
[14]. It has the typical characteristic of Companion technology to respond to the
user’s situation and needs [2].

The qualities of the network (see Plastrik & Taylor [31]) supported by the
chatbot lie in its connection of freshmen students among each other and with
older students, structurally forming an easy-to-participate online network that
functions to interconnect students in the offline world.

To aid this connecting function, the chatbot was integrated into an university-
independent online social network based on the “Discord” platform, set up
and run by students. The platform was established independently of this project
during our context analysis phase. The popularity of Discord among the students
made it a logical deployment target, letting us leverage existing communication
structures within the body of students.

5.1 Scavenger Hunt

To motivate a large proportion of new students to participate in the onboard-
ing program, the companion chatbot and the network building concept were
integrated into a technology-based scavenger hunt.

30 quests were designed to aid the aims stated in the previous section, and
include elements of playfulness as described in the Plex framework by Lucero
et al. [26], that is: competition to motivate the participants, completion of many
quests, discovery of relevant landmarks and social contacts, exploration of the
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surroundings, fellowship with other students, and humor to maintain a colloquial,
friendly tone.

The scavenger hunt consisted of a selection of different components, including
Quests as basic puzzles and riddles to be solved by visiting the campus and uni-
versity, Special Quests requiring interaction on the campus with, e.g., attending
events, Tips of the Day with additional information, and Impulses like appoint-
ment reminders or notifications about (in)activity in the hunt. Through this,
students were led to get to know the university buildings and library, meet the
student union and council as well as the study service center, find lecture halls
(in other buildings), visit nearby restaurants and supermarkets, and get use-
ful information besides study-related topics such as suggestions for enrolling in
university sport courses.

5.2 Gamification Elements

A significant focus of the scavenger hunt was to connect people and strengthen
existing relationships. For this reason, some quests were designed in such a way
that participants had to get in touch with other people, or had an advantage in
the scoring system when working together. So, additional points could be earned
by solving the quests quickly, and in simple-to-setup teams.

The high score was accessible through the chatbot. The top 10 players were
also posted daily with their score in the Online Social Network. There were prizes
for the first 11 places, which were selected for the target group of computer
science students. The award ceremony took place on the evening of the last day
of the scavenger hunt. Afterward, there was a small party/networking event.

5.3 Chatbot Prototype

The chatbot was implemented in Node.js for the messenger platform Discord
and was directly integrated into the students’ online social network. After creat-
ing a Discord account, the students could start chatting with the Grätzelbot via
mobile or desktop Discord App. Since Discord was very popular among the stu-
dents, many participants could start even without registration. The conversation
started with a quick tutorial on the scavenger hunt and then the students could
start right away with the first quest. The Grätzelbot occasionally contacted the
participants proactively with tips and impulses to keep them motivated.

For the intent detection a pattern matching engine was implemented, which
could link keywords with AND, OR and NOT conjunctions and considered the
last 3 intents triggered by the user. Besides 14 main intents the chatbot was
also able to make some small talk and deal with insults. As the target group was
students between 19 and 25, the language of the chatbot was chosen rather infor-
mal and youthful, the chatbot also used emojis and GIFs. To improve usability,
clickable buttons were implemented at chosen points in the conversation. Figure
1 shows two conversations with the chatbot. More details about the implemen-
tation of the Grätzelbot can be found in [28].
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Fig. 1. Screenshots of the Grätzelbot prototype. A user recieves a quest (left). A user
solves a quest requiring team-work (right).

6 Concept and Prototype Evaluation

The chatbot-based scavenger hunt was conducted at the beginning of the winter
semester 2019 at the University of Vienna with first-semester students from the
computer science department. During the hunt, user data was logged anony-
mously in order to evaluate the user activity afterward. The access logs show
that the chatbot reached 122 people, of whom 102 actively participated in the
scavenger hunt, and 65 players completed at least one quest. In total, 3,477 mes-
sages were sent to the chatbot during the 12 days of the scavenger hunt. Three
players managed to have more than 385 out of 400 possible points. 8 players
scored over 350 points. In total, 579 quests were solved during the scavenger
hunt, and 8,072 points were scored. Over the scavenger hunt period, the Online
Social Network grew by 221 new members. To compare: in that semester, 403
new students started studying computer science at the University of Vienna.

6.1 Post-Hunt Survey

At the end of the scavenger hunt, an in-depth online survey was conducted to
evaluate the companion chatbot, the network building concept, and the scavenger
hunt. Of the 65 active players, 28 took part in the survey.
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50% of the participants already had a Discord account before the scavenger
hunt. Three-quarters of all participants (75%) said that they use the Online
Social Network daily or even several times a day. This shows that using the
existing student Online Social Network for Grätzelbot was a prudent approach.

Prototype Evaluation. Participants were asked to rate their experiences with
Grätzelbot on a 5-point Likert scales of opposing qualifiers or degree of agreement
with given statements. In the following paragraph, descriptive values are given
as pairs of respective average and related standard deviation.

The chatbot was perceived as very supportive (avg 1.39, sd 0.50), helpful
(1.64, 0.83), motivating (1.75, 0.75), and entertaining (1.68, 0.77). Regarding
the choice of technology, the chatbot was described as original (1.61, 0.88) and
innovative (1.68, 0.72). Using a chatbot for an onboarding scenario was seen by
participants as an exciting and modern approach (1.43, 0.57), and they preferred
the chatbot over a smartphone app (4.18, 1.25). The usability was rated highly,
with adjectives such as “supportive” and “helpful” finding much agreement.
Regarding the natural language processing skills of the chatbot, the participants
believed that the chatbot understood everything very well that was relevant for
the scavenger hunt (1.25, 0.52 and 4.32, 0.86), the general language understand-
ing was experienced slightly worse but still good with a score of 1.86, 0.80 and
4.07, 0.98, for the opposite question. The small talk skills of the chatbot were
rated rather averagely with 3.25, 1.14.

Scavenger Hunt. The participants stated that the scavenger hunt helped them
to get to know the faculty building, the university campus, and the vicinity (1.96,
1.26). They enjoyed the experience overall (1.46, 0.88). Network building aspects
such as developing a sense of community received medium grades. Almost all
participants (92.9%) said that they had talked with fellow students about the
scavenger hunt, and 60.7% said that they had collaborated with colleagues to
solve at least one quest together. 71.4% said they had helped other colleagues in
the scavenger hunt. About one-third of the participants (32.1%) reported that
they got to know other people they had not known previously. Self-identified
introverts (in free text) still prefered to work on quests by their own.

6.2 Focus Groups Results

Besides the post-hunt survey, focus groups were conducted with a total of 7 scav-
enger hunt participants (3 female, 4 male), organized in two groups. Freshmen
in one group already knew each other, and worked as a team during the hunt.
The other group formed anew, and mentioned that the hunt’s teamwork bonus
motivated them to stay and work together.

Both groups were asked for improvements on the format of a chatbot-sup-
ported scavenger hunt for onboarding freshmen. One idea developed was to inte-
grate the start of the scavenger hunt more into the welcome event on the first
day and to form teams already there or to assign them randomly. It also seemed
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reasonable to implement team building as the first quest or to foster it in the
first few quests. One way to do this would be to notify two players when they
are working on the same quest. Other ideas suggested to integrate the scavenger
hunt even more into events like classes at the university, and use professors
and their lectures as quests, so as to also support repeating lecture contents.
The participants also liked quests that brought several people to one place at
the same time. Besides, proposals were made for alternative game modes and
conversational interfaces.

Finally, we discussed which role the chatbot could play in the online platform
after the scavenger hunt, and what functions it could perform to further support
network building between students. Focus group participants developed use cases
for the chatbot such as organizing study groups, setting up private channels on
the Online Social Network, or schedule leisure activities. The desire for a virtual
companion that regularly reminds them of deadlines and also motivates them to
meet these deadlines on time was very strong. It would also be conceivable to
use the chatbot as a gamified eLearning component, i.e., before a lecture, the
topic of the last lecture can be repeated with a short quiz so that points for the
finals could be collected.

7 Discussion

This work presents the results of a case study on chatbots as a Companion Tech-
nology in the context of freshmen onboarding at a University. Grätzelbot is a
chatbot situated in a student-operated Discord environment, aimed at providing
contacts and information useful to freshmen in their first semester at university
who are transitioning from a more structured middle school routine. Communi-
cation of such information together with initial network building support among
freshmen is enframed in a scavenger hunt moderated by Grätzelbot, which acts
as a carefully crafted entry-point to a chatbot-mediated network-building con-
cept. The chatbot as parasocial relation remains available to students after the
scavenger hunt.

The contribution of this work is two fold: In pursuit of the research interest
stated in Sect. 2.4, the presented case study explored with encouraging evalua-
tion results the application of a chatbot in facilitating social relatedness among
users. Specifically in relation to the case setting, the study developed an original
way of using chatbots in onboarding, adding to recent design cases of chatbot
application in onboarding settings [9,29,39].

Grätzelbot is aimed at fostering feelings of belonging and social relatedness
in two ways: The parasocial relationship to the chatbot ideally sustains beyond
freshmen onboarding and remains a contact point for students, situated in the
student-operated Discord environment. Second, this parasocial relationship acts
as a mediary towards the formation of real social relationships, as e.g. argued
for by Gennaro et al. [15]. The Grätzelbot concept places a chatbot at an inter-
mediary role among freshmen at a University and furthermore between them
and their new “neighborhood”, including University contact persons and offices.
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The chatbot acts as a facilitator of social network building, following Plastrik
and Taylor’s concept of constructive network building towards a self-sustaining
structure capable of effecting emergent network effects. Towards this, the net-
work needs to be nurtured and undergo stages of development [31]. In the design
phase, several platforms were considered, e.g. placing a chatbot in WhatsApp or
Telegram. The setting of a student-operated Discord server was chosen to make
use of already existing structures, operated by students themselves, feasibly ben-
eficial to the overall cause of network building [40].

Overall, the Grätzelbot prototype and its functionality was well-received by
participating freshmen. Responses gathered from the post-hunt focus groups
suggest that such a chatbot could be valuable to freshmen also beyond initial
onboarding, supporting the understanding of it as a sustained Social Compan-
ion Technology situated at the intersection of social networking, study-related
content and organizational support. This perspective on future work fits well to
the presented, original relation of chatbots and social network building theory,
which lends itself to further exploration also beyond initial phases of network
building and towards more mature network shapes and purposes beyond mere
social connection, such as the formation of networks along user similarity or with
the goal of realizing collective productivity [31]. As a further dimension of explo-
ration, the application of chatbots as network building companion technology
can feasibly be taken to other domains as well, e.g. civic citizen networking and
activism or other learning environments.

Notably, the significance of evaluation results might be limited due to the
relative small number of participants in the post-hunt survey (28 out of 65
active players, out of 102 players) and a possible positive selection bias in focus
group participants, assuming that players disinterested in or unsatisfied with
Grätzelbot would not sign up for this evaluation.

7.1 Conclusion

To investigate chatbot potential, this project pursues a conceptual exploration of
the chatbot-user relationship, presenting a case study on a chatbot as mediator
of social relatedness in a learning community. We suggest that an emphasis
on relational properties of chatbot concepts offers an additional dimension of
such potential, accompanying research on algorithmic (AI and Natural Language
Processing) and interactional (interface design) properties.

Future work on Grätzelbot will be aimed at refining network building prop-
erties at the transition between student onboarding and subsequent everyday
life. At this point, with the given possibilities, it is difficult to say whether the
applied onboarding concept had a significant influence on the retention of the
students. However, we believe that such activities can have a significant impact
on the education of students. Therefore, we want to inspire and motivate oth-
ers to experiment with similar kinds of activities as well as applications of the
conceptual idea in other areas.
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Abstract. Chatbots have been adopted in the health domain and their
number grew during the current COVID-19 pandemic. As a new kind of
interface, chatbots combine visual elements with natural conversation.
While conversational capabilities of chatbots improve, little attention has
been given to the evaluation of the user experience and chatbot usabil-
ity. This paper presents the results of a heuristic review of 24 COVID-19
chatbots on different channels (webchat vs messengers), for diverse topics
(symptom-checker vs FAQ) and with varying interaction styles (visual-
centric vs content-centric vs conversation-centric). It proposes a generic
evaluation framework with 12 heuristics based on Nielsen’s ten heuristics
and adapted to the conversational interface context. The results point at
the strengths (immediate feedback, familiar language, consistent wording
and visual design) as well as shortcomings (little user control and free-
dom, missing permanent menu and help options, lack of context under-
standing and interaction management capabilities) of COVID-19 chat-
bots. The paper furthermore gives recommendations for chatbot design
in similar contexts.

Keywords: Conversational UX Analysis · Chatbots · Healthcare

1 Introduction

Chatbots specialised in COVID-19 matters have been developed to help people
cope with the pandemic. Authorities like the WHO, CDC, Ministries of Health
of different countries, Red Cross, hospitals and insurance companies provide
free of charge chatbots that talk about Coronavirus. Among them are bots for
symptom checking [16], for information about emergencies in the region and
world, for psychological distress monitoring [5], and artificial business advisors
[15]. Tech companies provide the required infrastructure and templates [22].

Although research on dialogue systems, including robots, chatbots and voice
assistants, has advanced in many aspects, such conversational interfaces still pose
significant challenges to researchers and designers in the human-computer inter-
action domain [3]. Consideration for chatbot user experience (UX) has gained
momentum, starting with effort to adapt classical UX evaluation methods to the
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chatbot context [9,21], stretching to user interviews to analyse user needs and
expectations [12]. However, basic principles of UX design are not yet commonly
applied in the chatbot domain. Current appreciations of chatbots range hence
from a poor relative of an intelligent assistant that performs only one well-defined
domain-specific task [4] to a fully-capable conversational software that maintains
long-term interaction with its user via text messages [6]. Moore and Arar (2019)
[14] argue that chatbots today are similar to the Internet in 1997: made by
laypeople based on a set of quickly self-acquired skills.

In this regard, deficits in the accuracy of medical symptom checkers have
been found, together with strong risk-averse responses [18]. COVID-19 chatbots
for symptom-checking show significant differences in their sensitivity and speci-
ficity [16]. However, inaccuracy and unsound conversational design in medical
applications can be life-threatening [19].

This paper, therefore, seeks to evaluate the usability of 24 COVID-19 chat-
bots to answer the research questions:

1. What types of COVID-19 chatbots exist?
(a) On which channels are they available?
(b) Which service, content or topic within the COVID-19 area do they offer?
(c) Which interaction styles do they use?

2. How usable are COVID-19 chatbots?

Following an overview of related work, Sect. 3 presents 39 evaluation aspects
grouped under 12 heuristics and explains the evaluation procedure. Section 4
provides insights in content, topics, channels and conversation styles of COVID-
19 chatbots and presents the heuristic evaluation results. Section 5 discusses the
strengths and weaknesses of the tested bots. Finally, Sect. 6 formulates recom-
mendations for satisfying conversational UX, especially in e-health domain.

The paper contributes conversational UX analysis with a new framework for
the evaluation of conversational interfaces that, in contrast with most recent
scholar work [21], covers chatbots of all interaction styles. The new framework
helps to formulate design recommendations for conversational interfaces.

2 Related Work

Multiple objective and subjective metrics for evaluation of conversational inter-
faces have been developed within the last two decades by major international ini-
tiatives; see, for instance, McTear et al. (2016) [13, Chap. 17]. Objective method-
ologies cover UX aspects in the best case by the notion of “user satisfaction”. The
most prominent objective methodology for spoken dialogue system evaluation,
PARADISE, dates from the late nineties [25]. Messenger APIs and widgets for
interaction management by bots in messengers (e.g. carousel) were not existent
by that time. The PARADISE framework has also been used for the prediction
of user satisfaction. User satisfaction is expected to be high if the task success is
maximised while the dialogue costs are minimised. Methods for subjective eval-
uation include the Subjective Assessment of Speech System Interfaces (SASSI)
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questionnaire [10]. It builds on 34 criteria such as system response accuracy,
likeability, cognitive demand, annoyance, habitability, and speed.

More recent scholar initiatives suggest to study chatbots from the perspec-
tive of conversational UX design, see for instance contributions at CHI 2017
conversational UX Design Workshop1. Researchers seek to formulate principles
and guidelines for conversational UX Design as a distinct discipline.

Moore and Arar (2019) recommend using conversation analysis to improve
conversational design. They classify natural language interfaces by their interac-
tion styles: system-centric (e.g. voice control, web search; require valid, technical
input), content-centric (e.g. FAQ; document-like responses), visual-centric (e.g.
desktop or mobile interfaces; use buttons and require direct manipulation) and
conversation-centric (similar to natural conversation) [14, p. 16]. The styles are
not disjoint: a content-centric chatbot for document retrieval that understands
free text input can use buttons for short replies. Buttons increase the speed
and efficiency of use; and these two factors have been reported to be the most
important reasons for using chatbots [2].

While the conversational UX Design community formulated many guidelines
on how to design chatbots [8,14,20], only a few researchers have so far under-
taken conversational UX evaluation [7,9,21]. Nielsen’s (2005) ten heuristics are
frequently used to analyse the usability of user interfaces [17] and they have
already been employed for chatbot UX analysis [23]. However, the applicability
of this UX evaluation approach to conversational interfaces is subject of scientific
debate. While Holmes et al. (2019) [9] found the conventional usability evalua-
tion methods not suitable for the evaluation of chatbots, Sugisaki and Bleiker
(2020) argue that Nielsen’s (2005) approach provides a sound basis for the chat-
bot domain [21]. Their, most recent, detailed framework for the evaluation of
conversational UX contains 53 so-called checkpoints that cover the ten Nielsen
heuristics adapted to conversational interfaces.

The framework proposed by Sugisaki and Bleiker (2020) explicitly excludes
chatbots that mainly use visual elements for interaction or only accept a precisely
defined set of commands. For certain tasks and use cases, natural conversation is
indeed the preferable interaction style. However, in other cases, the UX benefits
from additional shortcuts, such as buttons and short replies. Many chatbots use
both natural conversation and visual elements. That is why an evaluation frame-
work that covers all types of chatbots, as proposed in this paper, is preferable
because it allows the comparison of chatbots with different interaction styles
(Table 1).

3 Method

3.1 The 12 Heuristics for Conversational UX Analysis

Chatbots can combine visual elements with natural conversation. They hence
require an adapted approach to usability evaluation. We defined the following

1 https://researcher.watson.ibm.com/researcher/view group.php?id=7539.

https://researcher.watson.ibm.com/researcher/view_group.php?id=7539
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12 heuristics to assess Conversational UX based on Nielsen’s ten heuristics [17],
Shevat’s chatbot design guidelines [20] and Conversational UX design guidelines
formulated by Moore and Arar [14].

3.2 COVID-19 Chatbots

Starting with ten English webchat symptom checkers analysed in [16], we
searched on the Internet for “COVID-19 chatbots” and “Coronavirus chatbot”.
In this way we found 14 chatbots working also in messengers (Whatsapp, Tele-
gram, Viber, Facebook Messenger) and added German, Russian, French and
Ukrainian (languages spoken by authors of this paper). The following bots were
inspected:

(1) Ada https://ada.com/COVID-19-screener/
(2) Apple https://www.apple.com/COVID19
(3) Babylon https://www.babylonhealth.com/ask-babylon-chat
(4) Bobbi https://www.berlin.de/corona/faq/chatbot/artikel.917495.php
(5) CDC https://www.cdc.gov/coronavirus/2019-nCoV/index.html
(6) Cleveland Clinic http://COVID19chat.clevelandclinic.org/
(7) Corona Bot CoronaBot.tn im Facebook Messenger
(8) HSE Coronavirus Selfchecker https://www.hse.ie
(9) Covid-19 Chatbot https://www.chatbot.com/COVID19-chatbot/
(10) Docyet https://corona.docyet.com/client/index.html
(11) Dubai Department of Health https://doh.gov.ae/COVID-19
(12) e-Bot7 https://e-bot7.de/coronachatbot/
(13) German Red Cross WhatsApp +49(30)85404106
(14) HealthBuddy https://www.euro.who.int/en/health-topics/health-emer
gencies/coronavirus-COVID-19/healthbuddy
(15) Infermedica https://symptomate.com/COVID19/checkup/en/
(16) Ivan Mask t.me/ivanmaskbot
(17) Martha https://COVID19.app.keyreply.com/webchat/
(18) MTI Singapore Chat for Biz https://www.mti.gov.sg/Chatbot/chat
(19) Providence https://coronavirus.providence.org/
(20) Russian Ministry of Health WhatsApp +7(495)6240168
(21) Suve https://eebot.ee
(22) Symptoma https://www.symptoma.com/COVID-19
(23) WHO WhatsApp +41(79)8931892
(24) Your.MD https://webapp.your.md/login

3.3 Expert Review Method

Two experts (one with a PhD degree in UX and one with a PhD degree in
chatbots) scored each chatbot from Table 1 on all sub-heuristics (Sect. 3.1) as 0
- ‘unsupported’, 0, 5 - ‘partially supported’, and 1 - ‘fully supported’. If a sub-
heuristic did not apply to the particular chatbot in its particular context, the
experts marked it with “n/a”. The inter-rater agreement was substantial (Kappa

https://ada.com/COVID-19-screener/
https://www.apple.com/COVID19
https://www.babylonhealth.com/ask-babylon-chat
https://www.berlin.de/corona/faq/chatbot/artikel.917495.php
https://www.cdc.gov/coronavirus/2019-nCoV/index.html
http://COVID19chat.clevelandclinic.org/
https://www.hse.ie
https://www.chatbot.com/COVID19-chatbot/
https://corona.docyet.com/client/index.html
https://doh.gov.ae/COVID-19
https://e-bot7.de/coronachatbot/
https://www.euro.who.int/en/health-topics/health-emergencies/coronavirus-COVID-19/healthbuddy
https://www.euro.who.int/en/health-topics/health-emergencies/coronavirus-COVID-19/healthbuddy
https://symptomate.com/COVID19/checkup/en/
https://COVID19.app.keyreply.com/webchat/
https://www.mti.gov.sg/Chatbot/chat
https://coronavirus.providence.org/
https://eebot.ee
https://www.symptoma.com/COVID-19
https://webapp.your.md/login
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Fig. 1. 12 heuristics for conversational UX evaluation
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Cohen 0.7245). For the final scoring, we picked the more optimistic value of both
raters for non-agreement cases.

To establish a usability score for each chatbot, we first summed the values
of the sub-heuristics for each heuristic and then divided the sum by the number

Table 1. Chatbots for COVID-19 matters by channels, content, tested language and
interaction style.

Name Channel Content Language Interaction style

Ada webchat symptom checker EN, DE visual

Apple webchat symptom checker EN visual

Babylon webchat symptom checker EN visual

Bobbi webchat FAQ EN, DE content/

conversation

CDC webchat symptom checker EN visual

Cleveland Clinic webchat symptom checker EN visual

Corona Bot FB Messenger symptom

checker, FAQ

FR visual/

conversation

Covid-19

Chatbot

webchat symptom checker EN visual

German Red

Cross

Whatsapp FAQ DE system/

conversation

Docyet webchat symptom

checker, FAQ,

mental support

DE visual

Dubai

Department of

Health

webchat FAQ EN content/

conversation

e-Bot7 webchat FAQ DE content

HealthBuddy webchat FAQ EN, DE, FR, RU conversation/

content

HSE Corona

Selfchecker

webchat symptom checker EN visual

Infermedica webchat symptom checker EN, DE visual

Ivan Mask Telegram FAQ UK visual/

conversation

Martha webchat symptom

checker, FAQ

EN content/ visual

MTI Singapore

Chat for Biz

webchat FAQ EN conversation/

visual

Providence webchat symptom checker FR visual

Russian Ministry

of Health

Whatsapp FAQ RU system/ content

Suve webchat symptom

checker, FAQ

EN conversation/

visual

Symptoma webchat symptom checker EN visual

WHO Whatsapp FAQ EN system

Your.MD webchat symptom-

checker,

FAQ

EN visual
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of applicable items inside the heuristic. Secondly, we summed the scores for the
twelve heuristics. An ideal chatbot would score 1 for each heuristic, hence reach
a usability score of 12.

To get an impression which heuristics were overall well implemented com-
pared to others, we summed the sub-heuristic and heuristic scores for all tested
chatbots and divided them by the number of applicable items. Given that we
looked at 24 chatbots, the highest possible sum per heuristic would have been
24 (=100%). We discuss the results per (sub-)heuristic in Sect. 4.2.

4 Results

4.1 COVID-19 Chatbots: Channels, Topics and Conversation Styles

Although increased chatbot popularity is related to the opening of messenger
APIs to bot developers in 2015, 19 of 24 tested COVID-19 chatbots work in
webchat: they simulate a messenger-like interface on a website. Only five of
24 bots work in messengers: three in WhatsApp, one in Telegram and one in
Facebook messenger. We noticed that messenger bots are available in multiple
messengers while webchat bots are only available on webchat. For instance,
users can reach the WHO bot in WhatsApp and Viber, and Ivan Mask works
in Telegram, Viber and Facebook Messenger. We excluded Viber versions from
our benchmark but used them for a qualitative cross-channel comparison.

The choice of a particular channel influences interaction. Viber and Telegram
messengers offer similar interfaces, but WhatsApp provides a different set of
interactional resources. While Viber provides a standard set of widgets for mes-
senger bots (i.e.; permanent menu, buttons, short replies), WhatsApp requires
typing text messages. As a consequence, WhatsApp chatbots have to simulate a
visual-centric interaction style by introducing number codes. To compare, Ivan
Mask chatbot working in Telegram and Viber shows a very similar look-and-feel
in both messengers.

In contrast to messengers, webchat allows more freedom in the implementa-
tion of the graphical user interface (GUI). Some webchat bots offer an attractive
GUI (namely Apple, Infermedica, Symptoma, Docyet, Ada), as reflected by the
high scores (cf Sect. 4.2) for heuristic 2 Match between system and the real world,
4 Consistency and standards, and 8 Aesthetic and minimalist design. However,
webchat bots often only use a small part of the screen for the chat window, while
the rest stays unused. Furthermore, the chat window cannot be moved or resized
and the information is usually presented as text only.

Two most popular services in COVID-19 chatbots are symptom-checking
and frequently asked questions (FAQ). As Table 1 shows, five chatbots offer
both services, and one of them also offers mental support. Although COVID-19
pandemic dramatically affected national and international businesses, we found
only one chatbot that addresses business-related topics. FAQ bots frequently
cover COVID-19 myths. Instead of a list of the topics, the WHO Viber bot
offers a quiz asking the user to answer the bot’s questions. Such a strategy helps
increase user engagement and support learning [24].
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Table 2. Expert review scores for 24 COVID-19 chatbots on 12 heuristics: 1 Visibility
of system status, 2 Match between the system and the real world, 3 User control and
freedom, 4 Consistency and standards, 5 Error prevention, 6 Recognition rather than
recall, 7 Flexibility and efficiency of use, 8 Aesthetic and minimalist design, 9 Help users
recognise, diagnose, and recover from errors, 10 Help and documentation, 11 Context
understanding, 12 Interaction management capabilities; on the scale 0 unsupported,
0,5 partially supported, 1 fully supported, - not applicable

Chatbot Score 1 2 3 4 5 6 7 8 9 10 11 12

IDEAL BOT 12 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Suve 7.8 0.5 1.0 0.15 1.0 0.8 0.5 0.8 1.0 0.6 0.6 0.3 0.5

Apple 7.1 0.7 1.0 0.3 1.0 1.0 0.5 0.0 1.0 0.8 0.8 – –

Infermedica 7.0 1.0 1.0 0.6 1.0 1.0 0.7 0.0 1.0 – 0.8 – –

Symptoma 7.0 1.0 0.7 0.6 0.8 0.8 0.8 0.5 1.0 0.10 0.8 – –

HealthBuddy 6.6 0.8 1.0 0.1 0.8 0.0 0.5 0.5 0.8 0.9 0.5 0.3 0.5

Docyet 6.5 0.8 1.0 0.3 1.0 0.5 0.5 0.3 1.0 0.8 0.4 – –

Ada 6.3 0.7 1.0 0.3 1.0 0.5 0.3 0.0 1.0 0.8 0.7 – –

Germ. Red Cr 5.9 0.5 1.0 0.4 0.5 0.0 0.5 0.8 0.8 0.3 0.6 0.3 0.3

Dub. Dpt. of H 5.8 0.8 1.0 0.0 0.5 0.5 0.3 0.8 0.5 0.4 0.3 0.3 0.5

Corona Bot 5.4 0.5 0.8 0.0 0.8 0.8 0.0 0.3 1.0 0.4 0.1 0.3 0.5

Ivan Mask 5.3 0.8 0.8 0.3 0.8 0.3 0.5 0.2 0.5 0.5 0.3 0.3 0.3

Martha 5.3 0.7 1.0 0.0 0.8 0.5 0.2 0.2 0.8 0.1 0.5 0.2 0.5

WHO 5.3 0.8 1.0 0.4 0.5 0.0 0.8 0.7 0.8 0.1 0.4 0.0 0.0

Bobbi 5.3 0.8 0.7 0.1 0.3 0.3 0.2 0.5 0.8 0.6 0.6 0.2 0.4

MTI 5.1 0.5 0.5 0.1 0.5 0.5 0.2 0.8 1.0 0.5 0.4 0.0 0.1

Babylon 4.9 0.7 1.0 0.3 0.8 1.0 0.0 0.0 0.8 – 0.5 – –

Covid-19 4.9 0.5 0.7 0.0 1.0 1.0 0.5 0.0 1.0 0.0 0.3 – –

CDC 4.4 0.5 1.0 0.0 0.8 1.0 0.2 0.0 0.5 – 0.5 – –

HSE 4.4 0.3 1.0 0.0 0.8 1.0 0.0 0.0 1.0 – 0.3 – –

e-bot7 4.1 0.8 0.5 0.1 1.0 0.5 0.5 0.0 0.5 0.0 0.3 – –

Providence 3.9 0.5 0.5 0.0 0.8 1.0 0.0 0.0 0.8 0.0 0.4 – –

Your.MD 3.8 0.7 0.7 0.0 0.8 0.3 0.3 0.2 0.3 0.4 0.4 – –

Clevel. Clinic 3.7 0.5 0.5 0.0 0.8 1.0 0.2 0.0 0.5 – 0.3 – –

Russ. M. of H 2.3 0.5 0.8 0.2 0.3 0.0 0.3 0.0 0.0 0.3 0.1 0.0 0.0

Score/heuristic 64% 83% 17% 74% 58% 34% 28% 75% 40% 44% 21% 32%

Most of the bots offer visual-centric or content-centric conversation styles.
The FAQ bots mostly offer a selection of topics, and the users can only choose
among items from a list, without the possibility to type a question. Some bots
also accept free text entry (e.g. German Red Cross and Ivan Mask) but very
few bots are capable of information extraction from user utterances. The most
disappointing experience appeared when a bot offered a text input line, but the
function was disabled (e.g., e-Bot7).

Some bots offer both, buttons and free text input for interaction, but are
in most cases not able to understand free text input. At least, the perceived
experience for non-recognised inputs improves when the bot explains that it is
still learning (e.g. Ivan Mask) and recommends using buttons, or when bots are
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capable of performing simple conversation management, such as recognition of
openings and closings (e.g. Suve).

4.2 Results by Heuristic

Our second research question concerns the usability of COVID-19 chatbots.
Table 2 presents the results of the expert review. The highest score in our sample
is 7.8 out of 12. It was achieved by the Suve chatbot. The following top-scoring
bots are the symptom checkers of Apple (7.1), Infermedica (7.0), and Symp-
toma (7.0). Infermedica and Symptoma were also the best two in the accuracy
evaluation of COVID-19 symptom checkers [16].

Nearly all tested COVID-19 chatbots scored well on heuristics 1 Visibil-
ity of system status, 2 Match between system and the real world, 4 Consis-
tency and standards, and 8 Aesthetic and minimalist design. This might be
explained by the fact that messengers and webchat interfaces have already well-
implemented UX, and the chatbot developers cannot change much on their
appearance. Ambivalent scores were observed for the heuristics 5 Error pre-
vention, 9 Help users recognise, diagnose, and recover from errors, and 10 Help
and documentation. Unsatisfying scores were found for the remaining heuris-
tics 3. User control and freedom, 6 Recognition rather than recall, 7 Flexibility
and efficiency of use, 11 Context understanding, and 12 Interaction management
capabilities (cf. last row Table 2 for the percentage of the main heuristic). Such
low scores related to repairs and flexibility of use may occur because messengers,
in contrast to websites, do not offer buttons to go back and forth by default, in a
conversational interface, users cannot simply click somewhere to go back in the
conversation. The only way to handle errors in a conversation-centric interaction
would be a proper implementation of repair as we use it in our interaction with
people. This is challenging but doable [8].

The best scores were achieved by bots running in webchat and offering a
combination of visual-centric interaction and natural conversation. Those bots
also showed well-implemented heuristics 1, 2, 4, 6, 8 and 10. The details of each
heuristic give a clearer picture of what specific functionalities (here represented
by the sub-heuristics) require further design effort.

1. Visibility of system status was rather well implemented throughout
all tested chatbots (64%). Sub-heuristic (b) Immediate feedback was close to
entirely covered (98%), meaning that the user quickly knows that their input
has been received and is treated. Nearly all chatbots showed efforts to Compel
user actions (c) (56%). However, heuristic (a) Information about the chatbots
status in the process was a weakness (20%) for all except two top-scoring bots.

2. Match between system and the real world has been very well imple-
mented (83%). The good scoring comes from the high scores for sub-heuristic (a)
Chatbot uses the language familiar to the target user group (90%), meaning that
most chatbots employ easily understandable language. Many bots did neither
employ visual components nor metaphors to enhance the communication with
the users. For this reason, the two other sub-heuristics, namely (b) Visual com-
ponents of the messages (emojis, GIFs, icons) are linked to real-world objects
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and (c) If metaphors are used, they are understandable for the user, were not
applicable for more than half of the tested bots.

3. User control and freedom scored very low throughout all tested chat-
bots (17%). None of the bots understood repair initiations (d) and only a few,
among the best scoring bots, provided navigation options (c), offered a perma-
nent menu (b), or partially supported undo/redo of actions (a).

4. Consistency and standards scored well for most of the tested chatbots
(74%). They use the domain model from the user perspective (a), and have a
personality with a language is consistent throughout all interaction paths (b).

5. Error prevention shows an ambivalent scoring (58%). While the pre-
vention of unconscious slips by meaningful constraints (a) is implemented to a
basic degree (61%), only a few bots prevent these through recognition of typos
and spelling error correction (b) (37%). The other two sub-heuristics for error
prevention (c) Chatbot requests confirmation before action with significant impli-
cations for the user and (d) Chatbot explains consequences of the user action
were not applicable for any of the 24 tested bots.

6. Recognition rather than recall is a usability principle that has not
sufficiently found its way into the chatbots we tested (34%). About half make
the options at least partly clear by adding descriptive visual elements and clear
instructions (a) (52%). Few provide a summary of the collected information
before transactions (b) (32%) which, however, in one-third of the tested chat-
bots was not even an applicable use case. None of the chatbots offered both a
permanent menu and help option (c), although about half had either one or the
other.

7. Flexibility and efficiency of use was another low scoring heuristic
(28%). Only about half of the sampled chatbots partly understands not only
special instructions but also natural synonym phrases (a) (38%). One third can
to some degree deal with different formulations of the same intent (b) (25%) and
offer multiple ways to achieve the same goal for more and less proficient users
(c) (21%). However, only six bots reached score 1 for at least one sub-heuristic
here, leaving room for improvement.

8. Aesthetic and minimalist design is among the well-implemented
heuristics (75%). Most chatbots reach scores of 1 or 0,5 for their use of visual
information in a personality-consistent manner (b) (87%), as well as for concise
and precise dialogues (a) (65%).

9. Help users recognise, diagnose, and recover from errors is a heuris-
tic that was not sufficiently established in our chatbot sample (40%). None of the
bots scores 1 for clearly indicating that an error has occurred (a) (33%). Only
some use plain language to explain the error (b) (56%) or explain the actions
needed for recovery (c) (45%). Even less offer a shortcut to quickly fix the error
(d) (22%).

10. Help and documentation shows an ambivalent scoring (44%). While
nearly all chatbots provide a clear description of their capabilities (a) (85%),
very few offer keyword search (b) (34%). Only the high-ranking bots focus their
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help on the user task (c) (26%) and explain concrete steps to be carried out for
a task (d) (25%).

11. Context understanding was a non-applicable heuristic for half of the
tested chatbots and not very well implemented in the applicable cases (44%).
When applicable, most understood the context within one turn (a) to some extent
(55%). However, almost none understood the context within a small number of
turns (b) (9%), let al.one the context of a multi-turn conversation (c) (0%).

12. Interaction management capabilities too was a non-applicable
heuristic for about half of the tested chatbots and scored low in the applicable
cases (32%). If applicable, most of the bots understood conversation openings
and closings (a) (68%) as well as sequence closings (b) (55%) to some extent.
However, they neither understood repair initiations or replied with repairs (c)
(0%), nor did they initiate repairs to handle potential user errors (d) (5%).

4.3 Non-applicable Heuristics

Only 11 of 24 chatbots implemented at least one element per heuristic. 13 of
24 chatbots did not implement any conversational functionality, and therefore,
heuristics 11 and 12 were not applicable for them. Five of the chatbots are strictly
visual-centred (interaction only via buttons), so that heuristic 9 was not applica-
ble, either. We furthermore find sub-heuristics that have not been applicable for
any of the 24 chatbots in our sample. Among them are (5c) Error prevention -
Chatbot requests confirmation before action with significant implications for the
user and (5d) Error prevention - Chatbot explains the consequences of the user
action in chat. However, the experts did not encounter any situation that would
have required these features.

5 Discussion and Limitations

The experience a user lives with a product or service materialises from the inter-
play of various dimensions [1]. Despite the widespread opinion that natural con-
versation with chatbots is the ultimate goal in chatbot research, this review
shows that the right balance of interaction flexibility and pace can be achieved
by merging natural conversation with visual-centric interaction. In this way, a
satisfying conversational UX can be ensured for users who value efficiency [2].

Channels, content, and interaction style show mutual dependencies. Messen-
gers such as WhatsApp, are potent communication channels because of their
extensive number of users. However, the dominance of webchat channels can
be explained by two aspects: 1) security and data protection considerations; 2)
greater freedom for design - webchats offer more possibilities to personalise the
design and to add visual elements as compared to bots running in messengers.
The fact that the highest scores in this study have been earned by webchat bots
does not mean that webchat as a channel is per default the best one.

The WhatsApp API does not provide any visual elements, and therefore, it
is better suitable for conversation-centric style. The three WhatsApp chatbots
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(WHO, German Red Cross (GRC) and Russian Ministry of Health (RMoH))
in our sample chose different message-based interactions that simulate visual-
centric style. RMoH chatbot understands only number codes (scored 2.3). The
WHO chatbot understands number codes and keywords presented in bold in the
bot messages (scored 5.3). The GRC chatbot understands the first two variants
plus it can extract keywords from natural phrases (scored 5.9).

Intent-based natural language understanding (NLU) is the state of the art in
current chatbot building platforms (e.g. Watson, DialogFlow and RASA). Sur-
prisingly, less than half of the chatbots in this study made use of NLU methods.
Although almost none of the symptom checkers implemented conversation man-
agement or context understanding, this is not necessarily negative for symptom-
checkers that simulate a form-filling interaction (Apple, Symptomate, Ada).

Indeed, the advantages of using a chatbot for the sake of informing people
about COVID-19 are in many cases unclear. Both FAQ and form-filling (symp-
tom checking) tasks can be presented more user-friendly on a “traditional” web-
site. Building a chatbot just for the sake of having a chatbot may harm the
service because of the less optimal UX.

Expert reviews based on usability heuristics are only one among the various
tools of UX evaluation [11]. An expert usability review usually analyses only
one service/product in-depth and explicitly lists all identified issues - including
screenshots, description, and proposed solution. This study sought to give an
overview of usability problems in Covid-19 chatbots in general. The heuristics
were therefore only used to establish a usability score for each bot. The scoring for
each heuristic highlights design rules that are not sufficiently taken into account,
and serve to trace specific usability issues. Observing real users during their
interaction with the bot will reveal the most critical shortcomings of the system,
as well as provide an impression of the user satisfaction with the interaction -
insights a heuristic review cannot produce.

Finally, this heuristic review, unfortunately, did not yield conclusions specific
to channels, topics, and interaction styles because the different types were not
evenly represented in our sample - mostly webchat, mainly symptom checkers,
principally visual-centric conversation style.

6 Conclusions and Recommendations

This study shows that our conversational UX evaluation framework is applicable
to chatbots of different conversation styles [14]. We can conclude that natural
conversations with chatbots are in general not mandatory for good conversa-
tional UX. Because the analysed COVID-19 chatbots show a large redundancy
in topics and types of service, but are diverse in UX scores, we conclude that
conversational E-health applications would be more attractive to users if they
invest in UX from the beginning. The following concrete steps need to be taken
in order to make pragmatically motivated use of chatbots [2] also satisfying in
terms of UX:
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DO... DON’T...� Invest in UX from the beginning!
Choose chatbot as a channel if the
problem can be easily solved in a con-
versation.

� Implement a chatbot for the sake of
a chatbot.

� Break down large pieces of informa-
tion, choose other channels for large
documents.

� Post long text in chat. A long
sequence of short messages is not a
good alternative.� Implement at least basic conversa-

tion management capabilities.
� Reply to a “hello” with “I did not
understand your question”.� Implement repairs. � Hope that users make no mistakes.� Use visual elements if possible. � Force users to type everything.� Offer free text input only if bot can

deal with it.
� Invite users to perform actions that
are deactivated or not working.

Further research questions arose from this study: What sorts of chatbots
would be really helpful in the context of pandemics, going beyond accuracy and
UX? Which conversational e-health applications offer real added value to their
users? Which topics and services beyond FAQ and symptom checkers can be
explored within in the context of the COVID-19 crisis?
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Abstract. Interactive fiction, the narration paradigm that allows play-
ers or readers to directly affect the branching of a story, has been
the focus both of a popular genre of books (so-called GameBooks or
Choose Your Own Adventure books) and of narrative experiences deliv-
ered through interactive computer programs, which includes but is not
limited to many popular videogames. This paper explores book-based
interactive narrative structures and tools, presenting a novel way to
explore existing works of narrative fiction through the conversational
audio interface of a smart assistant. The proposed solution is imple-
mented in the form of an Amazon Alexa skill that allows users to listen
to works of interactive fiction in a similar fashion to an audiobook, while
also allowing them to ‘choose their own adventure’ expressing choices and
commands using their voice. Common GameBook interaction paradigms
other than basic junctures within the story are also described and pre-
sented through the smart assistant program. Results from a small-scale
experiment are presented and the potential of this conversational inter-
face for interactive spoken-word literature is discussed.

Keywords: Interactive narrative · Conversational interfaces · Smart
assistant · Amazon Alexa

1 Interactive Narrative

Works of narrative are focused on conveying a story to an audience. Traditionally
these works are expressed by a narrator, who delivers the story either using his
or her voice or using the written language, in the form of written stories such as
novels.

Story arcs and common features and tropes in narrative have been widely
explored in literature. As screenwriter McKee puts it, a story consists mainly
of events that turn (i.e., change) values. A value can be a property of any part
of the story, either of a character or a relationship between characters, such as
trust, love, hope, and so on. The smallest unit of value change within a story is
the “beat”. A series of beats make up entire “scenes” of value changes, which
drive the story from its beginning to the end [9].

While traditional narrative develops through a story arc and thus has one
beginning and one ending, interactive narrative presents means of engagement
c© Springer Nature Switzerland AG 2021
A. Følstad et al. (Eds.): CONVERSATIONS 2020, LNCS 12604, pp. 145–157, 2021.
https://doi.org/10.1007/978-3-030-68288-0_10
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Fig. 1. Sample of extradiegetic elements (inventory, magic arts, combat skills) as seen
in the Italian edition of “The Chasm of Doom” in the popular Lone Wolf series.

of the audience, which allow the reader (or listener) to exert some kind of agency
and control over the narrative itself. Some examples of interactive narrative have
multiple ending, allowing the audience to determine the arc of the story and thus
the outcome of the narrative experience.

One form of these interactive experiences is the so-called GameBook (pop-
ularized with the “Choose Your Own Adventure” series in English and the
“LibroGame” series in Italian, during the ’80s and ’90s) [7]. These books present
a story, often in the fantasy genre, subdivided into chapters or paragraphs. Each
one of these text units is numbered, starting from 1 (where the reader starts the
book). At the end of each text unit, the reader is offered a choice of different
destination chapters. GameBooks may depend entirely on the reader’s explicit
choices or they may implement some game mechanics such as randomness (dice
throws, ability checks, etc.), combat simulations (based on dice, data tables to
cross check, etc.), or extradiegetic elements (inventory tracking, clue gathering,
life point tracking, etc.) as shown in Fig. 1.

Whichever the game mechanics used, the story within a GameBook branches
off, chapter per chapter, following a directed graph structure where each node
represents a chapter and each arc a choice available to the reader. Each story
branch can be seen as an interaction point, at which the reader/player may take
action and thus influence the narrative, as seen in the “Progression Maps” model
developed by Carstensdottir et al. [2], just like “beats” within a story.

Of course interactive narrative has been considered as an effective product
for interactive multimedia entertainment systems, such as videogaming plat-
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forms. The simulated environment in electronic entertainment is well-suited to
provide a realistic and continuous interaction, resulting in a more immersive
and compelling experience for players, if compared to simple branching stories
of GameBooks [13]. While the basics of branching narrative are preserved, in
principle, the freedoms bestowed by the videogame medium and the addition
of simulative elements (such as agents and characters with an own agency and
effect on the story) introduce complexities that make many interactive electronic
entertainment products difficult to understand and model using a graph-based
structure [14].

Large contributions to literature in this area have focused on the difficulties
of combining the presence of a strong story in the interactive medium, which con-
strains the narrative, and the inherent strong autonomy provided by videogames
in general [6,8], such as in the work by Young and Riedl bringing together free
interactions in a 3D world and a tight narration within a given story arc [15].
Based on the recent resurgence of interactive storytelling, on electronic devices
and especially in video media (as seen in “Black Mirror: Bandersnatch” released
on Netflix), novel interaction modes have also been explored [10].

In this paper, we will focus exclusively on traditional works of interactive
narrative, such as GameBooks, and their adaptation to modern conversational
interfaces. In particular, we will present a software tool allowing users to play
existing textual Choose Your Own Adventure books through the voice-based
interface of the Amazon Alexa smart assistant. To the extent of our knowl-
edge, this is the first preliminary study on this particular subject in literature.
Most previous studies applying conversational voice interfaces to game-like activ-
ities focus on trivia or other question-based interactions [1,4]. Few commercial
examples of Amazon Alexa interactive storytelling games are more similar to
audiobooks, in that they are narrated and have limited interactivity [5].

1.1 Writing Interactive Narrative

While classical textual GameBooks are mainly published and read like tradi-
tional printed books, the writing process often relies on computer aids. These
tools let authors more easily keep track of the narrative, the branches in the
story, and ensuring that the reader’s experience is coherent [7].

One of the more popular of these instruments is LibroGameCreator, a
desktop software suite widely used both by amateur and professional GameBook
authors. The software is supported by its author and an active online community
of aficionados1.

The software tool allows authors to write their works as a series of numbered
chapters, expressing links between story units directly within the text (using
numbers between square brackets, for instance writing “[123]” to indicate that
the reader may continue at chapter number 123). Other navigation tools (com-
bat, dice throwing, etc.) are generally not handled directly by the software, but
all these options can be simply expressed in text [12].
1 The community centers around the LibroGameLand web site (http://www.

librogame.net), which also collects more than 120 works by amateur authors.

http://www.librogame.net
http://www.librogame.net
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Fig. 2. Sample section of the graph structure in “The Vampire of Havena”.

In addition to the basic text-writing functions, LibroGameCreator also allows
authors to examine GameBooks as a directed graph. Each node represents a
chapter of the story, while an arch between chapters represents a link found in
text that the reader may follow. The visual representation of a GameBook can be
a very powerful instrument when analyzing the overarching narrative structure
and how the book can be navigated during play. In Fig. 2, a partial section of
the graph of a GameBook is shown (“The Vampire of Havena”, published by
Ulisses Spiele in 2015).

LibroGameCreator stores all data for a book within a single file, which
ensures easy editing and sharing of books.

2 Implementing GameBooks for Smart Assistants

In this paper we present the design and implementation of a prototype software
platform that allows users to experience a work of interactive narrative through
the voice interface of a smart assistant.

The requirements of the system have been chosen based on an analysis of
existing GameBook creation tools seen in Sect. 1.1 and the adaptation of common
GameBook file formats to a general purpose voice-based reader. The following
main requirements have been identified:

Compatibility with Existing GameBooks. The system should be able to
import existing GameBook sources with no or minimal pre-processing. It
should also be compatible with most interaction possibilities offered by com-
mon GameBooks.

Voice-only Interface. The GameBook should be read back to the user of the
system, in a similar fashion to listening to an audiobook. When interaction
is required, the user must be able to express commands using voice only.

Multiple Books and Multiple Users. The system must support more than
one book and more than one concurrent user.

Context and memory. The system must retain all required context for each
user session, allowing users to resume reading, restart from the beginning,
and keeping track of extradiegetic elements (such as life points, etc.).
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2.1 Book Source Pre-processing

The prototype will make use of standard source files generated by LibroGame-
Creator, presented in Sect. 1.1, as they are stored within one single file for easy
handling. LibroGameCreator stores books as a single standalone file, encoding it
internally as a SQLite 3 database. The database stores all data using a standard
entity-attribute-value model, as shown in Fig. 3, where all properties of entity
number 1 are stored as 5 different database entries.

Fig. 3. Sample entries from the LibroGameCreator database of the “The Chasm of
Doom” GameBook from the Lone Wolf series.

Most information for each chapter is included directly in its text, such as
the list of destination chapters reachable by the user and other book-dependent
actions or options. These latter GameBook features and game mechanics (which,
depending on the specific book, may include combat, riddles, collecting items,
losing or adding points, managing clues, and other operations) are not encoded
in any standard way and are usually embedded in the chapter’s text as simple
natural language phrases.

The pre-processing step is designed to handle differences and idiosyncrasies
of different GameBooks. This requires an adaptation process that can change
for each book series and, in some cases, even for each book when meaningful
differences in text or mechanics exist. In most cases this process can be performed
by running the chapter text through filters based on regular expressions that
can—for instance—detect a combat event and extract the name and properties
of the player’s adversaries. In some rare instances, the source text of the book
itself can be incoherent in presenting these special options. In this case the source
text must be manually fixed and adapted in order to be correctly transformed.

At the end of the pre-processing, an intermediate XML-based representation
of the book is generated. The output file is structured into a list of chapters,
each containing the text, optional flags if set, and a list of IDs of all chapters
that can be reached by the reader. If the chapter includes special game elements,
such as combat, this is also encoded in the XML file with all the required data,
such as adversaries and their properties. This standardized XML rendition of
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the book can then easily be handled by the GameBook reader without further
processing.

In the context of the presented prototype, all pre-processing was performed
using a custom NodeJS script that used regular expressions to detect combat
events or dice rolls. The prototype has been tested on a set of published Game-
Books provided by the authors. Books based on simple branching mechanics
required no further adaptation, while other ones including combat or dice rolls
required some tweaking in order to recognize all instances in the source text.

2.2 Alexa Skill Commands

Alexa is a virtual assistant by Amazon that is capable of voice interaction, either
through a physical speaker device or through mobile applications on a smart-
phone, to provide access to services, information, and multimedia for entertain-
ment. The smart assistant also allows developers to provide custom skills, that
can be programmed and made available to Alexa users in order to provide them
with additional functionalities.

Alexa skills are implemented through the Alexa Skills API, that allows devel-
opers to receive requests and commands through a custom web-based back-end
and handle them accordingly. Voice requests are processed by the Automatic
Speech Recognition (ASR) and Natural Language Understanding (NLU) sys-
tems provided by Amazon Alexa, turning user utterances into easily processable
text for the skill developer.

Recognized commands can be defined using a custom syntax, which allows
developers to define custom intents, as a set of synonymous utterances that
express the same specific meaning. The prototype presented in this paper imple-
mented the following intents2:

1. Open GameBook
Starts the skill and welcomes the user. Resumes the book if the skill has been
started previously.

2. Read chapter N /Go to chapter N
Goes to the chapter (if there is an outgoing connection from the current
chapter to the destination or if going to chapter 1 when starting a book) and
reads it.

3. Read again/Read the chapter again
Reads the chapter again.

4. Restart the book/Read from the beginning
Forgets the current chapter and starts the book from the beginning.

5. Throw a die/Generate a random number between X and X
Generates a random integer value between two numbers (inclusive). This
feature can be used after reading a chapter requiring a die roll to determine
the chapter to read.

2 Some training phrases are reported for each intent, but more are provided to the
actual skill model. See the source model in the prototype’s repository.
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6. Combat/Simulate fight
Simulates a full fight against one or more adversaries, if present in the current
chapter. Determines whether the player survives the encounter and computes
the consequences (e.g., suffered damage). This command is the only one con-
nected to extradiegetic elements that are tracked by the prototype, namely
life points and combat strength.

7. Help/What can I do?/What should I say?
Presents a list of commands and describes how the skill works.

2.3 Back-End Processor and Memory

Each continuous user interaction with the skill is assigned a unique session ID,
which allows the skill back-end to keep track of the conversation for each user. A
database allows the skill’s back-end to keep track of which book and specifically
which chapter is currently being read by the user.

Other additional properties of the user’s read-through can also be stored by
the database, such as life points and inventory. A history of visited chapters is
also stored for each user.

3 Experiment, Results, and Conclusions

The source code of the implemented skill and its back-end have been released
under the MIT license3.

The GameBook reader prototype has been published as a beta Amazon Alexa
skill, in order to be tested and validated in a small-scale trial with a set of experts.
Testers were invited to the trial through direct contacts among the community
of Italian-speaking GameBook enthusiasts, collectors, and authors.

Participants were given access to the Alexa skill and were then asked to
provide their feedback through an anonymous Google Forms questionnaire. The
questionnaire was split into 3 sections. The first section focused on anonymous
information about the user, such as age group and skill level in reading or writ-
ing GameBooks. The second section provided a series of questions about the
user experience and user preferences, expressed on a Likert scale (from 1 to 5).
The last section asked users for perceived advantages in reading GameBooks
through a voice-based interface, general feedback, and suggestions for further
improvement.

3.1 Feedback Evaluation and Lessons Learned

Feedback was collected from a total of 8 participants, after filtering out incom-
plete or duplicate responses. The respondents were clearly split between 2 profes-
sional GameBook authors and readers with no publishing experience, as is shown
in Fig. 4. As was to be expected from the social channels where the questionnaire

3 Source code on GitHub: https://github.com/m-dilorenzi/librogamereader.git.

https://github.com/m-dilorenzi/librogamereader.git
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was distributed, all respondents had some experience reading GameBooks. The
full anonymized responses to the feedback questionnaire are available online4.
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Fig. 4. User expertise as GameBook readers (blue) and writers (red), where 1: no
experience and 5: very experienced. (Color figure online)

Evaluation of the prototype was not entirely satisfactory in general, with
many users reporting an insufficient experience under some aspects. Figure 5
shows the distribution of user feedback, divided into (1) general experience,
(2) quality of command interpretation by Alexa, (3) quality and realism of the
smart assistant’s voice output, (4) expressivity of narration, (5) clarity of narra-
tion, (6) clarity of how the current game state is expressed, (i.e., what is happen-
ing, which commands are available?), (7) ease of navigation between chapters
and actions.

No user read more than 10 chapters of the book (with a total of almost
300 chapters), while many stopped after 2 or 3 remarking that chapter navigation
using the voice-only interface was non-intuitive and difficult to understand.

While, as could be expected, the quality of voice synthesis in terms of expres-
sivity was evaluated negatively, the interface’s capability of clearly expressing the
contents of the narration and the player’s current state have also been reported
as less than satisfactory.

In general, the results appear to indicate that the high information density
of the source material in GameBooks is a difficult match with the inflexibility
of Alexa commands and the short default interaction model assumed by smart
assistants.

More specific issues and suggestions are grouped by category and discussed
in more detail below.

4 Public Google Sheet (in Italian): https://docs.google.com/spreadsheets/d/1bTfLj-
Vg1F2L0NslJnkVvZ7ZX1Gxo2OOoprZ8fzoyLs/edit?usp=sharing.

https://docs.google.com/spreadsheets/d/1bTfLj-Vg1F2L0NslJnkVvZ7ZX1Gxo2OOoprZ8fzoyLs/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1bTfLj-Vg1F2L0NslJnkVvZ7ZX1Gxo2OOoprZ8fzoyLs/edit?usp=sharing
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Fig. 5. Evaluation of the reading experience on a 5-value scale, in general and on
6 specific points.

Voice output. Many users reported low (1–2) satisfaction with the default voice
synthesis provided by Alexa and the majority of users reported lacking read-
ing expressivity. The raw text, interpreted by the text-to-speech processor in
Alexa provides serviceable voice output, which however shows frequent sound
artifacts and enunciation imprecisions. Also, the voice output is ill suited to
interpret punctuation as intended by the author. This is particularly notice-
able in passages that would require dramatic pauses for effect or in dialogues,
where quoted phrases are often mixed with the rest of the text.
It is to be considered that providing a professional reading of the GameBook’s
text would solve this issue and provide a much more satisfying experience to
end-users, much alike to published audiobooks. At least 2 users mentioned
this as an imperative feature in a commercial product. Likewise, the text
could be provided using the Speech Synthesis Markup Language (SSML),
which supports tags for controlling reading emphasis, volume, pitch, and rate
of speech, allowing GameBook writers to specify how the book should be
read. Both of these approaches of course require significant effort from the
GameBook author, in contrast with the initial design requirement.

Command understanding. In general voice processing has not been reported
as problematic by the users, but specific commands have been signaled as
difficult or almost impossible to use by some. In particular, for some users,
depending on their Alexa configuration and their selected voice language,
commands were interpreted differently than intended. For instance, using
the Italian skill launch intent (i.e., “apri Libro Game Reader”), Alexa would
frequently interpret the first two words (“apri libro” = “open book”) and try
to open books to read from the integrated Kindle library.
Particular care must be given to providing a sufficient set of synonyms and
variations of all commands provided by the skill. Also, for each language



154 L. C. Klopfenstein and M. Di Lorenzi

supported by the skill, care must be given to checking that commands do not
conflict with other existing skills or Alexa features.

Skill termination. Several users also reported that the current status of the
skill was often unclear (majority of responses in the low range). There is
no clear sign when the skill is terminated (for instance when a sequence of
commands cannot be interpreted correctly or an utterance is interpreted as
a system-level command) and the user is forced to restart the skill.

Navigation between chapters. An aspect that also received very low satisfac-
tion votes is the quality of navigation between chapters. Possible destination
chapters are simply enumerated, by their chapter number, in text, therefore
they can be easily overheard. Also, the listener is required to remember which
chapter number corresponds to each possible choice, an issue that becomes
difficult in chapters with a long selection of options.
This issue could be resolved by adding a command to enumerate the list of
possible destination chapters. While reworked versions of GameBook sources
could provide more explicit commands (for instance, “open the door to the
north” instead of “go to chapter 123”), the relatively inflexible structure of
Alexa skill intents (which require a fixed set of training phrases) makes it an
unlikely endeavor for a general purpose reader skill.

Game mechanics and extradiegetic elements. All users remarked a high
appreciation for the capability of the conversational interface of automating
some of the more mechanic aspects of reading a GameBook. In particular
handling the generation of random values (usually left to dice throwing or
random page opening in traditional GameBooks) and automatically resolving
combats.
This aspects indeed connects the aspects of traditional interactive narrative
with the ease-of-use and automatisms provided by interactive electronic enter-
tainment, providing a videogame-like experience within a more traditional
medium.
The prototype only supported combat simulation with life point tracking,
since the existing LibroGameCreator format does not include information
about other extradiegetic elements (such as objects, inventory, powers, etc.).
Adding more of these elements to the GameBook reader would require rework-
ing how books are encoded and represented, including a fuller representation
of the book’s mechanics within the exported file.

3.2 Future Work

As discussed previously, while most GameBooks have the same basic branching
structure and the LibroGameCreator file format is easy to parse, some amount
of work is required to ensure that the book is interpreted correctly and that
special game mechanics are extracted as intended from the book’s text. Other
interactive narrative representation formats that are actively used are Choice-
Script5 and Squiffy6. While none of these fully cover the full wealth of options
5 Web site: https://www.choiceofgames.com/make-your-own-games/.
6 Web site: http://docs.textadventures.co.uk/squiffy/.

https://www.choiceofgames.com/make-your-own-games/
http://docs.textadventures.co.uk/squiffy/
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seen in modern GameBooks, we would welcome the development of an encom-
passing intermediate language for the representation of narrative interactive,
possibly with the support of an integrated scripting language allowing authors
to directly express how actions and choices are resolved.

Most users have tested the prototype on audio-only devices (such as the
Alexa Echo Dot), but several Alexa-integrated devices allow developers to dis-
play images or text in addition to speech (for instance, the Alexa Echo Show and
the Alexa smartphone app). While this feature was not used in the prototype, it
would be possible to provide both spoken-word output and the full text of the
chapters that are being read. If the GameBook includes pictures or illustrations,
these could also be shown through the devices’s screen.

More in general, the spoken-word version of a GameBook certainly lends
itself to be used in situations where the users doesn’t want or is not able to read
written text (cooking, driving, doing sports, or relaxing). However, a text-only
prototype delivered through a messaging bot, possibly enhancing the conversa-
tion with picture and buttons to handle the user’s navigation through chapters,
could provide a more efficient experience, closer to the original one of reading
a GameBook. An in-depth field-trial will be performed in future, evaluating the
perceived performance of the spoken-word GameBook and comparing it to a
chatbot text-only version and to an interactive mobile app.

Moreover, while the presented prototype was focused on faithfully reproduc-
ing the reading experience of a traditional print GameBook, the flexible nature of
the back-end could be further exploited integrating dynamic elements and addi-
tional interactive narrative structures, which are impossible to present in a stan-
dard book. For instance, at the most basic level, the traditional fixed story arc
and the well-defined narrative of conventional GameBooks could be maintained,
while the text delivered to the reader could be made dynamic using generative
text frameworks such as Tracery. This would allow more varied output and make
the book more unpredictable [3]. On a more extensive level, additional develop-
ment in interactive storytelling via electronic media could be incorporated from
suggestions in literature. For instance, the generation of narrative variations or
adaptive stories that maintain a given ‘closeness’ to the original source, as seen
in the work by Ong and Leggett using genetic algorithms [11], or dynamic narra-
tive generation using an overarching story director, as seen in the work by Riedl
and Stern [13].
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active storytelling. In: Göbel, S., Malkewitz, R., Iurgel, I. (eds.) TIDSE 2006.
LNCS, vol. 4326, pp. 1–12. Springer, Heidelberg (2006). https://doi.org/10.1007/
11944577 1

https://onlinejour.journals.publicknowledgeproject.org/index.php/i-jim/article/view/12311
https://onlinejour.journals.publicknowledgeproject.org/index.php/i-jim/article/view/12311
https://doi.org/10.1145/3313831.3376527
https://doi.org/10.1007/978-3-319-27036-4_14
https://doi.org/10.1007/978-3-319-27036-4_14
https://doi.org/10.1016/j.procs.2019.09.187
https://doi.org/10.1016/j.procs.2019.09.187
http://www.sciencedirect.com/science/article/pii/S1877050919313699
http://www.sciencedirect.com/science/article/pii/S1877050919313699
https://www.eyeoftheeldergods.com/
https://www.eyeoftheeldergods.com/
https://www.jesperjuul.net/thesis/
https://www.jesperjuul.net/thesis/
https://doi.org/10.1007/0-306-47373-9_27
https://doi.org/10.1109/COMPSAC.2019.10217
https://doi.org/10.1145/1012807.1012856
http://www.matteoporopat.com/librogame/libro-game-creator-3/
http://www.matteoporopat.com/librogame/libro-game-creator-3/
https://doi.org/10.1007/11944577_1
https://doi.org/10.1007/11944577_1


Go to Chapter X to Explore Interactive Narrative on Smart Assistants 157

14. Sali, S., Mateas, M.: Using information visualization to understand interactive
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Abstract. The fundamentals of verbal communication skills are devel-
oped during childhood, and existing studies pinpoint the benefits of stim-
ulating language and expression skills from an early age. Our research
is a preliminary evaluation of conversational technology to support this
process. In this paper, we describe the design process of a speech-based
conversational agent for children, which involved a Wizard-of-Oz empir-
ical study with 20 primary school children aged 9–10 y.o. in order to
identify the design guidelines for the automated version of the system.
Our agent is called ISI, is integrated into a web application and exploits
oral and visual interaction modes. ISI enables children to practice verbal
skills related to the description of a person’s physical characteristics. It
provides opportunities for them to learn and use words and linguistic
constructs. Also, ISI permits to develop their body awareness and self-
expression (when describing their self) or the attention to “the other”
(when describing someone else). ISI engages users in a speech-based con-
versational flow composed of two main repeated steps. It talks to the
children and stimulates them with questions about a specific part of
their body (e.g., “What color is your hair?”). When the users describe
the required feature adequately, ISI provides a cheerful real-time visual
representation of the answer; otherwise, it provides hints.

Keywords: Conversational technology · Natural language
visualization · Children · Language learning · Learning

1 Introduction

Verbal communication is the foundation of relationships and is essential for
learning, playing, and social interacting [17]. Early oral communication skills
are developed during childhood [48]. Children learn how to convey information,
needs, and feelings in a more effective way [13] by acquiring words and linguistic
constructs of the language.

Previous studies proved that individuals differ in how they learn [53] and
that various stimuli can support children in enhancing verbal communication
capabilities and learning a language [10]. The VAK model [4] identifies three
learning modalities:
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– Visual learning, that exploits graphs, charts, maps, diagrams, pictures, paint-
ings, and other kinds of visual stimulation;

– Auditory learning, that depends on listening and speaking;
– and Kinesthetic learning, that requires gestures, body movements, and object

manipulation to process new information.

The strengths of each learning modality show up independently or in com-
bination [3]. Generally, learners appear to benefit most from visual and mixed
modality presentations, for instance, using both auditory and visual techniques.
A review study [1] concluded that visual stimulation improves learners perfor-
mance in the following areas:

– Retention. Learners remember and recall information better when it is rep-
resented and learned both visually and verbally;

– Reading comprehension. The use of visual stimulation helps to improve the
reading comprehension of learners;

– Learning achievement. Learners with and without learning disabilities
improve achievement across content areas and grade levels;

– Critical thinking. When learners use visual stimuli during learning, their crit-
ical thinking skills are enhanced.

In addition, according to [38], visual aids are used for various aspects in the
teaching-learning process, and practicing teachers are often led to believe that
“the more visuals, the better”.

Our research concerns Computer-Aided Language Learning [47], i.e., lan-
guage learning and communication skills training with the help of a machine.
Our final goal is to investigate the use of an intelligent interface combining visual
and auditory stimuli for children to improve their verbal communication skills.

We present ISI, an Italian speech-based conversational agent (CA) for chil-
dren that exploits oral and visual communication modes. A conversational agent
is a dialogue system able to interact with a human through natural language [14].
ISI enables children to practice verbal skills related to the description of a per-
son’s physical characteristics. In this way, ISI offers opportunities for children
to learn and practice with words and linguistic constructs. Also, it permits to
develop their body awareness and self-expression (when describing their self) or
the attention to the other (when describing someone else).

The name ISI stands for “Io Sono Io”, that is the Italian version of “I am
me”. This name takes inspiration from the German book “Das kleine Ich bin ich”
[33] that supports children to answer the question “Who am I?” Furthermore,
in Italian, ISI is pronounced in the same way as the English word “easy”, that
perfectly fits with the principles underlying the system:

– it is simple to use for children;
– it facilitates and trains communication skills and self-knowledge.

This paper not only contributes in exploring conversational technology
merged with Natural Language Visualization for support learning, but also
provides interesting design insights for conversational technology for children.
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Indeed, in this paper, we describe the process of designing ISI: we implemented
a Wizard-of-Oz version of the agent, and we conducted a preliminary empirical
study with 20 primary school children aged 9–10 y.o. to identify effective design
guidelines for the application.

Assessing the potential of ISI as a teaching tool is beyond the scope of this
paper and will be analyzed in the future by exploiting an automated version of
ISI. Here, we addressed the following research questions:

– “Is a system with the characteristics of ISI usable by children?”
– “Is a system like ISI engaging?”

2 Related Works

The rapid and continuous improvements in the field of Artificial intelligence are
making spoken and written Conversational Technologies smarter, leading to new
forms of collaboration with humans and new application areas [19]. Voice-based
conversational agents (e.g., Apple’s Siri, Amazon’s Alexa, Google Assistant) are
progressively getting more embedded into people’s lives due to their intuitive,
easy-to-use natural language human-computer interface: according to [24], 46%
of United States adults use them in their daily routines.

From literature, we know some conversational agents specific for teaching
and supporting the learning process. They are called Pedagogic Conversational
Agent (PCA) and can be defined as smart systems that interact with the student
in natural language, assuming the role of an instructor, a motivator, a student,
or a companion. They are cheaper than human tutors and can exploit adaptive
learning technology in order to meet the needs of each student [15].

There are PCAs for different targets – e.g., for children and adults – and for
various topics that range from math to literature [27]. For children, one of the
most common uses of PCAs is language teaching and practice. For example, [34]
describes embodied agents offering language challenges to children. Also, Baldi
is a tutor who guides students through a variety of exercises designed to teach
vocabulary and grammar, to improve speech articulation, and to develop lin-
guistic and phonological awareness [35]. In [11], an animated CA, named Marni,
interacts with children to teach them to read and learn from the text. In [51], it is
proposed the use of Pedagogic Conversational Agents to develop computational
thinking in children. Hayashi [26] proposed multiple PCAs to support collabo-
rative learning in children, and highlighted how multiple PCAs can implement
roles yielding different types of suggestions. In [25], the authors implemented an
intelligent virtual environment with many Embodied Conversational Agents, for
improving speaking and listening skills of non-native English language learners.
Finally, [50] reports about CAs to engage children in book reading activities and
to create oral stories in a highly interactive manner.

Concerning design, there are several sets of established guidelines for Graphi-
cal User Interfaces (GUIs) (e.g., [40]) and Tangible User Interfaces (e.g., [54,55])
for children, but the ones for Conversational User Interfaces are few and not
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universally accepted. Indeed, previous studies have already explored commer-
cial and non-commercial CAs for children both for play [2,16,43] and learning
[35,52], but without finding specific guidelines. Besides Nielsen, [41] who defined
ten heuristics to test the usability of any interfaces, Moore and Arar [36] made
the first attempt to suggest some guidelines for designing a conversational inter-
action experience for generic users and contexts. Also, Murad et al. [39] summa-
rized some design guidelines to support researchers in solving issues related to
usability and learning of hands-free speech interfaces.

To the best of our knowledge, so far, there is no conversational application
teaching or enabling the practice of self-description and body parts learning for
children with a Natural Language Visualization support system.

3 ISI

ISI is a tool for teachers and caregivers to make primary-school children practice
with turn-taking and language constructs, and words related to the description of
a person’s physical characteristics, colors, and positions. Also, ISI allows children
to develop their body awareness and self-expression (when describing themself)
or the attention to the other (when describing someone else). It can be used
autonomously, both in primary school and at home. Its design is grounded on
the VAK model [4] for which the combination of visual and auditory stimuli
improves the children learning.

ISI is a goal-oriented, domain restricted and Italian speaking conversational
agent. It is integrated into a web application and enables both vocal and visual
interaction with the user through the screen, the microphone, and the speakers
of the device (both standalone and mobile). ISI engages children in a speech-
based conversational flow composed of two main repeated steps. First, it talks
and stimulates them with questions about a specific part of their or someone
else’s body. Questions can be about color (e.g., “What color is your hair?”), size
(e.g., “How big is your nose?”), and position (e.g., “Where’s the mole?”). Second,
if users describe the required feature adequately, ISI shows a cheerful real-time
visual representation of the answer; otherwise, it provides hints and feedback.
The strength of ISI lies in exploiting an original Natural Language Visualization
software module to associate expressions describing a person’s physical appear-
ance with an avatar produced in real-time using Bitmoji’s API [49]. ISI provides
real-time feedback, and support children through a dual visual and auditory
stimulation, as defined in the VAK model [4].

ISI’s GUI (see Fig. 1) is very basic since the screen represents just a support
channel compared to the speech that is the primary interaction channel. The
app shows a box in the middle of the screen where it visualizes in real-time the
avatar as the user described it so far. During the experience, ISI provides the
user of visual feedback about its status (idle - Fig. 1 -, listening, or speaking)
to help her/him to handle the interaction and to understand the system better.
Also, the system displays a digital button to be clicked by the user before and
after speaking, respectively, to trigger the system and to let it stop listening
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(i.e., to express the concepts “It is my turn” and “It is your turn”). The button
was designed to be visible and intuitive to touch, using a color (yellow) in con-
trast with the background (light blue). Pushing the button implies a tangible
interaction: its use is typical in GUI and requires the user to be able to point
beyond pressing. Today’s most popular CAs are triggered when they perceive
a keyword or a short utterance spoken by the user; this phrase is universally
known as a wake word (e.g., “OK Google” for Google Assistant, “Alexa” for
Alexa, and “Hey Siri” for Siri). CAs stop listening when they recognize a pause
that marks the end of the person’s speech. This allows people to use CAs even
when their hands and gaze are busy. We opted for pressing the button as wake
and sleep action because we hypothesized that this method could promote the
sense of agency and increase children’s subjective awareness of being in control
of the interaction [8]. Besides, this approach was already used for children (just
as wake action) [6]. The motivations for having the same commands to wake up
and put to sleep the system are the following: we have the vision that future
conversational technologies will become more and more accessible and will be
widely used even by children with special communication needs, and according
to the theory of partner-perceived communication [12,30], the predictability and
repetitiveness of the sequences makes it possible to better give meaning to them
even for those children with complex communication needs.

Fig. 1. On the left side the GUI of ISI waiting for the child to press the button (a);
On the right side the GUI of the Wizard (b) (Texts are translated into English as a
matter of paper readability) (Color figure online)

4 Wizard of Oz Experimentation

To study on the field the usability of ISI by children and their engagement while
interacting with the agent, we conducted a Wizard of Oz experiment. Indeed,
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the participants interacted with a prototype of ISI that they believed to be
autonomous, but that actually spoke and performed thanks to an unseen human
being in a second room (i.e., the Wizard).

Fig. 2. Wizard of Oz experiment evaluation setting

4.1 Participants

We recruited 20 Italian speaking children aged 9 to 10 (11 girls and 9 boys) from
the primary school of Cornaredo (MI, Italy). We have chosen this sample since
they had already studied in school how to describe themselves, and consequently,
we supposed they had the linguistic capabilities to accomplish in autonomy the
self-description task interacting with the agent. From a survey by the teachers,
we know that subjects were familiar with technology and computers through
computer-classes at school. None of them said she/he had interacted with any
conversational agents (e.g., Google, Siri, Alexa, and Cortana) previously. We are
aware that all over the world many children deal with conversational technologies
in their every-day life since conversational interfaces are spreading more and
more in the people’s homes [20]. However, this trend is slower in Italy (13% of
penetration compared to other places - for example, to 24% of United States),
and therefore our sample is closely representing the children of our country [9].

All participants provided us an informed consent signed by their parents.

4.2 Setting

The study was conducted during a summer campus in a primary school. This
location was chosen to let children feel as comfortable as possible in a familiar
space to them. The setting of the experiment was split into two separate rooms
(see Fig. 2):
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– Room 1. There was a touch-screen PC on a desk and a chair in front of it;
– Room 2. There was the research team, who could listen to the participant

in the Room 1, speak to her/him, and observe her/his gestures through a
connected laptop.

In addition to children, people involved in the study were:

– The Facilitator : A teacher who managed the experiment at the forefront in
Room 1, introduced participants to the experience and helped them in case
of requests for assistance (e.g., when they did not understand the task to
complete);

– The Test Observer : A UX designer, who silently observed the experiment
from the first room identifying problems and concerns during the interaction
(e.g., in the use of the digital button) and taking qualitative notes;

– The Data-logger : A person collecting quantitative data (e.g., the number of
errors and help requests of participants) from the second room;

– The Wizard : A trained person, who spoke with the children following a rigid
script and simulating being a computer. This means that, for example, he did
not respond when the user did not comply with the digital button interaction
protocol (i.e., pressing the button before and after speaking). The Wizard
controlled the system by using a web interface connected via the WebSocket
API [37]. From the page shown in Fig. 1 the Wizard could remotely change
the app status (idle, speaking, or listening) and the physical characteristics of
the avatar displayed on the user’s web page. The Wizard’s voice was altered
by using the Web Audio API to sounds more like a robot.

4.3 Procedure

Participants spontaneously showed up one at a time to play with ISI as single
players. The Facilitator welcomed them in the classroom and invited them to
sit down in front of the laptop. Afterward, she explained the participants of the
coming experience and provided them with instructions about the wake and sleep
action to use to trigger the system (i.e., pushing the digital button on the screen
before and after speaking). When instructions were clear, the session started.
The agent welcomed the children by saying, “Hello! My name is ISI. Today, we
are going to create your avatar. Let’s play together!” and asked her/him eight
standardized questions: “What’s your name?”, “Are you a boy or a girl?”, “What
color is your skin?”, “What color are your eyes?”, “How big is your nose?”, “How
long is your hair?”, “What color is your hair?”, and “How big is your mouth?”.
Children described themselves, and every time they responded to a question,
they saw the visual representation of the feature described directly on the avatar
in the GUI. At every step, ISI prompted them, “Do you like your avatar as it
is now?”. If the answer was negative, ISI removed the last feature added and
repeated the last question (allowing the children to change their avatar aspect).

During the whole experiment, the Test Observer and the Data-logger took
note. If the participant did not understand what ISI said, she/he could directly
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ask the system to repeat any time, or she/he could reach out to the Facilitator. At
the end of the session, ISI showed the final avatar to the participant and thanked
her/him for playing. The Facilitator asked the child to fill out a smile-o-meter
with 5 levels about the likeability of the game. We opted for the smile-o-meter
since it was proved to be a valid toolkit to measure children’s engagement [46].

4.4 Data Collected

During the empirical study, the Data-logger took notes about the number of
occurrences that each participant asked for help to the Facilitator about the
interaction modality, and the number of errors made by each participant dur-
ing the session. In the context of this study, an error is when children did not
respect the interaction protocol, i.e., when they spoke before or without pressing
the button, or when they pressed the button but did not speak. We calculated
the variable nhelp as the number of user’s requests for help about the interaction
mode during the session. nerror is defined as the number of errors committed
by the participant while interacting with ISI divided by the number of dialogue
exchanges. The Facilitator collected data about the likeability by the user with
a 5 levels smile-o-meter. liker is the child’s evaluation score voted in the ques-
tionnaire (from 1 to 5) at the end of the interaction.

Besides, we automatically stored the timestamps of some relevant events for
each conversational step (i.e., when the user started/stopped speaking, when
the user pushed the button, and when ISI started/stopped speaking). From the
timestamps, we measured the following variables:

– the interval of time during which the child was speaking (tdurationspeak),
– the time difference between the end of ISI’s speech and the user pressing the

button on the screen (tinteract),
– the time difference between the child pressed the button, and she/he started

to speak (tstartspeak),
– and the time elapsed between the last word spoken by ISI and the first word

spoken by the child (tturntaking = tstartspeak + tinteract).

In addition to quantitative data, during the empirical study, we also collected
some qualitative data. The Observer looked at the child interacting with ISI and
wrote down observations about comments aloud by participants and the Facilita-
tor, questions from subjects to the Facilitator, requests for help to complete the
self-description task, reactions, gestures [5], and behavior of participants during
the experience, usability issues (e.g., difficulties interacting with the application
due to the use of the button or to participant’s pronunciation defects), breaking
points in the conversation.

5 Results and Discussion

5.1 Results

In Table 1, there is a recap of the measured variables computed on the collected
data. We are conscious that the homogeneity of our population in terms of age
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(they were all 9 to 10 years old) leads to significant and reliable considerations
about the target, but we are also aware that data analysis is less generalizable.
We start reporting results from the analysis of the timing of turn-taking between
children and ISI. From literature, we know that adults take split second between
conversational turns (on average, between 0–200 ms). When it comes to having
dialogues with young children, the turn-taking slows down [28]. Different children
need different amounts of time to take a turn, but on average, they need 5–10 s
[21]. We compared the timing data of our sample with the general population.

A single sample t-test was conducted to determine if a statistical significance
exists between the time elapsed before speaking of our sample and the benchmark
population in human-human conversations (µ0 = 7.5 s) [21]. Our null hypothesis
is that the sample mean is equal to the population mean. Children interacting
with ISI took much more time (M = 5.09 s, SD= 3.90 s) for starting the interac-
tion (i.e., pushing the button) compared to the conventional children population,
t(19) =−2.78, p = .00; on the other hand, they took much similar amount of
time to start speaking (M = 6.71 s, SD= 3.94 s) compared to our benchmark
value, t(19) =−0.89, p = .18.

Another single sample t-test was conducted to determine if a statistical signif-
icance exists between the duration of the child’s turn of the empirical sample and
the benchmark in human-human interactions (µ0 = 2 s) [21]. Children speaking
with ISI takes less time to end their turn (M = 1.6 s, SD= 0.4 s) compared to
the conventional children population, t(19) =−4.65, p = .00.

On average, children did not make many errors (M = 0.15, SD= 0.37), and
they barely asked for help about the interaction mode (M = 0.45, SD= 0.76)
during the session with ISI. Besides, they enjoyed playing with ISI as the ques-
tionnaire results revealed (M = 4.2, SD= 0.83).

The observations by the Observer are used as a starting point for identifying
ISI’s design insights described in the next section.

Table 1. Wizard of Oz experimental study: the variable obtained from the quantitative
data about the children sample

Quantitative variable Average (M) Standard deviation (SD)

tstartspeak[s] 5.09 3.88

tinteract[s] 1.62 0.79

tturntaking[s] 6.71 3.94

tdurationspeak[s] 1.60 0.62

nhelp 0.45 0.76

nerror 0.15 0.37

liker 4.2 0.83
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5.2 Discussion: Lessons Learned

From the results of the Wizard-of-Oz study, we elicited a set of lessons learned
that could be applied to enhance the usability and engagement of ISI, and that
may be useful for any conversational agent for children’s learning.

The Ease of ISI’s Multimodal Interaction – The time spent by children
to start speaking with ISI during each conversational step is consistent with
the literature’s corresponding value in human-human interaction. This result
suggests that the mixed interaction paradigm (speech, tangible, and visual) can
be considered user-friendly and straightforward for this target group and could
be applied to conversational agents for children in general. This result is also in
line with what is described in the guidelines of Conversation design by Google
[23], which claims that conversational interfaces are intrinsically multi-modal.
Intuitiveness and ease of interaction are also supported by the low number of
errors committed by children and the low number of times they asked for help
about the interaction modality. As future work, pushing the button on the screen
could be compared with other wake actions. A recent study [8] compared different
actions to find out how effective they are as wake and sleep ones for children
who want to interact with a conversational agent. Their results suggest that the
physical button is the most appropriate solution for this target group, which
opens new directions in the design of interaction affordances of CAs for children.

ISI as a Game with a Purpose – The smile-o-meter’s results showed that
children liked to play with ISI. Findings are in line with the positive feeling of the
Facilitator and the Test Observer about the ISI-child conversational experience.
We conclude that ISI has the potential to interact with children. Conversational
agents need to be explored more for this population for different goals (e.g.,
learning, engagement, assistance). As a limitation of the study, we are aware that
children tend to provide positive ratings to evaluation scales like smile-o-meter
[46]. However, smile-o-meter is still an adequate tool for an easy and attractive
method of scoring an opinion, especially with older children [45]. Future studies
with ISI will exploit more general survey methods [45]. Also, the Again – Again
table and the Fun Sorter will be used to rank specific features of the agent [45].

ISI’s effectiveness for training their linguistic and communication skills is not
verified, yet, and will be explored in the next study. We hypothesize that, if
translated into various languages, ISI could help children to learn new languages
interactively. Also, in a school environment, where socializing among peers is
significant, ISI could enable the interaction with the classmates while playing in
multiplayer mode.

ISI as a Self-explorative Tool for Elementary School Children – During
the experimentation, the Observer took note of various requests for help by
children to the Facilitator regarding their physical appearance in order to answer
to ISI’s questions. We drew two conclusions on this datum. On the one hand,
the app is well-tailored around the target user, providing children an occasion to
practice their self-description skills and to have a moment of reflection on their
physical appearance. On the other hand, ISI lacks a tool to help children in the
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self-description process since users had to ask the Facilitator for the information
they were seeking. This consideration leads naturally to the necessity of providing
the user of hints (visual and/or auditory) about the different options she/he can
select from while describing her/his physical appearance; for example, the range
of hair colors that can be opted. Additionally, it could be interesting to insert a
mirroring canvas in the GUI of the application, centered on the exploration of the
physical appearance by the user. Multi-modal support in interactive interfaces
is suggested even in [42].

Speech-to-Text to Support the Interaction – During the experiment, the
Wizard was able to understand the user even in non-optimal conditions (e.g.,
when the user was speaking looking away or when there was an external noise).
While designing the automated version of ISI (and conversational agents in
a broad sense), it would be important to take into account that Automatic
Speech Recognition and Understanding would not be as straightforward as for
humans. Indeed, there are many studies about speech-to-text performance evalu-
ation both in typical laboratory settings (quiet environment, wideband, and read
speech) [32] and in various non-standard and adverse situations and we know
from those studies that machine performance degrades below that of humans in
noisy situations – whatever noise we consider. For example, there are automatic
transcription evaluations in noisy environments [29] (e.g., traffic, crowd), with
foreign accents [18], with children’s voice tone [44], with emotional speech [7],
and with subjects presenting disfluencies in speech and with deaf and hard-of-
hearing people [22].

To overcome this drop in performance, we recommend ISI to provide a real-
time transcript of the conversation on the screen as evidence of what it under-
stands. In this way, users would have a better understanding of the behavior
by the system. Also, ISI should ask very targeted and scoped questions so that
users could answer them briefly (ideally with one single word) and thus help the
transcription by the system. Finally, for older children, ISI could also provide
text-based interactions and prevent any speech-to-text misunderstanding.

The Potential of Natural Language conversations of ISI – Designing
the GUI with the clickable button gave the children a sense of control [31], and
they quickly understood how to interact with ISI. During the conversation, the
graphical explanation of the system status was relevant to letting the children
know exactly when it was time to listen and speak. We recommend conversational
designers to take this functionality into account for every conversational agent
for children, as system status visibility is also encouraged in Nielsen’s 10 usability
heuristics for user interface design [41]. We noticed that children were positively
engaged in speaking with ISI, and they were surprised by the fact that ISI called
them by their name. Moreover, we observed that they felt comfortable as the
agent used a familiar tone with them. This suggests us to put children’s needs,
capabilities, and behavior first and attempt to design the conversation on how
they react. And this applies to all conversational agents for children and not just
to ISI. For example, in our case, it could be useful to add more positive feedback
as “Good job!”, to engage them to go on with the gamified experience and make
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the conversation more natural and fluid. In this regard, it may be interesting to
investigate the introduction of an avatar that reflects ISI and leads the children
through the experience, examining children’s perception and how they adapt the
way they interact with the agent.

6 Conclusion and Future Works

This paper aims at exploring the usage of ISI, a speech-based conversational
agent that enables children to practice verbal skills through natural language
visualization. For this purpose, we ran a preliminary empirical study involving
20 primary school children. From this study, we learned the ease of multi-modal
interaction for children and the potential of conversational technologies like ISI
for this target group. The contribution of this paper is twofold:

– we described the design process to develop a conversational technology
merged with a speech-to-image system that supports children in learning,
and we tested its usability and the engagement produced;

– we reported the lessons we learned concerning our agent because we believe
that they could be useful ever while designing other conversational agents for
children to support the learning.

Our research brings up a few limitations. First, in our study, we involved just
children within a restricted range of ages since we wanted them to be able to
accomplish the self-description task easily. On one side, it was the right choice
because all the children managed to complete the self-description task with the
agent without any significant problems. On the other hand, this choice limits
the generalization of our results to a broader children’s age. To overcome this
problem, in our future work, we will introduce different difficulty levels, and we
will extend the research to a broader population. Second, so far, we tested only
the Wizard-of-Oz version of ISI, and we reported the lessons we learned based
on this first experience. However, we are conscious of the differences concerning
the conversational skills of an automatic version of ISI compared to our human
Wizard, and we know these differences could severely affect the conversational
interaction with children. Unfortunately, we could not run an additional empiri-
cal study to validate the automated version of ISI because of the pandemic. We
will do it as soon as it is possible.

Finally, this research opens up many questions that we want to address in our
future studies. First, we will investigate whether a system like ISI that combines
Conversational Technology and Natural Language Visualization can be a valid
tool for children for improving communication skills – such as lexicon, expressions
and sayings, observance of the dialogue timing, and prosody. Then, we would
like to focus on the application of ISI as a tool for children to learn a foreign
language. Also, we want to analyze if a technology like ISI can be an effective tool
for children to improve their self-knowledge, self-awareness, and self-acceptance.
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Abstract. Chatbots are becoming increasingly important in the customer service
sector due to their service automation, cost saving opportunities and broad cus-
tomer satisfaction. Similarly, in the business-to-business (B2B) sector, more and
more companies use chatbots on their websites and social media channels, to
establish sales team contact, to provide information about their products and ser-
vices or to help customers with their requests and claims. Customer relations in the
B2B environment are especially characterized by a high level of personal contact
service and support through expert explanations due to the complexity of the prod-
ucts and service offerings. In order to support these efforts, chatbots can be used
to assist buying centers along the purchase decision process. However, B2B chat-
bots have so far only been marginally addressed in the scientific human-computer
interaction and information systems literature. To provide both researchers and
practitioners with knowledge about the characteristics and archetypal patterns of
chatbots currently existing in B2B customer services, we develop and discuss a
17-dimensional chatbot taxonomy for B2B customer services based on Nickerson
et al. [1]. By classifying 40 chatbots in a cluster analysis, this study has identified
three archetypal structures prevailing in B2B customer service chatbot usage.

Keywords: Chatbot taxonomy · Business-to-Business · Customer services

1 Introduction

Especially inB2B segments, customer care is seen as an essential part of any business ser-
vice or product commercialization, while often being one of the most resource-intensive
units within a business [2–4]. Customer service priorities are driven by the expectation
of a simple and fast service, which must be as personalized and individualized as pos-
sible [2]. To remain competitive, organizations are currently investing heavily in digital
and innovative self-service customer care solutions [3, 5]. In this context, chatbots offer
enormous savings potential in customer care effort and costs through service automation
[3]. In recent years, due to the further development of natural language processing and
machine learning, chatbots are being increasingly used in application areas within the
customer service sector, such as claim diagnosis or replacement provision [2]. Even in
the B2B sector, which is often characterized by long decision-making processes and
complex products and services, chatbots are becoming extensively popular. Although

© Springer Nature Switzerland AG 2021
A. Følstad et al. (Eds.): CONVERSATIONS 2020, LNCS 12604, pp. 175–189, 2021.
https://doi.org/10.1007/978-3-030-68288-0_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68288-0_12&domain=pdf
http://orcid.org/0000-0001-8828-2708
http://orcid.org/0000-0001-6668-2938
http://orcid.org/0000-0001-7315-3022
https://doi.org/10.1007/978-3-030-68288-0_12


176 A. Janssen et al.

single articles focusing on specific aspects and use cases of B2B customer service chat-
bots have been published [6–8], this does not reflect the theoretical and practical level
in which a growing number of companies are discovering chatbots as a communication
channel for themselves. What is much more lacking is an overview of how chatbots are
used in B2B customer service in practice and what functions and characteristics they
have. A taxonomy can help both practice and research to identify utilization possibili-
ties as well as serve as a foundation for B2B chatbot research. Hence, we address the
following research questions (RQ):

RQ1: Which conceptually grounded and empirically validated design elements for B2B
customer service chatbots exist?
RQ2:Which archetypes can be empirically deduced for B2B customer services chatbots?

To answer the RQ1, we develop a chatbot taxonomy for B2B customer services by
following the research approach of Nickerson et al. [1]. The taxonomy is developed in
four iterations basedon scientific literature about customer service chatbots andonempir-
ical data obtained through the classification of 40 real-world B2B chatbots. To answer
RQ2 and to show the status quo, we additionally perform a cluster analysis to identify
B2B customer service chatbot archetypes. This is followed by a discussion of the results,
including recommendations, implications, and limitations before the conclusions.

2 Chatbot Literature for Customer Services

Customer service is defined as the supply of information, help and support to the cus-
tomers of an enterprise [9, 10]. Due to their efficiency, cost reduction and automation
potential, chatbots as a self-service channel in customer service have receivedwidespread
attention, in both research and practice [3, 5]. Sangroya et al. [2] consider chatbots in the
role of an intermediary between a customer and a customer care ecosystem with several
services in that the chatbot interactswith the customer, identifies the needs, requirements,
and emotions of the user. The chatbot as a controlling agent conducts a dialogue with the
customer in order to detail certain subtasks by asking questions and performs the tasks
for the customer by deciding which channel in the customer care environment is suit-
able for examining the request [2]. Essential drivers of dialogues with customer service
chatbots are the users’ questions, efficient and concise answers of the chatbots and the
opportunity to be connected to a human employee if the dialogue is not satisfactory [5].
In principle, chatbots are not intended to replace the human customer service employee,
rather chatbots are seen as the assistance of a human employee contributing to efficiency
and effectiveness by prioritizing requests, answering automatically and processing sub-
tasks before transferring or escalating to a human employee [3]. This handling is also
called tiered approach [9]. Since the customer usually enters into a dialogue with the
chatbot with a problem or a task, the dialogue with customer service chatbots is usually
user-driven and designed for short-term [10]. Due to an increasing demand and usage
of technology-based self-service channels for customer service purposes in practice [5],
several scientific articles have been published dealing with quality aspects (e.g., [5])
communication styles (e.g., [11, 12]), user requirements (e.g., [3, 9]) and design aspects
(e.g., [4, 13]) of chatbots in the customer service sector.
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Traditional marketing distinguishes between business-to-customer (B2C) markets,
where companies market their products and services to individual private consumers,
and B2B markets, where companies sell their products and services to other businesses,
often involving several people, also called buying centers, into the process, which in turn
influences the use of communication channels and the communication itself [14]. Refer-
ring to the chatbot environment, however so far, only sporadically articles exist about
the use of customer service chatbots in the B2B sector. Damnjanovic [8] has sketched
application areas of chatbots along the B2B customer acquisition processes focusing on
the interaction and co-existing of automated services and salespeople. According to the
researcher, the role is to provide information to the potential customers and collect data
about the potential customers for salespeople [8]. In the awareness and interest phase of
a B2B sales funnel, chatbots can give the potential customers more detailed information
about the desired offers, as well as create awareness and interest for the products and
offerings of the organization, while first information about potential customers, their
speech patterns and preferences can be collected for the company [8]. Whereas in the
conversion and qualification phase as well as in the closing phase, the focus lays on
proving the potential customer with detailed and personalized information and offers,
which is delivered merely by sales representatives on basis of the information collected
through the interaction with the chatbot [8]. Gnewuch et al. [6] focused on presenting
insights from developing a B2B chatbot for a service provider in the energy industry.
Rossmann et al. [7] focused on developing a performance measurement model by com-
paring results of a hotline and a chatbot in a B2B manufacturing context. These are
however only very specific use cases and the use of customer service chatbots in the
B2B area has not yet been sufficiently considered [6]. An article, offering a holistic view
of B2B customer service chatbots in form of a taxonomy is missing.

Several chatbot taxonomies have been published in the scientific literature in recent
years, but most of them have carried out a general analysis of chatbots (e.g., [15]) or clas-
sified specific areas such as collaborativework (e.g., [16]) or platforms for conversational
agent development (e.g., [17]). Følstad et al. [10] developed a chatbot classification by
concentrating on two typology dimensions “duration of relation” and “locus of control”
while classifying 57 chatbots within the customer support and three further domains.
Feine et al. [18] concentrated on building a taxonomy of social cues of conversational
agents focused on verbal, visual, auditory and invisible aspects. Janssen et al. [15] devel-
oped a chatbot taxonomy classifying 102 domain-specific chatbots within 17 dimensions
while focusing on the perspectives intelligence, interaction and context. During devel-
opment, the authors aimed to examine chatbots from the most wide-spread application
areas, which they in turn classified into six application domains. 21% of the sample was
classified into the characteristic e-customer service and 48% of these e-customer service
chatbots were assigned to the archetype “utility expert chatbot” [15].

In summary, it can be concluded that there are already some chatbot taxonomies,
which provide insights into customer service chatbots. However, all chatbot taxonomies
lack the focus B2B customer service specifications. Since we believe that there are
further specific characteristics as well as application scenarios where chatbots are used
in B2B sector, the goal is to develop a taxonomy that represents the characteristics of
chatbots for B2B customer services.
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3 Research Design, Methodology, and Results

3.1 Taxonomy Development Procedure

In order to develop a taxonomy of design elements for B2B customer service chatbots,
we followed the framework of Nickerson et al. [1, p. 340]. According to Nickerson et al.
[1], a taxonomy (T ) consists of a set of dimensions with each dimension (Di) having
its own subset (ki) of characteristics (Ci,j). One dimension must consist of at least two
characteristics. Each object classified according to the taxonomy must have exactly one
characteristic of each dimension, not more or less. Nickerson et al. [1] illustrate the
former conditions with the following formula:

T = {
Di,i = 1, . . . , n|Di = {

Cij, j = 1, . . . , ki; ki ≥ 2
}

The applied taxonomy development framework comprises seven iterative steps. First, a
meta-characteristic must be set for the taxonomy, meaning the focus of the taxonomy
must be defined. In this case the meta-characteristic are the design elements for B2B
customer service chatbots, i.e., the socio-technical features defining the structural and
functional composition of B2B customer service chatbots. Second, a set of ending con-
ditions must be determined, since the process is iterative, without predefined ending
conditions the development of a taxonomy can be an infinite process. In this case the
ending condition chosen correspond to all the objective and subjective ending conditions
proposed by Nickerson et al. [1, p. 344]. Posteriorly, in line with Nickerson et al. [1] two
viable approaches can be used for the creation of the taxonomy: empirical-to-conceptual
or conceptual-to-empirical. These approaches can be applied on an alternating basis
until the adopted ending conditions are met and therefore, the development process of
the taxonomy can be regarded as finished.

To integrate the extant theoretical knowledge in the field of chatbots and empir-
ical findings related to real-world B2B service chatbots, we adopted a conceptual-
to-empirical approach to begin the taxonomy development process. Accordingly, we
performed a literature review and the findings thereof were used for the deductive con-
ceptualization of the dimensions and characteristics for an initial taxonomy of potential
relevant dimensions and characteristics. Subsequently, we adapted this initial taxon-
omy through an iterative empirical analysis of a total set of 40 existing B2B chatbots
in customer service. A list of the examined chatbots for the taxonomy development
is aggregated in Table A.1 in online appendix (http://bit.ly/Supplementary_Material).
After four iterations, we complied with all ending conditions (see Table 1) and achieved
a final taxonomic structure. Below we delineate the actions conducted in each iteration.

3.2 Iteration 1

In this iteration, following a conceptual-to-empirical approach, a first taxonomic struc-
ture was conceptualized using the knowledge derived from a review of the scientific
literature on chatbots in customer service. The scope of the literature review included
the databases of AISeL, IEEE Xplore, SpringerLink, ACM, and JSTOR. We applied
the search string (“chatbot” OR “conversational agent”) AND (“customer service” OR

http://bit.ly/Supplementary_Material
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Table 1. Compliance with the adopted ending conditions

Iteration 1 Iteration 2 Iteration 3 Iteration 4 Ending conditions

Subjective ending conditions (Nickerson
et al. [1])

• • Mutually exclusive: no object has two
different characteristics in a dimension

• • Collectively exhaustive: each chatbot has at
least one characteristic in each dimension

• Concise: dimensions and characteristics are
limited

• • • Robust: sufficient number of dimensions
and characteristics

• Comprehensive: identification of all
(relevant) dimensions of an object

• • • • Extendable: possibility to easily add
dimensions and characteristics in the future

• • Explanatory: dimensions and characteristics
sufficiently explain the object

Objective ending conditions (Nickerson
et al. [1])

• (5) • (12) • (23) All chatbots (or a representative sample)
were analyzed

• No object was merged or split

• • At least one object assigned to each
characteristic

• No new dimensions or characteristics were
added

• No dimensions or characteristics were
merged or split

• • • • Every dimension is unique

• • • • Every characteristic within the dimension is
unique

• • Every combination of characteristics is
unique

“customer support”) within the aforementioned databases that yielded a total of 565
articles within the five databases. Thereby, by reading title and abstract, and applying
backward, forward and similarity search, we identified a total of 14 relevant articles
providing features and functions of chatbots in customer service which were used as a
basis for the creation of the first dimensions and characteristics. Most of ending condi-
tions were not fulfilled in this iteration because of its conceptual nature (see Table 1).
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The first iteration resulted in 18 dimensions and 53 mutually exclusive characteristics
drawn from the literature as detailed in Table 2.

Table 2. Taxonomy dimensions conceptualized from the literature

Dimension [3] [4] [5] [8] [9] [13] [19] [20] [21] [22] [23] [24] [25] [26]

D1 Business
integration

• •

D2 Access to
business data

•

D3 Dialogue
structure

• • • • •

D4 Conversation
beyond Q&A
interaction

• • •

D5 Data policy •

D6 Handoff to
human agent

• • • • •

D7 Small talk • • • •

D8 Features
presentation

•

D9 Conversational
memory

• • •

D10 Human-like
avatar

•

D11 Content
related service

•

D12 Account
related services

•

D13 Account
authentication

•

D14 Requests •

D15 Question
personalization

• • •

D16 Customer
service orientation

•

D17 User
assistance design

• •

D18 Context
management

•
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3.3 Iteration 2

In the second iteration, an empirical-to-conceptual approach was chosen and a first ran-
dom sample of 5 chatbots for B2B customer service (see Table A.1 in online appendix,
http://bit.ly/Supplementary_Material) presented in chatbots conferences (e.g., [27])were
examined to adapt the conceptual dimensions and characteristics abstracted in the first
iteration. Based on the empirical analysis of chatbots, first we eliminated the dimensions
that were found to be not relevant for describing the set of analyzed chatbots (i.e. D4, D8,
D9, D12, D17, D18). The former dimensions have been described in the literature, how-
ever they could not be confirmed in the empirical review. For example, socio-technical
features as the presence of conversational memory in chatbots has been described in
the literature (see e.g., [19–21]), but was not present in any of the chatbots examined.
Furthermore, we added to the initial taxonomy 4 empirically identified dimensions of
chatbots in B2B customer service, composed in the following manner: service/product
information = {no, yes}; success stories = {no, yes}; book/show a demo = {no, yes};
and career information = {no, yes}. Since all ending conditions were not achieved, an
additional iteration was required.

3.4 Iteration 3

Subsequently, we conducted a further empirical-to-conceptual approach. For this pur-
pose, we additionally examined 12 chatbots from the B2B customer service (see Table
A.1 in online appendix). The chatbots were drawn from chatbot databases (e.g., [28]),
websites of large and medium-sized B2B companies and customer lists from chatbot
providers. In this iteration, we identified 6 new dimensions allocating 14 new character-
istics as follows: industry classification = {financial services industry, manufacturing
industry, marketing industry, software industry}; pricing = {no, yes}; support ques-
tion/ticket = {no, yes}; callback request = {no, yes}; billing details = {no, yes}; user
management = {no, yes}. Given the similar nature of the new identified function-related
dimensions, we merged the dimension of book/show a demo, callback request into an
overarching dimension named action request, and similarly, the dimensions of support
question/ticket, billing details, user management were consolidated into a wide-ranging
dimension designated as service request. Likewise, the dimensions of service/product
information and success stories were found to be redundant and were therefore merged.
Furthermore, 5 new characteristics were added to the dimensions of account authen-
tication (i.e., Ci,j optional); action request (i.e., Ci,j both, none); service request (i.e.,
Ci,j multiple, none) to increase their descriptive power. After that the final conditions
were checked again. Since new dimensions were identified and new characteristics were
added, all ending conditions have not yet been satisfied in this iteration.

3.5 Iteration 4

Since not all ending conditions were fulfilled in the previous iteration, we performed an
additional empirical-to-conceptual iteration. For this purpose, a larger random sample
consisting of 23 chatbots from the B2B customer service were examined (see Table A.1
in online appendix). The examined chatbots identified through and assessment focused

http://bit.ly/Supplementary_Material
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on blogs providing B2B chatbot use cases or comparing and rating chatbots or chatbot
platforms. In this iteration, no new dimensions and characteristics of B2B customer
service chatbots could be identified, as well, no dimensions or characteristics were elim-
inated, merged or split. Hence, after this iteration all objective and subjective ending
conditions proposed by Nickerson et al. [1] were fulfilled and the taxonomy develop-
ment process was completed. The final chatbot taxonomy for B2B customer services
consisting of 17 dimensions and 45 characteristics is presented in Table 3, along with
the distribution of the characteristics identified within the sample of 40 classified B2B
customer service chatbots.

Table 3. Final chatbot taxonomy for B2B customer services

Dimensions Di Characteristics Ci,j (% distribution)

D1 Industry classification C1,1 Financial services industry (5%) C1,2 Manufacturing industry (22%)
C1,3 Marketing industry (10%) C1,4 Software industry (63%)

D2 Business integration C2,1 No (68%) C2,2 Yes (32%)
D3 Access to business data C3,1 No (90%) C3,2 Yes (10%)
D4 Dialogue structure C4,1 Predefined (48%) C4,2 Open (15%) C4,3 Both (37%)
D5 Data policy C5,1 Not provided (65%) C5,2 Provided (35%)
D6 Handoff to human agent C6,1 Not possible (12%) C6,2 Possible (88%)
D7 Small talk C7,1 Not possible (80%) C7,2 Possible (20%)
D8 Human-like avatar C8,1 No (90%) C8,2 Yes (10%)
D9 Content related service C9,1 Content advertisement (70%) C9,2 Content consumption (30%)
D10 Account authentication C10,1 Not required (63%) C10,2 Optional (12%) C10,3 Required (25%)

D11 Question personalization C11,1 None (12%) C11,2 FAQ (50%)
C11,3 Personalized account questions (30%) C11,4 Highly personalized questions (8%)

D12 Customer service orientation C12,1 Knowledge-oriented (53%) C12,2 Task-oriented (47%)
D13 Company information C13,1 No (70%) C13,2 Yes (30%)
D14 Service/product information C14,1 No (15%) C14,2 Yes (85%)
D15 Pricing C15,1 No (80%) C15,2 Yes (20%)

D16 Action request C16,1 Book/show a demo (8%) C16,2 Callback request (32%)
C16,3 Both (35%) C16,4 None (25%)

D17 Service request
C17,1 Support question

/ticket (32%)
C17,2 Billing details (3%) C17,3 User management (3%)

C17,17 Multiple (10%) C17,5 None (52%)

To ease interpretation and increase the explanatory power of the taxonomy, we
describe the characteristics that may not be self-explanatory in theAppendix Table 5. For
example, the dimensions D16 action request and D17 service request describe respec-
tively the functional actions or service inquires related to customer service elements
present in the analyzed chatbots (e.g., pricing, user management).

To assess the inter-coder reliability of our results, a random sample of 8 chatbots
was again classified by all authors involved in the coding process and, subsequently, the
quality of the inter-coder agreement was evaluated using the kappa coefficient of Fleiss
[29]. As a result, a kappa coefficient of 0.64 was obtained, which indicates a substantial
strength of inter-coder agreement [30].

4 Findings and Chatbot Archetypes

To identify which clusters are represented within our dataset, we applied the Ward [31]
algorithm that calculates the distances between all elements of our dataset [32]. The
Ward algorithm has the advantage that it can be used without having to specify a certain
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number of clusters in advance, as opposed to, e.g., the K-means or K-medois algorithms,
which are non-hierarchical [15]. However, in the scientific literature it is recommended
to combine hierarchical algorithms and non-hierarchical partitioning algorithms to unite
the advantages of both algorithm types [33]. Using the dendogram obtained by means
of the Ward algorithm, we have graphically determined the number of archetypes based
on the distances between the groupings (see Fig. 1). Within the dendogram (see Fig. 1),
a first splitting is visible on the height of 2.1, followed by a split at approximately 1.75
and 1.5. Therefore, we investigated the possibility of three and four archetypes using
the partitioning K-means algorithm before deciding on three archetypes based on the
content-related plausibility.

Fig. 1. Dendogram visualization of the conducted Ward clustering

Table 4 shows the distributions of the characteristics in the three archetypes, which
we named lead generation chatbot (archetype 1, n = 8), aftersales facilitator chat-
bot (archetype 2, n = 10) and advertising FAQ chatbot (archetype 3, n = 22). These
archetypes are intended to guide chatbot developers as an orientation to identify relevant
attributes within the development based on their customer service purposes within B2B
business.

The lead generation chatbot archetype contains chatbots from software industry
that are aimed at actively generating leads by encouraging users to book demos and/or
provide their contact details (e.g., business email address or company name) to be called
back by human employees. These task-oriented chatbots are characterized by having a
predefined dialog structure guiding the user without small talk to an action. While some
chatbots in this archetype have the sole function of collecting the customer’s contact
data (e.g., Botsify chatbot), other chatbots ask specific questions to assess the appro-
priate sales executive depending on the customer’s needs (e.g., Keet Health chatbot).
On the other hand, the aftersales facilitator chatbot archetype includes task-oriented
chatbots that offer more personalized dialogues by asking the user for requirements,
such as the number of employees working on the CRM system (e.g., Carla Chatbot),
before providing the appropriate product and service information or offering a request.
These chatbots are characterized by content consumption trough asking personalized
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Table 4. Results of the k-means cluster analysis

Label Lead 
generation 

chatbot  

Aftersales
facilitator 
chatbot

Advertising
FAQ 

chatbot
Archetype 1 2 3
n 8 10 22

Industry 
classification

Financial services industry 0% 10% 5%
Manufacturing industry 0% 50% 18%
Marketing industry 0% 10% 14%
Software industry 100% 30% 64%

Business integration No 75% 40% 77%
Yes 25% 60% 23%

Access to business 
data

No 88% 70% 100%
Yes 13% 30% 0%

Dialogue structure
Predefined 88% 20% 45%
Open 0% 40% 9%
Both 13% 40% 45%

Data Policy Not provided 38% 60% 77%
Provided 63% 40% 23%

Handoff to human 
agent

Not possible 0% 20% 14%
Possible 100% 80% 86%

Small talk Not possible 100% 60% 82%
Possible 0% 40% 18%

Human-like avatar No 100% 70% 95%
Yes 0% 30% 5%

Content related 
service

Content advertisement 75% 0% 100%
Content consumption 25% 100% 0%

Account 
authentification

Not required 50% 60% 68%
Optional 0% 20% 14%
Required 50% 20% 18%

Question None 50% 0% 5%
personalization FAQ 0% 20% 82%

Personalized account questions 38% 70% 9%
Highly personalized questions 13% 10% 5%

Customer service 
orientation

Knowledge-oriented 0% 0% 95%
Task-oriented 100% 100% 5%

Company 
information

No 100% 60% 64%
Yes 0% 40% 36%

Service/product 
information

No 38% 10% 9%
Yes 63% 90% 91%

Pricing No 100% 60% 82%
Yes 0% 40% 18%

Action request

Book/show a demo 25% 0% 5%
Callback request 25% 40% 32%
Both 50% 20% 36%
None 0% 40% 27%

Service request

Support question/ticket 13% 40% 36%
Billing details 0% 0% 5%
User management 0% 10% 0%
Multiple 0% 40% 0%
None 88% 10% 59%

Due to rounding inaccuracies, the sum of a column in a dimension is not always exactly 100% 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
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questions. Thereby, they are intended to execute a task by giving the user support for
example when the account operator profile is locked (e.g., Intercom chatbot) or when
“motor won’t start” (e.g., Danfoss Drives Troubleshooting Chatbot). Lastly, the adver-
tising FAQ chatbot archetype contains knowledge-oriented chatbots that have the goal
of advertising products and services, for which the chatbots answer standard FAQs
within the dialog, whereby some of them linking articles on the website (e.g., Eppendorf
Chatbot) or embedding videos (e.g., ChatBot).

5 Discussion, Implications, Recommendations, Limitations,
and a Further Research Agenda

To answer the research questions, we developed a chatbot taxonomy for B2B customer
services, classified 40 chatbots and identified three archetypes. The taxonomy and the
analysis of the examined chatbots reveal several implications and limitations, which are
discussed and from which twelve research directions (RD) are derived below.

The empirical analysis of the 40 chatbots shows that 88% of the B2B chatbots for
customer services offer the possibility to contact a human agent (D6), in contrast to
the results of other taxonomic studies such as Janssen et al. [15], where only 20% of
the considered chatbots from various application areas offered this possibility. While
handoff is seen as a highly important topic in research [3, 9, 21] the empirical result
shows that customer contact is also extremely important in the B2B sector and products
and services often require explanation. Much more, chatbots are used to generate leads
by offering action requests (65%) through callback requests or demo booking (D16).
This is so far that in 25% of the chatbots it is necessary to enter contact data (D10),
like the business email address, before the chatbot dialogue is continued. It is notice-
able that the scientific literature mainly prescribes the use of chatbots in the first stages
of the sales funnel [6–8]. However, the chatbot taxonomy shows that 48% of the B2B
chatbots also offer service requests (D17 ) in the form of, e.g., support ticket creation
and are therefore also used after the purchase is completed. But billing details (3%) or
user management (3%) are rarely provided within the dialogue, which can be adapted
by further companies. Further research can examine the use of chatbots in different lev-
els along the sales funnel (RD1). Additionally, it is recommended to investigate what
information the customers expect from a chatbot at the different phases of the customer
journey and across diverse industries (RD2). The feature of information personalization
also requires closer examination. Taking a look on the sample, access to business data
(D3) is not present in 90% of the chatbots considered. This topic holds great potential for
B2B sector, as there are often extremely specific requirements that often necessitate a
batch size of 1. A possible personalization may also require the provision and adherence
to a data policy (D5), to which 35% referred. In further research, it is of theoretical and
practical value to examine the trade-off between the degree of personalization (e.g., cus-
tom responses) and data privacy concerns relating to, e.g., B2B customer data obtained
during the interaction (RD3), which must be compared to results of the explorative
interview-based study on trust in B2C customer service chatbots conducted by Følstad
et al. [30]. While some chatbot researchers emphasize the importance of small talk in
customer service [4, 22, 25], in the B2B sector little emphasis is placed on the presence
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of this capability, as only 20% of chatbots were capable of small talk (D7 ). However,
this also supports the generic marketing communication attribute described B2C mar-
kets are rather characterized by emotionality and B2B companies ascribe rationality to
their customers [14], which in turn influences the content aspects of communication.
Our results show that the distinction between B2B and B2C use of chatbots exists in
practice and must also be reflected in research (RD4). On the other hand, it also shows
that classic B2B marketing characteristics, such as rationality in decision-making, are
also adopted by companies in the chatbot environment. However, quantitative studies
can contribute to identify the critical factors, as well as the causal relationships between
them, in order to provide further insights into the underlying differences (e.g., in view
of the intention to use, functional expectations or shifting motivations) among B2B and
B2C chatbots (RD5) from the user’s point of view. It is also interesting to examine the
way B2B customers communicate with a chatbot (RD6) and the expectations of B2B
users regarding socio-emotional behavior and social cues (RD7) using cross-industry
cases.

To answer RQ2, we identified three currently existing archetypes. The lead gener-
ation (archetype 1) and advertising FAQ (archetype 3) chatbot archetypes are mainly
located in the pre-purchase step whereas with different emphases. While archetype 1
aims to collect customer information for further personal contact, archetype 3 focuses
on providing information to stimulate buying interest. Chatbots in the aftersales facil-
itator chatbot archetype (archetype 2), on the other hand, have also the functionalities
of giving information about products and services but completely content consumption
and customer oriented. In addition, these chatbots have also the possibility to help the
customers after the purchase with requests or claims and act therefore much more as
facilitators. Since we believe that the functionalities of a chatbot should not stop with the
purchase but should be completely focused on the users’ demands we see great potential
for archetype 2 which is why it should be explored more closely in the further research
(RD8).

Due to the lack of availability of B2B literature, we almost exclusively used scientific
literature from the general chatbot customer service to develop the taxonomy. Hence,
building on the extant literature in the field of chatbots, we have contributed to present a
foundation to further B2B chatbot research. Hence, it is useful to do a further conceptual-
to-empirical iteration when this area has been further researched (RD9). Furthermore,
only chatbots that can be accessed externally were tested. Whereas, chatbots that are
publicly accessible but require authentication or naming of the business email address
or other personal data within the dialogue were included (D10). Under certain circum-
stances, the inclusion of internal chatbots from B2B customer service, which require a
more company-bound login, can lead to different results as they can have more access
to business data or more personalization (RD10). The B2B customer service chatbots
were tested in July and August 2020. The deployment, adoption, and skills of chatbots
are evolving rapidly, so it makes sense to repeat the empirical-to-conceptual step in
further research to identify further dimensions and characteristics that can be used to
spot emerging trends (RD11) as well as to conduct an evaluation with researchers and
practitioners to verify the applicability of the taxonomy (RD12).
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6 Conclusions

We developed a taxonomy of chatbots for B2B customer services and thus elaborated
these B2B specific characteristics. In addition to the conducted literature research, 40
B2B customer service chatbots were empirically analyzed and classified. Within four
iterations a final taxonomy was developed which contains 17 dimensions and 45 char-
acteristics. We discovered that chatbots from the B2B customer service predominantly
give detailed information about services and products, unfortunately, mostly without
having access to business data, but offer the possibility to get in contact with a human
employee. However, there are major differences between these chatbots in terms of cus-
tomer service orientation and content related services which is why three archetypes
were identified.

Appendix

See Table 5.

Table 5. Definitions of taxonomy dimensions and underlying conceptual bases

Dimension Di Definition

D1 Industry classification Describes the industry to which the company offering the
B2B chatbot service belongs

D2 Business integration Describes whether the chatbot is supported by integrated
product or customer databases [5, 26]

D3 Access to business data Describes whether the chatbot has access to non-public
business data and uses it to enhance its responses [19]

D9 Content related service Describes whether the chatbot provides only commercial
content on products or services, or enable the user to
acquire them [13]

D10 Account authentication Describes whether the chatbot requires the authentication
of the user by means of a business email address or
username and password to begin the interaction [13]

D11 Question personalization Describes the degree of response customization of the
chatbot, e.g., the capacity of the chatbot to tailored highly
personalized questions require information obtained
through the interaction with the user [8, 20, 25]

D12 Customer service orientation Describes whether a chatbot is primarily oriented to
provide information or to perform a task [24]

D16 Action request Describes the functional actions related to customer
service that the chatbot is able to perform [25]

D17 Service request Describes the functional service inquires related to
customer service elements present in the chatbots [25]
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Abstract. The current qualitative interview study describes the communication
journey of customers who wish to contact companies, and their evaluation of chat-
bot communication within this journey. Interviews were conducted with a sample
(N= 24) that was varied in terms of gender, age, educational level and household
composition. Experiences with nine customer service chatbots were included. The
analysis focuses on three stages in the journey: first, customers’ prior expectations
when contacting a company; second, their experiences during chatbot conversa-
tions, and third, their final conclusions about under which conditions customer
service chatbots should be implemented, and the consequences of chatbot com-
munication for customers’ company perceptions. Implications for research and
practice are discussed.

Keywords: AI · Chatbots · Company perceptions · Customer service ·
Qualitative interview study · User experience

1 Introduction

Developments in AI fundamentally alter how companies communicate with their cus-
tomers [9]. Particularly in customer service, chatbots are increasingly implemented
[7, 11, 12]. Customers who need information or who want to complain can type their
questions in a dialogue screen (often looking like a chat interface), and receive answers
in natural language. The essential characteristic of this type of communication is that,
although the answers are automatically generated, the conversation is made to resemble
a dialogue between humans [7]. Since this is a novel way of interacting with a company,
the question arises how customers experience these conversations, and how this com-
munication affects their company perceptions. The current qualitative interview study
aims to shed light on these issues by describing the communication journey of customers
who wish to contact companies, and their evaluation of chatbot communication within
this journey. The analysis focuses on three stages in the journey: first, customers’ prior
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expectations when contacting a company; second, their experiences during chatbot con-
versations, and third, their final conclusions about under which conditions customer ser-
vice chatbots should be implemented, and the consequences of chatbot communication
for customers’company perceptions.

The current analysis is most closely related to recent qualitative work that also
focused on users’ perceptions of customer service chatbots [5, 6, 13]. As Følstad and
Skjuve noted, thus far, research providing insights in user experiences and motivations
regarding customer service chatbots has been severely limited. The present analysis
extends the previous qualitative studies in at least two ways. First, previous studies have
already shown that the prime motivation for the use of customer service chatbots is to
get their (simple) customer queries answered in a fast and convenient matter [6, 13].
The present study takes this as given, and provides further context to this motivation by
showing how communication with customer service chatbots is embedded in customers’
communication journey with a company. Second, compared to the interview study in
which customers were interviewed after their chatbot use of two specific companies [6],
the present study encompasses more variation. The current study uses nine chatbots,
of both profit and non-profit organizations. The chatbots are also varied in terms of
humanlike characteristics. Moreover, whereas the strength of Følstad and Skjuve’s study
was that it approached people who actually used the two chatbots, the present study takes
the approach of inviting a wider variety of people. The current sample includes both
people who use customers service chatbots as well as people who are rather unwilling
to use them.

By doing so, this study provides further insight into real-life experiences customers
have with existing chatbots, thus providing necessary context to experimental work
that investigates effects of -particularly- humanlike cues on persuasion outcomes and
company perceptions [2, 9, 10]. The study also provides guidance to companies that are
faced with the challenge of implementing chatbot technology for their customer service.
Although much has been written about how to design and scale chatbots, it remains
important to look at chatbot communication through customers’ eyes.

2 Background

This section showcases what previous academic research has already shown about the
three stages in the communication journey that we focus on in the current study.

2.1 Customers’ Prior Expectations of Communication with a Company

Previous qualitative work has shown that the primary reason for customers to enter a
conversation with a customer service chatbot is to get their (simple) customer queries
answered in a fast and convenient manner [3, 5, 6, 13]. This implies that the key to
succesful chatbot communication in customer service is that the queries are answered in
a correct and fast way. This makes sense, but in real life this motivation is embedded in
the broader journey of communicatingwith a company. Therefore, the current qualitative
interview study sets out to describe what the expectations are that customers have when
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contacting a company, and what the position is of chatbot communication within the
journey.

In addition to this main motivation for using customer service chatbots, research has
shown that the mood people are in may determine their experiences during the chat-
bot conversation. Particularly, Hadi found that customers who entered the chat in an
angry emotional state reported lower satisfaction with the chat when it was humanized
compared to when it was not. This in contrast to non-angry customers for whom human-
ization could actually enhance their customer satisfaction [9]. This suggests that we need
to know more about the states that customers are in when they enter a conversation with
a customer service chatbot. Therefore, the current study asks:

RQ1: What do customers expect from communication with a company, how do they use
customer service chatbots within this communication journey, and what moods are they
in when they start a chatbot conversation?

2.2 Customers’ Experiences During Chatbot Conversations

Once customers decide to use a chatbot, the question ariseswhat the conversation features
are that optimize their user experience. The design aspect that received most attention in
design education as well as in academic research is the humanization of chatbots [6, 7].
Humanizing chatbots can be done by adding anthropomorphic cues such as a name,
persona, and by using a conversational language style with dialogical cues [8].

Quite some experimental studies have manipulated specific anthropomorphic cues
in chatbots to assess the effects of such cues [2, 8, 9]. For instance, Araujo investigated
whether anthropmorphic design cues influenced perceptions about the chatbot as well
as company-related outcomes [2]. He found that humanlike language or a name were
sufficient to increase the perception of the agent as being humanlike. This experiment
also showed that the usage of humanlike cues had a significant influence on the emo-
tional connection customers felt with the company. Thus the study found some initial
evidence that chatbots with humanlike cues can have a positive effect on relationship
building. However, Hadi found that the outcomes of humanizing chatbots depend on
customer characteristics, but also on the specific service context. Specifically she found
that humanization of the chatbot indeed improved customer satisfaction, but not when
customers were angry [9].

It is relevant to place this humanization in the broader context of the overall user expe-
rience during a chatbot conversation. In the aforementioned qualitative study, Følstad
and Skjuve found that customers experienced humanization and language style as less
important than whether they received help with their enquiries [6]. Therefore, qualitative
research is called for to further delve into the question of what role humanization plays
in the user experience. The present study does this by asking the following question:

RQ2: What are the most important characteristics of customers’ experiences with cus-
tomer service chatbots? And, more specifically, how do they experience the humanization
of these chatbots and their language style?
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2.3 Overall Evaluations of Customer Service Chatbots and Company Perceptions

The aforementioned qualitative studies provided some preliminary insights in how cus-
tomers overall evaluate the implementation of chatbots for customer service. Følstad
and Skjuve concluded that customers have quite realistic expectations of what customer
service can and can not do [6]. However, these studies did not specifically look into
relations between perceptions of the chatbot’s performances and company perceptions.

Some previously mentioned experimental studies did look into the effects of (specif-
ically) humanizing chatbots on company perceptions. Araujo found initial evidence that
humanlike cues can have a positive impact on the emotional relation that customers feel
with a company. However, such effects were not found for attitudes towards the com-
pany [2]. Also, as said, Hadi found that these effects of the humanization of chatbots
on evaluations of the company depend on the emotional state customers are in [9]. The
current study builds on this previous qualitative and experimental work by asking:

RQ3: What are customers’ final conclusions about under which conditions customer
service chatbots can be implemented, and what are the consequences of chatbot
communication for customers’ company perceptions?

3 Method

3.1 Interviews

The qualitative interview study was approved by the Ethics Review Board of the first
author’s university, and the interviews were conducted by ISO-certified research agency
Ruigrok Netpanel. The idea for this study came from the first author, and the other two
authors are researchers/interviewers employed by Ruigrok Netpanel. Each interview
was conducted by one of these two interviewers, whereas the other two researchers were
present in the adjacent observation room and discussed the ongoing interview to check
whether there were any additional questions that needed to be asked. The interviews took
place on three days in November 2019, on two locations in the Netherlands (Amsterdam
and Amersfoort). All interviews were conducted in Dutch, lasted one hour, and partici-
pants signed a consent form prior to the interview. All interviews were video recorded,
and transcribed verbatim.

Interview Guide. The interview guide was developed by the three researchers, and was
slightly adjusted between the three days. The interview guide consisted of an introduc-
tion and three topics. The introduction was mainly an introduction of the agency, the
collaborationwith the university, and contained some guidelines regarding how the inter-
view would work, but did not yet contain information regarding the specific interview
topic. The first topic focused on communication with companies. The interviewer asked
whether the interviewee had contacted companies before, in what type of situations, for
what type of questions, through what types of communication channels, and with what
expectations. We also wanted to know whether interviewees spontaneously mentioned
chatbots; therefore the interviewer did not mention chatbots, virtual agents etc. in any
way here. The responses to these questions are used to answer RQ1.
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After this first topic, the interviewee was asked to interact with one of the chatbots
that we preselected. The second topic pertained to their experiences during this specific
chatbot conversation. First, the questions were open-ended and did not yet pertain to
specific characteristics of the conversation. The interviewer asked “what did you just
do?”, “what happened here”, “how did it go”, and “to what extent do you have the feeling
that you are helped?”. This enabled us to answer the first part of RQ2.

Subsequently, the interviewer aimed to gain insight in the experiences with the
anthropomorphic cues and the language style, which is the second -more specific- part
of RQ2. The interviewer first probed into what the interviewee thought he/she was com-
municating with, by asking “what is behind this?”, “how would you describe it?”, “what
happens on the other side”?, and also “what do you base this on?” The interviewer also
asked to what extent the interviewee experienced this chatbot conversation as commu-
nication, and what this way of communicating tells them about the company. This last
question helped us in answering RQ3 which focuses on company perceptions. After
these questions, the interviewee was invited to use a second chatbot that we assigned to
them, and subsequently they answered a shortened version of topic two for this second
conversation.

The third and last topic tapped into the final evaluations regarding the implementation
of chatbot conversations, and thus related toRQ3.The interviewer reminded interviewees
of the expectations that they mentioned in the first topic, and asked about the extent
in which the chatbot conversations during the interview fulfilled these expectations.
Relatedly, the interviewer probed into how the conversation ideally should have been.
The interviewer also asked about future uses of customer service chatbots: would they
use them again, and if yes, what would they use them for, and inwhich types ofmoments.
We also asked for what types of companies, and for what types of questions they think
chatbots are appropriate.

Selection of Chatbots. We selected nine customer service chatbots that together
showed variation on two dimensions: first, chatbots for profit as well as non-profit orga-
nizations were selected, and second, chatbots with humanlike characteristics versus
chatbots with more robotlike characteristics were selected. We ensured that we had two
humanlike chatbots for profit organizations, two humanlike chatbots for non-profit orga-
nizations, etc. All chatbots were available on the companies’ websites. For each chatbot,
we prepared a scenario with a question that the chatbot was able to answer, and one that
the chatbot was not able to answer. Prior to each interview, we assigned two chatbots to
the interviewee based on their customer characteristics to ensure that they would use a
chatbot of a company that they would contact in real life.

3.2 Sample

Research agency Ruigrok Netpanel coordinated the selection of the interviewees, with
the help of ISO-certified agencies specialized in respondent recruitment. The intervie-
wees received a monetary compensation for their participation, in line with the normal
procedures of Ruigrok Netpanel. Interviewees were not allowed to have participated in
qualitative research in the six months before the interview. A selection criterion was that
the interviewee should have experience with contacting companies.
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We ensured that the sample of interviewees (N = 24) was varied in terms of gender
(male N = 12; female N = 12), age (18-25 years N = 5; 26-35 years N = 15; 36–45
years N = 5; 46–65 years N = 5; 65–78 years N = 4), educational level (low N = 8;
middle N = 8; high N = 8) and household composition.

3.3 Data Analysis

First, the two authors working for the research agency wrote a research report (in Dutch,
available upon request) in a way that is typically employed by research agencies. They
summarized the main findings for each of the three research questions, and illustrated
these with numerous quotes. Subsequently, the first author analyzed the interviews,
taking the research report as a starting point. All interview transcripts were uploaded
in the computer program Atlas.ti. In Atlas.ti, she conducted open coding, a procedure
commonly used as the first step in the Grounded Theory Approach [4]. She read the
interviews closely, line-by-line, and -for each research question- added codes. After
going through the interviews, she wrote the current result section. The contents of the
result section are in line with the research report, but the section does include some
additional insights, such as the paragraph on the effort that customers need to put into
communication with a customer service chatbot (RQ2).

4 Results

Based on the interviews, this section describes the communication journey of customers
who wish to contact companies, and the evaluation of chatbot communication within
this journey.

4.1 Customers’ Prior Expectations of Communication with a Company

RQ1 asked about customers’ expectations and moods prior to starting a conversation
with a customer service chatbot. The starting points for interviewees’ communication
journeys with companies were -obviously- their questions or complaints. The intervie-
wees expressed clear expectations of companies. Of utmost importance is getting their
question answered or complaint addressed. This needs to be done fast (directly, within a
few hours, for some questions a few days could be fine). They want to be taken seriously,
and they want to be helped in a friendly manner. Sometimes it is needed that the cus-
tomer is addressed with his/her name, that there is continuity over the course of several
contacts, and in case of problems empathy is required. Interviewees expressed that some-
times they come into such conversations in a bad mood, even angry, for instance because
they need an arrangement because they can not pay a bill; products or internet/phone
connections do not work, or a package did not get delivered.

So what are the modes of communication through which these expectations can be
fulfilled? And -importantly- are chatbots among these? Interviewees indicated that they
first search for information online, and in case additional contact is necessary they rely on
calling, e-mail or chat. In terms of preferredmodes of communication,we can distinguish
“phone callers” and “typers”. “Phone callers” are interviewees who emphasized human
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contact, hearing someone’s voice, being able to ask follow-up questions and talking back
and forth to come to an answer. Talking to a person makes it more direct and honest, and
one immediately gets an answer. One can also express frustrations. The disadvantages
of calling are the waiting times, that call center agents sometimes work with sale scripts,
and that it is not available 24/7.“Typers” were the interviewees who preferred e-mailing
or live chat (i.e., chatting with a human being). They indicated that they sometimes
feel less comfortable with talking on the phone, and that they feel the need for having
the information in writing for later referral. An additional advantage is multitasking:
being able to send a mail or chat message while being at work. It is relevant to note that
also being in contact with someone through live chat can be experienced as personal
and having enough human touch. As interviewee 16 (female, 36 years, management
assistant) said: “as long as it is a human being”.

Within this interview context of openly discussing how one prefers to contact compa-
nies, nine interviewees mentioned chatbots (and more mentioned them later in response
to the chatbots in the interviews). Reasons for using chatbots were: finding informa-
tion (comparing the function of chatbots to Google), being able to contact the company
outside of office hours, and getting through to a live chat.

Several interviewees spontaneously described problems with chatbots, expressing
mild frustration to clear anger. They expressed a lack of confidence in chatbots’ abili-
ties. Chatbots do not understand their questions and keep asking “do I understand you
correctly?”. Interviewee 16 described coming across chatbotswhen the live chat is closed
in the evening: “and then you also have chatbots, but there you really do not get any-
where, so then I rather send an e-mail. Yeah, [with chatbots] you type a question, but
they cannot give you a clear answer because it is such a robot of course”.

Based on their negative expectations with chatbot interactions in real-life, some
interviewees already started the chat during the interview with “oh no, not a chatbot!”.
For instance interviewee 7 (female, 29 years, cook) had already indicated her frustration
with previous chatbots. Starting the chat, she exclaimed “this is clearly such a robot,
I don’t like it”. Several interviewees expressed that normally they would avoid using
chatbots, and rather wait “till Monday” to have a phone call or send an e-mail.

4.2 Customers’ Experiences During Chatbot Conversations

RQ2 asked about the most important characteristics of customers’ experiences with
chatbot conversations, and asked specifically about their perceptions of the humanization
of these chatbots and their language style. During the interviews, interviewees used two
customer service chatbots (without us saying that these were chatbots). In the user
experiences during the interviews, four elements stood out.

Prerequisite: Receiving Adequate Help. As expected, themain prerequisite for a pos-
itive evaluation of the conversations was that the interviewee felt that he/she had received
adequate help. To exemplify such positive experience:

He [the chatbot] immediately gave a lot of information. As I just mentioned, that
is what I really like. That I do not have to probe further. And even though it is
digital, it is very friendly. It is more than enough information for me, so it really
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helped me. […] I would give it a 10. Nothing is missing. (Interviewee 3: male, 19
years, student)

This interviewee said that this chat met his expectations, and that he prefers a robot
“because you get the answers and you get them fast”. Even though this interviewee judges
this chat as “perfect”, he does not see chatbot communication as sufficient enough to
function as a stand-alone mode of communication. According to him, communication
with a human is still required in case of problems, for instance when a package has not
been delivered.

What interviewees particularly appreciated was that some chatbot conversations
helped to filter information or that the chatbot provided linkswhere the interviewee could
find the information. As an interviewee positively noted: “Nice! Saves some searching”.
Interviewee 16 said: “It was fine, clear, right information”. As mentioned, she had had
negative experiences with chatbots before and had indicated that she would not use them.
This chatbot conversation went fine, but did not erase her negative expectations “ok, this
was fine, but I don’t know what would have happened if the question would have been
more complicated”. In other words, despite of this positive experience, she was still
expecting negative experiences to come.

In quite some cases, the chatbot did not meet the requirement of answering the
question satisfactorily. The interviews clearly showed us how this leads to quite some
frustration. Interviewee 1 (male, 64 years, human resources) almost started screaming:

I want to stop; I don’t get an answer. This was my first question, then I get this
[shows answer]. Then I pose the second question, and I get: ‘thanks for your
response, with your input I can improve myself’. I want to scream: ‘no, I was
looking for something else!’ The biggest problem here is that I do not get an
answer to my question, so I want to stop this […] In my perception this just does
not work: how precise can I be?

Effort. The interviews clearly revealed that it takes quite some effort for customers to
use chatbots. This is partially related to the just described situation of not getting an
answer, but there are also other ways in which customers are putting in effort when
using chatbots.

Starting the chatbot conversation, some interviewees were wondering and estimating
whether this chatbot would actually be able to answer their question. Some of them
thought that for simple questions it may work, but not for more complicated questions.
After considering this, they are making an effort to formulate the question in such way
that they think the system will be able to understand it. Some say: “you need to use
the right key words”. A complication here is that chatbots currently available do not all
operate the same way: some indeed work best with key words as input, whereas others
instruct the user to type full sentences like in human-human conversations.

It was quite common that, after typing the question, the chatbot did not come back
with a relevant answer, and the interviewee needed to reformulate the question, some-
times several times. As the above-mentioned angry interviewee 1 expressed: “I already
tried to ask the same question twice; now I would have to formulate it a third time; I am
not going to do that”. In case there is no alternative for the company (i.e., the customers
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needs this specific company) and/or there is no other means of contacting the company
(e.g. late at night), one feels convicted to keep trying to get an answer even when one
does not feel like it. When in the end the result is still unsatisfactory, some interviewees
sighed: “see, this is what I mean, this all takes time, and now I would have to find another
way of finding the information”. These efforts sometimes trigger prior negative experi-
ences with chatbots. For instance interviewee 2 (male, 30 years, train driver), who did
not mention chatbots during the first topic, said:

See, and then I am sitting at home and it annoys me. Then I think ‘guys!’ Often it
does not work, or it is too slow, or indeed -that happened to me too- then it says ‘I
do not understand it, can you formulate it differently’. Yeah, and that takes time,
and you just don’t feel like that.

Simulation of Human Touch. An essential feature of chatbot communication is that it
can appear humanlike due to anthropomorphic cues and its conversational nature. At the
endof their interviews, two interviewees still thought theyhadbeen exchangingmessages
with human beings. Although interviewee 9 (female, 78, retired) still thought this, she
did start doubting it during the course of the interview: “I HOPE it is a person!”. She
was not completely out of touch with technological possibilities, but expressed concerns
about her digital literacy related to her age: “I do have Instagram, to stay in touch with
the children. But I don’t know whether young people understand how difficult it is for
us [older people]”.

All other interviewees (sooner or later) were aware that they were using a chatbot,
although they used many different names for it (a chatbot, chatbox, robot, computer,
system, digital assistant, virtual assistant, algorithms, etc.). As interviewee 1 said: “I
communicated with a computer, not with a lady Nina”. Also for these interviewees
there was confusion sometimes, especially in the beginning of the conversations, and
especially about whether it was a live chat (i.e. chatting with a human being) or a chatbot.
Interviewees concluded that it was a chatbot predominantlywith the help of the following
cues: the responses came very fast, the responses were too similar, and their question
was not understood. As one said: “You hope that it is a real agent, but the answers show
that it is a robot”. Interviewee 4 (female, 40 years, operations manager) also expressed
disappointment:

When you see the name ‘Billy’, you think it is a person. Also for me, although I
do think that it is a virtual assistant. The first association is that it is a real human,
and then the disappointment is bigger when you do not get anywhere [with getting
the question answered]

Interviewees typically saw the conversation as a automated chat with a simulated
human touch to it. The word “simulated” is important here. They expressed that with
dialogical cues (“Hello, how can I help you today?”), a name, an icon or a picture of
a human face, they make it seem that you talk to a real customer service agent. As
interviewee 3 explained about the icon:
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That is just a picture to make it seem as humanlike as possible […] The same
applies to the name probably; they want to make it look human. Giving it a name,
an icon, in order for you to feel like you are communicating with a human being.

Opinions about this type of simulation varied. Some said the liked it and thought it
was nice: “yeah, it is a bit more cozy”. Interviewee 8 (male, 46 years, male nurse) said:

Often you have this with such chat, that they have given it a name. I like that more.
Then it looks more like ‘oh, you are not talking to a virtual assistant, you are talking to
something with a name. Then it’s more personal.

Others said they do not care about this simulation. As interviewee 2 said: “Names I
do not care about that much, but I do want to know: do I speak to a robot or… I do not
even know what it is called.. an automated thing”.

And yet others were outrightly annoyed by the simulation and saw it as counter-
productive. These interviewees saw it as a tricks and as a sign that the company was
not taking them seriously. They became even more negative when their query was not
answered. Interviewee 7 said about chatbot Iris (with name and cartoonlike icon): “Ha-
haha, that is Iris, robot Iris! They do this to make it look more personal, to give the
impression that you are chatting with someone. I do not care that much; I don’t really
look at it”. But later she turned much more negative: “Well, Iris, with the friendly smil-
ing icon: probably they did this to make it look more personal. But they really made a
mistake here. Because it is a very distant robot. And inefficient too”.

Language Style. One of the essential aspects of chatbot development is conversational
design. Interviewees typically responded to our question about the chatbot’s language
style by saying something about whether the style was formal versus informal. More
specifically, they often mentioned the use of “u” versus “je”, which are the two nouns in
Dutch to say “you” in a formal versus more informal way. Related to the communication
expectations mentioned above, they also judged whether the conversation was friendly
enough. In most cases, interviewees were fine with the style. As interviewee 3 noted:

For example the questions ‘how can I help you’, ‘let’s see what we have got’:
just very clear, very friendly. Not too blunt, answers are nicely elaborate. Also
important that in the end he asks ‘is there something else I can do for you?’, those
kinds of things. Then you see that it comes across as very friendly.

However, some interviewees expressed their discontent with informal language.
Interviewee 5 (female, 64 years, management assistant) said: “the use of ‘jij’ every-
where, I think it is too informal, but there is nothing we can do about it, we just have
to accept it”. Sometimes such opinions are related to a specific company, for instance
“the Douane [i.e., customs] should say ‘u’” (interviewee 6, female, 52 years, front office
employee).

4.3 Overall Evaluations of Customer Service Chatbots and Company Perceptions

RQ3 tapped into customers’ final conclusions about under which conditions customer
service chatbots can be implemented, and into the consequences of chatbot communica-
tion for customers’company perceptions. On the positive side, interviewees concluded
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that chatbots have the potential to be helpful for certain purposes. Chatbots were con-
sidered to be good at helping with searching information. Some interviewees applaud
the speed, and the 24/7 availability. Interviewee 2 said: “at least it points you in the right
direction; now I do not have to search on the website. I fill out a word –‘inboedelverzek-
ering’ [‘contents insurance’]- I get some information, I can click on it, so that was fast”.
This can be seen as a type of service, although they also say it is not always sufficient.
Overall, interviewees were pretty clear that chatbots can be helpful for general and sim-
ple questions: it is perceived as a type of frequently asked questions, but presented in
another way. If working well, it could also serve as a type of filtering, before being
transferred to human agent. Some expressed understanding that the trend towards the
use of chatbots and related technologies is inevitable, but that it needs to be improved.

However, interviewees were unified in that chatbots can not function as a stand-
alone mode of communication, and that it can not replace human communication. As
interviewee 5 said: “it will never meet the expectations, because it is not a human being,
it will remain standard texts”. Chatbots can not answer all questions. Moreover, a human
being can discuss with customers, can probe, and such conversation is more personal.
Especially for personal and/or complex questions interviewees deem chatbots not useful
because empathy is lacking. For instance interviewee 6 said thatwhen she asks formoney
back, she wants to be comforted by a human being. Relatedly, interviewees mentioned
that for certain companies and organizations, such as the police, hospitals and health
care providers, chatbots are not suitable because these companies deal with personal
situations. As interviewee 3 explained about contacting a doctor: “such issues most
likely influence your body or your personal situation, so then I would prefer to have
personal contact with a doctor versus via the chat”.

Company Perceptions. So what do these experiences tell the interviewees about the
companies? On the positive end, some interviewees saw the companies as innovative.
Some also saw it as a service for customers. However, interviewees typically thought
that the implementation of chatbots was done more for the company itself than for the
customers. As interviewee 8 said:

It looks they wanted to do it as cheap as possible. They did not pay attention to
making it a bit nicer. Either they did not make an effort to find out how that could
be done, or they did not come up with the right ideas to make it nicer.

A recurring thought in the interviews was that the primary reason for companies to
use chatbots is to save costs. Their reasoning is that chatbots replace employees and that
this saves money. As interviewee 1 expressed: “This is cost cutting, I know that, because
that is also why I lost my last job”.

Some interviewees were also surprised about how bad the technology still is, espe-
cially when one had higher expectations of the level of innovation of a particular com-
pany. For instance, interviewee 7 had high expectations of the chatbot of a particular
company, and was negatively surprised that this chatbot was not able to answer her ques-
tion: “with the [name of another company], I kind of have and old-fashioned feeling, but
with [name of company] you think: it is a very large company, everything will function
well there”.
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The effort that it takes customers to use the chatbot, and the frustration, can contribute
to negative statements about a company. The above-mentioned angry interviewee 1:
“what do you want to achieve with this mister [name company]? Maybe in their eyes it
is customer friendly: ‘we help our customers’. Oh really? Come and use it yourself”.

5 Discussion

In the following sections, we will highlight the main findings for each of the three stages
in the communication journey that customers have with companies. For each stage
we will connect the findings to previous and future research, and outline the practical
learnings. After this, we will describe some limitations of the current study and present
additional suggestions for future research.

5.1 Customers’ Prior Expectations of Communication with a Company

The current interview study showcases the expectations that customers have, and the
moods that customers are in, when starting conversationswith customer service chatbots.
This is important because previous research taught us that the state that customers are in
when they begin a chatbot conversation plays a role in how they experience the chat [9].

Our interviews reveal that the main priority of customers is -obviously- to receive
help with their customer query: their questions need to be answered; information needs
to be provided, and their complaints need to be addressed. This has to be done fast, in a
friendly manner. Some customers come into the conversation frustrated or angry. This
may not only be because of the nature of their question or complaint, but -importantly-
also because of previous interactions with chatbots (of other companies) that did not go
well. For future experimental research, this implies that angry or frustrated participants
need to be included in the sample, or that participants need to be brought in such state
prior to the conversation.

In terms of practical recommendations, these findings imply that it is of utmost
importance that developers take into account that there may be quite some resistance
on the side of customers to overcome. Companies need to use the information they
have about the states of their customers. Automated sentiment analysis will grow more
sophisticated in the future and may make it possible to detect the mood that a specific
customer is in when starting the chat. However, it needs to be kept in mind that inter-
viewees expressed that in case of anger, frustration or fear (e.g. when not being able to
pay the bills), empathy from fellow human beings is called for.

5.2 Customers’ Experiences During Chatbot Conversations

In the four aspects of user experiences that we found, we see a similar hierarchy as
described by Følstad and Skjuve [6]: for customers, receiving adequate help is much
more important than the humanization of the chatbot or the language style. Our finding
that users have to put in quite some effort seems to deviate slightly from findings from
previous qualitative work [6]: our interviewees seem to express more frustrations and
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anger about chatbots’ functioning. This disparity is most likely due to the fact that our
sample included interviewees who were rather unwilling to use a chatbot, whereas the
previous study [6] “only” included intervieweeswho actually had chosen to use a chatbot.
Moreover, our finding is in line with other types of research that displayed quite some
issues and errors in the current generation of customer service chatbots [7, 11, 12].

With the first practical recommendation we echo previous work: the top priority
should be to help customers in a sufficient and efficient way. Currently it still occurs too
often that a customer does not find what he/she is looking for. The experience should
be as seamless as possible to avoid (further) fuelling of frustrations. Placing a chatbot
online early in its development may be useful for data collection and scaling the chatbot.
However, looking at it through an individual customer’s eyes, one needs to realize that
this scaling approach can lead to quite some effort and frustration on the individual level.

Another issue is the simulation of human touch. Some users may indeed find it
entertaining, or on an unconscious level it may trigger positive responses. However, it
also needs to be realized that it can be problematic, both from a business perspective, as
well as from an ethical perspective. The current interviews showed that humanization
may also backfire: users can see it as an unwanted trick or as deception. Hadi’s research
implied that this is specifically the case when customers are angry when coming into the
chat [9], and the current interview study illustrated that customers are indeed angry and
frustrated at times. From an ethical perspective, it is problematic that some users trust
the information because they incorrectly think they are communicating with a human
being. This means that transparency is called for. It seems to become the social norm that
a chatbot should be identified in the introduction section as a chatbot, or virtual agent,
but the interviews illustrate that quite some users overlook such disclosure.

5.3 Customers’ Overall Evaluations and Company Perceptions

In line with previous qualitative work [6], we found that some customers have specific
ideas about what chatbots currently can and can not do. However, they still end up
disappointed with the results. Thus, it is important that developers have a clear view of
what the purpose of a specific chatbot is, and this should be communicated as clearly as
possible to the user. Providing users with more guidance regarding the queries a chatbot
can help with may be useful.

In terms of company perceptions, the interviews showed that the implementation of
chatbots is currently quite a risky adventure for companies. Although some interviewees
related the chatbot to the innovative character of the organization, it was common that
they saw it as a result of cost-cutting. Also, interviewees typically thought the implemen-
tation of chatbots was done more for the company itself than for the customers. In terms
of an organization’s image, it is relevant to consider whether these are the associations
that one would want to trigger.

5.4 Limitations and Future Research

The focal point of the current analysis was the communication journey that customers
have with a company, and a chatbot’s place in it. This means that there are specific
elements in the user experiences that call for more in-depth analyses; in particular the
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responses to the anthropomorphic cues require a more detailed look. The link between
certain chatbot perceptions (e.g., seeing it as a search engine versus expecting answers
to more complex questions) and ways of communicating with the chatbot (e.g. using
only key words, or typing natural sentences) should also be explored.

By definition, after a qualitative study, quantitative follow-up studies are required.
Surveys and experiments are needed to further investigate the relations between mood
states prior to the chatbot conversation, and subsequent user experiences. Also the role
of humanization within the overall user experience needs to be disentangled more fully.
This work should also delve into the relations between demographics (such as age,
gender, and educational level) and chatbot perceptions [1].

For all research into user experiences of chatbot communication goes that the find-
ings are bound to a particular point in time, due to continuous improvements and AI
developments. However, we do think that some of the experiences outlined in the current
study will remain important for research and practice for quite some time.
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Abstract. Understanding and improving user experience is key to strengthening
uptake and realizing the potential of chatbots for customer service. In this paper,
we investigate customer satisfaction surveys as a source of insight into such user
experience. A total of 5,687 customer satisfaction reports on users’ interactions
with a customer service chatbot, and the corresponding chatbot interactions, are
analyzed. The findings demonstrate that customer satisfaction reports are closely
associated with the degree to which the problems motivating users’ chatbot inter-
actions are resolved. Furthermore, the findings show substantial variation in the
performance of different chatbot intents in terms of customer satisfaction and
problem resolution. This implies that user experience varies substantially depend-
ing on the problems motivating users to interact with the chatbot. Finally, we
identify key characteristics of the intents associated with particularly high or low
customer experience, suggesting paths towards efficient improvement of chatbot
user experience. Based on the findings, we point to key implications for theory
and practice and suggest directions for future research.

Keywords: Chatbot · User experience · Customer satisfaction

1 Introduction

Customer service is a major chatbot application domain. Chatbots may be low-threshold
channels for information and support, serving as a cost-effective and accessible supple-
ment to manual customer service. In a recent report, Gartner [13] predicts that about
one-third of the surveyed companies deploy or have near-future plans of deploying con-
versational platforms in customer service, and that such deployment will substantially
increase operational efficiency. However, the same report also predicts that there will be
substantial turnover in such conversational platforms, and that a number of older chatbot
applications will be abandoned. This suggests that, while potential benefit of chatbots
for customer service is high, there is substantial risk of failure.
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User experience is a key determinant of successful implementation of chatbots for
customer service [5]. While an increasing number of service providers are offering
customer service through chatbots, user uptake has been found to lag behind [12]. In
response, substantial research and practitioner effort have been spent on strengthening
user experience for chatbots in general [24], and for customer service in particular
[19, 28]. Research and practitioner guidelines suggest an at times bewildering range
of potential drivers of chatbot user experience, but at the same time, there seems to be
a shortage of advice for how to strengthen it. Hence, service providers might find it
challenging to prioritize and guide chatbot development and improvement initiatives.

In this context, we present a study that provides insights from a systematic applica-
tion of customer satisfaction surveys to understand chatbot user experience. We asked a
sample of users of a chatbot for customer service (N= 5,687) to report (a) their satisfac-
tion with the chatbot interaction and (b) the degree to which the problemmotivating their
interaction had been resolved. The survey data was analyzed with regard to information
on the actual user conversations, specifically on the chatbot intents triggered as part of
the interaction.

The findings strongly suggest that problem resolution is highly important for a better
user experience in chatbots for customer service. Furthermore, the findings indicate that
the user experience depends on the quality of the support provided through the specific
intents triggered in an interaction. Accordingly, a user’s perception of the chatbot is
shaped by the type of problem he or she want to get resolved. In particular, customers
were found to have a more positive experience when the chatbot provided concrete and
detailed support, guiding the user closer to problem resolution, for example, by drawing
on integrations with back-end systems for user information and transactions on behalf
of the user.

The findings contribute to the current body of knowledge on chatbot user experience,
demonstrating the importance of efficient and effective problem resolution. They also
provide implications for practice, suggesting how customer satisfaction data may be
used to improve the user experience in existing chatbots for customer service.

2 Background

In this section, we present the background concerning chatbots for customer service,
chatbot user experience, and – finally – customer satisfaction, its relation to user experi-
ence, and how customer satisfaction surveys are used in research and industry to assess
and improve service quality.

2.1 Chatbots for Customer Service

Chatbots are increasingly important for customer service. A recent CapGemini report
[32] finds that, in retail banking and insurance, 49% of the top 100 organizations employ
chatbots. In consumer products and retail, the corresponding number is 23%. In response
to the current interest, there is a wide range of available chatbot platforms for cus-
tomer service [13], such as IBM Watson, IPsoft, Microsoft Bot Framework, Nuance,
and boost.ai.
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The increased interest in chatbots over the last few years is motivated by users and
service providers’ uptake of chat platforms, as well as by improved language processing
capabilities due to advances in artificial intelligence and machine learning [7]. In partic-
ular, enhanced access and availability of chat-based customer service, as well as cost-
efficiency and upgraded user experiences, have increased service providers’ engagement
in chatbot for customer service [27]. Users are reported to appreciate the opportunity
for immediate and low-threshold access to support provided by chatbots for customer
service [6]. However, chatbots for customer service have also been found to entail chal-
lenges concerning, for example, the ability to correctly predict users’ intents and a lack
of capabilities for handling complex requests [11].

Key components of chatbots for customer service include language processing and
intent handling, exception handling, context awareness, analytics, and integration with
back-end systems [13]. Users typically enter their requests as free text messages, often in
conjunction with the option of selecting predefined answer alternatives through buttons
or quick replies. The user requests that the chatbot may recognize and respond to are
typically structured in intent hierarchies, where language processing techniques and
machine learning models are employed to predict user intents on the basis of the users’
free text input [30]. As soon as an intent is correctly predicted, the chatbot often provides
the user with navigation support to move within the intent hierarchy. For example, if a
chatbot predicts user requests corresponding to an intent on invoicing, the chatbot may
ask users if they want to see an invoice, ask about a particular invoice, or pay an invoice.
These options are meant to facilitate easy navigation in the intent hierarchy.

Chatbots for customer service typically need to support a large number of request
types. For example, chatbots in the banking sector may require several thousand intents
to cover a sufficient breadth of user requests [9]. A larger number of intents widens
chatbot coverage, but also increases the potential for false positives, that is, responses
which do not adequately address the user request [10]. Establishing and maintaining the
needed intent hierarchies in chatbots for customer service is demanding [19]. The key
parts of this work are to identify needed intents, create content and actions associated
with intents, and train machine learning models to improve intent prediction.

2.2 Chatbot User Experience

Following the surge of interest in chatbots, chatbot user experience has recently become a
topic and focus of substantial research. User experience is a complex construct, including
factors such as pragmatic quality, hedonic quality, aesthetic appeal, and goodness [20].
In the international standard of human-centered design, ISO 9241-210 [18], user experi-
ence is defined as users’ perceptions and responses from use and anticipated use includ-
ing “emotions, beliefs, preferences, perceptions, physical and psychological responses,
behaviours and accomplishments” (p. 3).

Because of the complexity of the construct, user experience is investigated from a
wide range of perspectives and in consideration to a large number of determinants. This
holds both for chatbots in general and for chatbots for customer service in particular.
General chatbot user experience has been, for example, studied from the perspectives
of pragmatic and hedonic quality [8], social presence [21] and anthropomorphism [23].
Furthermore, chatbot user experience has been investigated as determined by chatbot
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personality [31], chatbot gender [22], human likeness [3], and conversational design
[14].

User experience of customer service has been shown to depend on effectiveness and
efficiency in problem resolution [5] but also on factors such as expectation management
[26], courtesy and friendliness [16], and responding adequately to the customer’s mood
or tone of voice [17]. This varied set of factors affecting user experience is reflected also
in research on chatbots for customer service. Here, user experience has been studied in
relation to factors such as trust [25], user emotion and rapport [28], anthropomorphism,
and social presence [1]. User experience for customer service chatbots has been found
to be determined by such factors as types of dialogue scripts [28] and conversational
repair [10], as well as information quality, system quality, and service quality [34].
However, industry reports suggest that users’ main reasons for not using chatbots for
customer service include chatbots not being sufficiently skilled for complex requests and
challenges concerning interpretation and goal achievement [6, 11]. This may imply that
the user experience of chatbots for customer service is likely to be strongly determined by
the chatbot’s ability to provide accessible help. Likewise, motivations for using chatbots
in general have been found to be strongly determined by pragmatic motivations [2].

2.3 Customer Satisfaction, User Experience, and Service Improvement

Given the broad variety of user experience perspectives and measurements available, it
will be important for service providers to identify those that are of particular relevance
for continuous improvement of chatbot implementations [19].

To provide insight into users’ perceptions of service interactions, a much used mea-
surement in the service industries is customer satisfaction surveys [4]. In such surveys,
users report their satisfaction with a brand, a service, or particular service interactions.
Temkin [33] finds that 85% of surveyed companies measure customer satisfaction at
the level of interactions. Customer satisfaction reports linked to particular service inter-
actions, while not direct measures of the entire user experience construct, are likely
to reflect the overall perceived quality of the user experience. That is, low customer
satisfaction scores may indicate poor user experience, while high customer satisfaction
scores indicate good user experience. However, satisfaction scores alone cannot provide
insight into the details of the user experience [29].

Customer satisfaction has been shown to substantially covary with company per-
formance and with other customer feedback measures [4]. Previously, customer satis-
faction was typically measured with multi-item instruments, but studies such as that of
Van Doorn et al. [35] have shown that single-item satisfaction measures have similar
performance to that of multi-item measurements.

Customer satisfaction surveys also have a substantial impact more generally on
service organizations, and in particular on service improvement. For transactional
interactions, customer satisfaction surveys have been found to outperform other
experience-oriented measurements in terms of organizational impact [33].
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3 Research Questions

Motivated by the current state of the art, we acknowledge the need to strengthen insight
into the key determinants of user experience in chatbots for customer service. The promi-
nence of customer satisfaction assessment in the service literature suggests that this may
be a viable approach towards such insight. Hence, our research objective is to investi-
gate what we can learn about chatbot user experience from customer satisfaction sur-
veys. Drawing on the presented background, three research questions are of particular
relevance:

RQ1. How is the user experience of chatbots for customer service affected by whether
or not users’ problems are resolved?
RQ2. How is the user experience of chatbots for customer service affected by the kind
of problem for which users seek help?
RQ3. What characterizes intents associated with positive and negative user experiences
in chatbots for customer service?

Through RQ1, we investigate the degree to which problem resolution impacts the
user experience in chatbots for customer service. While a broad range of drivers may
impact user experience in customer service chatbots, the literature suggests that prob-
lem resolution is likely to have a substantial impact [6, 11]. Furthermore, it is relevant
to investigate potential variation in user experience depending on the character of the
problem and how problem resolution is implemented through related chatbot intents
(RQ2). Finally, given such variation in user experience across different user problems,
it is important to explore the characteristics of the problems and associated intents to
identify potential underlying causes of this variation (RQ3).

4 Method

To address the research questions, we conducted a study analyzing data on customer
satisfaction, problem resolution, and customer interaction with a running chatbot for
customer service. In our analysis addressing RQ1, we compared customer satisfaction
scores for different levels of problem resolution in the chatbot interaction. To shed light
onRQ2,we compared customer satisfaction scores for chatbot interactionswith different
intents triggered. Investigating RQ3, we analyzed and compared the characteristics of
chatbot interactions associated with high customer satisfaction scores with interactions
associated with low customer satisfaction scores.

In the following, we first present the chatbot for which the customer satisfaction data
were gathered as well as the different data sets included in the analysis. We then detail
the analyses conducted in response to the three research questions respectively.

4.1 The Customer Service Chatbot

This study was conducted by analyzing data gathered from Telmi, a chatbot employed
by the international telecom provider Telenor. The chatbot complements the company’s
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customer service in its Norwegian operation. Telmi is provided as a separate channel
for customer service, in addition to self-service on the Telenor customer website and
smartphone app, phone-based support, and assistance through social media platforms
such as Facebook and Twitter.

The chatbot provides help and information in response to user free text input. The
user intents are predicted on the basis of language processing through machine learning
models. The chatbot is capable of predicting more than 2,700 intents structured in intent
hierarchies. When an intent is identified, the dialogue can evolve by the user choosing
among buttons with predefined answer alternatives or by interpreting further free text
input within the context of the previous intents.

The chatbot is offered to users who log into the customer website as well as to
anonymous users. It can help users by answering frequently asked questions, but it can
also provide personalized information and conduct transactions associated with tasks,
such as getting PUK codes, ordering and activating a SIM card, getting details on data
spending, ordering extra data packages, and blocking a subscription. The chatbot was
implemented in the first half of 2019 and has since been in continuous improvement
and development. Intents have been added and updated; training of machine learning
models has been improved, and support for more personalization has been provided
through application programming interfaces (APIs) to back-end business systems.

4.2 The Data Sets

Customer Satisfaction Survey. To assess and improve the chatbot, feedback from
users was gathered through a customer satisfaction survey. All users interacting with
the chatbot received invitations to respond to the survey provided that (a) the user was
logged into a customer website or application when using the chatbot, and (b) the user
had not responded to similar surveys during the last three months. In the period february
26–may 31, 2020, n = 5,687 users responded to the survey, constituting a response rate
of 18% of those receiving the invitation. In total, 14,8381 customers used Telmi in the
analyses period, either on the open web or as logged in customers. Hence, the 5,687
customers only represented 4% of the total number of conversations.

In the customer satisfaction survey, users reported on their recent interaction with
the chatbot. Primarily, they were asked to report their “satisfaction with the interaction
with Telmi” on a five-point scale (1= very dissatisfied; 5= very satisfied). Furthermore,
the customers were asked to disclose the degree to which their problem was resolved at
the time of responding to the survey (fully resolved, partially resolved, not resolved). In
addition, the survey contained questions about factors that are not treated in this study,
such as how easy or difficult the users found the problem resolution, details on failure
to resolve problems, expectations of the chatbot, and whether they had sought to solve
the problem through other means of support.

Chatbot Interaction Data. Data from the users’ interactions with the chatbots are
stored in a way that protects the users’ privacy, while allowing to combine the inter-
action data with the satisfaction survey data. here, data which may contain personal
information are handled in accordance with the European Union’s General Data Protec-
tion Regulation (GDPR) and deleted within the defined retentions schedule. However,
predicted intents, chatbot responses, and timestamps are stored.
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Thus, for each interaction, it is possible to include in the analysis the time of the inter-
action, the number of triggered intents, the specific triggered intents, and the chatbot’s
associated responses. These data provide valuable information for training and improve-
ment of the chatbot, as it is possible to identify interactions leading or not leading to
relevant support, as well as to analyze the different intents or combinations of intents
with regard to user reports of satisfaction and problem resolution.

4.3 The Analyses

On thebasis of the combineddata sets for the users’ self-reports (the customer satisfaction
survey) and the users’ interactions (chatbot interaction data), we conducted analyses to
investigate the three research questions.

Impact of Problem Resolution on User Experience (RQ1). In line with Temkin [33],
user experience was operationalized as customer satisfaction. Clearly, customer satisfac-
tion is not a direct measure of the entire user experience construct – as this encompasses,
for example, users’ emotional responses – but it is to be seen as reflecting user experience.
Therefore, customer satisfaction will be a useful proxy for investigating whether the user
experience was positive or negative. In particular, we compared customer satisfaction
for users with different levels of self-reported problem resolution (fully resolved, par-
tially resolved, unresolved). Comparisons among the levels of problem resolution were
conducted as descriptive analyses and one-way analyses of variance (ANOVA).

Impact of the Kind of Problem for Which Users Seek Help (RQ2). The problem for
which users seek help was operationalized as the specific user intent predicted by the
chatbot based on users’ free text requests. all intents with more than 40 observations in
the data setwere included, except for intents concerning social interaction (e.g., greetings
and pleasantries), requests for escalation to human support, error recovery (e.g., fallback
responses to user requests without a certain intent prediction), and two intents that had
recently been reworked. An observation refers to a single interaction between a user and
the chatbot. The included intents were compared on the basis of customer satisfaction
scores. Comparisons were conducted as descriptive analyses and one-way ANOVA.

Characteristics of Intents Associated with Positive and Negative User Experience
(RQ3). The most frequently predicted intents were sorted into groups according to
the level of customer satisfaction. The intents associated with particularly low or high
levels of satisfaction were investigated with regard to their common characteristics.
The investigation was conducted in an open-ended analysis by three of the AI trainers
working with improving and maintaining the Chatbot.

5 Results

In this section,wepresent thefindings associatedwith eachof the three researchquestions
consecutively.
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5.1 Problem Resolution Impacts User Experience (RQ1)

To investigate the impact of problem resolution on user experience, we compared cus-
tomer satisfaction scores for chatbot interactions associated with different levels of
self-reported problem resolution. The findings suggest that problem resolution strongly
impacts user experience. Among users responding that the problem had been fully
resolved, 97% reported positive customer satisfaction (score 4 or 5 – satisfied or very
satisfied). However, among users reporting the problem to be unresolved, 4% gave a
positive customer satisfaction score. Among users disclosing partial problem resolution,
55% reported positive customer satisfaction. Details are provided in Fig. 1.

One-way ANOVA with self-reported problem resolution as an independent variable
and customer satisfaction as a dependent variable showed significant differences among
the groupswith no problem resolution (M = 1.66, SD= 0.87), partial problem resolution
(M = 3.52, SD= 0.90), and full problem resolution (M = 4.55, SD= 0.63), (F(2, 13310)
= 10951, p < 0.000). The effect size of the differences was large (ω2 = 0.62).

Fig. 1. Distribution of customer satisfaction scores for the three groups reflecting full, partial,
and no problem resolution

5.2 User Experience Varies Substantially for Different Kinds of Problems (RQ2)

To investigate the impact of the users’ type of problem on user experience, the different
kinds of problems were operationalized as the distinct predicted intents in the chatbot
– where each intent corresponds to a particular problem area and level of detail – and
user experience was operationalized as customer satisfaction.

The analysis was run on the 22 most frequently observed intents. Customer satis-
faction was found to vary substantially among the different intents, as shown in Table
1. Customer service scores are provided for the five high-scoring intents and the five
low-scoring intents. In this table, we also include details on the proportion of users’
self-reported problem resolution.
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To investigate the significance of the variation in the customer service scores, a one-
way ANOVA was conducted with the four most frequently observed intents (Problems
internet, Invoice question,Update smart card, TV) as independent variables and customer
satisfaction score as the dependent variable (F(3, 878) = 20.81, p < 0.000).

Table 1. Examples of most frequently observed chatbot intents with corresponding customer
satisfaction scores and proportion of users reporting problem resolution. The examples include
the five high-scoring and the five low-scoring intents out of the 22 intents in the analysis.

Predicted intent % reporting problem
resolved

Customer satisfaction score % positive (Customer
satisfaction 4 or 5)Mean SD

Forgot PIN code
PUK code
Cancel subscription
Activate SIM card
Update smart card TV

65%
42%
44%
49%
40%

3.65
3.56
3.14
3.36
3.28

1.49
1.51
1.61
1.71
1.54

70%
62%
56%
53%
52%

Help with router
Invoice question
Help with e-mail
Help with TV decoder
Error in invoice

3%
5%
0%
2%
1%

2.03
1.96
1.7
1.62
1.89

1.12
1.09
0.99
1.03
1.02

13%
11%
10%
9%
7%

5.3 Varying Characteristics for Intents Associated with Positive and Negative
User Experience (RQ3)

To explore possible systematic variations in the characteristics of intents associated with
positive and negative user experience respectively, intents with particularly high and low
scores were investigated by three chatbot AI trainers.

As a starting point for this investigation, it was noted that high-scoring intents were
also those for which the highest proportion of users reported the problem to be fully
resolved. Moreover, it was noted that high-scoring intents were those that cover specific
and concrete issues with a simple-to-understand answer that actually solves the problem.
For example: If a customer asks “Please update my smart card” and the chatbot answers
“Sure. Press confirm to update.”

For low-scoring intents, it was found that intents typically aim to deal with too
many situations, thereby not being sufficiently concrete and specific. One example is
“Problem with internet,” which covers a wide range of possible issues and has multiple
possible directions intended to support the user. The risk is that the user does not always
understand the nature of the problem and, therefore, often ends up in an information
loop.

The scores for the remaining 12 intents cover the entire range of values from high-
scoring to low-scoring intents and so it is harder to draw insightful conclusions across
these – hence, our analysis is limited to the high and low scoring intents.
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In conclusion, intents that provide concrete and relevant help bringing the user closer
to problem resolution will generate a good user experience, whereas generic responses
to issues that the user does not fully grasp will likely generate a poor user experience.

6 Discussion

The presented study provides insight in response to gaps in the current knowledge, as
well as implications of theoretical and practical relevance. We first discuss the findings
for each research question relative to the state of the art. We then detail key implications
of the findings, and finally, we address limitations of our study and suggest venues for
future research.

6.1 User Experience Insights from a Customer Satisfaction Survey

The analysis of customer satisfaction data, combined with data on problem resolution
and the evaluation of the characteristics of the most used intents in the chatbot, provides
relevant insights into the three research questions.

Problem Resolution is Likely a Key Determinant of User Experience in Chatbots
for Customer Service (RQ1). While user experience is certainly a broader construct
than customer satisfaction,measures of satisfactionmay indicatewhether or not a service
interaction has generated a positive or negative user experience. Our finding that prob-
lem resolution is strongly associated with customer satisfaction suggests that solving
the user’s case is a highly important determinant of user experience. Previous research
has indicated that a broad range of factors, such as trust, user emotion, and anthropo-
morphism, may impact user experience of chatbots for customer service [1, 25, 28].
Nevertheless, our findings concerning the impact of problem resolution resonate with
the previous research on general chatbots [2], where it has been shown that most users
have pragmatic motivations for utilizing chatbots – that is, chatbots are typically used
because they are seen as an easy and convenient means for users to achieve their goals.
Furthermore, chatbots’ ability to provide support, training or help has been found to be
highly important for user experience for general chatbots [8]. Thus, it is not surpris-
ing that problem resolution may strongly predict user experience. Our findings also shed
light on this relationship in chatbots for customer service. Moreover, we find the strength
of the relation between problem resolution and user experience to be noteworthy. In par-
ticular, our results highlight that nearly all users with their problem resolved reported to
be satisfied, whereas nearly no customers with unsolved problem gave positive scores.
These findings suggest to service providers that whether or not a chatbot for customer
service actually resolves a problem – or contributes to it being solved – may be decisive
for user experience.

User Experience Varies Depending on the Users’ Specific Problems (RQ2).
Chatbots differ from other interactive systems, such as customer websites, by providing
less information with regard to their capabilities and the opportunities they offer for
the user [30]. Because of this, the limited interaction between the user and the chatbot
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will likely be decisive for the user experience [15]. For example, in the case of a ser-
vice inquiry, the content and user value provided through the few messages exchanged
between the chatbot and the user during the interaction could play a key role in the overall
experience. Due to the limited content offered to all users in a chatbot – as opposed to
website interaction where broader ranges of content are presented to all users – different
users may experience the chatbot very differently. our study findings clearly suggest the
importance of the users’ problem for the user experience in the chatbot. For some prob-
lems, associatedwith one set of user intents, customer satisfaction scores are consistently
high. For other issues, associated with other user intents, customer satisfaction is consis-
tently low. Based on these results, it seems fair to assume that the overall design of the
chatbot is less important to user experience than the actual support the user receiveswhen
triggering a particular intent. This is a highly interesting finding for service providers as
it proposes a concrete means to improve user experience – by prioritizing improvements
for intents with relatively low customer satisfaction scores.

Specificity in Problem Resolution May Determine the User Experience Associated
with Certain Intents (RQ3). The AI trainer analysis of the intents associated with par-
ticularly high or low customer satisfaction scores further served to detail the insight that
problem resolution is of key importance to user experience in customer service chat-
bots. It is noteworthy that intents associated with high customer satisfaction scores are
those that provide concrete and direct support for the user towards problem resolution.
Typically, such direct assistance is due to the chatbot drawing on information about the
user from back-end systems or conducting transactions for the users directly following
the user’s request. Conversely, intents associated with low customer satisfaction scores
were typically either presenting too generic information, not sufficiently adapting to the
user’s situation, or supporting problem areas that are inherently complex and bewilder-
ing to users. These findings are useful both to understand variation in user experience
for one and the same chatbot and to guide practical upgrade of chatbots. Moreover, it
highlights the kind of improvement efforts that are most likely to lead to an enhanced
user experience.

6.2 Implications for Theory and Practice

Our studyfindings hold several implications for theory and practice.We see the following
as having particular relevance:

Implications for Theory. The findings serve to extend and strengthen current theory
on chatbots to specifically chatbots for customer service.

1. The primacy of pragmatic quality. In the theory of user experience, addressing
both pragmatic and hedonic quality is seen as equally salient [20]. However, while
hedonic quality – for example, in the form of stimulation and identity – is important
to chatbots for customer service, pragmatic quality – in particular, goal achievement
– is of primary importance in state of the art for chatbots.
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2. User experience as a consequence of the particular interaction. Whereas user
experience assessments are often seen as concerning the entire application or user
interface [14], it may be relevant to consider user experience on a task level for
customer service chatbots. This bears resemblance to the interaction effects between
the task and chatbot personality found in previous research [22].

Implications for Practice. The findings also hold important implications for practical
design and implementation of chatbots for customer service.

1. Targeted improvement of chatbot intents. Customer satisfaction surveys have
substantial potential in guiding chatbot improvement and maintenance. Specifically,
identifying and reworking intents that are widely used but score low on satisfaction
will be important to address.

2. Prioritization of problem resolution. To strengthen user experience in customer
service chatbots, it will be beneficial to prioritize helping users to take the concrete
steps needed towards problem resolution rather than providing general information.
It is likely that offering personalized help and support by drawing on data from
back-end systems will be required in this regard.

6.3 Limitations and Future Work

The presented study, while providing valuable insights into user experience for customer
service chatbots, also has important limitations. First, the study focuses on one chatbot
within a specific market. While we assume that the findings may be generalizable also
to chatbots for customer service in other markets, it is advisable to test this assumption.
Hence, for future work, we foresee studies including a broader range of chatbots and
markets.

Second, the study is limited to relying on customer satisfaction as the only measure-
ment of customer experience. While valuable as a reflection of good or poor user expe-
rience, this measurement does not provide needed nuance for the customer experience
construct. Thus, for future work, we anticipate studies combining customer satisfaction
surveys with other measurements of relevance for user experience. Furthermore, we
foresee qualitative user experience studies to gain insight into how different levels of
problem resolution and different intents impact user experience.

Finally, the study is limited in that it does not include satisfactionmeasures for differ-
ent channels. Such additional measures would have enabled cross-channel comparison
and, thereby, an assessment of the relative satisfaction with the chatbot channel – some-
thing that would be relevant both for theory and practice. Cross-channel comparison
clearly is a relevant topic for future work.

In spite of the limitations, the study encourages further use of customer satisfaction
surveys as a means to understand user experience in chatbots for customer service. Such
surveysmay provide new theoretical insight andwill also have benefits for practice given
the widespread uptake of customer satisfaction surveys within service providers.
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