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Preface

After 20 years of development, silicon photonics has reached commercial maturity
withmany available products. From 2020 to 2025, predicted growth rates of the asso-
ciated market are in excess of 20% for conservative estimates to more than 30% for
more optimistic estimates. In addition to Datacom and Telecom, many other applica-
tions are entering the silicon photonic productsmarket. Particularly promising are the
applications in the healthcare sector and in the automotive sector where high-quality
and low-cost silicon photonic sensors, laser ranging systems and detectors allow a
pervasive penetration of the technology. From the very start of silicon photonics,
we follow its blossoming development from basic science to engineering and tech-
nology via a series of books entitled Silicon Photonics, all published by Springer in
their Topics in Applied Physics series. The original intention, when the first book
was published, was to underline the update to silicon electronics through the use
of photons, which avoids the bottlenecks created with electrons for information
exchange (interconnection bottleneck). Silicon Photonics I was based on the under-
lying fundamental research that was needed to bring these concepts into reality.
Volume II of the series, then, covered the burgeoning applications scenario, and
Silicon Photonics III provided overviews of practical applications of this technology
in industry. Luckily, the field of silicon photonics is still presenting many interesting
developments spanning from fundamental research where the use of new materials
enables novel functionalities in silicon to the development of new technologies and
computation paradigmswhere silicon photonics is making the difference.We feel the
time is right to discuss these recent progresses to encompass the widening interest
in the use of silicon photonics.

This fourth book in the series on silicon photonics gathers in-depth discussions of
recent advances that go beyond already established and applied concepts. The chap-
ters provided in this book by experts in their fields cover not only new research into the
highly desired goal of light production in Group IV materials, but also change in the
principles driving the development of integrated circuits, novel measurement strate-
gies and novel technologies. Finally, the new paradigms in information processing
and telecommunication are covered with the claim that silicon photonics is a proper
platform for their realization.

v



vi Preface

Chapters in the first part of the book on Advances in Fundamental Research
review recent progresses in the enduring search for crystalline-silicon-compatible
light emitters and innovative applications of silicon photonics. For two decades now,
there has been intensive research into overcoming the difficulty of obtaining efficient
light emission from Si and Ge due to their indirect band gaps. In the past, various
methods of inducing a direct gap have been introduced and lasing action has been
observed in both Si and Ge, but so far, the performance at room temperature has not
been good enough to produce the desired CMOS compatible room temperature laser.
Recent work has shown that strained nanostructures of Group IV materials are the
most promising candidates for room temperature lasers, as shown for Si in Chap. 1
by Kateřina Dohnalová and Kateřina Kůsová, for disordered Ge in Chap. 2 byMoritz
Brehm, for GeSn and SiGeSn alloys in Chap. 3 by Vincent Reboud et al., and crys-
tallineGe inChap. 4 byNelsonL.Rowell andDavid J. Lockwood. InChap. 5, Simone
Rossi, Elisa Vitiello and Fabio Pezzoli demonstrate that Ge-based heterostructures
offer innovative solutions to the challenges of integrating spin functionalities into
silicon photonics.

Chapters in the second part of the book on Advances in Integration Architec-
tures review novel concepts and recent progress in the design of integrated photonic
circuits for, and diverse applications of, silicon photonics. In Chap. 6, Hon Ki
Tsang et al. introduce some of the numerous applications of subwavelength grating
structures employed within silicon photonics devices. Subwavelength gratings have
attracted interest recently, as they provide a useful degree of freedom for the crafting
of the effective refractive index of the material incorporated in photonic devices.
The implementation of quantum mechanics has been the driving force of the most
intriguing designs of photonic structures. Non-Hermitian physics, which breaks the
conventional scope of quantum mechanics based on the Hermitian Hamiltonian,
has been widely explored in the silicon photonics platform, with promising new
designs involving the refractive index, modal coupling and gain–loss distribution.
In Chap. 7, Changqing Wang, Zhoutian Fu and Lan Yang explore the merger of the
non-hermitian physics and classical silicon platforms. Topological photonic insu-
lators have attracted considerable attention due to their unique ability to transport
light via topologically protected edge states that are immune to defect scattering
so that engineering of robust photonic devices that are insensitive to fabrication
imperfections is made possible. Chapter 8 comprises a review by Shirin Afzal, Tyler
James Zimmerling and Vien Van of the key concepts of topological insulator systems
in one and two dimensions and their practical realization using coupled microring
resonator lattices. In Chap. 9, Scott Jordon presents a new parallel digital gradient
search technique for rapid automated alignment of devices on silicon photonics inte-
grated circuits. Such a production tool is badly needed now owing to the increasing
complexity of silicon photonics integrated circuits.

Chapters in the third part of the book on Advances in Computation Schemes
review paradigm changing architectures where recent progress in silicon photonics
enables new computer technology. In Chap. 10, Bicky A. Marquez et al. report



Preface vii

on neuromorphic architectures on silicon photonics platforms, which enable high-
bandwidth, low-latency, low-energy applications. Neuromorphic photonics imple-
ments the machine learning methodology in integrated photonics. It exploits the
advantages of optics, including the ease of analog processing and full parallelism
achieved at the speed of light by employing multiple signals in a single waveguide.
Due to its mature semiconductor fabrication processes and the capability to integrate
large quantum photonic circuits on a single device, silicon quantum photonics is
emerging as a promising platform to develop photonic quantum processor chips. In
Chap. 11, Stefano Paesani andAnthony Laing review recent results in developing key
building blocks for chip-scale photonic quantum devices and deliberate on progress
made toward useful large-scale quantum photonic computers. Finally, in Chap. 12,
Marco Fiorentino et al. discuss recent progress toward an open silicon photonics
ecosystem targeted at computercom applications where there is now an urgent need
for standardized industrial production systems.

We hope that the readers will share our enthusiasm about this book, which shows
the healthy status of silicon photonics despite the difficulties given by the present
situation. We thank all the authors of the present volume for their invaluable contri-
butions, especially considering the extensive restrictions in their work arena resulting
from the COVID-19 global pandemic. At the same time, we are grateful to the edito-
rial and production staff of Springer Nature for their support, patience and profes-
sional editing. Last but not least, we are indebted to our co-workers who are the real
driving force behind our work. They do share with us their research, passion and,
mostly importantly, friendship.

Ottawa, Canada
Trento, Italy
December 2020

David J. Lockwood
Lorenzo Pavesi
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Chapter 1
Optical Properties of Si Nanocrystals
Enhanced by Ligands

Kateřina Dohnalová and Kateřina Kůsová

Abstract Compared to bulk silicon, silicon nanocrystals (Si-NCs) show modified
properties, such as tunable emission and enhanced radiative rate, as a result of the
quantum confinement, surface chemistry and environment. While the effect of quan-
tum confinement is well understood and experimentally confirmed on the hydrogen-
capped Si-NCs, the surface effects in Si-NC with other types of ligands can be very
complex and hard to predict. In our work, we argue that the surface chemistry, be
it ligands and/or shell, can be designed to further improve the radiative rate of the
Si-NCs, beyond what is achievable by the quantum confinement alone. Our experi-
mental work shows a number of effects that indicate that in many instances, the core
and surface capping cannot be separated, and optical properties cannot be clearly
interpreted as “extrinsic” (related to the surface capping agent) or “intrinsic” (related
to the core only). To this end, we performed also a detailed theoretical analysis of a
number of surface ligands, to identify the role of chemistry and how that improves the
optical properties of Si-NCs. Based on these investigations and findings, we realized
two main things. Firstly, we argue that one cannot derive a simple rule to predict
which type of element or molecule will improve or deteriorate the optical proper-
ties, because every individual element added (covalently) to the surface of Si-NC
contributes to the electronic density via several mutually dependent effects, such as
(i) orbital displacement, (ii) direct contribution of surface species into the density
of states close to the bandgap, (iii) charge transfer due to the relative polarity of the
surface capping element and Si, or (iv) ligand/matrix induced strain. Secondly, we
realized that the k-space projections of the molecular orbitals, i.e., the band structure
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of the nanocrystal, are an essential and critical tool for investigations of the elec-
tronic and optical properties in materials with an originally indirect bandgap, since
the surface chemistry in our simulations affects strongly the whole band structure.

1.1 Introduction

Silicon is a cornerstone of the modern civilization. Thanks to all its superlatives,
such as abundant resources, non-toxicity, bio-compatibility and biodegradability,
chemical robustness, low cost production, naturally forming oxide, and many more
advantageous properties, it is in fact desirable material for any application. Silicon
makes up about 28% of the Earth’s crust by mass. Bulk silicon dominates CMOS
micro-electronics technologies and enabled digital technologies through transistors
to the computing central processing unit (CPU). It also plays an important role in
photovoltaics and the detector industry, despite its poor band-edge absorption, for
which it compensates by a higher material thickness. Silicon is currently entering
also battery applications, for its enormous capacity for Li ion intake [27]. Silicon
was reported to be, even in its nanocrystalline form, non-toxic [3, 9, 56, 125] and
bio-degradable [154], with superior photo- and pH-stability [82], which opens oppor-
tunities also in the traditionally high health risk areas such as cosmetics, agriculture
or medicine, for example, as theranostic agents [170]. However, for optical applica-
tions in lighting, displays, lasers, and amplifiers, as well as thin film photovoltaics,
bulk silicon is not best suited due to its indirect bandgap (Fig. 1.1a). Radiative recom-
binations of electrons and holes, as well as optical excitations of electrons across the
bandgap, require the participation of phonons, which lowers the probability of such
transitions. The resulting weak oscillator strength of the optical transitions leads
to a low radiative rate and a slow absorption onset with a weak absorption at the
band-edge.

Nevertheless, finding/designing a silicon form that can efficiently emit light is
obviously highly desirable. A silicon light source would enable the realization of
the long awaited on-chip-integrated silicon laser and hence also all-Si photonics
(the main topic of this book series), and consequently also optical CPU architecture
[1]. Moreover, such a light source could also be implemented in the on-chip inte-
gration of the light emitting diodes (LEDs) [146], desired for the light-weight and
modular micro-LED displays and lighting. Efficient band-edge absorption would
be beneficial for silicon-based thin solar cells, which would also enable a wide
spread of solar energy for transportation and other areas where besides efficiency
also portability or light-weightiness are essential. Also, because of its non-toxicity
and bio-compatibility, silicon can play an essential role in the bio-imaging [56] and
bio-integration (with human body) of optically driven micro-devices, sensors, and
interfaces [101].

For the last two decades, we have been searching experimentally and theoretically
for paths toward enhanced optical capabilities of silicon, especially the wavelength
tunability and radiative rate, via combining the quantum confinement and surface
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engineering in ligand-capped silicon nanocrystals (Si-NCs) (We note that for sim-
plicity, we use the “Si-NCs” term also for materials, where the crystallinity of the
nanoparticle has not been proven or measured and should be better named silicon
nanoparticles). Properties induced by the surface chemistry aremeasured experimen-
tally on both single nanoparticle and ensemble levels. Such analysis is combinedwith
theoretical simulations via semi-empirical tight binding and from first principles by
the use of self-consistent ground state density functional theory (DFT).

1.1.1 Quantum Confinement

The most reliable route toward an enhanced oscillator strength, and hence also the
enhanced radiative rate and absorption cross section, has been so far via the utiliza-
tion of the quantum confinement in Si-NCs. Bright size-tunable emission from the
Si-NCs was first reported in 1990 in a pioneering work of Canham et al. [19] on
H- and oxidized porous silicon, followed by many more reports from differently
prepared and capped Si nanostructures in the following three decades [8, 26, 29, 33,
43, 67, 78, 107, 140, 143, 144, 150, 179, 185].

Quantum confinement in Si-NCs has a considerable effect on their electronic
structure, but only for radii comparable or smaller than the bulk silicon’s excitonic
Bohr radius of∼4.9 nm. In such a case, strong spatial confinement of carriers results
in a shift of valence and conduction bands, leading to a bandgap “opening”, where the
bandgap energy increases with the decreasing Si-NC size (Fig. 1.1b, d–g). According
to the simplest effective mass approximation (EMA) model, the optical bandgap Eg

scales with the NC diameter d via an inverse parabolic dependence Eg(d) ∝ d−2

as a result of the quantum localization. We also need to add the Coulomb term,
which scales with∝ d−1 and small polarization terms [14]. In reality, experimentally
investigated Si-NC samples show slightly different values of the exponent, reported
in the literature between 1.3 and 2.0 [122, 214]. The bandgap energy determines
the photoluminescence (PL) peak from the Si-NCs, which can be tuned in a wide
spectral range, from ultraviolet (UV) at ∼260 nm to near infrared (NIR) at 1100 nm
[43, 179] (Fig. 1.1d–g). This broad spectral tunability has been experimentally and
theoretically proven in the hydrogen-capped Si-NCs (Fig. 1.1b, d, g) [43]. Despite
being an ideal model of an Si-NC for theoretical calculations, H-capped Si-NCs are
only rarely studied experimentally due to their increased sensitivity to air and UV
light, leading almost immediately to at least partial oxidation, as discussed in more
detail below. This is why only a few reports are included in the collection of literature
data plotting the experimentally reported PLmaxima as a function of NC size, which
yields an exponent of 1.33, but shows a low spread of data points around the fitted
curve. In Si-NCs with other than H-capping, often a much narrower tunability range
is observed [37, 46, 76, 124, 172, 207] due to either a presence of surface sites that
act as a traps for the excited carriers [43, 211], or due to the presence of strain [116], or
simply as a result of limitations of the preparation procedure. Moreover, chemically
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Fig. 1.1 Quantumconfinement effects inSi-NCs.aBulk siliconband structure in the�–Xdirection,
critical for the optical properties, where the bandgap can be identified. Bottom panel shows a silicon
unit cell with the diamond crystalline structure.bk-space resolved density of states (DOS) for theH-
capped Si-NCs of diameter from 1.3 to 3.2 nm, simulated by the DFT using cp2k code (full settings
are discussed in [44]). Bottom panel shows the relative sizes and shapes of the simulated Si-NCs.
c “Fuzzy” band structures of 2.3 nm Si-NC capped 50% by hydrogen and 50% by a butyl ligand
–C4H9 (left), partly capped with –H and partly oxidized with –OH and -O- bonds (middle) and fully
–Br capped surface (right). Below are shown real-space 2D cross sections of the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) wavefunctions.
The color scheme in (b, c) represents the DOS on a log-scale. Bandgap energy and phonon-less
thermalized (T = 300 K) radiative rates are given in (b, c) in each respective band structure plot. d–g
Comparison of photoluminescence (PL) tunability, experimentally reported by various sources: d
Fully H-capped Si-NCs [45, 65, 211]. The gray data points [180] are possibly influenced by strain
and are therefore not included in the fit. e Alkyl-capped Si-NCs [68, 79, 85, 96, 145, 162, 175,
207, 214]. f Oxidized Si-NCs [116]. Solid symbols in (f) denote Si-NCs prepared as free-standing
(e.g., by wet etching or plasma synthesis followed by slow oxidation). Open symbols in (f) stand
for matrix-embedded Si-NCs (prepared, e.g., as SiOx/Si superlattices or by ion implantation or
samples involving thermal oxidation). The fits are meant only as a description of the data and are
PL max = −0.0027d3 + 0.056d2 − 0.47d + 2.9 for the free-standing and PL max = 0.0058d2 −
0.13d + 1.9 for the matrix-embedded samples. Data from [116] are reused with permission from
AIP Publishing. Panels (d–f) contain also fits of the data and the corresponding 95% confidence
bands. g Comparison of fit curves from panels (d–f)
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different surface ligandswere themselves experimentally [22] and theoretically [215]
shown to cause spectral shifts.

The effects of the quantum confinement on the bandgap energy is common to all
types of semiconductor NCs. In an indirect bandgap semiconductor, such as silicon,
additional effects occur due to the relaxation of the k-selection rule as a consequence
of the larger spatial confinement of carriers. In silicon NCs, this in turn enhances
the radiative rate krad, based on the theoretical calculations, proportionally to the
inverse cubic function krad(d) ∝ d−3 [8]. In particular, there is about a 3–4 orders
of magnitude increased phonon-less radiative rate in the smallest Si-NCs, when
compared to the bulk Si, reaching ∼107 s−1 for the simulated ∼1 nm H-capped Si-
NCs [39, 44, 75, 159]. Despite such a considerable improvement, radiative rates for
the Si-NCs emitting in the visible spectral range still remain much lower than those
in the traditionally employed direct bandgap semiconductor NCs with the radiative
rates exceeding 108–109 s−1, suggesting a persistently indirect nature of the bandgap
in the Si-NCs and the importance of the k-space information in general.

An interesting development with respect to the enhanced radiative rate in Si-
NCs has been published only very recently [180]; The authors study a series of
H-capped Si-NCs prepared by a standard bottom-up sol-gel approach and observe
a gradual size-induced PL shift from 700 to 530 nm. Whereas the larger Si-NCs
exhibit the typical slow PL decay rates, at the size range below 1.7nm, the PL decay
rate is enhanced by about five orders of magnitude. (Argumentation is provided as to
whether this PL decay rate is most likely the radiative rate.) This observation could
be interpreted as the switch between indirect bandgap-like and direct bandgap-like
emission in Si-NCs; the authors interpret their experimental data in terms of a switch
between a bulk-like and molecular size regime. It is unknown why these particular
very small Si-NCs exhibit fast PL decay, but the authors admit to the possibility that
the small Si-NCs are strained.

Despite the generally limited success in the enhancement of the radiative rate for
Si-NCs with emission in a visible spectral range and often observed limited tunabil-
ity range of the bandgap in various ligand-capped Si-NCs, some of the best Si-NC
materials with bright emission have already been implemented in various optoelec-
tronic prototypes of light emitting devices [6, 43, 51, 55, 139, 163]. Nevertheless,
such devices have not yet been commercialized and remain in a research and devel-
opment stage, suggestive of the fact that a much needed improvement of their optical
properties is still required.

1.1.2 Complex Role of Surface Chemistry

The most frequently quoted property of a nanocrystalline semiconductor material is
the above discussed “size-effect”. One of its manifestations is the optical bandgap
tunability via quantum confinement in the NCs smaller than the Bohr’s excitonic
radius. In most semiconductor NCs, such as the direct bandgap III–V or II–VI NCs,
the size of the core offers a robust parametrization for the optical bandgap energy.
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However, in the case of the Si-NCs, the size of theNC core is not enough to determine
neither the optical bandgap energy nor the radiative rate, both being significantly
affected by the surface chemistry, e.g., by organic coatings (Fig. 1.1e), oxide capping
and strain (Fig. 1.1f).

The often observed strong influence of ligands on the optical properties of the Si-
NCs is due to a complex interplay between the core and the covalent surface chemistry
with other elements, and the relatively large percentage of atoms being located at
the surface (a very useful tool giving insight into the basic possible arrangements of
atoms and bonds can be found in [105]). This interplay manifests via charge transfer,
strain, orbital displacement, and the direct contribution of the surface elements to the
density of states near the bandgap. Silicon is a light element, and its valence electron
states are relatively close to the elements that are often considered as capping agents,
such as oxygen, nitrogen, or carbon. Silicon can covalently bondwithmany elements
with a various degree of electron sharing/transfer, stability, opto-chemical robustness
or resistance against oxidation (which is a strongly preferred reaction under normal
conditions). The most robust and studied types of cappings in the literature are H–,
silica oxide (O–), hydrocarbon (organic) C–, O– or N-linked ligands, and halides
(–Cl, –Br, –I or –F), together with the P- and B- surface co-doped Si-NCs [182].
For the sake of completeness, we note that it is important to realize that the photo-
chemical stability of a certain bond cannot be easily deduced from the Si-X bond
dissociation energy (DE), derived for the diatomic species [132], because the covalent
bond strength changes in the presence of other bonded species, or under strains
[202]. This is a result of the different orbital displacement caused by the additional
bonded species, which can weaken the bond. Hence, the silane SiH4 molecule is
extremely unstable, violently reacting with oxygen, but Si-NC capped with H can
resist oxidation for a very long time. This is because the dissociation of the Si-H bond
is easier when in the –Si-H2 or even –Si-H3 form, and therefore, the –SiX3 species
on the Si-NC surface are less stable than the –SiX species. Also, various facets
on the Si-NC surface have different Si coordination and are therefore subject to
different strains in the presence of ligands due to steric hindrance effects. The highly
curved surface of small Si-NCs also results in distorted/strained bonds, which further
decreases their stability and makes them more prone to reactions or disintegration.
For these reasons, stability of, e.g., H-capping on the surface of a Si-NC will differ
for a crystalline and an amorphous Si-NC, as well as for large or small Si-NCs, and
possibly also for Si-NCs prepared by different methods. This further complicates the
main question of this chapter on how a certain element or molecule influences the
optical properties of a Si-NC, because one type of ligand can lead to very different
results, when placed in different positions on the Si-NC surface.

The H-capping is the simplest and best understood ligand, and as such is also
a great “clean” starting point for the subsequent surface treatments [149]. Despite
the extreme reactivity of the SiH4 with air, as discussed above, the H-terminated Si
surfaces are on their own chemically very stable, because the Si-H bond is strong
and nonpolar; however, a direct photo-desorption occurs under a UV-blue irradiation
[104]. As a result of the native indirect bandgap, persisting also in small Si-NCs
[80, 159], Si-NCs absorb efficiently only from the blue-UV range, rendering the H-
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capped Si-NCs surfaces photo-chemically unstable for the light-related applications.
Nevertheless, despite their opto-chemical instability, H-capped Si-NCs are often
presented in the literature as a reference material and a starting point for theoretical
simulations, because their optical properties are purely core-driven.

1.1.2.1 Oxide Capping

Silica oxide is naturally forming on the surface of silicon under exposure to air. There-
fore, silica oxide-capped Si-NCs are one of themost accessible and analyzed types of
Si-NCs. Capping with oxygen atoms can be done in several ways, as a double bond
Si=O, as a bridging bond Si-O-Si, or via –OH groups [25]. The first two types have
been reported to lead to limited bandgap tunability [74, 166, 167, 200, 211, 216] and
slower radiative rates [40, 78]. The limiting effect of oxidation on spectral tunability
has been first experimentally reported by Wolkin et al. [211] on porous silicon, pre-
pared from bulk crystalline silicon by electro-chemical etching in solution composed
of ethanol, water, andHF acid. This resulted in aH-passivated “nano-sponge” surface
[83, 211], which contained small H-capped Si-NCs. As demonstrated by Wolkin et
al. [211], the H-capped surface oxidized under exposure to air, when excited by UV
light, which was accompanied by a change in color of the emitted PL.

For the larger oxide-capped Si-NCs, the PL peak was shown to be size tunable
[10, 23, 52, 84, 122, 187, 211]; however, the tunability would often end in the red
range close to 620–650 mm, indicating possible involvement of the surface oxide
states [133]. This PL is always characterized by a slow ∼ µs decay, for which it has
been named in literature as an “S-band” [17]. For the smaller Si-NCs, the limit to
which the emission can be tuned varies greatly through the literature [46]. A detailed
overview can be found in [116] with the data sets re-plotted in Fig. 1.1f, clearly illus-
trating the existence of two distinct classes of oxide-capped Si-NCs, characterized
by a different size dependence of the PL maximum. These two classes of Si-NCs
correlate with the way the samples were prepared—either as “free-standing” (e.g.,
by a wet etching) or as “matrix-embedded” (e.g., by an ion implantation). We have
hypothesized that in the matrix-embedded samples, the matrix exerts a compressive
strain on the crystalline Si-NC cores, which leads to the corresponding shift in the
electronic bands and consequently to the reported red-shifted emission, when com-
pared to the free-standing oxidized Si-NCs. Interestingly, an analogical influence of
the matrix was also reported in CdSxSe1−x NCs [176]. An opposite effect, i.e., the
expansion of the crystalline lattice in oxidized Si-NCs, was demonstrated by doping
Si-NCs with lithium [102], leading to a blue-shifted PL emission. Interestingly, the
collection of the experimental data on the PL peak maximum as a function of the size
of the NC d from the literature in Fig. 1.1f could not be satisfactorily fitted using the
EMA-like model ENC

g = Ebulk
g + C/d exp. Therefore, a polynomial, meant simply as

a quantitative description, was used. The different shape of the size dependence of
the bandgap might imply that an additional effect of possibly size-dependent strain
is present in such oxidized samples. These oxide-capped Si-NCs exhibit typical
stretched-exponential PL decay of the order of tens or hundreds of microseconds
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[72], whose various properties [81, 197], including (the lack of) saturation of its
power dependence [36, 73], were discussed in countless publications.

Interestingly, unlike other types of capping, a thin oxide shell was shown to lead
to a very narrow luminescence linewidth [183], which could be very beneficial, for
example, a high color definition required in application for displays.Oxidized Si-NCs
can be also very interesting for application in the medical field. They are relatively
photo-stable and were shown to be non-toxic [98, 155, 170, 177, 193]. In aqueous
environments, oxide-capped Si-NCs slowly dissolve into the omnipresent, benign
silicic acid [155], i.e., they are bio-degradable. The size of the lumminescent oxide-
capped Si-NCs is always below ∼5 nm, which is a limit for a safe excretion from a
living organism via urine [126], but can be an issue for its possible entry through the
blood-brain barrier [71]. Also, upon excitation, oxide-capped Si-NCs are a source
of oxygen radicals that are toxic to the neighboring tissue, an effect suggested for
possible use in photo-induced local cancer treatment [108, 156, 191], or as a carrier
of radioactive isotopes [158]. The red and slow decaying emission offers also a great
contrast to the often fast decaying blue-green emission from organic tissue [144]. For
the optical applications, however, the oxidation of the Si-NC surface might not be
desired, when a full spectral tunability through the whole visible range is required,
as well as high radiative rates.

1.1.2.2 Organic Capping

Another type of surface capping, well represented in the literature, but less under-
stood theoretically, is via organic molecules, often long alkyl chains attached via
hydrosilylation. Unlike in oxidized Si-NCs, the bandgap tunability curve for alkyl-
capped SiNCs (Fig. 1.1e) can be fittedwith anEMA-likemodel, albeit using a slightly
different exponent than that in H-capped Si-NCs. Thus, this shape of the tunability
curve suggests that in the alkyl-capped Si-NCs, the emitted PL resembles more that
of the “ideal” H-capped Si-NCs system rather than the PL of the oxidized Si-NCs,
in agreement with ab-initio studies [44, 171]. The large spread of the reported data
around the fitted curve in Fig. 1.1e, also critically pointed out in [85] for this type of
Si-NCs, is partly a result of the inclusion of many reports in this data set, where every
measurement, especially the determination of size, is inevitably connected with an
error [189, 190]. However, as some recent literature suggests, it can also signify
some degree of influence of the alkyl chains on the emitted PL, be it their length,
type of attachment or surface coverage [44]. Furthermore, synthesis of organically
capped Si-NCs often involves heating of organic solvents, which has been reported
to lead to the presence of other than Si-NC emitters, such as e.g. carbon dots, which
could skew the reported PL properties if not carefully eliminated [17, 151, 209].

The comparison of the PL tunability curves in Fig. 1.1g confirms the presence
of a limit around the end of the red spectral range for most of the experimentally
investigated Si-NCs (except the H-capped ones) [37, 76, 180, 207]. It is very likely
that most of the experimentally investigated organically capped Si-NCs are partly
oxidized under UV-blue illumination, since due to the steric hindrance between the
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organic ligands, the surface cannot be 100% capped by organic molecules [44]. A
possible culprit of the observed difference in the tunability limit of alkyl- and oxide-
capped Si-NCswith respect to theH-capped onesmight also be a “stability problem”,
where the surface of a too small Si-NC might be too reactive to be passivated after
the core has been formed, since the attachment of ligands can simply lead to the
disintegration of the whole Si-NC. Such a stability problem could in principle be
circumvented by the various one-pot synthesis schemes of already-passivated Si-
NCs [165].

The PL decay is for the larger, red-NIR emitting alkyl-capped Si-NCs, similarly
slow as for the oxide-capped Si-NCs, albeit withmuch better quantum yields [85, 97,
175]. Moreover, there are certainly some new developments in this field of research:
Ensemble-induced effects start to be discussed in these Si-NCs [92, 145], the discus-
sion on the periodicity of the core and its influence on the PL has been opened [189,
190], and even a fast PL component has been reported within this red emission band
[11]. Pressure-dependent PL studies of organically capped Si-NCs perfectly agree
with bulk-like band shifts [79], pointing toward a possible core-related origin. Inter-
estingly, very similar band shifts were reported also in oxide-capped Si-NCs [116].
Comparable PL changes in alkyl- and oxide-capped Si-NCs were also reported in
temperature-resolved measurements [138]. On the contrary, alkyl- and oxide-capped
SiNCs were observed to exhibit different phonon modes in Raman measurements
[86], interpreted in terms of oxide-induced strain.

While origin of the slow decaying PL in organically capped Si-NCs is accepted as
core-related, the vast majority of the bottom-up wet-chemically synthesized Si-NCs
exhibit unusually fast, nanosecond decaying PL in the blue-green spectral range [41,
53, 85, 113, 173, 206, 210, 217], whose origin is still a subject of intense debate
and will be discussed in the following sections.

1.1.2.3 Direct Bandgap-Like Emission from Si-NCs: The “F-Band”

Quite controversially, a bright emission with direct bandgap-like radiative rates of
107–109 s−1, and often a blue-green spectrum, has been reported experimentally
from various Si-NCs capped with oxide [5, 90, 109] (see the latest review in [17]),
and also for organic ligands [41, 53, 85, 113, 173, 206, 210, 217]. Throughout the
literature, to differentiate between the traditionally slow decaying Si emission and
the often observed fast decaying emission bands, the two are often labeled as the
“S-band” for the slow emission and the “F-band” for the fast one. The “S-band” PL
has typically 1–100s microsecond lifetime and red-NIR tunable energy, as described
above. The “F-band” is very often confined to the blue-green spectral region and has
a fast 1–10 nanosecond PL decay. In the past, the “F-band” has been assigned mostly
to an extrinsic origin, such as oxygen- [12, 58, 59, 66, 69, 77, 168, 192, 194, 212]
or nitrogen-related surface sites [34]. Other literature sources gave evidence for its
possible intrinsic origin [42, 99, 152, 164, 195, 205] connected with the core or
a combination of intrinsic and surface-related emissive sites [30, 44, 64]. A large
body of literature explores also the possibility that this emission is entirely unrelated



12 K. Dohnalová and K. Kůsová

to the Si-NCs and is caused by carbon dots or other organic impurities [18, 20, 21,
24, 35, 57, 121, 129, 130, 151, 201, 209]. With respect to the carbon impurities,
in our recent critical study [209], we show that despite the confirmed presence of
Si and NCs in the elemental and materials analysis of the sample, the emission still
did not originate from the Si-NC, but from ill-defined organic impurities, possibly
carbon dots. Hence, one must perform synthesis of a control sample, as well as a
direct (preferably correlative) single-dot microscopy, to be able to confirm that the
emissive nanoparticle is indeed the Si-NC, and not a carbon dot, which would also
exhibit size-dependent properties.

At least some blue PL can be emitted by nearly any (mostly organic or oxide-
related) compound, when detected with high enough sensitivity. Therefore, clearly,
extreme care needs to be taken to rule out other species than Si-NCs as the source
of the observed PL. However, if we exclude the possibly of an erroneous assign-
ment, given the broad scope of the reported origins of the fast emission, it is highly
improbable that a single, all-encompassing explanation exists.More probably, differ-
ent physical phenomena are responsible for the fast emission in the different samples,
and often, more than one of the proposed mechanisms might apply even in a single
sample. Thus, we do not believe that the F-band label should apply to such a broad
scope of phenomena and that several, possibly overlapping, sub-groups exist within
this type of emission, as we have already suggested elsewhere [117]. Therefore, a
detailed preparation history of any studied sample needs to be complemented by a
thorough characterization to differentiate between the individual modes of emission.
Additionally, taking into account the very small size of just a few crystallographic
planes, sometimes even the concepts of, e.g., a “surface-site” might not be that easy
to grasp. In most cases, the wavefunction of an electron or a hole inside a NC will
be spread over a large part of the core [44], rather than just residing on a certain
surface site or being homogeneously delocalized over the whole core volume. Such
an effect is evident, e.g., from the real-space localization of the highest occupied
molecular orbital (HOMO) and the lowest unoccupied MO (LUMO) wavefunctions
in, e.g., Fig. 1.1c. Therefore, except for few extreme cases, a differentiation between
a surface- or core-related origin can be blurred [110]. In fact, the reality of the light
emission of the Si-NC is governed by a complex interplay of many intertwined
phenomena, as we have recently discussed in [44], and parallel experimental and
theoretical approaches are “a must” in order to achieve further progress.

Despite the described uncertainties, the silicon community is dedicated to uncover
the origin of this fast decaying and often very efficient “F-band” emission, as it holds
great promises for optical applications of silicon. In our experimental work, we
researched the “F-band” emission using various methods and differently prepared
Si-NCs, including reports of positive optical gain [49]. In our most recent work, we
focus on the k-space projected density of states of Si-NCs with various ligands [48,
80, 115, 159], described in the following section, to uncover the possible evolution
of the “direct bandgap-like” optical transitions that could stand behind the F-band
emission.
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1.1.3 The K-Space Projections of the Density of States

The physics of emission from the Si-NCs is in general challenging and not yet fully
controlled due to a complex, almost organic-like covalent chemistry on the silicon
surfaces [16], which can, moreover, depend also on the preparation technique of the
Si-NC core [208]. This leads to a complex electronic interplay between the silicon
and ligand states, where the surface bonded elements can strongly affect the whole
electronic structure of the Si-NCs [44] (Fig. 1.1c), especially the real- and k-space
density of states (DOS) profiles, and consequently also the bandgaps and radiative
rates. In fact, the k-space resolved DOS in NCs is under-represented in most of the
available theoretical literature and is not a standard option in the DFT simulations
packages (unlike for bulk crystals). However, this might be slowly changing, as more
recent work is adopting this approach as well [11, 162].

Band structure, or a k-space projected DOS, is a very useful formalism for the
description of the electronic and optical properties in bulk crystalline materials. This
often used approximation uses a simplified description of a quantum state of a solid
based on single electron states. It assumes that the electrons travel in a static poten-
tial without dynamically interacting with the lattice vibrations, other electrons, etc.,
(or in other words the adiabatic and Hartree–Fock approximations are applied to
the corresponding Schrödinger equation). This approach has proven very successful
even beyond the scope of the initial approximation, as, for example, an exciton or a
dopant/ impurity/ defect can be viewed as a small correction to the states within the
band structure. One important assumption from which the band structure concept
is derived is the requirement for a long-range translational symmetry in an ideally
infinite crystalline material. In a macroscopic crystal, the lattice can be considered
infinite without too much simplification, since 1 cm3 of a crystalline material can
contain some 1023 atoms. Similar simplification, however, would be far too crude
for a small nanocrystal, whose crystalline core can contain as few as 500 atoms.
Despite clearly breaking the requirement for being infinite and having a long-range
translational symmetry, the band structure description has been used by the experi-
mentalists to qualitatively and sometimes quantitatively describe some of the aspects
of the behavior of semiconductor nanocrystals [60, 89].

In our tight binding simulations [48], we adopted this approach for the high-
est occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) (see Supplementary information in [48]; Fig. 1.2a). To uncover the k-space
profile of the density of states |�i(k)|2, we performed a Fourier transform of the
real-space molecular orbital |�i(r)|. The density of states ρik = |�ir|2 can be then
plotted along a specific direction, e.g., �−X and �−L. This allowed us to identify
an enhancement in the DOS around the � point for the LUMO, indicating direct
bandgap-like transitions. This finding was accompanied by a 1000× enhancement in
the phonon-less radiative rates and enhanced absorption cross section (Supplemen-
tary information in [48]).
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Fig. 1.2 a Real-space (gray) and k-space projection in � − X (black) and � − L (red) directions
of the HOMO and LUMO states. Data are simulated using the tight binding approach described
in more detail in [159]. Data are reused from [48] with permission from Nature Springer. b1–b4
“Fuzzy” band structures of three sizes of H-capped (b1–b3) and one size of OH-capped (b4) Si-
NCs. Data are simulated using DFT code “Fireball” [95]. On the right side of panels, (b3) and
(b4) are shown the real-space cross sections of the wavefunctions of the three states closest to the
bandgap. Modified after [80], reused with permission from APS Physics

The HOMO–LUMO k-space profile is very important for the emission from the
Si-NC at T = 0 K, but for a more general understanding of the ligand effect and
a better comparison with experiments, performed at T > 0 K, many more states
around the Fermi energy need to be resolved in the k-space. To achieve this goal, a
more suitable approach was demonstrated independently at that time by Hapala et al.
[80]. In this approach, hundreds of molecular orbitals (MOs) in real space are Fourier
transformed and projected along the specific line (direction) in the momentum space.
This is done for a broad range of energy levels Ei, symmetrically around the Fermi
energy. The most important message in [80], with respect to the earlier works that
utilized Fourier transform for similar purposes, is the detailed discussion concerning
the folding of the bands. This is not a trivial step, since the first Brillouin zone is



1 Optical Properties of Si Nanocrystals Enhanced by Ligands 15

almost empty and most of the momentum space density is located in the higher
reciprocal cells. Also, not all the symmetry bulk crystal directions (such as �−X)
in the small NCs are equivalent, as the symmetry is broken by the involvement of
the surface and ligands. After folding all the contributions of the higher reciprocal
cells into the first Brillouin zone, all the densities from the all the �-X directions are
summed up to form the final “fuzzy” band structure, named after its blurred character
in the k-direction.

Examples of such a “fuzzy” band structure for H- and OH-capped Si-NCs, sim-
ulated using DFT code “Fireball” [95], are shown in Fig. 1.2b1–b4. Panels (b1–b3)
demonstrate the evolution of this k-space projection and the related radiative rates of
an H-capped Si-NCs, depending on the size of the crystalline core. For the smallest
size (1.5 nm) in Fig. 1.2b1, the k-space blur is very high, which makes it difficult
for any trend to be discernible. Despite the blurring, the highest DOS seems to be
close to the � point for the HOMO, and close to the X point for the LUMO states,
suggesting a persistently indirect bandgap in the HOMO–LUMO transitions. For the
two larger H-capped Si-NCs in Fig. 1.2b2, b3, despite the extensive blurring in the
k-direction, we can clearly recognize the shape of the original bulk Si bands in the
�−X direction, which makes the adoption of the band structure concept in this size
range evenmore tenable. The original shape of the bulk silicon bands remains present
even when the H-capping is replaced with various ligands: e.g., an –OH-capping in
Fig. 1.2b4. More examples of the same type of simulations are shown also in the
introductory Figs. 1.1b, c and 1.4b and later in Sect. 1.4, this time with a logarithmic
DOS scale and simulated using DFT code cp2k [31, 44]. Nevertheless, despite this
clear similarity in the overall band structure for all the different simulated Si-NC-
ligand systems, there are also great differences, especially close to the bandgap. The
comparison of the band structures for Si-NCs with various ligands presented here
clearly indicates that the surface capping plays a very complex role and influences
the whole band structure.

These results demonstrate that the band structure concept is still applicable even
to a small NC with a relatively short-range translational symmetry. There are some
limitations, though. First of all, the “blurring” in the k-space is a consequence of the
Heisenberg’s uncertainty relations: A higher spatial localization of carriers implies
higher uncertainty in their k-vector; this effect had already been proposed a long
time ago [89]. Secondly, bands become very sparse close to the bandgap, where
the DOS is naturally the lowest, and become separated by so-called “mini-gaps”,
indicated by arrows in Fig. 1.2b1–b4. At a first glance, such “splitted” states could
be mistaken for a “surface state”, but this is most of the time not the case. In order
to find out whether a state is introduced by the surface capping, one should analyze
the so-called projected DOS (PDOS), where element (and/or orbital) contributions
to the DOS is given. An example is given in Fig. 1.4d1–d4 and e1–e4 for the various
oxide cappings. From the PDOS elemental fraction analysis, one can see that for all
the levels, including the split states inside the bandgap, more than 90% of the DOS
is contributed by the Si core. Yet, there are clearly large differences between the,
e.g., HOMO–LUMO energies and radiative rates, as well as the overall shape and
the DOS distribution. Surface chemistry might or might not contribute a surface-
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localized state close to the band-edge, and there is no simple way of predicting it.
Thus, such states separated by a mini-gap can, but do not have to be connected with
the surface of the NC. Rather than applying such a distinction, these states should
be treated as a result of a much more complex interplay between the electronic
states of the surface ligands and the Si core. This close cooperation between silicon
and the ligands makes the distinction between a “core” and a “surface” state more
complicated than traditionally thought, as we pointed out also in [110] and our latest
DFT study [44]. Importantly, the band structure approach is not only applicable, but
also highly relevant, since it provides an explanation for the persistently low radiative
rates in such small Si-NCs. Thus, instead of the traditional, “atomistic” approach,
assuming that the NC behaves solely as a sum of its parts (core, surface, interface),
we propose that a more holistic approach needs too be adopted, as backed up by
in-depth simulations of the band structure and projected density of states.

In this chapter, we describe parallel and often joint efforts of our two independent
research teams toward the understanding the Si-NCs with such enhanced optical
properties, specifically with focus on (i) the bright fast decaying F-band emission
from Si-NCs, as well as (ii) the k-space representation of the effects of the surface
chemistry on the directness of the radiative transitions in the Si-NCs. Our research
of optical properties of Si-NCs covers parallel efforts in all three main directions of
the research of nanomaterials, namely the technology of the preparation of samples,
their experimental characterization as well as theoretical calculations. In the follow-
ing text, we focus mainly on the promising yet still somewhat controversial topic of
the fast radiative transitions detected in the various types of Si-NCs, and we discuss
these transitions from both the experimental and theoretical point of view.We believe
that experiment and theory need to go in this case hand in hand, especially given the
number of issues with the precise material analysis and controversies surrounding
the interpretations of the PL origin. To this date, we have employed the k-space DOS
projection theoretical approach to uncover the separate effects of ligand-induced
tensile strain by DFT code “Fireball” in [115], effects of electronegative ligand and
environment by tight binding in [159], and the joint effects of ligand-induced charge
transfer and strain by DFT code “cp2k” [31] in [44]. These topics will be further dis-
cussed in Sect. 1.4. The chapter is organized as follows. In the two following sections,
Sects. 1.2 and 1.3, experimental results related to fast radiative rates in Si-NCs from
our two teams are discussed in detail. In the next Sect. 1.4, we present theoretical
calculations aiming at the explanation of fast radiative rates experimentally found in
a particular class of organically capped Si-NCs and discuss the implications of these
theoretical results in detail. The presented work covers a long time-span of more than
a decade, which lets us gain perspective into this problem.



1 Optical Properties of Si Nanocrystals Enhanced by Ligands 17

1.2 Fast Radiative Rate in Hydrogen- and Oxide-Capped
Silicon Nanocrystals

1.2.1 Oxidation of Hydrogen-Terminated Silicon
Nanocrystals

To understand the underpinning mechanism of the emission in the oxide-capped Si-
NCs, we resolved the effect of oxidation on PL in time [45], using a porous silicon,
prepared by a similar process as described in [19, 211], but with the addition of
hydrogen peroxide to achieve smaller Si-NCs, reported to yield blue emitting Si-
NCs with fast emission rates [148]. The freshly etched porous silicon, with mostly
H-capped Si-NCs, emitted in the green spectral range at around 525nm with a fast,
∼ns decay (Fig. 1.3) [45]. Such an emission wavelength could be attributed to a
band-to-band radiative recombination from a Si-NC with core of diameter of ∼2 nm
(Fig. 1.1d),which agreeswith our experimental size estimation fromTEMandRaman
spectroscopy for this sample [47]. We need to note here that in the absence of a PL
quantum yield measurement, we cannot a priori link the experimentally detected fast
rates kmmeas to fast radiative rates krad, because the measured rates are determined by
both the radiative and non-radiative processes [114] kmeas = krad + knon−rad and the
effect of non-radiative rates needs to be determined separately. However, the green
PL is easily observable with the naked eye, see Fig. 1.3b, which suggests that the
radiative rates play an important role in the observed emission and the corresponding
radiative rates might actually be relatively high.

To oxidize such a porous silicon thin layer, we immersed the sample in an ethanol
bath (containing air, as it has not been degassed) and exposed it for few minutes
to laser UV irradiation at 355 nm, while simultaneously registering the PL spectra.
During this time, we observed a small gradual shift in the fast green component, until
it eventually completely disappeared Fig. [45]. This fast component was gradually
replaced by a much slower, microsecond decaying component in a deep red range
at ∼650 nm (Fig. 1.3b). At the time, we have interpreted this emergent band as a
surface oxide-induced emission, due to its gradual appearance during the oxidation
under the UV illumination. The gradual shift of the PL emission was also found to be
in a good agreement with the available theoretical simulations [133]. In retrospect,
however, we would probably use the wording “we observed emission characteristic
of an oxidized Si-NC” instead of a “surface state” (see Sect. 1.2.2 later on. Hence,
exposure of H-terminated freshly etched Si-NCs to oxygen and UV irradiation leads
to oxidation, accompanied by an emergence of a typical S-band emission, very much
like in [211].
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Fig. 1.3 a Schematic of the electro-chemical etching procedure to obtain porous silicon with small
H-capped Si-NCs. b Sequence of real-color photographs of the PL from freshly etched porous
silicon surface (the circle is about 1 in. in diameter, as defined by the size of the etching teflon
container). Freshly etched H-capped Si-NCs exhibit a green emission (t = 0 s), which after about
1min of continuous UV irradiation turns red. c Real-color photo of PL of the “standard” porous
silicon before and after oxidation, emitting green and consequently red; “yellow”, “white”, and
“blue” samples are made by prolonged post-etching in a bath of hydrogen peroxide. d Steady-state
PL spectrum of freshly etched and oxidized “standard” porous silicon. e PL spectra of “standard”
porous silicon after prolonged post-etching in hydrogen peroxide. Reprinted from [45] and [46]
with permission from AIP Publishing

1.2.2 Emergence of the F-Band in Oxidized Si-NC

As discussed above in Sect. 1.1.2.1, oxygen can bond on the surface of silicon in
several different ways, causing different spectral limitations. Using the “Firebal”
DFT code, we have simulated the effect of the –OH-capping on a 2.5 nm Si-NC
(Fig. 1.2b4) and found quite a profound effect of the –OH ligand onto the whole
band structure, including the levels close to the band-edge. Nevertheless, a closer
look suggests that the band-edge states are not related to a surface localization,
but are general Si-NC core states. This can be clearly demonstrated on the spatial
cross section of the three HOMO and LUMO states, depicted for the largest H-
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Fig. 1.4 a From top down: 2.2 nmmSi-NC (Si235) fully capped by –OH, –OHwith Si-O-Si bridges
on the edges and only the Si-O-Si bridges. b “Fuzzy” band structure of H-, –OH, –OH with Si-O-Si
and Si-O-Si capping. Thermalized radiative rates at T =300 K and HOMO–LUMO energies are
indicated in the graphs. The color scheme depicts the DOS on a log-scale. cReal-space projection of
the HOMO and LUMO wavefunctions. d1–d4, e1–e4 Element-color-coded PDOS fraction (color
legend is in (e1–e4)) for (d1, e1) H-capped, (d2, e2) OH-capped, (d3, e3) OH- and O-bridge-, and
(d4, e4) O-bridge-capped Si-NCs

and OH-capped Si-NC in Fig. 1.2b4, showing only a weak localization effect in the
–OH-capped Si-NC.

A similar simulation for a slightly smaller 2.2 nm Si-NC by the DFT code cp2k,
using settings described in [44], is shown Fig. 1.4, where we also for comparison
simulate bridging Si-O-Si bonds, located on the edges of the Si-NC (Fig. 1.4a), and
a combination of the two. Again we see, with respect to the H-capped Si-NC of the
same size, a profound effect on the whole electronic structure, including the HOMO–
LUMOenergy (assumed to be an approximation to a bandgap energy), radiative rates
and spatial localization of the carriers (Fig. 1.4c). Panels (d1–d4) and (e1–e4) show
element-resolved PDOS, confirming that over 90% of the DOS for all the systems
originate from the Si core, despite the fact that the real-space cross section of the
HOMO and LUMOwavefunctions, shown in (Fig. 1.4c), is clearly localized close to
the surface. This might come across as a surprise, considering that the two mid-gap
states found for the Si-O-Si capping are typically ascribed to trapping on Si-O-related
sites [140, 167, 211].

In order to introduce more –OH bonds onto the surface, which should have a
good impact on the HOMO-LUMO energy and surface localization of the electron
and hole (Fig. 1.4b,c), we introduced into our Si-NC preparation routine a hydrogen
peroxide H2O2 post-etching procedure, assuming the following chemical reaction
[46]:
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2Si + 4H2O2 → 2Si(OH )4 ↔ Si(OH )3 − O − Si(OH )3 + H2O.

The idea that including hydrogen peroxide in the production of porous silicon
was introduced by Nayfeh et al. [148], who demonstrated production of ultra small,
∼1nmsizedSi-NCs. In our case,when including thehydrogenperoxide in the etching
bath, we were able to achieve only the ∼2.2 nm green emitting H-capped Si-NC, as
describedbefore (Fig. 1.3b, c; “standard” sample).Adding the post-etchingprocedure
led to a gradual shift of the “S-band” of the oxidized sample slightly beyond 650 nm,
resulting in a porous silicon layer we labeled as “yellow” (Fig. 1.3c). Nevertheless,
prolonged post-etching introduced a strong “F-band” in the blue spectral range at ∼
450 nm (Fig. 1.3e) with a nanosecond decay time [46]. At a certain point, with further
prolonging the post-etching time, the “F-band” became in the steady-state PL equally
strong as the “S-band”, leading to the “white” emitting porous silicon (Fig. 1.3c, e),
with CIE chart coordinates of (0.35, 0.34), close to the white “daylight” standard
D65 with coordinates (0.313, 0.329) [12] (Fig. 1.5e). Eventually, the prolonged post-
etching led to a drastic decrease in the “S-band” and further increase in the “F-band”,
resulting in a “blue” emitting porous silicon (Fig. 1.3c) with emissive properties
similar to those observed by Nayfeh et al. [148]. In this way, we have demonstrated
that by continuous tuning of the post-etching time, we can “continuously” shift the
PL from the slow red (S-band) to a fast blue (F-band) spectral range, but the tunability
obviously skipped the green spectral range, where we observed the original PL for
the non-oxidized freshly etched H-capped porous silicon (Fig. 1.3b–e) [46].

Despite the fact that we observed the F-band in clearly oxidized Si-NCs, the origin
of this emission cannot be straightforwardly assigned to an oxide surface state emis-
sion. In fact, in a collaborative research with Valenta et al., we found that the origin of
the F-band in our material is likely of an intrinsic origin, from small and distorted Si-
NCs [195], as inferred from the behavior of the excitation-dependence of the F-band.
A similar conclusion was offered by the temporally resolved low-temperature PL
measurements [152]. Nevertheless, a possible link to surface (silica-related) defects
has not been completely ruled out. Interestingly, such an “accompanying” blue F-
band is usually not reported in Si-NCs with long alkyl capping, but exceptions of the
rule can be found also here. Fast blue emission has been recently reported in Si-NCs
synthesized in plasma from liquid precursors and was interpreted as the “intrinsic”
direct � − � hot-electron emission [162].

1.2.3 Silica Defects

Another possible emission channel in the oxidized Si-NCs is the silica oxide defects.
Numerous literature sources confirm that radiation damaged silica and its emission
bands that can occur almost anywhere in between the UV and NIR spectral ranges
(see for example [12, 17, 153] and references therein), coinciding with the spectral
tunability range of the Si-NCs core. It is possibly inevitable that a strained, curved
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�Fig. 1.5 a Schematics of the Si-NCs samples used for the e-beam irradiation experiment.
b Cathodoluminescence (CL) upon prolonged e-beam irradiation from the porous silicon sam-
ple. c CL from the lithography-made Si-NCs—(top) Scanning electron microscopy (SEM) image
of the structure and schematics of the cross section (bottom) PL spectrum of the strained areas (spot
3 and 4) contain also green CL band, while the unstrained areas (spots 1 and 2) do not. d PL before
and after e-beam irradiation for all the oxide-capped samples. e PL in the chromaticity diagram CIE
for all the oxide-capped Si-NCs, before and after e-beam irradiation. f Possible origins of the red
and blue bands in the PL and CL of the radiation damaged silica. Figures after [12] are reprinted
with permission from Springer Nature

silica shell on the surface of oxidized Si-NCs contains numerous defects, some of
them emissive.

To this end, we assembled a series of oxidized Si-NCs prepared by various meth-
ods by different research groups with different type of oxide—naturally grown and
thermally induced, and an organically capped Si-NC as a control sample (Fig. 1.5a)
and analyzed their cathodoluminescence (CL) and PL before and after irradiation by
the e-beam during the CL measurement [12] (Fig. 1.5b–d).

While virtually no effect of the electron beam irradiation was observed for the
organically capped Si-NCs, all the oxide-capped Si-NCs have exhibited drastic
changes to their PL after the CL measurement. In particular, during the electron
beam irradiation in vacuum, all samples have shown a decreasing original PL peak
(with different spectral position for the different samples) and a rise of several new
emission bands. The most prominent new peaks were a narrow, strong red double
peak at 650 nm, and a broad featureless blue band at 450–480 nm (Fig. 1.5b–d). For
the strained parts of the large, lithography prepared Si-NCs, we have also observed
emergence of a green emission band at ∼560 nm (Fig. 1.5c), which did not show in
the unstrained parts of the same sample (Fig. 1.5c), or the other oxide-capped Si-NCs.

After exposure to air, PL has stabilized for all the Si-NCs, independently of their
origin, size, and original PL, into a broad, white PL composed of a mixture of the
original PL band and the new blue, green, and red emission bands introduced by the
electron beam irradiation (Fig. 1.5d). In fact, we realized that by the use of e-beam
irradiation, we can modify the PL spectrum of any oxide-capped Si-NCs in such a
way that it becomes very similar and white, independently of the particular Si-NCs
synthesismethod, size, shape, strain, or original PL spectrum (U.S. patent application
number 16/331704) (Fig. 1.5d).

Due to the striking similarities between the emissive bands arising in the oxide-
capped Si-NCs under electron beam irradiation and the usually observed blue F-band
and red S-band in oxide-capped Si-NCs, we put forward a hypothesis that these bands
are closely related to the well-known oxygen-deficiency centers in the Si-rich silica
shell [12] (Fig. 1.5f). In radiation damaged silica, emission from such bands can be
efficiently excited only over the wide silica bandgap (∼9 eV). However, in the case
of oxide-capped Si-NCs, the very same defects are excitable under blue/UV light
through the Si-NC core. This is a great advantage that could help such silica defects to
be utilized in white light emitting phosphors for applications in lighting (U.S. patent
application number 16/331704). Thus, we have realized that silica defects could be
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an additional emissive channel and offer an additional degree of freedom to tune the
PL in the Si-NCs. Their role can be very important in the F-band emission, where the
electron beam irradiation induced a spectrally broad blue band, possibly related to
the double dangling bond =Si: site (Fig. 1.5f). In poorly emitting samples, they can
contribute even to the S-band emission, which can be inferred from the observation
that the oxidized Si-NCs had kept (at least part) of their original emission after the
electron beam irradiation. Generally speaking, the S-band, as observed in various
samples, does not completely copy the behavior of a silica defect, because the position
of the PL peak can be changed by preparation conditions and tuned throughout the red
spectral region (see e.g. [187]). Nevertheless, the S-band spectral tunability usually
ends close to the range 620–650 nm, where this characteristic silica defect band
related to oxygen dangling bond =Si-O· resides (Fig. 1.5f) [12]. Consequently, this
work again emphasizes the possibility of different emissive channels and even the
coexistence of the individual channels in certain samples.

1.2.4 Role of Nitrogen

The discussion over the origin of the blue “F-band” emission has been eventually
stirred also toward a possible presence of nitrogen-based surface sites, inducing a fast
blue emission even in the originally red-emitting Si-NCs [34]. To introduce nitrogen
in our materials, we have treated our porous silicon with a non-thermal plasma in
water [63, 64]. This treatment was shown to lead to the incorporation of nitrate-water
complexes –O-NO2 into the shell of the Si-NCs, which alleviates some of the strain
in the surface oxide shell. We have investigated the time-resolved PL of both samples
under different excitation wavelengths and applied a dedicated analysis [120]. We
found that several components are present within the blue PL band Fig. 1.6a–d) The
original oxide-capped Si-NCs exhibited a fast, single-exponential (τ (2)

PL = 1.2 ns)
component, identified as related to a silica defect. Additionally, we also identified a
slightly longer stretched-exponential (τ (3)

PL ≈ 10 ns) emission-wavelength dependent
component, assigned to non-thermalized, direct core-related PL. Interestingly, in
the nitrate-containing Si-NCs, the silica-defect-related PL is eliminated, and only a
very weak signal from the non-thermalized carriers remains. These results prove that
whereas most of the blue PL emitted by our oxide-capped Si-NCs is connected with
the silica-related defects, a small portion of this PL still originates in the core states.
This finding is in agreement with and an extension of our previous results [152, 195],
where we were not able to identify the silica-defect-related contribution to the PL
due to a less complex analysis of data [152].

In parallel to the optical investigations, DFT calculations were also conducted for
the nitrate-containing Si-NCs, shown in Fig. 1.6e [64]. Replacement of some of the
–OH ligand groups with –O-NO2 leads to the emergence of a few in-gap states with
high surface real-space localization [the blue dashed line at the bottom of panel (e)].
However, these states, which are deep in the bandgap, would therefore act rather
as non-radiative traps and would be inaccessible through the traditional PL mea-
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Fig. 1.6 a, c Examples of the PL decays from a an O-capped Si-NCs and c a nitrogen-containing
O-capped Si-NCs, containing a 3 and c 2 decay components. b, d The PL spectra of the PL decay
components obtained by fitting, the corresponding symbols are also included in panels (a) and
(d). The ultrafast (τ (1)

PL = 40 ps) component corresponds to the Raman signal of the solvent and
therefore is not of interest for the study of Si-NCs. e The simulated (elementally resolved) PDOS in
a Si-NC capped with –OH (simulating oxide surface, top) and a combination of –OH and –O-NO2
(bottom). The bottom panel also shows the projection of the real-space wavefunction for the HOMO
and LUMO states, highlighted by the gray dashed lines. The values of the corresponding computed
radiative rates are also included. Reproduced from [64] with permission from The Royal Society
of Chemistry

surements as a result of a phonon bottleneck. Therefore, the theoretical description
relevant to the performed experiment compares the band-edge transitions in the two
systems as indicated by the gray dashed lines in Fig. 1.6e. Clearly, for our O-linked
nitrogen surface atoms, the change in the surface passivation leads to a small red-shift
in PL, accompanied by a several-time enhancement in the radiative rate, in agreement
with our experiment [63].

The presented results are not contradictory to the results obtained by the Veinot
group [34], who reported the emergence of a large blue shift and a fast PL emission
after the Si-NCs were exposed to nitrogen (and oxygen), because the type of incor-
poration of the nitrogen atoms into the Si-NC system can very well be different in the
two cases (e.g., direct Si–N vs. our –O-NO2 surface). However, they do illustrate the
wealth of processes which can be observed in the PL of the Si-NCs and prove that
the incorporation of nitrogen does not necessarily have to lead to a blue emission.
A similar conclusion has been recently put forward also by an independent group
[147].
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1.3 Organically Coated Si-NCs with a Fast Emission Rate

The fast decaying blue emission, very similar to that observed in our oxide caped
Si-NCs, has been routinely reported from number of organically capped Si-NCs.
Therefore, we decided to steer our investigations also toward this promising and
rapidly developing field. During our investigation of suspensions of oxide-capped
Si-NCs, we developed a photo-chemical capping procedure, which resulted in the
re-passivation of the oxide-capped Si-NCs by organic ligands. In particular, the
oxide-capped Si-NCs (made from from porous silicon) were kept in a mixture of
hydrocarbons containing xylene and were periodically (for a long time) irradiated
at room temperature by a UV laser (325 nm, 2.5 mW) [112]. As a result, the orig-
inal S-band PL at ∼650 nm blue-shifted to an unusual yellow spectral region at
∼570 nm (Fig. 1.7a, b). The corresponding PL decay dramatically shortened by sev-
eral orders ofmagnitudewithout any notable decrease in the emission efficiency [112,
113] (Fig. 1.7a). The sample’s surface chemistry was characterized by Fourier trans-
form infrared (FTIR) spectroscopy in the attenuated total reflectance (ATR) mode
and nuclear magnetic resonance (NMR) measurements (Fig. 1.7d). These analyses
showed that the surface of the photo-chemically modified Si-NCs is likely methyl-
passivated. The attachment of these short alkyl groups to the surface also agrees
with the fact that after the photo-chemical procedure, the modified Si-NCs are well-
dispersed in nonpolar solvents, such as xylene or chloroform. As the measured PL
decay lifetime τPL is determined by the lifetime of both the radiative (τrad) and the

Fig. 1.7 a Dramatic change in the PL decay and PL spectra of the oxide-capped Si-NCs, re-capped
by organic methyl-based ligands upon UV irradiation in xylene-based solvent. b)Real-color photo
of PL from the organically re-capped Si-NCs. c Schematic of the surface changes induced by theUV
irradiation in xylene containing solvent. dMeasured NMR spectra of the Si-NCs with methyl-based
capping. Reprinted with permission from [113] Copyright (2010) American Chemical Society
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non-radiative (τrad ) processes as 1/τPL = 1/τrad + 1/τnonrad , we verified also the change
in the external quantum yield (QY) of the PL of the oxidized and photo-chemically
modified samples and found an increase from 2–3%, for the O-capped original mate-
rial, to 20% for the resulting organically capped Si-NCs. This allows us, assuming
that no other external factors significantly affect the measured QY, to quantify the
radiative lifetime of the photo-chemically modified sample to τrad = 10 ns, which
are values well comparable to those of direct bandgap semiconductors. This result
is clearly quite controversial, since organic ligands were from the theoretical point
of view expected to induce only minor changes to the electronic properties of the
Si-NCs [103, 106, 123, 171].

Later, we performed a reverse experiment [48] with butyl-capped Si-NCs, pre-
pared by a wet-chemical synthesis. This material was photo-chemically oxidized
under intense illumination with a pulsed UV laser beam at 4.4 eV in an ethanol dis-
persion for different durations of time. Within the first 30 min, the intensity of the
originally blue-green fast decaying PL band decreased and another PL band appeared
in the red around 1.85 eV with a slow, 12 µs PL decay [48] (Fig. 1.8b). The PL spec-
trum before and after oxidation was compared with the theoretical and experimental
values from [188, 211], as well as to the size distribution of the Si-NCs measured by

Fig. 1.8 a Schematic of the photo-chemical recapping, from the original butyl ligands to an oxide-
capped surface, via exposure to an intense 4.4 eV laser beam in ethanol. b PL spectra and PL lifetime
(inset) of the butyl–capped Si-NCs for different UV exposure times. Upon oxidation, a red PL band
appearswith a slow,microsecond decay, replacing the fast, nanosecond decaying original blue-green
PL band. c (top) TEM analysis of the size distribution of the butyl-capped Si-NCs. (middle left) PL
peak for original butyl-capped Si-NCs (green thick line) and for the photo-chemically oxidized Si-
NCs (red thick line) compared to the experimental results byTakeoka et al. [188] (=[23] in the figure)
and Wolkin et al. [211] (=[5] in the figure). (middle right) PL spectra of the original (green) and
the photo-chemically oxidized (red) Si-NCs. (bottom) PL lifetime of the original (green triangles)
and the photo-chemically oxidized (red) Si-NCs, compared to our tight binding simulations for
C-capped (green dots) and H-capped (gray) Si-NCs. Reprinted with permission from Springer
Nature, after [48]
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transmission electron microscopy (TEM) (Fig. 1.8c). We found a surprisingly excel-
lent match for both the original PL band and the red-shifted narrower PL band after
oxidation, and also, the PL decays in both cases (Fig. 1.8c), indicating a successful
oxidation of the originally butyl-capped Si-NCs.

Hence, we confirmed that the replacement of an oxide capping with short alkyls
and vice versa both lead to the corresponding changes in the light emission, with the
fast yellow/green and slow red PL emission being characteristic for the organic and
oxide types of capping, respectively [48, 113].

1.3.1 Single-Dot Spectroscopy of Si-NCs with Fast Radiative
Rates

The best possible experimental technique to uncover size-dependent optical qualities
of Si-NCs is the (time-resolved) single-dot micro-spectroscopy PL (SPL) [111],
which allows one to overcome the inhomogeneous broadening of the ensemble PL
spectra. To better understand the origin of the controversial fast decaying PL from
the organically capped Si-NCs, we performed SPL analysis. The fast PL rate is
convenient for such an analysis, while the SPL in the oxide-capped Si-NCs with
the slow PL rate is known to be notoriously difficult, because of the inherently low
photon rates.

First, we analyzed SPL from the organically capped Si-NCs prepared by the
wet-chemical synthesis [42], the same material that we oxidized by UV laser in
[48]. SPL typically reveals PL structure related to the phonon replicas (Fig. 1.9a),
which can help in interpretation of the emission origin. At room temperature, phonon
replicas related to the surface vibrations of larger energies can be detected, such as
Si–O or Si–C phonon replica with energies of ∼130–140 meV and ∼160–170 meV,
respectively. Si-Si-related phonon vibrations at∼50 meV can be resolved at the low-
temperature SPL measurements. In our sample, we analyzed a number of structured
SPL spectra (Fig. 1.9b), over a broad spectral range, covering a wide color space
(Fig. 1.9c; colored circles). When resolved in time, SPL spectra exhibited blinking
with observable spectral shifts (Fig. 1.9d). To identify the origin of the phonon replica
structure observed in our SPL spectra, we compared the histogram of the measured
replica energies with the FTIR spectrum and found a match with a strong narrow
signal at 16 meV, possibly related to Si–C vibration (Fig. 1.9e).

The ensemble PL peak was found to be tunable via excitation wavelength and
exhibited a weakly size-dependent PL lifetime (Fig. 1.9f), both being an indication
of a size-effect in a system of Si-NCs with a broad size distribution. Also, SPL decay
was found to be of the order of a few ns (Fig. 1.9g), very similar to the ensemble
PL lifetime. All the PL lifetimes exhibited double exponential behavior with a sub
nanosecond component and a fewnanosecond component. To avoid nonlinear effects,
such as Auger non-radiative recombination, we analyzed all the SPL in the linear
excitation regime, which was tested on several single Si-NCs (Fig. 1.9h). A similarly
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Fig. 1.9 a Example of a single Si-NC PL spectrum with a structure related to a phonon replica.
b SPL spectra of several selected Si-NCs with different sizes. c Chromaticity CIE chart with
indicated points corresponding to the single Si-NCs (sG, sB and sR; colored circles), compared
to the ensemble PL spectrum excited at different wavelengths (E1–E4; white circles) and the size
selected ensembles (a–c; colored stars). d Time sequence of the SPL spectra for four different
single Si-NCs, showing blinking and spectral shifts. e FTIR spectra compared to the statistics of the
phonon replica energies extracted from fitting the observed SPL spectra. The inset shows FWHM
statistics of the fitted SPL spectra. f Time resolved PL of the ensemble (black line) and PL lifetimes
measured at the different PL wavelengths (blue circles), showing a size-dependent trend. g Time
resolved SPL signal fitted with a bi-exponential function with an ultra fast (0.7 ns) and a fast (3.8 ns)
decay components. h Plot of the integral PL intensity as a function of the excitation power (in μW)
on a log-log scale for two different single NCs, showing a desired linear regime. i Size separated
batches of butyl-capped Si-NCs—real-color photos (top) and the PL spectra (bottom) of the Si-
NCs ensembles (courtesy of Dr. H. Nie and Dr. J. Paulusse, unpublished results). Reprinted with
permission from John Wiley and Sons after [42] and Springer Nature [48]
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Table 1.1 Comparison of the room temperature (RT) SPL measurements of the Si-NCs from the
literature. In the SPL results, the fraction of unstructured spectra (unstr.), the peak width (w), and the
spacing (�) within the structured spectra, are listed. The emission range denoted with an asterisk
(*) corresponds to the same excitation wavelength as used for the SPL measurements. OT stands
for octanethiol. The corresponding references are: Burrato [142], Valenta [196, 198], Linnros [174,
184, 186, 198], Cichos [141], Korgel [54], Dohnalová [42], Kůsová [113, 119]
Reference sample Single-dot photoluminescence Macro PL

surface size unstr. w � Emission Origin Peak Radiative

(nm) (meV) (meV) (nm) (nm) lifetime

Burrato oxide 5–20 50% 115 160 600–700 Si–O ph. ≈ 600 100 µs

Valenta oxide 3 100% not observed 550–800 0.1–1 ms

Linnros oxide 100 % not observed slow

Cichos oxide 5 ± 2 some 100 130–160 515–630 Si–O ph. 650–
1000

50–
900 µs

Korgel OT 3 50% 150 133 525–700 Si–O ph. 550–800 100 ns

Dohnalová n-butyl 2.2 ± 0.5 80% 110 167 ± 40 450–670 Si–C ph. 420–
700*

100 ns

Kůsová methyl 2.5 0% 100 ≈ 150 trion 515–750 10 ns

prepared sample was also size separated using size-exclusion chromatography into
two batches: one with emission at ∼410 nm and the other peaking at ∼540 nm,
with mean sizes of 2.0±0.8 nm and 2.2±0.8 nm (Fig. 1.9i), additionally confirming
a size-effect and therefore an intrinsic origin of the PL from these organically coated
Si-NCs (Table 1.1).

In Fig. 1.10 are shown SPL results on our methyl-capped Si-NCs prepared from
the oxide-capped porous silicon by UV irradiation in xylene-based solvent [113].
Similarly to our butyl-capped Si-NCs, prepared by a wet-chemical synthesis [42],
this sample also exhibited a high energy ∼150 meV replica in nearly all the SPL
spectra (Fig. 1.10). For this sample, we also analyzed a low-temperature SPL, which
revealed much narrower phonon replicas with 50 meV spacing, attributed to the
Si-Si phonon replicas. This further connects the observed PL with the intrinsic band-
to-band radiative recombination. However, in contrast to the previous study [42],
the broader structure seemed to be connected here with the discrete states inside
the Si-NC and was interpreted as the PL from a radiative recombination of a trion
quasi-particle [119]. A blinking study performed on this sample at room temperature
[118] confirmed that the on-timedistributions contain power-lawdistributed temporal
regions,which are a typical feature of blinking ofNCs, in contrast to a PL fromdefects
or molecules.

The SPL spectral structure described above has been observed previously for
oxide- and organically capped Si-NCs, but with often different replica energies and
different interpretation of the results. In the literature, oxide-capped Si-NCs of vari-
ous origin exhibited either partly structured SPL [54, 141, 142, 178] or completely
unstructured SPL [184, 186, 196, 198]. The energy of the observed Si–O replica was
typically observed in the range from 130 meV up till 160 meV. A thorough study
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Fig. 1.10 a Examples of the different types of SPL spectra measured from the same material,
whose shape is determined by the spectral diffusion. b A measured series of SPL spectra at 20 K.
The shape of the spectrum gradually changes due to the spectral diffusion. c, d Simulations of
the influence of the spectral diffusion on the measured SPL. The SPL spectrum (the gray and red
areas) undergoes random Lorentzian-distributed (the insets) shifts during the measurement due to
the spectral diffusion. These randomly generated shifts form a time series shown as the gray curves
on the left of both the panels. The sum of the emitted SPL spectra, undergoing the presented spectral
shift during the measurement, is shown as the black curves, which represent a possible outcome of
the measurement. Please note the good correspondence of the resulting spectrum in panel (c) and
the type-A spectrum in panel (a), as well as the resulting SPL in panel (d) and the type-C spectrum
in panel (a). Reprinted with permission from Springer Nature, after [119]

[178] revealed that the structured SPL spectra from octanethiol-capped Si-NCs with
side peaks previously ascribed to Si–O phonon replicas [54] have nanosecond decay
times on the single nanoparticle level.Moreover, in this follow-up study, unstructured
broader spectra with a much longer (≈ μs) SPL lifetime also appeared. Drawing par-
allels with the SPL measurement of silica nanoparticles by the same group [28], they
concluded that the fast structured SPL is purely from an Si-O-related defect, whereas
the slow unstructured SPL comes from the intrinsic quantum-confined Si-NCs core,
in agreement with the previous reports [196, 198]. The low-temperature SPL from
the litography-defined Si-NCs with an oxidized surface [184, 186] revealed a mix-
ture of structured and unstructured SPL spectra; however, the structure is completely
different from the room temperature cases discussed above. The unstructured SPL
spectra tended to be narrower, down to an ultra-narrow 400µeV at 10 K, whereas the
slightly broader SPL spectra exhibited a side band≈60meV apart from themain line,
interpreted as a TO phonon in silicon. Due to the narrow linewidth, the unstructured
SPL spectra were interpreted as an emission from a localized state while the SPL
spectra with the TO phonon replica were considered to be from the Si-NCs core. A
similar trend was observed also in the investigation of the formation of the Si-NCs
from the nano-walls prepared by a self-limiting oxidation [13].
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Additionally, we would like to point out a strong effect of spectra diffusion,
which could lead to misinterpretation of the structured SPL. In general, the PL
spectra of the single NCs are known to be influenced by a spectral diffusion [111]
or random shifts of the whole emitted SPL spectrum, as a result of fluctuations in
the surrounding environment. The extent, to which the measured SPL spectrum can
change, is illustrated in Fig. 1.10b, measured at T = 20 K, where a series of SPL
spectra collected over the same spot gradually changes its shape. A similar effect,
with lower resolution and at room temperature, was also observed in our study of
SPL from the wet-chemically synthesized Si-NCs (Fig. 1.9d). A simple simulations
of the effect of spectral diffusion on the measured SPL spectrum in Fig. 1.10c, d
confirm that spectral diffusion can indeed result in a complete change of the observed
spectral shape integrated over time (Fig. 1.10). The “intrinsic” SPL spectrum can shift
due to thermal fluctuations or changes in the electrostatic field of the environment,
caused, e.g., by excitation of a nearby Si-NC. Therefore, even though several types
of spectral shapes were observed, as shown in Fig. 1.10a, only one of them represents
the “intrinsic” SPL spectrum of the Si-NC (type B), while the remaining other two
solely result from the spectral diffusion (type A and C). Regardless of the origin
of the observed PL, these measurements illustrate the importance of the careful
interpretation of the results in the SPL spectroscopy.

Although we were able to confirm that the SPL originates in several cases from
the Si-NCs, evidenced by the Si-Si phonon replica observed at low temperature, we
also see that it is very difficult to deduce any detailed information about the origin
of the SPL from the typical low resolution SPL measurements at room temperature
due to the inevitable spectral diffusion occurring during the long acquisition times.
Hence, SPL measurements, on their own, are again not a sufficient evidence for the
PL origin and need to be combined with correlative material/optical analyses, such
as Raman microscopy, TEM or scanning probe microscopy (SPM) techniques.

1.3.2 Enhanced Radiative Rate Measured by Drexhage
Experiment

The controversially high PL rate of the organically capped Si-NCs is a result of a
combination of radiative and non-radiative rates kPL = krad + knrad. These two cannot
be separated by a PLdecay analysis. Nevertheless, in theDrexhage-type experiments,
where the local density of states (LDOS) is varied in a controlled way by a mirror
placed in the vicinity of the emitter, the radiative and non-radiative rates can be
separately identified. This is because the mirror affects the LDOS, but does not
modify the direct environment of the emitter, so that the intrinsic non-radiative decay
rate is not influenced. In our experiment, we adopt the implementation described in
[131], where a spherical mirror is used in a combination with a fluorescence lifetime
imaging microscopy (FLIM) [32] (Fig. 1.11a). A drop-casted thin film of butyl-
capped Si-NCs is excited by a pulsed laser, and the PL decay rate is measured as a
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Fig. 1.11 a Schematic of the Drexhage experiment. A spherical mirror is used to back-reflect the
PL from the Si-NCs, which leads to an interference within the thin Si-NC layer and hence also to
modulation of the local density of states (LDOS) that changes the radiative rate. b Time-resolved
PL of the butyl-capped Si-NCs at different distances from the mirror, revealing changes in the
emission rate. c PL lifetime maps of the fast (left) and the slower (right) PL lifetime components. d
Measured PL decay as a function of the distance of the emitter (Si-NCs) from the mirror, fitted for
an isotropic dipole orientation (green) and a parallel dipole orientation (red) LDOS. The respective
fitted internal emission efficiencies are indicated in the same color in the graph. e Time resolved
PL anisotropy of the butyl-capped Si-NCs, indicating a static dipole moment. f Internal quantum
efficiency (IQE) and quantum yield (QY) of our butyl-capped Si-NC sample, in comparison to
results from the literature (the respective references can be found in [32]). Our result is indicated in
blue with a colored area representing the uncertainty in the final value. Reprinted with permission
from APS Physics, after [32]

function of distance of the mirror from the Si-NC thin film (Fig. 1.11b, c), exhibiting
oscillations and a baseline (Fig. 1.11d).

Theoscillations arefittedby theLDOSfor the relevant emitter dipole orientation—
either parallel, perpendicular, or isotropic. We found that the Si-NCs have a fast
radiative rate of the order of few nanoseconds, with a PL dipole orientation corre-
sponding to that of a static parallel dipole orientation (Fig. 1.11d). The presence of
a static dipole orientation might appear to be surprising, since in other semiconduc-
tor nanoparticles, such as CdSe-QDs, isotropic dipole orientation is observed, and a
static dipole orientation is more expected for molecules. Nevertheless, we confirmed
the static nature of the dipole orientation by an analysis of the time-resolved PL
anisotropy (Fig. 1.11e). Our most recent work (Huang et al., to be published in 2021)
indicates that a static dipole orientation is present in all various types of organically
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coated Si-NCs, prepared by various techniques, and is size dependent. In relation to
our DFT simulations of the H- and organically coated Si-NCs, we came to a con-
clusion that this could be related to the observed highly non-degenerate nature of
the optical transitions in Si-NCs [44], in contrast to the highly degenerate transitions
in CdSe-QDs, because of the broken symmetry related to the randomly positioned
covalently attached ligands, and inevitable Si-NC surface reconstructions and strains.

Thanks to the separated krad and knrad, we can also evaluate the internal emission
quantumefficiency IQE = krad/kPL,which is found tobe around48%(Fig. 1.11f, blue
hollow circle). This sets the upper limit for the PL quantum yield (QY), which is sur-
prisingly high, considering the global emission efficiency trend (shown in Fig. 1.11f)
with a rapid drop of emission efficiency below 20% for the PL emitting in the vis-
ible spectral range. The generally low PL QY in the visible spectral range is very
unfortunate, considering that the organically coated Si-NCs are predicted to offer
full tunability of the PL within the visible spectral range and generally show com-
petitively direct bandgap-like radiative rates. Hence, this result gives a hope that the
organically coated Si-NCs can have competitive emission efficiency. The global trend
could be explained in terms of the presence of non-emissive impurities related to the
synthesis, as well as possible presence of unsaturated Si bonds (dangling bonds)
on the Si-NC surface. The latter being caused by the steric hindrance between the
organic ligands that does not allow a full surface coverage by organic molecules,
leaving part of the surface exposed to oxygen or left as dangling bonds, the main
killer of the radiative transition in Si-NCs.

1.4 Theoretical Simulations of Si-NCs with Ligands

As already mentioned earlier, the direct bandgap-like radiative rates, observed in
many organically capped Si-NCs, are still highly controversial, and the more con-
servative part of the Si-NCs community is convinced that the fast emission rate
corresponds to an extrinsic radiative channel, such as oxide or carbon-related impu-
rities. This is further supported by the fact that most of these fast decaying organically
synthesized Si-NCs have PL confined to the blue-green spectral range. Moreover,
one of the very few larger Si-NCs prepared by the bottom-up synthesis with organic
coating from the sol-gel method [175] exhibited consistently only a very slow, μs
PL decay, further supporting the idea that the blue-green emission might not be Si-
related. To this end, we believe that theoretical modeling might offer some clarity,
since one can remove the “distractions” of environmental effects and impurities,
which are confusing the results in the experimental work.
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1.4.1 Role of an Electronegative Ligand/Environment

Since most of the studied systems in practice contain more than 200–300 Si atoms,
and a similar amount of atoms in the organic ligand capping, it has been till recently
very difficult to simulate such a system by ab-initio self-consistent methods. Previous
ab-initio and DF-TB calculations were performed only on very small Si-NCs and
have predicted that alkyl capping should not alter dramatically the bandgap [106,
123, 171]. However, we could not find much information concerning the possible
fast radiative rate or k-space projected DOS.

Atomistic, but empirical methods that are not self-consistent, such as tight binding
(TB), allows us to get conceptual insights into the optical properties of Si-NCs. In
our work, we performed TB simulations of an idealized system of a Si-NC with an
electronegative ligand and an H-capped Si-NC in an electronegative environment.
In this model, we expect to see a role of “charge transfer”, which can be achieved
either by a capping with polar ligands, or by placing the NC in a polar environment.
Strongly electronegative elements, such as oxygen, chlorine or fluorine, have been
already investigated theoretically in a great detail [91, 106, 134, 136, 167]. Oxygen
was found to lead to a reduced bandgap and a surface trapping [91, 167, 211]. Konig
et al. [106] found that highly polar –F, –OHor –NH2 have a strong impact on bandgap,
while the weakly polar –CH3 does not, in agreement with the previous studies. Other
studies have investigated, for example, –F [136], –Cl [134] or –Br, indicating strong
changes to the bandgap.

In our work, we decided to try a different route and focus not on a specific element,
but on a general undefined capping element with a broadly tunable electronegativity
(i.e., ability to attract electrons from the Si-NC core), and a similarly functioning
variant where the ligand is replaced by a general electronegative environment. For
this purpose, we chose a convenient parametrization of the electronegativity χspec,
defined as aweighted average of the s- and p-orbital energies (εp and εs, respectively),
using equation [2]:

χspec = (mεp + nεs)/(m + n),

where m and n are the numbers of electrons in the p- and s-orbital, respectively. In
fact, we found that our results were not sensitive to the position of the s-level, which is
therefore omitted in the further discussion, and we only specify the electronegativity
by the shift of the p-state �p (in eV). Using such a definition of electronegativity, we
can say that an element is more electronegative than silicon, if its valence electron
energy p-orbital energies are lower in energy by �p (Fig. 1.12a).

In our pilot study [48], we analyzed a 2.5 nm Si-NC with –H and with a capping
with a virtual element with �p = −3 eV, which is chosen to be similar to the p-
level position of a carbon atom (Fig. 1.12c). The carbon-like atom is capped by three
hydrogen atoms andhence plays a role ofmethyl-like capping. For this simulation,we
used a sp3d5s∗ empirical 1st neighbor TB approach [93]. Our simulations revealed a
surprising∼103 times enhancement in the phonon-less radiative rate,when compared
to the H-capped Si-NC of the same size. Upon deeper inspection, we found this
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Fig. 1.12 a Electronegative element simulated by a 3p-state shift by a �p. b Bulk silicon band
structure. c Position of the atomic p-state of the different elements (y-axis on the left side, or
relatively to silicon axis on the right side). dHOMO and LUMO energy for the different sizes of the
Si-NCs. e HOMO–LUMO energy, i.e., the bandgap energy. f The phonon-less radiative rates. g–j
Schematic sketches of the systems (g), band structures (h), DOS plotted for HOMO1, HOMO2 and
LUMO1 and LUMO2 states with energies stated in the figure (i), real-space DOS for HOMO and
LUMO state (j), for a 2.5 nmH-capped Si-NC (top row), a 2.5 nm Si-NC capped with elements with
�p = −3 eV (middle row) and a 2.5 nm H-capped Si-NC in an electronegative environment with
the �p = −3 eV (bottom row). k Bandgap energies and radiative rates obtained for the different
sizes of Si-NCs for all three systems depicted in panels (g–j). l Comparison of theoretical (T) and
experimental (E) data. Simulated radiative rates (Dohnalova et al. (T) [48, 159]) compared with
simulations by Guerra et al. [75] and Yassievich et al. [213], and experimental results by Dohnalova
et al. [48] and Driel et al. [50]. Reprinted with permission from American Physical Society and
IOP Publishing, after [159] and [43]
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enhancement correlates with a DOS |�LUMO(k)|2 enhancement close to the � point,
making the transition effectively a direct bandgap one (Fig. 1.2a). At the same time,
the real-space DOS |�LUMO(r)|2 was found to be expanded toward the surface of
the Si-NC (Fig. 1.2a), as we would expect for the electron-attractive electronegative
surface chemistry.

This very promising result was further discussed in more detail in our follow-
up TB study in [159], where we implemented the full band structure visualization
and band folding, as introduced by Hapala et al. [80]. We analyzed the effect of
electronegativity for a wide range of �p, and for the Si-NC sizes between 1.8 and
3.5 nm. Also, we introduced an alternative model system that we call electronegative
“environment”, which is simulated by an H-capped Si-NC with gradually changing
p-orbital energies of the Si atoms through the whole Si-NC core, following a general
equation Ep(r) = Ep(Si) +U (r/Rmax)

2, where Ep(r) is energy of the p-orbital level
for Si atom on position r, Ep(Si) is energy of the 3p-orbital in the bulk Si, U is the
variable factor defining magnitude of the electronegative effect (local field) and Rmax

is radius of the Si-NC.
We found a profound effect of the�p energy shift on theHOMO–LUMOenergies,

bandgap and radiative rates (Fig. 1.12d–f). The bandgap energy peaks at around
�p = −2.5 eV and then decreases for the higher electronegativity in agreement
with literature [135, 137, 169, 204]. However, the most interesting result is the
dramatic, three orders of magnitude enhancement in radiative rates for −6 eV <

�p < −2.7 eV (Fig. 1.12f), present for all the studied Si-NC sizes. The highest
radiative rate corresponds to the p-orbital energy shift of �p = −3.5 eV, when the
p-orbital level is similar to the carbon atom, and is positioned within the Si bandgap
(Fig. 1.12a–c). This means that the strong modification of the confined carrier states
is a result of a resonant enhancement of the mixing between the electron states in the
X -valley and the hole states in the �-valley [4, 15, 61, 62, 94, 160]. Interestingly,
the opposite sign field, i.e., electro-positive (i.e.,�p > 0), is found not to lead to such
effect. This result indicates that carbon linked ligands might have a very beneficial
influence on the radiative rate, while influencing the bandgap only very mildly, in
agreement with previous ab initio studies on smaller systems [106, 123, 171].

The results are shown in detail for the mid-sized 2.5 nm Si-NC in Fig. 1.12g–j,
which can be compared to our experimental work on 2–3 nm sized Si-NCs capped
with butyl [32, 42, 48] and methyl [113]. The schematic sketch of the three studied
systems—reference H-capped Si-NC, the system capped with an element with�p =
−3 eV, and the H-capped Si-NC in an electronegative “environment” with �p =
−3 eV—is shown in Fig. 1.12g (top, middle, and bottom row, respectively). The
band structures with an overlaid bulk Si band structure (dotted line) are shown in
Fig. 1.12h. The DOS resolved in the k-space for the first two HOMO and LUMO
states is shown separately in Fig. 1.12i, next to the real-spaceDOS for theHOMOand
LUMO states in Fig. 1.12j. From the comparison of columns (h–j) for all the three
model systems, we see that there is a DOS enhancement close to the � point for
both, the “ligand” and the “environment” with�p = −3 eV. This is accompanied by
a DOS expansion in the real space for the electron (LUMO) and compression for the
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hole (HOMO), as one would expect for the electronegative surface that is attractive
to electrons and repulsive to holes.

In Fig. 1.12k, we show an overview of the results for the different Si-NC sizes. The
bandgap energy with the �p = −3 eV “ligand” is very close to that of the reference
H-capped Si-NC, in agreement with previous ab initio studies on small Si clusters
[171]. The “environment”, on the other hand, appears to reduce the bandgap for
larger Si-NCs sizes. The radiative rate is enhanced by three orders of magnitude with
respect to the H-capped Si-NCs, while this is less pronounced for the “environment”.
In comparison with literature in Fig. 1.12l, we see that the simulated radiative rate for
the methyl-like “ligand” simulated here agrees well with the experimentally found
emission rates [48] and is very close to those observed for the direct bandgap CdSe-
QDs [50]. The radiative rates simulated by us for the reference H-capped Si-NCs
system [159] are within the range expected for such a system [75]. For comparison,
we also show in Fig. 1.12l data for the oxide-capped Si-NCs and bulk silicon radiative
rate.

Such TB simulations give some insight into a possible trend that can occur as
a result of charge transfer in the Si-NC-ligand/environment system. However, such
TB simulations are only semi-empirical, are not self-consistent, and do not include
realistic ligand and possible strain effects that could be present due to the full surface
coverage capping. These effects are further explored in the following Sects. 1.4.2 and
1.4.3.

1.4.2 Role of Tensile Strain

Another important effect that can enhance the radiative rate is a tensile strain. A sim-
ple phenomenological model explaining such an enhancement is based on a band
structure engineering of bulk silicon, which can be described using the known defor-
mation potentials.When tensile strain (lattice expansion) is applied to a bulk silicon, it
causes anup-shift in energyof the indirect�1 conduction bandminimum.At the same
time, the band structure branch around the direct local conduction band�15 maximum
splits, and the local �15 maximum transforms into a local minimum and down-shifts
in energy [115]. This process brings the direct and indirect bandgaps closer in ener-
gies. Hence, if large enough tensile strain was applied, a switch between direct and
indirect bandgap should be observed in bulk silicon. However, more detailed calcula-
tions [115] show that the amount of strain necessary for such a transformation would
be far too high (over 6 % lattice constant expansion). This would inevitably lead to
structural instabilities and formation of defects or trap states, which would inevitably
quench any luminescence. Moreover, the experimental realization of tensile strain in
a bulk crystal is, in contrast to a possible compression, not an easy task to achieve.

This is exactly where the Si-NCs have an advantage. First of all, the dramatic
reduction in the size of the crystal gives rise to the quantum confinement, which on
its own affects the band structure in the right way, since the influence of the quantum
confinement acts on the band structure of Si-NCs in the same direction as the tensile
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strain does [10, 164]. On the one hand, it lifts up the indirect �1 conduction band
minimum (otherwise also called for simplicity the X-point, for its close proximity to
the X-point), known as the “bandgap opening” present in all the semiconductor NCs.
On the other hand, as a result of the opposite local curvature of the conduction band in
the vicinity of the direct�15 localmaximum, this branchof the band structure is down-
shifted as a result of quantum confinement [10, 164]. Consequently, the effect of the
quantum confinement effectively lowers the amount of strain needed for the indirect-
to-direct bandgap cross-over to occur. The cooperation of the quantum confinement
and tensile strain is sketched in Fig. 1.13a. Another consequence of the quantum
confinement is the delocalization of the electron and hole wavefunctions in the k-
space. This property of nanosized objects implies amuch higher level of (inter-valley)
mixing of the various types of states, which implies that as a result of the energetic lift
at the�1 point and the drop at the�15, “intermediate” states having both the “indirect”
and “direct” character will form. The enhanced “directness” of the HOMO–LUMO
transition will then enhance the probability of radiative recombination. Thus, such
k-space “blurring” can further decrease the amount of strain necessary to achieve
the direct bandgap-like emission. An important factor is also the fact that Si-NCs
can accommodate relatively high amounts of strain, which stands behind the great
capacity of silicon for lithium intake, which makes it potentially a better candidate
for batteries than carbon [128]. This property can also favorably contribute to the
possibility of tensile strain-induced direct bandgap-like emission.

Naturally, a question arises as to how to realize tensile strain in a real-life Si-NC
system.Whereas a compression can be relatively easy to achieve, using, for example,
a diamond anvil cell [181], tensile strain is based on the expansion of a crystalline
lattice, which is much more difficult to apply. Tensile-straining can be achieved,
e.g., in films epitaxially grown on intentionally lattice-mismatched substrates, which
was the case also for direct bandgap germanium [127], utilizing tensile strain in
connection with n+ doping. Another option is to grow silicon nanomaterials on a
thin stretchable membrane [100]. Theoretically, tensile strain can also be achieved
by using a high surface coverage of covalently bonded surface ligands, which is the
path we explored in our simulations [115].

Figure1.13b presents the calculated distribution of the Si–Si bond lengths for the
three different types of capping, namely hydrogen, methyl –CH3 and –OH (repre-
senting an oxide shell). Taking the H-capped Si-NC as the unstrained reference, we
find themean Si–Si bond length to be larger in themethyl-capped Si-QDs and smaller
in the OH-capped Si-NCs. This calculation suggests a presence of tensile strain in
the Si-NC systems with organic coating. Experimentally, this strain was confirmed
through the shifts in the phonon energies in the SPL spectroscopy [115]).

In order to provide a theoretical confirmation of the model sketched in Fig. 1.13a,
calculation of the band structure and oscillator strengths of the constructed Si-NC
models were performed using the “Fireball” DFT code [95]. The simulation is per-
formed on the local density approximation (LDA) level with a numerical atomic-like
orbitals basis set including s,p, and d atomic orbitals [7]. The Si-NC core with 538 Si
atoms (Si538) was prepared by a cut of the bulk silicon structure along the (111) and
(100) facets. All the available surface sites are passivated by the ligands—either –H,
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Fig. 1.13 aSketch of a phenomenologicalmodel explaining the transformation of the band structure
of the Si-NCs by the cooperation of quantum confinement and tensile strain. b The calculated
distributions of the Si–Si bond length for H-, methyl- and OH-capped 2.5 nm Si-NCs. c The
calculated effect of a tensile strain on the band structure of the Si-NCs. Tensile strain increases from
the strain-free hydrogen-capped Si-NCs to the naturally strainedmethyl-capped Si-NCs (with 100%
ligand surface coverage). The indirect-to-direct bandgap cross-over occurs when an additional strain
is applied. Reproduced with permission from John Wiley and Sons, after [115]
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–CH3, or –OH. The geometry is optimized with the convergence criteria of 10−6 eV
and 0.05 eV/Åfor the total energy and forces.

The results of these calculations, in a form of the “fuzzy” band structures [80],
are shown in Fig. 1.13c. Going from the unstrained H–caped Si-NCs (left) to the
slightly naturally strained –CH3-capped Si-NC (middle left), we already see a �15-
point descent in energy. The corresponding direct �15-�25′ transition is characterized
by higher oscillator strength when compared to the indirect transition. However, the
amount of the inherent tensile strain caused by the full surface coverage by themethyl
groups is on its own not enough to induce the complete indirect-to-direct bandgap
cross-over. Hence, we find that despite the tensile strain induced by the full surface
coverage by methyl ligands, we cannot fully explain the experimentally observed
results in [113], where we observed a direct bandgap-like radiative rates for the
methyl-capped Si-NCs of similar sizes.

To analyze the additional amount of strain needed, we further artificially tensile-
strained the methyl-capped Si-NCs with 2% and 4% extra strain (Fig. 1.13c, right).
As expected, the �15 further down-shifts with the increasing tensile strain, leading
to a material with a fundamental direct bandgap at about over ∼4% of added tensile
strain. These results imply that a homogeneously applied tensile strain of high enough
levels can lead to a direct bandgap silicon. We need to add that this work did not
discuss the thermal population of states, which can further affect the relation between
the theory and the experiment, as will be shown later in the text in Sect. 1.4.4. Also,
the radiative rates are calculated without phonon assistance.

1.4.3 Interplay Between the Charge Transfer and Tensile
Strain

In our previous studies of the electronegative ligands inducing a charge transfer [48,
159] and tensile strain [115], the picture was not complete, since both effects can
interact in a complex way. In our recent work, using a self-consistent ground state
DFT method, we analyze the role of these effects separately and together [44], to
understand their respective relations to the enhancement of the radiative rates. The
DFT calculations are performed using the cp2k code [31, 199] with a generalized
gradient approximation (GGA) Perdew Burke Ernzerh (PBE) functional [157], core
approximated by the Goedecker–Teter–Hutter (GTH) pseudopotential [70], a dual
Gaussian and plane wave basis was implemented in Quickstep cp2k with the double
zeta short-range Gaussian polarized basis set DVZP-MOLOPT [31] and a plane
wave cutoff energy of 400 Ry. The geometry of all the structures was optimized to
attain the lowest total energy state using the conjugated gradient (CG) algorithm,
and the self-consistency convergence is set to 10−6 Ry. Our approach was validated
by simulating a set of hydrogen-capped Si-NCs of sizes between 1 and 3 nm [44].

To be able to separate the roles of charge transfer and tensile strain, we designed
a system of ∼2 nm Si-NC covered with a different surface coverage percentage by
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Fig. 1.14 a 2-nm H-capped Si-NC with surface covered by hydrogen. Three types of surface
species are present: the chemically unstable –SiX3 (that are removed), the -SiX2 species [that are
reconstructed into the –SiX species (b)], and the -SiX species. c The 2-nm Si-NC geometry with a
fully reconstructed surface, containing only –SiX species cappedwith hydrogen. dDifferent ligands
used for surface capping: fluorinated hydrocarbons and –COOH terminated alkyls. a–dReproduced
with permission from the American Chemical Society, after [44]

ligands with increasing electronegativity. To simulate increasingly electronegative
C-linked ligands, we start from butyl –C4H9 and substitute the H-atoms with an
increasing number of Fluorine atoms in the alkyl backbone structure, i.e., –C4H9

→ –C3H6CHF → –C3H6CF3 → –C2H4C2F5 → –CH2C3F7 → –C4F9 (Fig. 1.14d).
The C-linker is used because of the indications we obtained in our previous studies
[48, 115, 159]. To make the system as realistic as possible, we removed all the
unstable –SiX3 sites. To unify the symmetry of the surface ligand bonding, we have
reconstructed the edge (100) facets with the –SiX2 sites, leaving us with only the
–SiX bonding sites (Fig. 1.14a–c). For the unstrained systems, we used 50% surface
coverage with the remaining surface sites capped by hydrogen. The (lack of) tensile
strain is monitored by the analysis of the average Si–Si bond length of all the Si atoms
of the geometrically optimized Si-NC. It is found that the 50% surface coverage
does not induce any strain. Only a small bond shrinkage is observed for the most
electronegative ligands, likely due to a reduced electronic density in the Si-NC core
[44]. To prevent any changes in symmetry between the different ligands, we used
the same surface sites for all the simulated systems. The ligand surface sites were
randomly chosen from all the facets without any preference. For the tensile-strained
systems, we used the 100% capping coverage.
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The resulting band structures with indicated HOMO–LUMO energies and radia-
tive rates at T = 300 K are shown in Fig. 1.15a. The ligands are sorted by their
increasing electronegativity, described by the increased net charge transfer from the
Si core to the ligand in the Mulliken population analysis (Fig. 1.15c). We see that
more fluorine atoms on the carbon chain lead to a higher electronegativity of the
ligand with respect to the Si core.

Increased electronegativity of the ligands seems to introduce only small variations
in theDOS (Fig. 1.15a). Themajor difference is between theH-capped Si-NCs and all
the other Si-NCs with C-linked ligand. Also, we see a gradual decrease in the Fermi
energy [44] with the increasing ligand electronegativity. The real-space cross section
of the HOMO and LUMO orbitals is shown in the bottom panel of Fig. 1.15a. We see
only a weak localization for the Si-NCs with the more electronegative ligands, but no
severe localization is observed. The HOMO–LUMO energy is separately shown in
Fig. 1.15d, suggesting an almost constant bandgap energy for the fluorinated Si-NCs,
with no obvious dependence on the electronegativity.

To evaluate the phonon-less radiative rates kjirad at T = 0 K of a transition between
i-th and j-th state, we use the Einstein’s coefficient of the spontaneous emission Aji

in atomic units:

Aji = kjirad = 1

τ
ji
rad

= 2
E2
jifji

c3
, (1.1)

where Eji = Ej − Ei > 0 is energy of the transition, c is speed of light and fji is the
oscillator strength given by the Fermi’s “Golden Rule” in atomic units:

fji = 2

3
Eji|dji|2. (1.2)

Here, dji = 〈	j|r|	i〉 is the transition dipole moment matrix element and 	i and
	j are single-particle (doubly occupied) states of a hole and an electron (molecular
orbitals), respectively. For a more reasonable comparison with experiment that is
typically performed at T > 0 K, we evaluate also the thermally averaged radiative
rates: [38]

〈krad〉(T ) =
∑

i,j

kjirade
− Eji

kBT

∑
i,j e

− Eji
kBT

, (1.3)

where kB is the Boltzmann constant and T is temperature. This equation assumes that
after the excitation, the thermalizations of the electron and the hole in the conduction
and valence bands are more efficient than the radiative recombination, which is a
very reasonable assumption [38, 161].

In Fig. 1.15e, we see the obtained radiative rates. Firstly, we see a considerable
increase in the radiative rate between the H-capped Si-NC and the Si-NC with any
of the C-linked ligands. Also, it seems that the higher electronegativity of the ligand



1 Optical Properties of Si Nanocrystals Enhanced by Ligands 43

Fig. 1.15 a Fuzzy band structures for 2nm Si-NC capped 50% with –H, –C4H9, –C3H6CHF,
–C3H6CF3, –C2H4C2F5, –CH2C3F7, and –C4F9. The real-space orbital projection (in x-z plane)
is shown below for the HOMO and LUMO state. The HOMO–LUMO energy and thermalized
radiative rate at 300K is indicated in each panel. b The same as in (a) for cappings with –COOH,
–C4H8COOH and –CH2COOH. c Charge in the Si-NC core. d HOMO–LUMO energy. e Phonon-
less radiative rate at T = 300 K. The data connected with the fluorinated hydrocarbon ligands are
reproduced with permission from the American Chemical Society, after [44]

improves the radiative rate further, but the trend is not as clear as what we obtained
by the TB study in [48, 159]. The increase in the radiative rate is found to correlate
in our study with an enhanced DOS contribution close to the X point for the HOMO,
leading to an enlarged overlap of the e–hwavefunction in theX − X direct transition.
This is qualitatively different output from our previous TB study [48, 159], where
an enhanced DOS contribution was found for the LUMO state close to the � point
instead. Nevertheless, the result is similar—the HOMO LUMO transition becomes
more direct bandgap-like. Also, we find that with the increasing electronegativity,
the fraction of the DOS on the ligand increases gradually (in agreement with the
increasing electronegativity of the ligand and the resulting charge transfer). A similar
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effect has been used to qualitatively (i.e., without theoretical calculations) explain
the experimentally observed enhanced radiative rates in Si-NCs with an N-linked
ligand [203], where the authors argued that the increase of the � point LUMO DOS
results from surface states. However, this is definitely not the case in the current study,
because the LUMO DOS increase at � or X points clearly does not correlate with
higher wavefunction spatial localization on the surface Fig. 1.15a (bottom panel).

Additionally, the same effect is studied also on the same geometry 2nm Si-NC,
using the same sites as in the previous study, but this time capped with the ligand
(sorted by increasing electronegativity) –COOH, –C4H8COOH, and –CH2COOH
(Fig. 1.15b–e); alkyl ligands of varying length (sorted again by electronegativity)
–C4H9, –C10H21, –C2H5, and –CH3 (Fig. 1.16a–e); various additional C-linked lig-

Fig. 1.16 a Fuzzy band structures for 2nm Si-NC capped with –H, –C4H9, –C10H21, –C2H5,
–CH3, and –CI3, –CCl3, –CHF2, –CF3, –C2F5, –C4F9, and –CH2CF3 (sorted by increasing elec-
tronegativity). The HOMO–LUMO energy and thermalized radiative rate at 300K is indicated in
each panel. b The real-space orbital projection (in x-z plane) is shown below for the HOMO and
LUMO state. c Charge in the Si-NC core. d HOMO–LUMO energy. e Phonon-less radiative rate
at T = 300 K
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Fig. 1.17 a Fuzzy band structures for 2nm Si-NC capped with –H, –I, -Cl, –Br, and –F. HOMO–
LUMO energy and thermalized radiative rate at 300K is indicated in each panel. b The real-space
orbital projection (in the x − z plane) is shown below for the HOMO and LUMO state. c Charge in
the Si-NC core. d HOMO–LUMO energy. e Phonon-less radiative rate at T = 300 K

ands (sorted by electronegativity) –CI3, –CCl3, –CHF2, –CF3, –C2F5, –C4F9, and
–CH2CF3 (Fig. 1.16a–e); and halides (sorted by electronegativity) –I, –Cl, –Br, and
–F (Fig. 1.17a–e). These additional studies reveal that there is, in fact, no explicit
dependence between the electronegativity (i.e., charge transfer), as quantified by the
Mulliken analysis, and the enhancement of the radiative rate. The main enhancement
appears to be correlated with the presence of the C-linker, the first carbon atom in the
ligand chain, which is slightly more electronegative than Si, but the further structure
of the organic ligand is not adding any consistent effect. Nevertheless, the structure
of the ligand beyond the linker element does play a role and affects strongly both
the radiative rate and the HOMO–LUMO energy. We note that all the Si-NC studies
shown here in Figs. 1.15, 1.16 and 1.17 are comparable between each other, due to
the fact that in all cases we use an identical 2nm Si-NC core and identical surface
sites for the ligands.

To separately test the link between the surface capping and induced strain, we
analyze the effect of low (50%) versus high (100%) surface coverage by ligands
on the radiative rates. For this purpose, we use the same 2nm Si-NC capped 50%
or 100% by –CH3, –CF3, –C4H9, or –C4F9. The band structures, HOMO–LUMO
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energies and thermalized phonon-less radiative rates at T = 0 K, 100 K, and 300 K,
are shown in Fig. 1.18. The analysis of the distributions of the Si–Si bond lengths
in the differently capped Si-NC is summarized in Fig. 1.19a. Generally speaking,
the attached alkyl chains exert negligible tensile strain for partial coverage, and only
a small tensile strain at full coverage [44]. The fluorinated ligands tend to induce
compression, or shrinkage of the Si–Si bond length, with the exception of the full
–C4F9 capping, where the tensile strain is present, judging from themean bond length
[44]. However, the mean bond length should not be the sole indicator of how surface
capping changes the strain balance within the NC core. As is obvious from the box
chart in Fig. 1.19a, the width and the number of the “outliers” in the distributions of
bond lengths change with the surface capping. Whereas for the partial alkyl capping,
the widths of the distributions change only slightly, and full coverage leads to the
widening of the distributions in all cases. These changes are then reflected also in
the corresponding radiative rates.

The highest radiative rates are achieved for the partially covered –C4F9, –C4H9,
and–CH3 cappedSi-NCs systems that are all slightly homogeneously tensile-strained
with some positive net charge in the Si core. The lowest rates are obtained for the fully
capped Si-NCs, especially for the –CH3 capping at zero temperature. Comparing our
results here with the previous study in [115], where full –CH3 capping was used as
a starting point for the enhanced radiative rate, we see that it is actually not only the
amount of tensile strain, but also its homogeneity, which is important for the desired
rate enhancement effect.

To sum up, the main consequence of the full coverage with ligands is the resulting
inhomogeneously distributed strain within the NC, which appears to systematically
lower the radiative rate of the transitions. Thus, in addition to the mean bond length,
i.e., the applied tensile strain, also the shape of the histogram needs to be considered,
i.e., the strain homogeneity. However, it should be noted here that the full ligand
coverage is unrealistic and would be prevented by the steric hindrance effects in
such small NC systems.

1.4.4 Thermal Population of States

Thermal averaging of the radiative rates based on 1.3 is an important step in relating
the computed radiative rates to an experiment.As evidencedbyFig. 1.19b, the thermal
population of states can further enhance or decrease the corresponding radiative rate
depending on the particular system, without any clear rule behind the calculated
trends. Since the lowest-energyHOMO–LUMO transition is not necessarily themost
efficient, it is interesting to examine in more detail what constitutes this averaged
value at different temperatures. Therefore, we examine also the thermally averaged
radiative rate resolved in energy for different temperatures:
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Fig. 1.18 a Fuzzy band structures for 2nm Si-NC capped 50% or 100%with –CH3, –CF3, –C4H9,
or –C4F9 ligands. b HOMO–LUMO energy. c Thermalized phonon-less radiative rate at T = 0 K,
100 K, and 300 K. The figure is reprinted from [44] with permission from the American Chemical
Society

kjirad(T ) = kjirade
− Eji

kBT

∑
i,j e

− Eji
kBT

. (1.4)

This formula is a trivial decomposition of the sum in 1.3 to its constituents,
where

∑
i,j k

ji
rad(T ) = 〈krad〉(T ). In order to visualize these components of the ther-

mally averaged radiative rates, we apply a “compressed-violin-plot” representation
as explained in Fig. 1.20a. Violin plots [87] are typically used to represent a distri-
bution of parameters as shaded areas, where the width of the area corresponds to
the number of cases having that particular value similarly to a histogram. Often, as
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Fig. 1.19 a Box chart summarizing the distribution of the Si–Si bond lengths for various calculated
Si-NCs systems after relaxation. The result obtained for an H-capped Si-NC (full capping) is shown
for comparison as an unstrained reference material; its median value is highlighted by the green line
in the background. The gray filled areas show percentiles of the distribution as noted, the whiskers
denote the 5–95 percentile. The red points correspond to the minimum/maximum (circles) and
mean (square) of the distributions, the red crosses show 1–99 percentiles, and the gray diamonds
are outlier data outside of the 5–95 percentile interval. bThe overall comparison of all the calculated
radiative rates for differently capped Si-NCs after thermal averaging at several temperatures. After
[44], reprinted with permission

a result of broken symmetry, lowered degeneracy or even pure coincidence, several
transitions Eji with different initial |j〉 and final |i〉 states can have a very similar tran-
sition energy En ± δE (see the color-coded examples in Fig. 1.20a). In some cases,
the δE is so small (1–2 meV) that we can think of such a group of states as a single
“degenerate level”. By plotting the radiative rates of such “levels” as violin plots, it
is possible to visually summarize the information about the radiative transitions in a
single column of data. This approach can then be used to demonstrate energy resolved
changes in the radiative rates with temperature using 1.4 in a form of “compressed-
violin-plots”. More information about how exactly the plots are generated can be
found in [44].

To illustrate the usefulness of this approach, two examples of the compressed-
violin-plot representation of the butyl-capped∼2nmSi-NCs are shown in Fig. 1.20b,
c for partial (50%) and full (100%) capping, respectively. Clearly, for the partially
capped Si-NC model, the dominant transition corresponds to the transition slightly
energetically (∼5 meV) above the lowest-energy HOMO–LUMO transition. As a
result of its energetic position, the thermally averaged radiative rate of this level rises
at low temperatures (below 120 K), but then it starts to decrease again. The situation
is very different in the fully capped Si-NC, where the lowest-energy transition is the
dominant one at low temperatures. However, its strength gradually decreases with
increasing temperature, when the energetically higher (populated) levels dominate
the radiative process. In the particular case of the fully butyl-capped Si-NC, multiple
states at around 20–30 meV above the ground state dominate the emission at room
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Fig. 1.20 a Explanation of the compressed-violin-plot representation. We start with the calculated
zero-temperature radiative rates kjirad (black points). Clusters of different transitions Eji (for various
j and i) which have for any reason similar transition energy En ± δE can be represented by a
single-colored line (levels) and indexed by n (e.g., black for n = 1, red for n = 2, and green for n
= 3). The radiative rates corresponding to the transitions from these levels can be drawn as shaded
areas with widths proportional to the number of transitions with the same radiative rate (a 90 ◦-
rotated histogram). The violin plot of the transitions from these levels, shown in the middle, is
thus equivalent to the data in the red rectangle on the left, except for the energy axis, which is
conveniently re-scaled to show all of the existing levels. The energy scale is kept in color-coding.
All of the violin plots for the different levels then can be drawn for each temperature in a single
column, as shown in the right part of panel (a), forming a compressed-violin-plot representation. b, c
Compressed-violin-plot representation of the thermal evolution of the thermally averaged radiative
rates kjirad(T ) resolved in energy from 1.4 (color-coded for the different levels) for partially and

fully butyl-capped Si-NCs. The sum of the thermally averaged radiative rates kjirad from 1.3 is also
included as the red-and-black rectangles. Please note that in panel (c) the overall rates are connected
with the red right vertical axis. After [44], reprinted with permission from the American Chemical
Society
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temperature and, on the whole disregarding the resolution in energy, the described
trend translates into an increase of radiative rates with increasing temperature.

In this way, the thermal population of levels can, to a large degree, influence the
experimentally observed radiative rates in various Si-NCs systems, explaining the
large variations in the thermalized radiative rates in Fig. 1.19b. Generally speaking,
the contribution of more than a single state was often observed, and especially in the
smaller Si-NCs, it was often not the lowest-energy transition which was dominant
at room temperature. An exception to this rule was Si-NCs partially capped with
fluorinated hydrocarbon, where we observed a clear dominance of a single, strong,
lowest-energy transition.

The significant (and often dominating) contribution of the transitions from the
energetically higher states at elevated temperatures is generally an important obser-
vation. The thermal averaging from 1.3 and 1.4 is a product of the strength of the
transition and the exponential Boltzmann factor describing the thermal population
of the states, which makes the product extremely sensitive to a particular combi-
nation of the strength of the transition and its energetic position. Therefore, once
a higher-lying transition is strong enough to overcome the Boltzmann factor from
the thermal population of states in 1.4, for example, as a result of �−X mixing,
it will contribute or even dominate the emission. Therefore, the thermal population
of the energetically higher states is clearly an important feature that determines the
final efficiency of emission under typical laboratory conditions and as such cannot
be omitted from the discussion.

1.5 Summary and Outlooks

Through the past two decades, we have focused our research on an in-depth analysis
of the Si-NC emission, especially the controversial fast decaying F-band, and the
theoretical possibilities of achieving an enhanced, direct bandgap-like radiative rates
with Si-NCs.

In our experimental work, we have found evidence of the fast decaying F-band
emission in the H-, oxide-, and organically capped Si-NCs. In H-capped porous
silicon with ∼2nm Si-NCs, we observed a nanosecond decaying (F-band) green
emission [45], which turned into microsecond decaying red S-band after oxidation
[45]. For the oxide-capped Si-NCs made from porous silicon, we have demonstrated
that by decreasing the size of the Si-NCs, we can switch from the slow red S-band
to the fast blue F-band, but this tunability is not continuous and skips the fast green
PL band [46], where our sample originally emitted before oxidation [45]. Using an
electron beam irradiation on several differently prepared oxide-capped Si-NCs, we
created several brightly emissive surface sites, which could be related to the well-
known oxygen vacancies in the damaged silica shell on the surface of oxide-capped
Si-NCs [12], hinting at a possible relation between the S-band and F-band origins
in the small oxidized Si-NCs based on the spectral similarities. We have also shown
that the incorporation of nitrogen into the shell of Si-NCs does not necessarily induce
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blue F-band-like emission [64], as is sometimes suggested, but, on the contrary, a
(silica-defect-related) part of the blue F-band emission is quenched.

In another two experiments, we tried to convert oxide capping into alkyl and vice
versa. We have shown that the slow decaying red S-band PL can be transformed into
the fast decaying yellow (F-band-like) emission when oxide-capped Si-NCs (from
porous silicon) are re-capped by methyl groups using a photo-chemical reaction in
organic solvent [113]. And for a butyl-capped Si-NC (synthesized wet-chemically),
we have shown that it can be photo-chemically oxidized under exposure to UVC
illumination, leading to a switch from the fast blue F-band to the slow red S-band
emission [48]. In order to better understand the microscopic PL origins, we have
performed room and low-temperature single-dot measurements. We have identified
Si-C phonon replicas in the single-dot PL spectroscopy of the butyl-capped Si-NCs
(preparedwet-chemically) with a fast decaying emission [42] and have size separated
the sample into batches of smaller and larger Si-NCs that have shown blue and green
PL, respectively (Fig. 1.9i), hinting toward an intrinsic PL origin. In methyl-capped
Si-NCs (from porous silicon) with fast yellow emission, we have identified Si-Si
phonon replicas in the low-temperature single-dot PL spectra, once again suggesting
an intrinsic PL origin. However, a detailed low-temperature analysis of the phonon
replica structures has revealed that for longer acquisition times, the broader structures
in the single-dot PL spectra might not be possible interpret without error [119].
By a direct Drexhage-type experiment in our butyl-capped Si-NCs (prepared wet-
chemically), we have confirmed the fast radiative rate of the F-band and estimated
the internal quantum efficiency to be almost 50% [32].

In our theoretical work, we have developed a general model for a virtual elec-
tronegative capping/environment, simulated using the semi-empirical tight binding
method [48, 159], showing a three orders of magnitude enhanced radiative rate for
methyl-like surface ligand. For a deeper analysis of the ligand effect, we have ana-
lyzed the k-space profile of the HOMO and LUMO states by Fourier transform of the
molecular orbitals in real space and their projection into the �–X direction [48] and
later expanded this visualization by employing the method of zone folding for NCs,
developed by Hapala et al. [80], which enabled us to plot the whole band structure
of the Si-NC [159]. At the same time, we have also investigated, by self-consistent
ground state DFT, the role of tensile strain and its possible realization via full surface
capping by organic ligands [115], again using the band structure plottingmethod [80].
At this point, it has became clear that the k-space projected molecular orbitals in the
most important direction �–X (we also investigated separately the �–L, but have not
seen much added information), is an essential tool for understanding the changes to
the radiative rate and/or bandgap energy, induced by the surface chemistry. It enabled
us to see the whole extent to which a ligand placed at different surface sites, or at
various densities, can influence the whole electronic structure and wavefunctions of
the Si-NC system. The complex interplay of the surface and core states became even
more apparent in our latest joint DFT project [44], where we have uncoupled the
effects of charge transfer and tensile strain and have found that our previous assump-
tions about charge transfer and tensile strain were too simplistic. In particualr, we
have found that beyond the first atom (linker atom), there is no consistent correlation
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between the electronegativity and enhancement in the radiative rate (see also some
of the unpublished results presented in this chapter in Figs. 1.16 and 1.17). However,
we have confirmed that the radiative rate in Si-NCs with C-linked organic ligands
is enhanced with respect to H-capped Si-NCs. This was suggested in our older tight
binding study [48, 159] to occur due to the right match of the C atomic orbital levels
with respect to the silicon bandgap, resulting in a beneficial band mixing close to
the bandgap. By separating the role of polar ligands and strain, we have found that
it is not just simply the amount of tensile strain per se which enhances the radiative
rate, but its homogeneity is also a very important factor [44]. In fact, ligands can
often induce inhomogeneous tensile strain, especially when full ligand coverage is
forced. Thus, even if homogeneous tensile strain is beneficial [115], high coverage
of the surface capping is clearly detrimental and leads to lowered radiative rates.
Nevertheless, full coverage with organic surface ligands is a situation unlikely to
occur in realistic experiments.

The effect of the ligands on the Si-NC optical properties is very difficult to assess
experimentally, especially if the emission is fast and located in the blue-green spec-
tral region, due to a complex interplay between many different phenomena and a
possible involvement of synthesis by-products, for example, hard-to-detect carbon-
based impurities (probably carbon dots). In theoretical calculations, we see that the
NC band structure is very sensitive not only to the first linking element, but also
the more distant inner structure of the ligand, affecting both the bandgap energy
and the radiative rate via the modifications to the real-space and veck-space profile
of the density of states. This comes as as a surprise, because it has been widely
accepted that the internal structure of the organic ligand should not have any impact
on the optical properties. Also, the density of states is sensitive to where the ligand
is attached (which facet and which bonding site), and with what surface coverage.
Moreover, in only a very few isolated cases, we have found that it is really the sur-
face capping which introduces trap states truly belonging to the surface element. In
a vast majority of cases, even when such states deep inside the bandgap occur, they
are (over 90%) Si (core) related, as evidenced by the projected real-space density
of states analysis. Thus, we put forward a message that the k-space profile of the
density of states together with the projected real-space density of states are essen-
tial tools for the analysis of the role of the ligands in an indirect bandgap NC. The
importance of the k-space density of states projections is evident also from the fact
that, in our theoretical calculations, even small H-capped Si-NCs have a persistently
indirect bandgap character, evidenced by their slow radiative rates. We could not find
a simple “recipe” for the radiative rate enhancement in the terms of charge transfer
or simply the type of the ligand, but see a clear beneficial role in partial capping with
C-linked ligands of any kind (as opposed to H– or oxide-capped Si-NCs).

The main message of our work can be summarized as follows. In general, we have
found that the emission from Si-NCs cannot be simply discussed in terms of intrinsic
(Si core) and extrinsic (such as surface sites related to the capping agent) channels,
but rather it is a complex, indivisible interplay of both. This fact can be best evidenced
using the real-space projected density of states. Also, we have found a profound and
very complex influence of the ligands (not only the first linker atom, but also the
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farther structures) onto the density of states of the Si-NC-ligand system projected in
the k-space. Based on our findings, we suggest that the k-space profile of the density
of states together with the real-space projected density of states become essential
tools for the analysis of the role of the ligands in an indirect bandgap NC, such
as silicon, or germanium and diamond. Despite the uncertainties in the theoretical
explanation of the emission rates in Si-NCs, our experimental work proves that the
fast-emitting Si-NCs are a system stable under standard conditions, in contrast to just
a theoretically calculated possibility of an arrangement of atoms. The experimental
realization of the discussed fast-emitting system is a strong motivation for further
theoretical research, which can bring deeper understanding of the system and thus
provide further feedback to technology, potentially leading to efficient and non-toxic
quantum-dot-based light sources.
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46. K. Dohnalová, L. Ondič, K. Kůsová, I. Pelant, J.L. Rehspringer, R.R.Mafouana, R.R.:White-
emitting oxidized silicon nanocrystals: Discontinuity in spectral development with reducing
size. J. Appl. Phys. 107(5), 053102 (2010). https://doi.org/10.1063/1.3289719
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117. Kůsová, K., Ondič, L., Pelant, I.: Comment on “ultrafast photoluminescence in quantum-
confined silicon nanocrystals arises from an amorphous surface layer”. ACS Photonics 2(3),
454–455 (2015). https://doi.org/10.1021/ph500403j/
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Chapter 2
Light-Emission from Ion-Implanted
Group-IV Nanostructures

Moritz Brehm

Abstract Silicon photonics is destined to revolutionize technological areas, such as
short-distance data transfer and sensing applications by combining the benefits of
integrated optics with the assertiveness of silicon-based microelectronics. However,
the lack of practical and low-cost silicon-basedmonolithic light sources such as light-
emitting diodes and, in particular, lasers remains the main bottleneck for silicon
photonics to become the key technology of the twenty-first century. After briefly
reviewing the state of the art regarding silicon-based light-emitters, we discuss the
challenges and benefits of a highly flexible approach: The epitaxial incorporation of
group-IV nanostructures into crystalline silicon. We argue that a paradigm change
for group-IV quantum dots (QDs) can be achieved by the intentional incorpora-
tion of extended point defects inside the QDs upon low-energy ion implantation.
The superior light-emission properties from such defect-enhanced quantum dots
(DEQDs), our present understanding of their structural formation and light-emission
mechanisms will be discussed. We will show that useful electrically driven devices,
such as light-emitting diodes (LEDs), can be fabricated employing optically active
DEQDmaterial. These LEDs exhibit exceptional temperature stability of their light-
emission properties even up to 100 °C, unprecedented for purely group-IV-based
optoelectronic devices. Thereafter, we will assess the superior temperature stability
of the structural properties of DEQDs upon thermal annealing, the scalability of the
light-emission with the DEQD density and passivation schemes to further improve
the optical properties. The chapter endswith a discussion of future research directions
that will spark the development of this exciting field even further.
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2.1 Introduction to the Chapter

Silicon (Si), the dominating material for microelectronics [1], is generally a poor
light-emitterwhich ismainly owed to the indirect nature of its energybandgap.Never-
theless, silicon-based photonics (Si photonics) is rising to be a key technology for the
twenty-first century and the implementation of practical and low-cost light sources
based on group-IV nanostructures [2–9] and group-IV alloys [10–13] can ultimately
be significant to this paradigm change. Si photonics is expected to solve challenges,
such as, e.g., low-cost, high-bandwidth and CMOS-compatible optical interconnects
with low-energy consumption [14, 15] or driving applications for sensing and lab-
on-a-chip technologies [16, 17] with access to the manufacturing power of CMOS
integrated circuits.

Given the fundamental limitations of Si as a light source, a wealth of strategies
has been explored to develop material combinations capable of enhancing light-
emission (see further discussion in Sects. 2.1.3 and 2.1.4). Among others, the intro-
duction of germanium (Ge) nanostructures in Si (Ge/Si) sparked hopes and intensive
research in various directions for the last three decades [2–9]. While self-assembled
epitaxial Ge quantum dots (QDs) have been successfully used to study the rich phys-
ical phenomena leading to their nucleation [2, 6, 7, 9, 18], their performance as
light-emitters has remained disappointingly low due to three key factors:

(i) Both Si and Ge are indirect semiconductors.
(ii) The band alignment of Ge on Si is of type-II, i.e., only holes are confined

inside the nanostructure, while electrons are weakly localized in the Si crystal
around the QDs, leading to reduced matrix elements for radiative transitions.

(iii) The lattice mismatch between Ge and Si is relatively small (about 4.2%),
and thus, the Ge/Si QD dimensions tend to be too large for efficient zero-
dimensional (0D) quantum confinement.

Consequently, light-emission from Ge/Si nanostructures is typically weak and
restricted to cryogenic sample temperatures only.

In this chapter, we discuss a path for efficient room temperature (RT) light-
emission from Si that is based on QD material for which the optical properties are
enhanced by ion implantation [19–22]. While such emitters have highly intriguing
but to-date insufficientlywell understood structural, electronic and optical properties,
we argue that this approach has the intrinsic potential to be a solution to the missing
bottleneck in Si photonics: It solves the above-addressed deficiencies of group-IV
nanostructure light-emitters and enables efficient light-emission even up to RT and
above, still keeping the beneficial group-IV material compatibility to integrated Si
technology.
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2.1.1 Background

The elemental semiconductor Si and its oxide SiO2 are by far the most important
materials in integrated electronics as all integrated circuits are based on them. The
ability to down-size active devices such asCMOS transistors led to amassive increase
in computer performance over the last decades and has been thus the main driving
force for the worldwide digital revolution. However, the ever-increasing amount of
global data traffic has led to two fundamental problems: Bandwidth limitations and
escalating power consumption.

A higher packing density of CMOS transistors requires a steadily increasing
density of copper-based electrical interconnects. The small cross-section of down to
~100× 100 nm2 of the kilometers-long copper interconnects that carry the electronic
signals in a single chip leads to substantial power dissipation due to Joule heating
as well as parasitic capacitance and wiring delay, limiting the data transfer rates and
bandwidth of integrated circuits. By using light instead of electrical current for data
transfer, Si photonics can become a disruptive technology that aims at avoiding an
explosion in energy consumption and at boosting data transfer rates at all levels of
the interconnect hierarchy, from rack to rack to inter-chip and even intra-chip by
creating low-cost, high-bandwidth optical interconnects.

Building a Si photonics platform or photonic integrated circuits (PIC) that are
compatible with Si microelectronic technology requires several basic optical compo-
nents such as waveguides [23–25], switches [26], filters [27], multiplexers [28],
modulators [29, 30] and detectors [31, 32]. The development of these silicon-on-
insulator (SOI)-based components is now, after more than a decade of extensive
research, advancing rapidly and can be produced by Si-compatible technologies.
However, the arguably most fundamental building block for such a universal plat-
form remains elusive, due to several shortcomings of Si as a photonic material and
mainly due to silicon’s indirect bandgap: A practical, cost-efficient and electrically
pumped group-IV laser source for monolithic integration on a Si chip and that can be
easily coupled to standard Si waveguide technology and operated at room temper-
ature (RT) and above has yet to be demonstrated. This ultimate bottleneck for Si
photonics was already anticipated by Soref and Lorenzo in the mid-eighties as they
wrote:

From the foregoing information, we infer that single-crystal Si will be suitable for building
directional couplers, filters, star couplers, optical switches, mode converters, polarizers,
interferometers and modulators that operate at λ = 1.3 or 1.6 μm (and beyond) essentially
every integrated-optical component except an optical source. [33]

Further benefits of efficient light generation from Si would be that sensors,
using Si-based near-infrared and especially mid-infrared (NIR and MIR) light-
emitters merged with the power of Si microelectronics, could lead to many disruptive
applications in, e.g., environmental and atmospheric monitoring [16, 17].

Propositions for overcoming the lack practical Si-based light-emitters include
bulk Si approaches [34], using dislocation loops in crystalline bulk Si [35, 36],
quantum confinement in group-IV nanocrystals [37–41], rare-earth doping [42–45],
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Raman lasers [46, 47], SiGe lasers by the engineering of Ge layers toward a direct
bandgap by applying strain [48–51] or alloying with Sn using SiGeSn layers [10–13,
52, 53], hexagonal Ge and SiGe alloys [54, 55] and last but not least, group-III-V
lasers, bonded [56] or epitaxially grown on Si substrates [14, 15, 57, 58]. All of those
approaches have both advantages and disadvantages, the latter mainly concerning the
emissionwavelength being above or below the telecommunication range, the temper-
ature stability of the light-emission, especially in the temperature range from room
temperature (RT) to 100 °C, the possibility of electrical injection, parasitic recombi-
nation due to innovative technology concepts, continuous-wave operation (cw), the
threshold for lasing, state-of-the-art waveguide coupling and implementation into
photonic circuits due to the necessary use of extensively thick buffer layers, CMOS
process compatibility, requirements concerning substrate orientation and substrate
size, device yield, power consumption, footprint and device lifetime. Probably, the
most important point concerns the overall costs for large-scale integration of the
lasers. This is mirrored in the long-term success of integrated Si technology. For
almost all microelectronic devices, there exist counterparts, made from different
materials than Si with higher single device performance. But there is a common
saying that “if it can be done with silicon, it will be done with silicon,” owing to the
efficient large-scale integration possibilities of Si technology.

2.1.2 In a Nutshell: Potential Light Sources for Si Photonics

At present, semiconductor light-emitting materials that can be easily implemented
on Si platforms are understandably gaining attention as a potential game-changer
in the previously mentioned efforts toward on-chip and inter-chip data communi-
cation. From this perspective, the last two decades have seen a surge of reports
on various material combinations and designs, pushing the limits of what had previ-
ously been considered impossible. In Sects. 2.1.3 and 2.1.4, wewill briefly review the
respective advantages and disadvantages of different approaches for Si-compatible
light-emission along with core challenges currently limiting their development and
benefits of their practical deployment. As this is a highly active research field, red
brick walls that were thought as being unsurmountable have been torn down within
the last couple of years [59]. While, for the sake of conciseness, this certainly cannot
be an exhaustive list, we believe that the brief summary will give the interested reader
a valuable overview of the recent progress in the development of practical Si-based
lasers and point out the ongoing need for a concerted effort to overcome present
limitations.
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2.1.3 All-Group-IV Approaches

• Bulk silicon: At the turn of the last century, emission from bulk Si at RT was
demonstrated by reducing the density of non-radiative recombination centers,
surface passivation and advanced doping profiles [34] and in another approach
by limiting the carrier diffusion length by introducing dislocation loops that are
formed upon ion implantation [35, 36, 60–63] or other defect centers in bulk
silicon [64]. Besides emission yield considerations, the fundamental drawback
of using bulk Si as the light-emitting material is the emission wavelength at
~1100 nm, causing problems regarding light absorption and losses in standard
Si/SiO2 waveguides.

• Porous Si [37, 65, 66] and Si nanocrystal [38–41, 67, 68] approaches aim to
use spatial charge carrier confinement to enhance the radiative emission from Si
through quantum confinement and increased wavefunction overlap. While optical
gainwas reported [40], themain issues are based on the performance of electrically
driven devices and the light-emission energieswell above the Si bandgap, the latter
being problematic for light-coupling and propagation in Si/SiO2 waveguides.
The challenges of epitaxial SiGe nanostructures on Si andmethods to overcome
their limitations regarding light-emission will be discussed later in Sects. 2.2.2
and 2.2.3.

• In rare-earth doping approaches, rare-earth atoms such as erbium are introduced
as optical recombination centers into Si, SiO2 or Si nanocrystals [42–45]. While
the emissionwavelength of 1.55μm is naturally perfectlymatched to the telecom-
munication C-band, long radiative lifetimes in the ms range [69], limited elec-
trical carrier injection due to the surrounding dielectric matrix, and high pumping
thresholds make on-chip electrically driven lasing challenging [43].

• Stimulated Raman scattering in photonic crystal resonators (PhC) was used
to demonstrate optically pumped lasing with low thresholds and small footprints
[46, 47, 70]. However, Raman scattering-based lasers are intrinsically not ideal for
on-chip applications as Raman scattering is always connected to optical pumping.

• SiGe bandgap engineering aims at lasing from group-IV structures. By applying
tensile strain to the material, the small energy separation between the indirect and
direct bandgap of bulk Ge can be reduced, or the band-ordering even reversed
[48–51, 71–73]. Recently, lasing from tensile-strained micro-patterned Ge was
reported [50] up to a sample temperature of about 100 K. Additionally, heavy
n-type doping of Ge [74] can be used to induce electrically pumped lasing under
pulsed excitation from bulk Ge structures [49]. In any case, the indirect transition
remains close to the direct one and is, thus, always a concern of possible losses,
especially at the mandatory operation temperatures for useful devices. Addition-
ally, if the applied strain is too large, the emission wavelength shifts above the
target wavelength of 1550 nm.

• By alloying Ge with Sn [10–13, 52, 53], another group-IV material, an optically
pumped laser, was first demonstrated under pulsed excitation [10]. This group-
IV laser marks a breakthrough because of its direct bandgap but still has severe
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drawbacks concerning on-chip integration. As in the case of the Ge lasers above,
the indirect bandgap is always in the energetic vicinity of the direct one. Nonethe-
less, recently optically pumped lasing up to a sample temperature of 270 K [75]
and electrically pumped lasing up to 100 K was reported [76]. However, in all
cases, strong emission quenching sets in already at cryogenic conditions, likely
due to the energetically close indirect bandgap. The laser operation wavelength
is generally larger than 2 μm [10, 12, 53, 75, 76] which makes this approach
rather suitable for sensing in the mid-infrared wavelength region than for on-chip
applications. A point of concern regarding applications of these metastable GeSn
films is the efficient but detrimental GeSn phase separation [77–79] that can occur
already at temperatures as low as 230 °C [77].

• The formation of a direct energy bandgap in group-IVmaterials has been predicted
and was indeed observed in hexagonal Ge and SiGe alloys [54]. This approach
makes use of Brillouin zone folding [80] by alternating two types of atomic
stacking in Ge and in SiGe alloys in the form of a hexagonal crystal lattice. This
can be achieved by the overgrowth of a group-III-V seed crystal that has the form
of hexagonal GaAswires, grown onGaAs (111)B substrates [55]. For thosewires,
the high surface-to-volume ratio enables the formation of metastable crystalline
phases such as hexagonal Si or Ge. At present, the light-emission energies can
be tuned from 0.35 to ~0.67 eV, i.e., well above the standard telecommunication
wavelengths, making this approach probably more relevant for applications in
chemical sensing by tracing the footprints of molecular vibration modes in this
energy range. Additionally, arrays of such direct bandgap nanowires could be in
principle envisioned as potential material for mid-infrared detectors, e.g., in lidar
applications [54].

2.1.4 Group-III-V on Group-IV Approaches

Astraightforward corollary to avoid the intrinsic indirect bandgapnature of thegroup-
IV elements Si, Ge and their alloys is to implement inherently bright light-emitters
such as many of the compound semiconductors of the group-III-V or group-II-VI
that exhibit a direct bandgap. Some of these hybrid group-III-V on Si prototype lasers
represent the state of the art concerning their performance characteristics. In a way,
also the above-mentioned hexagonal SiGe approach can belong to this section since
group-III-V nanowires are needed to obtain optically active hexagonal group-IV
material [54, 81].

• Bonding III-V lasers onto Si substrates by either wafer or die-bonding aims at
combining the optical properties of group-III-V elements with the strength of Si
electronics [82, 83]. Wafer bonding is fast but has several disadvantages: GaAs
and InP wafers are typically of 100–150 mm in diameter, while standard Si and
SOI wafers are 300 mm and, in future, possibly even 450 mm in diameter. This
mismatch leads to a striking loss in material yield. Additionally, this approach is
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cost-extensive as group-III-V wafers are more expensive than Si and the bonding
of whole wafers is an inefficient use of the group-III-V material.

• Die-bonding with die sizes >1 mm2 circumvents some of those disadvantages.
However, also the dicing step can result in small damage at the edges respon-
sible for imperfect bonding. Additionally, this process is cost-intensive because
it is more time-consuming than the aforementioned wafer bonding. Coupling to
Si/SiO2 waveguides is not straightforward but can be done if the optical mode is
shared between the gain region and the waveguide region [56].

• Transfer printing of group-III-V materials on Si or SOI is more efficient than
wafer bonding in terms of group-III-V material usage and it provides higher
throughput and certain parallel fabrication possibilities as compared to die-
bonding [84–86]. Impressively, photonic integrated circuits consisting of group-
III-V material on Si have been demonstrated [86]. So far, limiting factors are the
group-III-V coupon size that can be handled (<100 μm) while for larger coupon
sizes, detrimental stress can be induced in the active devices due to the necessary
underetching of the structures [85].

• Monolithic integration of group-III-V semiconductors on Si benefits from the
excellent properties of the group-III-V constituents but faces issues with respect
to the material implementation. Most prominent are uncontrolled and detrimental
crystal defects originating from the different crystal structure and strain at the
Si/Ge and group-III-V interface. Differences in thermal expansion coefficients
of the group-III-V and group-IV constituents lead to additional defects once the
substrate is cooled down toRT.Notably, all these defects can potentially contribute
to device lifetime limitations. The yields of monolithically grown devices do not
yet reach those of heterogeneous ones, and for all following approaches, compro-
mises and disadvantages have to be accepted. In general, the major drawback of
implementing group-III-V materials on a Si platform is that they do not offer
the benefits and cost advantages inherent in monolithic Si integration and CMOS
technology.

• One of the most promising group-III-V on Si approaches uses InAs/GaAs QDs
as laser gain material [14, 15, 57, 58, 87, 88] for lasing at an emission wavelength
of ~1.3 μm. The QDs are grown on several micrometer-thick group-III-V buffer
layers to reduce the density of threading dislocations. However, the thick buffer
layers impose a severe drawback concerning the optical coupling of the group-III-
V device to the rest of the photonic integrated circuit, e.g., Si/SiO2 waveguides.
Additionally, dislocations can be present even in the QD layer region leading to
non-radiative recombination of minority carriers and gain compression effects as
observed in directly modulated Si-based QD lasers [89].

• III-V nanowire lasers grown on Si [90–93] show promise as the strain can be
effectively accommodated due to the small footprint of the wire. Thus, group-
III-V nanowires can be grown virtually defect-free on silicon [94] and electrical
pumping of nanowire lasers in the visible wavelength range was reported in 2014
[95]. However, for obtaining vertical nanowires, (111)-type substrates are needed
which are not employed in CMOS technology and, thus, routes toward efficient
large-scale integration possibilities still have to be pursued.
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• For InP-based devices [96, 97] RT lasing was demonstrated under pulsed optical
excitation. Here, the group-III-V material is grown in defined nanotrenches for
defect trapping.While this approach does not needmicrometer-thick buffer layers
and has been demonstrated to be compatible with 300 mm Si wafers [98], there
exist some drawbacks. In general, the emission wavelength of 880–1040 nm is
not in the telecom regime (leading to waveguide losses) which can be overcome
by incorporating InGaAs QDs on the InP buffer layers, as reported recently [99].
Continuous-wave emission and electrical injection remain critical issues. While
the latter was demonstrated for InGaAs on InP on Si lasers recently [100], the
technology is to-date performance-wise less mature as compared to the afore-
mentioned InGaAs on GaAs on Si lasers while in this case still suffering from the
need of micrometers-thick group-III-V buffer layers [100].

• For GaSb/Si and GaN/Si material systems lasing was demonstrated [95, 101–
104]. For the former, the main drawbacks concerning integrated photonics appli-
cations are high current densities, the long emission wavelength >2 μm and the
need formicrometer-thick buffer layers [101, 102], for the latter, the short emission
wavelength of 370–450 nm [95, 103, 104].

• Template-assisted selective epitaxy or TASE [105–108]. A flexible approach
regarding device geometry that includes the incorporation of group-III-V bulk
materials on Si was developed over the recent years by IBM [105–108]. Small
seed openings are defined on the Si device layer of an SOI substrate which are
directly overgrown by epitaxial group-III-V crystals. As for nanowires, the small
footprint of the seed openings allows for defect confinement at the interface.
Thus, TASE can avoid the need for thick SiGe or group-III-V virtual substrates to
accommodate the accumulated strain caused by the epilayer-to-substrate lattice
mismatch. The formation of SiO2 shells of almost arbitrary shape in combina-
tion with selective group-III-V epitaxy by metal-organic chemical vapor deposi-
tion (MOCVD) allows for intrinsic adaptability regarding device shapes, e.g.,
for co-planar integration of group-III-V on Si devices [107], mandatory for
the formation of photonic integrated circuits. Lasing action under picosecond-
pulsed optical pumping was observed for GaAs microdisks on Si fabricated using
TASE, exhibiting low thresholds for lasing of about 14 pJ/pulse [108]. Electrically
injected lasing has yet to be demonstrated and is currently likely limited by the
formation of defects at the original substrate interface. Further, bulk gain mate-
rial has severe disadvantages as compared to QD lasers, especially concerning
temperature stability and lasing threshold current [109]. It remains to be seen if
group-III-V QDs with high optical quality can be formed by TASE for future Si
photonics-based quantum dot lasers.

While the Si industry has been opened up regarding the diversity of elements of the
periodic table from about 5% before the nineties (H, B, O, Al, Si and P) to about 45%
nowadays, an aloofness and inertia toward severe changes comes naturally for such
a large sector of industry (market share >400 billion US dollars [110]), as material
innovations always significantly contribute to the complexity and thus to the costs.
Thus, it remains to be seen if one of the before-described strategies to implement
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foreign group-III-V laser materials with Si microelectronics will be able to enter the
mass market. This short review of the state of the art makes it very clear that the
search for new, disruptive approaches to create electrically pumped group-IV light
sources, operating above RT for practical monolithic integration on a Si platform
needs to be continued.

2.2 Epitaxial Group-IV Nanostructures on Silicon

In the early nineties, defect-free group-IV epitaxial quantum dots embedded in crys-
talline Si were first discovered by Mo et al [111] and Eaglesham and Cerullo [112].
This sparked great hopes in the scientific community that quantum effects in low-
dimensional nanostructures can be the game-changer to modify the inherently poor
light-emitters Si and Ge into decent ones so that they can be utilized for applications
compatible with Si integration technology [24]. The description—defect-free—was
seen of particular importance since many kinds of defects, such as misfit dislo-
cations, stacking faults can be electrically active, and, thus, leading to detrimental
non-radiative recombination in low-dimensional group-IVmaterial [113, 114]. Until
today, the most research was devoted to the epitaxial growth of thin Ge layers on
the technologically relevant Si(001) surface, although also other configurations such
as Si epitaxy on Ge substrates [115–117] and SiGe and Ge on SOI [118–120] and
Ge on Si(111) surfaces [121, 122] were heavily investigated. It can be foreseen that
in the near future, significantly more research will be devoted to investigating also
epitaxial Sn-based group-IV nanostructures on Ge and Si [123] due to the impact
of GeSn bulk-based light-emission [10] and the aforementioned, group-III-V laser
community-related considerations regarding the advantages of QD lasers over to
bulk lasers [109].

The formation of epitaxial Ge/Si QDs follows the Stranski–Krastanow growth
mode [124] and can be in short explained as follows: When thin films of Ge (crystal
lattice constant 5.65 Å) are deposited on a Si(001) substrate surface (lattice constant
~5.43 Å), the first fewmonolayers of Ge form a pseudomorphically strained (~4.2%)
two-dimensional wetting layer (WL), for which partial strain relief is provided to the
formation of surface reconstruction [125, 126], i.e., rebonding events of Ge atoms
at the surface layer. As this provides only a limited amount of strain relief, the total
strain energy is increasing almost linearly with the increasing film thickness. At
a certain critical thickness (~3–5 monolayer (ML), depending on the Ge growth
temperature), it is energetically favorable to expose a larger amount of surface atoms
by the formation of three-dimensional objects—quantum dots—benefitting thereby
from a significant lowering of the strain energy in the QDs, see Fig. 2.1.

Enormous efforts have been undertaken to optimize the fabrication schemes for
defect-free epitaxial nanostructure growth, i.e., strain-relieve occurring only elas-
tically, as opposed to plastically by the introduction of dislocations. There along,
the thin-film deposition of Ge on Si (along with the growth of InAs on GaAs) has
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Fig. 2.1 Up: Schematic representations of strain-relaxed Ge QDs (black) in a Si matrix (gray).
Upper left: A defect-free QD. The respective locations of the ground states for the electrons (�z
and �xy) and heavy-hole states (HH) are indicated. Upper right: Preferential electronic config-
uration, achievable through the selective introduction of crystal defects. Bottom: Schematic band
structure indicating optical transition paths (light blue arrows). Bottom, inset: splitting of the sixfold
degeneracy of the electronic minima in the CB upon applied strain. Bottom left: Band structure
indicating the weak radiative transition from Si-like electronic states at the�-points to Ge-like hole
states at the �-point for conventional QDs. Bottom right: Preferential optical recombination at the
�-point. Radiative enhancement can be expected due to direct bandgap transitions and the large
spatial overlap of the wavefunctions (type-I charge carrier confinement)

become the model system for strain-driven nanostructure formation in the Stranski–
Krastanow growth system [127, 128]. This naïve picturewould suggest that a suitable
deposition of Ge on a Si surface leads to a formation of a nanometer-sized QD of
pure Ge surrounded by Si. But it became clear very early that this description is by far
too simple. Along the way, a myriad of growth-related phenomena were discovered
which found their counterparts in other strain-driven thin-film growth systems [128]
such as some group-II–VI systems like CdSe/ZnSe [129], nitride systems such as
InN/GaN [130], metal systems like Au/Ni, or Au/Ag [131], to ice on platinum [132].

The Ge on Si(001) heteroepitaxial growth system is particularly rich when it
comes to architectures of the QDs and islands. The different shapes are determined
by low-index, low-energy crystal facets such as the {105}, {113}, {15 3 23}, {111}
or {12 5 3}—facets [111, 133–135]. Depending on subtle variations in the growth
parameters such as deposition temperature and—rate, the composition and deposited
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amount of material, different shapes were found to appear predominantly, such as
unfaceted mounds [136], pyramids [111, 137], multi-facetted domes [133, 138] or
structures with larger height to base aspect ratio such as barns [134] and cupolas
[135], continuously approaching the shape of a half-sphere. The initial formation of
the nanostructures occurs on a supersaturatedwetting layer [138–140], i.e., when pure
Ge is grown on Si(001) byMBE at 700 °C and a low growth rate of 0.05 Å/s, theWL
thickness initially exceeds its equilibrium thickness of roughly 3.2 ML by more than
30% (~1ML) [138–140]. Then, counterintuitively, the first QD forming are not of the
smaller, more shallow pyramids, but larger, but energetically more stable dome-like
QDs with base diameters around 100 nm and heights of 20 nm [138]. Likely owed
to the fact that the SiGe/Si is a binary system, as compared to ternary systems such
as InGaAs/GaAs, a particularly rich theoretical and experimental insight was gained
with respect to the physical aspects of QD formation phenomena. This includes the
impact of two important structural parameters that crucially determine the electrical
and optical properties of any heteroepitaxial system for which a lattice mismatch
exists: The strain and the spatial chemical composition. Obviously, these two are
linked to each other. As the QDs evolve, areas of Si and Ge start to mix through an
efficient alloying mechanism that is triggered by surface diffusion. Such intermixing
often leads to a Ge-lean QD base and a Ge-rich apex [141–143] or outer shell [144,
145]. The study of the chemical composition of individual SiGe QDs with sizes of
only tens of nanometers in length and height was developed through two rivaling,
yet complementary experimental methods: X-ray diffraction based on synchrotron
radiation with sub-micrometer resolution [141] and nanotomography, a method of
alternating SiGe composition sensitive selective chemical etching and atomic force
microscopy [142]. Beingmuchmore than amere note of spectacularmaterial science,
these local composition gradients strongly influence the localization and overlap of
wavefunctions [143, 144] and thus directly influence recombination paths in the QDs
[144] as Ge-rich inclusions at the nanostructure apex can lead to the formation of
small and strongly quantum-confined QDs inside larger nanostructures [143, 146].

Furthermore, overgrowthofQDswithSi can influence theQDshape, internal SiGe
composition [140, 147, 148], and thus the optical properties [140, 149, 150]. While
overgrowth with Si at low temperatures (<~500 °C) preserves the QD properties to
a large extent [140, 148], capping at higher temperatures (>~500 °C) can lead to
flattening of larger QDs and even to a shape transformation of steeper domes to more
shallow pyramids [140, 151]. Peculiar phenomena such as Ostwald ripening between
QDs, coarsening and shape transformations by growing and shrinking nucleation
cores [152] have been reported. Many more phenomena related to the growth of Ge
and SiGe QDs on Si have been observed and can be found, e.g., in the following
reviews and the references therein. [6, 126, 128, 153]

As for the structural parameters, the optical and electrical parameters of Ge/Si
QDs have also been subject to intense investigations [7, 8, 18, 24, 113, 138, 140, 143,
154]. The spatial location of the electron wavefunctions and hole wavefunctions is
indicated in the sketch in Fig. 2.1a. In photoluminescence (PL), electron-hole pairs
are excited in the crystalline Si matrix surrounding the QDs. Holes relax to the
energetic minima in the QDs, where they are strongly confined by the large valence
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band (VB) offsets of ~700 meV between the Ge QD and the surrounding Si matrix.
Thus, depending on the size and chemical composition of the QDs, the quantum
confinement energy experienced by holes and the energy of the VB offsets can vary.
For many Ge/Si QD structures, the thermal escape of holes from the VB potential
to the surrounding Si is to be associated with high activation energies >300 meV.
Thus, ionization of the QD through hole-escape is hardly possible at temperatures
that are relevant for many optoelectronic device applications, i.e., from about 0–100
°C. Therefore, for the VB alone, the electronic properties in Ge/Si QDs are very
promising concerning light-emission and similar to those of the best semiconductor
QD light-emitters such as InGaAs/GaAs QDs.

The real problem of these group-IV light-emitters originates from the properties
of the conduction band (CB). The global energetic minima for the electrons are
quantum-confined states in approximately triangular potentials. These are introduced
by strain in the Si matrix that is induced by the elastic relaxation of the GeQDs [155–
157]. Thus, electron wavefunctions barely enter the QD and this spatial separation
[157], a type-II band alignment, leads to a reduced wavefunction overlap between
the electron states and the hole states. To make matters worse, these strain-induced
potentials in the Si matrix are energetically very shallow. Depending on the QD
size, an activation energy of only up to about 100 meV is obtained for the thermal
escape of the electrons [143, 157, 158] which necessarily leads to pronounced PL
quenching, already at cryogenic sample temperatures. Additionally, both Si and Ge
are indirect semiconductors and optical transitions have to be assisted by phonons
or scattering events. Thus, albeit all the efforts in understanding the physical nature
of GeSi/Si QDs, the overall PL efficiency is rather poor, especially as compared to
the best direct bandgap group-III-V nanostructures. Thus, over the past fifteen years,
strategies have been employed to improve the overall light-emission yield fromGe/Si
QDs. This includes the fabrication of site-controlled QDs with well-defined inter-
QD distances [7, 18, 113, 143, 150, 159, 161] or by coupling the light-emission to
photonic resonances of micro-resonators and plasmonic structures [162–168].

Significant improvement concerning light-emission was reported for randomly
nucleated Ge/Si(001) QDs for which a subsequent photonic resonator was created
using standard lithography and etching techniques. These resonator designs include,
e.g., photonic crystals (162, 164, 165, 167) or microdisks [19, 163] and microrings
[163]. An improvement of the optical properties can also be based on plasmonic
effects, by coupling the QD layer beneath the Si cap to a plasmonic nanoparticle
that is deposited on top of the Si capping layer [169, 170]. Naturally, for these
resonator structures, no particular alignment to the QD positions is possible using
self-assembled nanostructures. The resonance behavior in photonic microcavities is
characterized by their cavity modes for which the location varies within the cavity.
This, consequentially, leads to problems regarding the coupling between the cavity
modes and randomly nucleated QDs for which no, or only minimal control over the
microscopic, spatial nucleation position can be obtained. Therefore, after subsequent
resonator formation, the QD positions and the positions of highest field enhancement
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will only coincidentally overlap and it is not possible to guarantee ideal QD cavity-
mode overlap for ten thousands of optical devices that should be produced in photonic
integrated circuits.

Group-IV nanostructures, and in particular, Ge/Si QDs, however, offer a valuable
solution to this problem, namely deterministic site-control of QDs [7, 9, 113, 150,
159, 160]. Different approaches for defining QD nucleation sites have been investi-
gated in the past two decades. These include, e.g., selective epitaxy using SiO2 masks
[11, 120, 171], scanning tunneling nanolithography [172], and local implantation by
focused ion beams [173, 174]. Many works reported on the use of etched pits for
defining preferential nucleation sites, during both molecular beam epitaxy (MBE)
and chemical vapor deposition (CVD) growth [7, 18, 113, 143, 150, 159–161]. It was
demonstrated that QD nucleation into periodic pit arrays can result in an improved
morphological and chemical uniformity [7, 143, 144, 150, 175–177], which is asso-
ciated with a substantially narrower ensemble photoluminescence (PL) emission line
width [7, 113, 143]. Single SiGe QDs that are grown on pit-patterned Si substrates
with wide inter-QD distances were used to study the optical response of individual
QDs in this group-IV system [159, 178]. At the lowest excitation powers employed
(100 nW), a full-width-at-half-maximum linewidth of only about 16 meV of the
QD-related no-phonon peak emitted at 920 meV was reported, which is a record low
for such epitaxial Ge/Si QDs [178].

Combining site-control of QDs and resonator formation allows for a deterministic
placement of the QDs with respect to the resonator modes. Such a high degree of
controllability was recently demonstrated by placing Ge/Si QDs at various position
of L3 cavities of a photonic crystal resonator to increase the light-emission from
defined resonator modes [167]. Additionally, in this way, an experimental mapping
of the photon density of states of a resonator can be performed, allowing for a direct
feedback loop between theoretical simulations and experimental realization of the
devices [167].

In summary, the understanding of structural and optical properties of Ge/Si
QDs and the coupling to microcavities brought significant progress in the field of
CMOS-compatible light-emission using the flexible approach of Ge/Si heteroepi-
taxy. However, these methods of nano-optical light enhancement through photonic
resonances seem to be a mere workaround that cannot answer the fundamental ques-
tion: How to obtain light-emission from epitaxial group-IV quantum dots that can
be comparable to that of group-III-V direct bandgap material, at least in the temper-
ature window between 300 and 370 K. These QDs would be, through their structural
properties, environmentally benign and, at the same time, chemically robust, perfect
candidates for active material in optoelectronic devices due to their fabrication flex-
ibility and intrinsic compatibility with Si microelectronic standards. In other words,
what is really needed for epitaxial Ge/Si nanostructures is a paradigm change.

In the following, we will address a promising way to improve the intrinsic optical
properties of Ge nanoclusters upon implantation of heavy ions. Ion implantation is
one of the indispensable processes in microchip fabrication, as only implantation
of donors such as phosphorus and acceptors such as boron allow us to control the
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electrical properties of Si and to make devices such as transistors. Almost all semi-
conductor manufacturing processes today make use of at least two but often many
more ion implantation steps, e.g., for almost all doping in silicon integrated circuits.
Most commonly, B, As, P, Sb, In, Si, Ge N, He and H are implanted. Ion implantation
offers high controllability and precision in incorporating the dopants at the designed
location within the semiconductor device. For this, the implantation depth crucially
depends on factors such as the mass and energy of the dopant ion, the mass of the
target atoms, the implantation angle and the orientation of the target as well as the
implantation temperature [179].

Concerning optical emission from Si, the implantation of ions, such as H, etc
into crystalline bulk Si or other bulk group-IV layers was studied quite extensively
within the last decades and led to the observation of interesting implantation-related
light-emission phenomena from these structures [35, 36, 61, 180–182]. Further
research was devoted to nanostructure formation driven by ion implantation [183–
186]. Little, however, was reported about the direct implantation of ions into already
existing, small, nanometer-sized nanostructures that are embedded in a crystalline
host matrix. This is surprising, since both, nanostructure formation and ion implan-
tation, have shown to provide benefits concerning optical and optoelectronic proper-
ties as compared to bulk Si. Following, we will discuss that what is needed to obtain
efficient light from Si is interlacing these two approaches.

2.3 Ion Implantation into Ge Quantum Dots on Silicon

We will focus on the investigation and fostering of a novel material class, ion-
implanted Ge/Si QDs that eventually might be the game-changer in providing a
cost-efficient, practical and electrically driven laser, emitting in the telecom wave-
length range at ~1.3 and 1.55 μm and operating at RT and above. The main point
favoring such a technology would be that these lasers can be compatible with the
standard SOI photonics platforms, e.g., the SOI 220 nm device layer platform. Due to
the absence of thick buffer layers, no complicated coupling towaveguides needs to be
employed (see Fig. 2.2), in contrast to other material combinations (see Sects. 2.1.3
and 2.1.4). The need for thick buffer layers for the GeSn or group-III-V materials on
Si (see Fig. 2.2a–c) is one of the bottlenecks for these approaches.While for the latter,
the light sources themselves have excellent output characteristics, the simple and low-
loss coupling of the light source to Si photonics waveguides remains an open issue. A
scheme of the different layer stacks employed for the different material approaches is
shown in Fig. 2.2. From this scheme, the flexibility and large-scale integration possi-
bilities, as well as the benefit of employing Ge/Si-based light-emitters for on-chip or
intra-chip data transmission, are evident as coupling to other photonic components
such as photonic waveguides, filters, splitters, modulators, multipliers and detectors
is rather straightforward (Fig. 2.2e).

Paradoxically, and as mentioned above, up to now, one of the main criteria for
the fabrication of Ge/Si QDs and nanostructures, in general, was to control and



2 Light-Emission from Ion-Implanted Group-IV Nanostructures 81

Fig. 2.2 A comparison of possible monolithic implementations of semiconductor light sources on
Si substrates. a and b Growth of multi-stacked InAs QDs on GaAs grown directly on Si [15, 58].
cGrowth of bulk GeSn or GeSiSn heterostructures on top of a Ge virtual substrate grown on Si [10].
d Defect-enhanced GeSi quantum dots (DEQDs) grown directly on Si substrate [19, 20] or e on
silicon-on-insulator (SOI) substrates. A scheme for evanescent coupling of DEQD light-emission
to SOI waveguides is indicated in (e) image modified from [18] with permission from the authors

avoid defect formation. For course, this is particularly true for some defects, such
as dislocations and stacking faults for which it was shown that their presence in the
QD and within the surrounding Si matrix can fully suppress radiative recombination
paths in the QDs [113]. But, as for bulk material, not all defects are detrimental for
optical radiative recombination [35, 36]. The main idea behind the additional ion
implantation into the nanostructures is to overcome the aforementioned shortcom-
ings of conventional Ge/Si QDs (Fig. 2.1) by capturing holes and electrons in two
fundamentally different but interlaced low-dimensional structures: epitaxial QDs and
extended point defects. Such unique QD modification can result in exquisite and, in
particular, superior structural and optical properties. Thus, these nanostructures are
referred to as defect-enhanced Ge quantum dots or DEQDs.

First, we introduce the most striking benefits of DEQDs, before elaborating on the
latter in Sect. 2.3. Already at cryogenic temperatures, i.e., T <~ 200 K, the lumines-
cence yield of DEQDs is vastly enhanced as compared to conventional, defect-free
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Fig. 2.3 a Increase of the photoluminescence (PL) yield at 77 and 300 K of DEQDs as compared
to conventional Ge/Si QDs, grown under the same growth conditions but without additional ion
implantation. For those, the PL fully quenches already at ~200 K. b Signs for optically driven lasing
at 1330 nm from microdisk cavities containing DEQD gain material. The integrated PL intensity
versus excitation power is depicted on a double logarithmic scale and exhibits a clear s-shape and
indicates lasing at 10 K (black squares) and 300 K (red-diamonds, right inset). Left inset in (b):
Emergence of whispering gallery modes upon increased optical pumping. A schematic image of
the underetched microdisk is shown in the bottom right inset in (b) Linewidth narrowing and mode
competition from these resonator modes are discussed in [19]. (b) Image modified from [19] with
permission from the authors

Ge/Si QDs [19], see Fig. 2.3a. At RT, conventional Ge/Si QDs are in essence not
emitting any light, while DEQDs exhibit almost the same light-emission yield as
at T = 10 K. For DEQDs, also clear signs for optically pumped lasing are present
[19], e.g., linewidth narrowing, threshold behavior and mode competition (Fig. 2.3b
and [19]). The radiative carrier lifetimes in DEQDs can be very short, down to the
range of less than 1 ns [19]. It is relatively straightforward to electrically contact
DEQD layers. Consequently, DEQD light-emitting diodes (LEDs) that emit up to
device temperature above 100 °C [21] have been reported, which is exceptional for
group-IV light-emitters. Due to the small volume of the active DEQD nanostructure
material, it is possible to enhance the active gain volume by vertical stacking of the
DEQDs [22], therefore increasing the light-emission yield in a scalable way related
to the DEQD density [21, 22]. Furthermore, we will discuss the surprising thermal
stability of the structural properties of DEQDs which withstand thermal annealing
at 600 °C for at least 2 h, or flash-lamp annealing at 800 °C for at least 20 ms [187,
188].

2.3.1 DEQD Fabrication Procedure

The current understanding of the DEQD formation process is depicted in Fig. 2.4.
Si(001) or SOI (001) substrates are ex-situ chemically cleaned before their transfer
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Fig. 2.4 a–c Split-interstitial formation in Ge QDs upon Ge ion implantation and annealing.
d Ground-state defect structure that results after computational crystallization of an amorphous
state containing one extra Ge atom. The blue-solid and red-dashed line highlight the undisturbed
lattice and the area containing the split—[110] self-interstitial. e DEQD crystal lattice including
the split—[110] self-interstitial (black). The color code presents the highest (red) and lowest (blue)
electronic orbital electron density of 0.00035 and 0.0 electrons/bohr3, respectively. This indicates
a strong modification of the electron states due to the defect site. f, g Proposed light-emission
processes in DEQDs (f) as an energy level scheme and (g) in real space. Electrons tunnel to the
defect-induced states in the QD, recombining with holes confined in the QD leading to direct
recombination in real and reciprocal space. Image modified from [20] with permission from the
authors

to a solid-source molecular beam epitaxy (MBE) chamber. In-situ, the samples are
degassed, usually at temperatures of about 700 °C for ~15 min. Hereafter, a Si buffer
layer of about 50–100 nm thickness is deposited to ensure a clean, epitaxially grown
sample surface before the deposition of a thinGe film.About 4.5–7monolayers (ML)
of Ge (i.e., 6.3–9.9 Å) are deposited at typical growth rates of 0.03–0.1 Å/s and a
growth temperatures TG typically between 400 and 700 °C. First, a two-dimensional
wetting layer (WL) forms, followed by elastic relaxation of the strained layer that
results in QD formation. Depending on the growth temperature, different QD shapes
are obtained, as discussed above in Sect. 2.2. In the following, we will mainly focus
on Ge growth at TG = 500 °C which results in the formation of elongated pyramids,
also called huts or hut clusters [111]. They are depicted in Fig. 2.4 as a light gray
shape. At any point during the growth, a negative bias voltage between 0 V and up
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to 3 kV can be applied to the substrate. Since Ge and Si layers are evaporated from
electron beam evaporators, Ge and Si ions are always present in the chamber as a
certain fraction of the evaporated atoms again passes through the electron beam,
leading to atom ionization. These positively charged ions can then be intentionally
implanted into a specific epilayer, by turning on the substrate bias at a certain time
of the growth.

In order to create DEQDs, the substrate bias is either applied during the whole Ge
deposition or during the later stages of Ge QD growth, so that the low-energy Ge ions
(<3keV) impingeon theQDwith a concentration thatwas estimated to be~104 μm−2.
Thereby, the energyof theGe ions is significantly higher than the displacement energy
ofGe atoms in the crystal that is about 14 eV [189, 190]. Thus, even the first displaced
atoms, so-called recoil atoms, have sufficient energy to displace further atoms and the
resulting collision cascade is only stopped when the initial ion energy has dissipated
[179]. Therefore,within these ~2 nmhigh hut clusters the heavyGe ionswith energies
lower then 3 keV are causing shallow, about 1–2 nm large amorphized zones in the
QD’s crystal lattice, as displayed as dark-gray regions inFig. 2.4a.During the ongoing
Ge growth, the Si capping layer deposition and possible post-growth annealing, solid-
phase epitaxial regrowth (SPER) partially recrystallizes the amorphized zone [191].
Note, that perfect recrystallization is impeded since an additional ion was brought
into an already perfect crystal lattice, see Fig. 2.4b. Nevertheless, the recrystallization
at the growth front allows for subsequent crystalline and defect-free overgrowth of
theDEQDswith Si [19, 20]which is of particular importance regarding charge carrier
confinement and light-emission and to avoid unwanted non-radiative recombination
through surface states.

After the growth of a Si capping layer and, if applied, thermal annealing, a crystal
configuration with low formation energy emerges out of the amorphized region in the
QD, Fig. 2.4c. Theoretical calculations suggest that for a strain-relaxed Ge crystal
that containsN+1 atoms in a volume forwhichN atomswould lead to a perfect crystal
lattice, the minimum energy crystal configuration is in the form of a split—[110] Ge-
Ge self-interstitial [20, 192–194]. The presence of such relatively large implanted
ions must lead additionally to a pronounced deformation of the surrounding crystal
lattice, involving about 45 neighboring atoms [20]. Figure 2.4d depicts the calcu-
lated ground-state defect structure of an amorphous state containing one extra Ge
atom [20] that results after an extensive series of Monte–Carlo quench-and-anneal
steps and subsequent geometry relaxation [20] using the Quantum Espresso DFT
package [195]. Theblue-solid and red-dashed line inFig. 2.4dhighlight the calculated
undisturbed lattice and the area containing the resulting split—[110] self-interstitial.
Figure 2.4e presents the core of the DEQD crystal lattice including the split—[110]
self-interstitial (black) and the surrounding distorted crystal lattice (white). Overlaid
in Fig. 2.4e is the electronic orbital isosurface cross-section indicating that the elec-
tron wavefunctions are influenced by the presence of the defect site (red color) due
to electron states at the �-point ~70 meV below the Ge CB edge [20]. The wave-
functions of the holes seems to remain largely unaffected by the crystal distortion
[20] and more details on the defect-induced band structure changes, especially band
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structure effects in the whole Brillouin zone, and the influence of strain will have to
be evaluated in the future [196].

2.3.2 Light-Emission from DEQDs

Our present understanding of the light-emission dynamics fromDEQDs is depicted in
Fig. 2.4f, g as an energy band diagram (Fig. 2.4f) and in real space (Fig. 2.4g), respec-
tively. Under non-resonant optical excitation or electrical excitation, free carriers are
generated mostly in the Si matrix barriers surrounding the DEQDs from where they
thermalize to the band edgeminima of the Si conduction band (CB) and valence band
(VB). Holes, indicated in blue in Fig. 2.4f, g, are efficiently trapped and confined in
the DEQD VB potential as in conventional Ge/Si QDs (see Sect. 2.2). Note, that the
average hut cluster height is only about 2 nm, due to the very shallow {105} facets
of the QDs.

Thus, in the worst case, the split—[110] self-interstitial is located in the vertical
center of the QD, i.e., at most, ~1 nm away from the Si matrix layer. For such short
distances, electrons, indicated in red in Fig. 2.4f, g, can tunnel from the Si layers
through the ~1 nm thick QD-induced barrier to the QD with its defect site from
where they can radiatively recombine with holes [20]. Since electrons and holes are
confined within the DEQD and both carrier types can occupy states at the �-point
[20], and the radiative transitions are direct in real and reciprocal space, in stark
contrast to conventional QDs.

From the experimental evidence, we expect that defect-induced changes will lead
to increased light-matter coupling, but the matrix elements for dipole-allowed transi-
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momentum, and ê the light-polarization vector) were not reported so far for strained
Ge [196]. In the following, we will discuss the experimentally observed optical
properties of DEQDs that are in agreement with the above-described light-emission
scheme.

Figure 2.5a, b depicts the influence of increasing PL excitation power (Pexc) on the
light-emission from DEQDs. First, a pronounced blue-shift of the peak-PL emission
from about 0.8 eV (1550 nm) to 0.925 eV (1350 nm) is observed for increasing Pexc.
Interestingly, there exists an inner structure within the PL signal that can be separated
into a lower-energy and a higher-energy signal, as can be seen in Fig. 2.5b. In a
previous publication, we tentatively assigned the blue-shift to the filling of hole states
with increasing Pexc in the ensemble ofmeasuredQDs [19]. In Fig. 2.5b the integrated
RT-PL intensities IPL of the total DEQD emission as well of the higher-energy and
lower-energy peak are plotted versus Pexc. The lower-energy peak increases with a
power factor m of about 0.6 according to IPL = Pm. This power factor is commonly
associated with Auger-recombination and is often observed in conventional GeSi
QDs [144, 197, 198]. Noteworthy, the higher-energy peak rises with Pexc according
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Fig. 2.5 a Normalized PL spectra recorded at RT and for increasing laser excitation power (Pexc).
A pronounced blue-shift with increasing Pexc is observed b The integrated RT-PL intensity IPL
versus Pexc is plotted for the higher-energy peak (blue squares) the lower-energy peak (red spheres)
and the total DEQD emission (black squares). The black solid lines represent power coefficients
m = 0.6 and m =1, according to IPL ~ Pmexc. c PL spectra of DEQDs for TPL of 20, 80, 197, and
300 K. The spectra are not normalized. d Full symbols: IPL of the DEQDs versus inverse TPL for
Pexc = 136, 430, and 1600 μW. The red curves are Arrhenius fits to the data. The open blue circles
show IPL of Ge QDs without ion implantation treatment versus 1/TPL for Pexc = 430 μW. Image
modified from [19] with permission from the authors

to a power factor m of 1, which is assigned to optically direct recombination in
semiconductors [199].

The probably most spectacular feature of the optical properties of DEQDs is
depicted in Fig. 2.5c. The PL spectra were recorded at different sample temperatures
TPL of 20, 80, 197 and 300 K. Note that these spectra are not normalized which
immediately implies that temperature-induced PL quenching is basically absent in
DEQD samples, at least in a temperature window from 4 K to RT and at elevated
Pexc [19]. To shed more light on this behavior, in Fig. 2.5d the detailed temperature
dependence of theDEQD-PL signal is plotted in anArrhenius-type graphwith the PL
intensity quenching at high TPL being fitted using Arrhenius fits, see solid red lines
in Fig. 2.5d [19]. In the inset of Fig. 2.5d, the data are plotted on a double logarithmic
scale to emphasize the PL quenching behavior at high TPL that is associated with
activation energies EA of ~350 meV for both Pexc = 136 and 430 μW. This is in
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stark contrast to what was observed in conventional Ge QDs for which thermal
quenching with EA ∼ 60−80 meV were reported [24, 200] (see inset of Fig. 2.5d).
As discussed above, for conventional Ge/Si QDs, electrons condense at the global
energyminima of the strain pockets in the Si matrix that are induced by the relaxation
of the QD. These potentials are energetically shallow and, thus, already at cryogenic
temperatures, light-emission quenching occurs, associated with the thermal escape
of electrons to the surrounding Si.

In contrast, our present data suggest that thermal quenching in DEQD light-
emission only sets in when holes can thermally escape from the QD valence band
potential to the surrounding wetting layer ([188] and see Sect. 2.3.6). This process
is associated with an activation energy of 300–400 meV [19, 188], making DEQDs
suitable light-emitters even above RT. Additionally, the tunneling process for elec-
trons from the Si matrix to the QDs is temperature–independent, and electron-hole
recombination times have been reported to be very short [19]. Thus, the already long
lifetime of electrons in the surrounding Si matrix [24] is further enlarged if holes are
efficiently collected by theDEQDpotentials. This could prevent detrimental electron-
hole recombination in Si and ensure that electrons are always available to tunnel to
the DEQD from where light-emission in the telecommunication regime occurs upon
radiative carrier recombination. These processes make the DEQD system highly
suitable even for device temperatures up to 100 °C, as will be seen in the following
Sect. 2.3.4.

The carrier recombination scheme presented in Fig. 2.4f, g is consistent with
the observed DEQD emission wavelength from 1300 to 1600 nm (Fig. 2.5), the
high activation energies for thermal quenching (Fig. 2.5d), a power-coefficient of
m = 1 (Fig. 2.5b), the negligible thermal PL quenching of the PL intensity at RT
(Fig. 2.5c, d) and the dramatically shortened carrier lifetimes down to ~0.6 ns [19].
Our present understanding is that excitation of an ensemble of DEQDs with different
sizes as well as filling of different defect-induced energy levels leads to the observed
broad spectral emission range. Furthermore, in [19] it was found that the energetic
difference between the calculated ground states and excited states for heavy holes
in an ~2 nm high hut cluster is about 100 meV apart which would also agree with
the energetic splitting between the high-energy and low-energy peak, observed for
DEQD samples. Further research will be necessary to unambiguously track down
the origin of multi-peak light-emission from DEQDs under high PL pumping power.

For DEQDs, a natural question concerns the role of the surrounding environment
of the defects—the QD cages that host the defects. Can this approach also work for
other structures with different dimensions? In a recent publication [20], we found
that superior light-emission is only possible if the defects are introduced into QDs,
as indicated in Fig. 2.6. There, the room temperature PL response of a DEQD sample
(gray spectrum) is compared to two different quantum wells samples (QWs) (green
and red spectra) for whichGe ion implantationwas performed under the same experi-
mental conditions as for the DEQDs. Pronounced light-emission is only observed for
the DEQD sample while in the ion-implanted QW samples the optical properties at
RT are dramatically reduced. We understand that when QDs, with their finite spatial
boundaries in all three dimensions, are the host surrounding of the defects, then
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Fig. 2.6 Room temperature PL spectra of DEQDs (gray spectrum) and two different quantum
well samples (QWs) (green and red spectra) for which Ge ion implantation was performed under
the same conditions as for the DEQDs. Only the DEQDs show strong PL enhancement. Inserts:
Schematic views of DEQDs (right) versus ion-implanted QW (lower left) and a Ge bulk sample
containing split—[110] interstitial defects. On the one hand, holes (blue H) are confined in DEQDs
and thus overlap strongly with electrons trapped at defect sites (red dots). On the other hand, holes
in an ion-implanted QW or in bulk Ge can diffuse away from the two adjacent point defects (blue
arrow), leading to a reduced electron-hole wavefunction overlap. Image modified from [20] with
permission from the authors

holes, indicated in blue color in the scheme in Fig. 2.6, are confined within the QDs
because the QD potential imposes the global energy minimum in the valence band.
Therefore, the hole wavefunctions are forced to overlap strongly with the electron
wavefunctions that are attracted by the defect-induced changes in the conduction
band at the QDs site (red dots), leading to direct light-emission from DEQDs. In
contrast, in quantum wells and Ge bulk samples containing the same defects, we
argue that even though the defect clearly seems to be attractive concerning electron
recombination, the additional presence of strain around the defect site repels the
holes from the QD site. In this way, holes can move to more strain-relaxed regions
in between two such defects [20]. The resulting charge carrier separation reduces
the spatial overlap of the electron-hole wavefunction and thus the transition matrix
elements for optical transitions. Hence, enhanced PL yields at RT can neither be
observed in control samples in which Ge ions were implanted into QW structures
(Fig. 2.6), nor in bulk Ge [20], where split—[110] self-interstitials are well known
for decades [192–194]. Thus, quantum dots are essential for DEQD light-emission
and only the incorporation of the defect into the QD with nanometer precision in the
growth direction makes the superior optical properties of DEQDs feasible. There-
fore, for preferential defect formation, the defect must be created in the QD and,



2 Light-Emission from Ion-Implanted Group-IV Nanostructures 89

thus, implantation depth, and thus the ion energy, ion species and QD height have to
be considered simultaneously [179].

2.3.3 Considerations Toward Large-Scale Integration
Possibilities

Up to now, the DEQDs were grown by molecular beam epitaxy (MBE) combined
with in-situ Ge ion implantation. For any industrial applications, where large-scale
integration plays a role, a transfer of the growth of the active DEQD material to
CMOS-compatible fabrication techniques has to be considered. This can be gener-
ally envisioned as Ge/Si QD growth can be achieved in high structural and optical
quality also by chemical vapor deposition, CVD [2, 3]. Furthermore, ion implanta-
tion and rapid thermal annealing are standard processes in Si technology. To ensure
defect formation inside the QD, implantation has to probably occur on uncapped
samples or samples with a few nanometer-thick Si capping layer. Otherwise, it
might be technologically challenging to ensure implantation of the ions into the
QDs through several 100 nm thick layers due to the resulting smeared out implanta-
tion profiles. A transfer of the DEQD schemes to CVDmethods seems to be feasible
but still requires the necessary adaptation of machinery for CVD growth and in-
situ transfer to the low-energy ion implantation to avoid detrimental contamination.
Modern industrial implanters still face challenges concerning the productivity of
the beam current at energies below 10 keV. But since the ongoing miniaturization
of microelectronic devices demands decreasing ion implantation energies anyways,
these challenges are likely to be solvedby industry.Also, the implanter-induced cross-
contamination has to be monitored and controlled as this can significantly influence
the DEQD defect formation. Concerning the thermal budget, CMOS-compatibility
for back-end implementation is guaranteed by the lowDEQDgrowth temperatures of
400–500 °C [18–22].

2.3.4 Electrical Injection

Even though RT electroluminescence has been reported from conventional Ge/Si
QDs [24, 201, 202], the reported light-emission has been subject to extensive thermal
quenching and, thus, their potential as practical RT light-emitters is limited by all
the aforementioned reasons. For DEQDs, the only significant change in the fabrica-
tion procedure concerns the additional ion implantation step into the QD layer. As
in conventional Ge/SiQDs, DEQDs are surrounded by a crystalline and nominally
defect-free Si matrix, which can be easily doped p-type or n-type using, e.g., boron
or phosphorous or antimony. Thus, the DEQD system is ideally suited for electrical
injection, e.g., by growing them into the intrinsic region of a p-i-n diode [21]. For
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such LED devices, the most essential observation is the outstanding temperature
stability of the optical properties of DEQDs even under electrical pumping condi-
tions. For the first generation of DEQD-LEDs, vertically stacked layers of QDs were
employed that were placed in the middle of a 200 nm thick intrinsic region of a p-i-n
silicon diode [21]. The p-type and n-type regions were doped with 2.5 · 1019 cm−3 of
boron and about 1 · 1019 cm−3 of arsenic, respectively. To determine the scalability
of the DEQD density on the LEDs, multi-DEQD layers of three and seven stacks
were fabricated together with an empty Si diode, i.e., without DEQDs. The device
geometry of the 100 × 100 μm2 sized mesa structure is depicted in the inset of
Fig. 2.7a [21], where also the top Al metallization layer and the bonding wires are
indicated. In Fig. 2.7a, the electrical characteristics of an LED with seven layers of
DEQDs are presented for an injection current density of 10 kAcm−2 and recorded
at heat sink temperatures around 300 K and above [21]. No drastic change in the
spectral emission characteristics was observed in this range of sample temperatures.
Note the robust LED operation at heat sink temperatures as high as 100 °C (373 K)
for a duty cycle up to 5%, which is remarkable for group-IV light-emitters. In the
upper inset of Fig. 2.7a, the light-current characteristics are presented for the heat
sink temperature range from 22 to 100 °C.

Noteworthy, themaximumvalues for the heat sink temperature and driving current
were in [21] only limited by either the Peltier temperature controller or by the
strength and number of bonding wires and the pulsed current source. No signifi-
cant change in the shape of the curves with increasing current and only very weak

Fig. 2.7 a Spectrally resolved evolution of the electroluminescence (EL) emission properties of
an LED containing seven DEQD layers around and above RT in Peltier-controlled operation. The
upper inset depicts the light-current characteristics for different high heat sink temperatures from
22 to 100 °C. The lower inset presents a scheme of the device geometry. b The integral intensity of
the DEQD-LED (driving current density 10 kA/cm2) versus the heat sink temperature. Emission
quenching sets in above 230 K, but the LED performs well up to at least 100 °C (373 K). The
first inset shows the T-dependence and I-V-characteristics of the DEQD-LEDs using continuous-
wave (cw) (black and blue curves) and pulsed excitation (red curve). The second inset shows the
low-current behavior of the DEQD-LEDs (blue and red) and the Si reference (black), respectively,
measured under cw operation. Good scaling of the integrated emission intensity with the number
of incorporated DEQD layers is demonstrated. Reprint (adapted) with permission from P. Rauter
et al. ACS Photonics 5, 431 (2018). Copyright (2018) American Chemical Society
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light-emission saturation is observed, implying that DEQDs allow for stable light-
emission output under strong electrical pumping (at least 20 kAcm−2) and very high
sample temperatures.

In Fig. 2.7b, the integrated electroluminescence signal from the seven-layer
DEQD-LED is plotted versus the heat sink temperature. The intensity remains at
about 75%of the globalmaximum in a cryogenic temperature range from 60 to 230K
before an actual emission quenching sets in that is associated with the thermal escape
of holes, as discussed earlier in Sect. 2.3.2. As a comparison, for optically pumped
DEQD structures (Fig. 2.5), emission quenching at high pumping powers is delayed
to sample temperatures higher than 300 K. The earlier onset of emission quenching
from LEDs is likely related to the higher actual device temperature at a specific
heat sink temperature due to ohmic heating induced by the driving current. Never-
theless, the integrated intensity still remains at about 30% of the global maximum
for an impressive heat sink temperature of 100 °C (373 K), which is extremely late
as compared to what is reported for other direct bandgap systems such as tensile-
strained Ge of GeSn or SiGeSn materials [10, 12, 13, 50]. The superior tempera-
ture stability of the DEQD light-emission is of particular importance for electrically
pumped laser resonators. These have to be fabricated on buried oxide layers to ensure
optical confinement of the laser modes with respect to the gain material. In this case,
the buried oxide permits efficient heat transfer between the laser and the heat sink,
emphasizing the urgent need to employ temperature-stable gain material, such as
DEQDs.

The first inset in Fig. 2.7b compares the current–voltage characteristics of a seven-
layer DEQD-LED under low currents to the Si reference diode. Evidently, the reverse
current is raised by about three orders of magnitude by the incorporation of Ge mate-
rial in the formofDEQDs.However, in the relevant driving regime, i.e., under forward
bias and current densities >100 Acm−2, the presence of DEQDs hardly influences
the diode characteristics. Joule heating obviously plays a role when comparing the
current–voltage characteristics obtained using cw excitation to pulsed operation at
high driving currents and it can be seen that a heat sink temperature of 75 °C under
pulsed excitation corresponds to a heat sink temperature of 22 °C under cw operation
[21].

In the second inset of Fig. 2.7b, the light-current characteristics are plotted for the
three-layer DEQD-LED and seven-layer DEQD-LED, as well as for the Si reference
diode. The electroluminescence emission intensity is continuously increasing with
the driving current up to the experimental limit at about 20 kAcm−2, without any
strong saturation effects being observed. Thus, it can be expected that higher driving
currents will not impose a limiting factor for the future realization of an electri-
cally pumped DEQD laser. The Si reference diode only shows very weak emission,
originating from the optical interband transitions in bulk Si. Increasing the amount
of DEQD multilayers from three to seven, i.e., an increase in DEQD sheet-density
by a factor of 2.3, increases the light-emission by a factor of 1.65 without changes
in the shape of the light-current curve. The resulting emission power scaling by
DEQD layer stacking in LED might turn out essential for the future development
of electrically pumped laser sources with DEQD gain material. The slight deviation
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from a linear scaling behavior between light-emission and DEQD density is likely
caused by charge carrier competition between the different DEQD layers, which can
be mitigated by stronger electrical pumping of the devices and future optimization
of the diode structure itself. No particular effort was invested by now to optimize
doping concentrations and thickness of the contact and intrinsic regions to ensure
ideal recombination currents in the DEQDs. Thus, improvements in this respect will
be crucial for the fabrication of future DEQD laser devices.

In summary, electrical pumping ofDEQDemitters is clearly feasible and excellent
optical properties of these unique group-IV dots are maintained under electrical
pumping. Comparing the PL and electroluminescence data from DEQD samples
shows that for the same collection efficiency and under maximum available pumping
conditions, the same time-averaged light-emission was obtained [21]. Considering
the differences in the duty cycle between the results of Figs. 2.5 and 2.7, a 20-fold
higher emission intensity from the DEQD-LEDs was obtained as compared to the
DEQD emitters that show clear signs for optically pumped lasing (Fig. 2.2b) if they
are embedded inmicrodisk resonators [19, 21]. Therefore, electrically pumped lasing
from DEQD gain material in ridge-resonators or microdisk resonators is expected to
be possible, even at application-relevant temperatures.

2.3.5 Scalability of DEQD Densities

In the previous paragraph, we have seen that vertical DEQD stacking allows for
very good scalability of the gain material volume which can be a significant factor
concerning future laser applications. However, it has to be noted that the vertical
stacking of DEQDs is intrinsically challenging due to the necessary ion implantation
in each Ge layer. As noted above, the low-energy ion implantation during the DEQD
process results in an amorphous zone in theQD (Fig. 2.8c) that partially recrystallizes
via solid-phase epitaxial regrowth during the growth interrupts and the continued
deposition of Si and Ge (Fig. 2.8d).

For stacked DEQD layers, the vertical distance between the QDs is preferably
small so that high gain material volumes can be achieved at a certain layer thickness,
which can be obtained by restricting the Si spacer thickness to about 10–30 nm.
However, if the recrystallization is not leading for every QD in a crystalline growth
front, then during the following Si overgrowth defects such as stacking faults and
polycrystalline regions will be continued in the Si spacer layer above the DEQDs.
These defects allow for a relaxation of the compressive strain that is built up by the
elastic relaxation of the former QD layers and, thus, leads for the following Ge layer
to a preferential nucleation site, at which a majority of the deposited Ge accumulates
(Fig. 2.8f).

This, again, leads to non-crystalline overgrowth with Si which further feeds the
Ge material accumulation cascade in the next-next Ge layers and leads to a massive
increase of the defective region (Fig. 2.8g, h). This process can be avoided by using an
elevated substrate temperature TG for the growth of the Si spacer layers. In Fig. 2.8a,
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Fig. 2.8 a HAADF-STEM images of an 11-fold stack of DEQDs (light gray) separated by 15 nm
thick Si spacer layers grown at T = 500–600 °C. bHAADF-STEM image of a tenfoldmulti-stack of
DEQDs where the 12 nm thick Si spacer layers were deposited at T = 350–500 °C. c–h Schematic
evolution of themassive defects formed upon SPER-fail. Non-perfect recrystallization of the growth
front d leads to defect formation in the Si spacer layer e leading toGe accumulation in the subsequent
DEQD layers f–h. i RT-PL spectra obtained from a single layer of DEQDs (gray) and from an 11-
fold stack (blue) for which T was 500–600 °C. For the multi-stack sample for which the growth
parameters were not optimized (T = 350–500 °C), no PL signal was recorded (red). Imagemodified
from [22] with permission from the authors

the cross-sectional transmission electron microscopy (TEM) image of an 11-fold
multi-stack of DEQD layers is depicted for which the spacer layer TGs were ramped
up from 500 to 600 °C. On the contrary, if the spacer layer is grown at TG = 350 to
500 °C, this leads to the formation of massive defect structures in the later periods
of the multi-stack as can be seen in the cross-sectional TEM image in Fig. 2.8b.

The need to avoid such accumulating defect structures is immediately evident by
evaluating thePL response from the successful and failed layer configuration depicted
in the cross-sectional STEM images in Fig. 2.8a, b. Samples, where massive defects
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are present, do not show any PL signal at room temperature (red spectrum), even if
the laser excitation and detection spots are several micrometers away from such a
defect center. This implies that the density of states of non-radiative recombination
centers must be very high in such defect clusters. Thus, the absence of DEQD-PL
emission in the presence of the massive defects is not surprising considering that
for Ge/Si QDs already single dislocations can fully quench the PL emission from
nearby, but defect-free QDs [113].

On the other hand, when solid-phase epitaxial regrowth was successful for all
layers of themulti-stack (Fig. 2.8a), then the light-emission intensity can be increased
by a factor of 7.5 as compared to a single layer of DEQDs, measured under the same
experimental conditions, see the blue spectrum in Fig. 2.8i. Likely, at the employed
Pexc, DEQDs still compete for the generated electron-hole pairs leading to the obser-
vation that the enhancement factor is slightly smaller than the factor by which the
number of DEQDs increases for different samples. However, the total layer thickness
between the single-layer sample and the multilayer sample in Fig. 2.8 remained the
same in all cases. Thus, the growth ofmultilayerDEQDs allows for suitable scaling of
the gain material volume, even for device applications, for which the target thickness
is restricted, e.g., to 220 nm as in standard photonics SOI technology.

2.3.6 Thermal Budget and Annealing of DEQDs

Anatural question targets the robustness whenever the properties of low-dimensional
structures crucially depend on the formation and existence of point defects or defect
complexes which consist only of a few atoms. For DEQDs, the question whether they
are thermally robust enough to be employed in CMOS-compatible processes can be
answered emphatically “yes,” as it was shown that DEQDs retain their superior light-
emission properties, even under thermal annealing at 600 °C for two hours [20, 188]
and 800 °C for about 20 ms [187], which does not represent an upper boundary.

For the creation of CMOS-compatible photonic integrated circuits, monolithic
light sources, such as DEQDs, have the distinct advantage of possible front-end
integration, i.e., placing the photonics layer in between the CMOS layer and the
metallization layers. This integration possibility is favorable as compared to back-
side or back-end integration since slow electrical driving of the integrated optics
devices through vias (back-side) or the slowest metallization layers (back-end) can
be avoided [59]. Of course, front-end integration requires that the thermal budget of
the photonics layermust not deteriorate the underlyingCMOS layerwhile being itself
robust enough to withstand the fabrication of the subsequent metallization layers.
The CMOS layer can typically sustain thermal budgets of about 1 h at 450 °C [203]
or 0.5 h at 475 °C, while AlCu, or Cu metallization layers are typically deposited in
a temperature window of at least 350–475 °C [203, 204].

Figure 2.9 depicts the spectral evolution of the DEQD low-temperature and RT-
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Fig. 2.9 PL spectra of DEQDs, recorded at a TPL = 10 K and b TPL = 300 K. The spectrum of the
DEQD reference sample is shown in gray. The other DEQD samples were in-situ annealed for 2 h
at annealing temperature TA of 500 °C (violet spectra), 550 °C (dark blue), 600 °C (light blue) 625
°C (green), 650 °C (orange) and 675 °C (red). Image modified from [188] with permission from
the authors

PL emission, following in-situ thermal annealing for 2 h at temperatures TA, ranging
from 500 to 675 °C. For TPL = 10 K (Fig. 2.9a), a pronounced increase of the
integrated PL emission is observed with increasing TA, concomitant with a blue-
shift of the peak emission. Only if the samples underwent annealing at TA = 675 °C,
the PL emission abruptly quenches (Fig. 2.9a). A similar, yet qualitatively different
behavior is observed if the sample temperature is raised to 300 K, Fig. 2.9b. While
the blue-shift with increasing TA is observed as well, the PL yield decreases already
for TA > 600 °C.

From Fig. 2.9, two main conclusions can be drawn. First, the abrupt decline
in integrated PL intensities after thermal annealing at high TA can be associated
with the thermally induced migration of the defect complex from the QD into the
surrounding Si [20]. By evaluating an Arrhenius-fit of the integrated PL versus TA

for TPL = 300 K, a lower boundary for the activation energy for defect migration
EA (migr) of 3.4 eV was found [188]. It was argued that the strong resilience of the
thermally induced migration of the defect complex is based on the stabilizing effects
of the strained regions around the split—[110] self-interstitial core [20, 188].

The second conclusion obtained from Fig. 2.9 concerns the changes in the Ge
composition profiles of the DEQDs with increasing TA and the associated reason for
the thermal quenching of the PL at high TPL. The spectral shift of the DEQD-PL
emission with increasing TA (Fig. 2.9) in combination with the activation energy EA

for thermal quenching with increasing TPL allows for modeling of the composition
profiles of the DEQDs and the surrounding wetting layer as a function of TA. The
results, which include a thermal degradation of the Ge profiles of DEQDs and the
WL through bulk diffusion, are plotted in Fig. 2.10a, b. The actual QD ionization path
at high sample temperatures was found to be caused by the thermal escape of holes,
confined in QD (Fig. 2.10a) to the energetically higher quantum-confined states in
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Fig. 2.10 Heavy-hole ground-state energies (dashed lines), valence band offsets and simulated Ge
composition profiles for different annealing temperatures TA for a a QD of 1.4 nm height, and b the
surrounding wetting layer (WL) with a height of 0.7 nm, respectively. c Side-view and d top-view
scheme depicting the thermal hole-escape from the QD VB potentials to higher-energy states in the
surrounding WL potential, leading to spatial electron-hole-pair separation and thermally induced
luminescence quenching. Image modified from [188] with permission from the authors

the surrounding wetting layer [188], Fig. 2.10b. This escape process is schemat-
ically presented in the cross-sectional TEM image and as a top-view scheme in
Fig. 2.10c, d.

2.3.7 Curing and Passivation of Non-radiative
Recombination Centers

In addition to the split—[110] self-interstitial, unwanted defects in DEQDs can arise
from non-optimal sample cleaning before growth, growth of Ge and Si itself or
the low-energy ion implantation conditions. For the latter, imperfect solid-phase
epitaxial regrowth (Sect. 2.3.5) or an ion collision cascade that stops below the QDs
can be detrimental to the optical properties since it might lead to the insertion of non-
radiative recombination centers. These need to be avoided or, at least treated post-
growth, so that their negative influence on the optical properties can be minimized.
Furthermore, it was reported that the presence of extended crystal defects, such as
misfit dislocations, can be associated with PL quenching in group-IV emitters [113],
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making the interpretation of the observed changes of the PL yield with respect to the
performed in-situ/ex-situ treatments impossible.

In the previous Sect. 2.3.6, we have seen that post-growth thermal annealing can
improve the optical quality of the DEQD- emitter by possibly recrystallizing such
non-radiative recombination centers. However, this can come at a price of changed
emission wavelengths (Fig. 2.9) originating from morphological and compositional
changes due to the annealing (Fig. 2.10). As compared to in-situ thermal annealing
or rapid thermal annealing, flash-lamp annealing provides the advantage of high
temperatures, e.g., for dopant activation or point-defect recrystallization while it
avoids due to short exposure times severe structural changes that unavoidably also
lead to changes in the optical properties, see Fig. 2.9 [188]. It was demonstrated
that flash-lamp annealing at 800 °C for up to 20 ms, performed on DEQDs leads
to only negligible modifications of the electronic band alignment [187]. For such
accurately chosen parameters for the flash-lamp treatment, the PL emission yield
can be increased by almost 50% while not changing the spectral shape of the DEQD
emission. What is more, it was shown that flash-lamp annealing leads to improved
stability of the PL emission intensity over a temperature range from10 to 300K [187].
Both, the increase in PL yield and the enhanced thermal stability is attributed to the
thermal healing of unwanted and non-radiative defects in the Si matrix around the
QDs. Overall, the results of Sects. 2.3.6 and 2.3.7 show that DEQDs can in principle
be implemented into hybrid integrated circuits where high-temperature steps are
necessary for the fabrication process.

In a different approach, hydrogen passivation can be employed to saturate the
dangling bonds fromunwanted defects in the Simatrix. Thismethod iswidely used in
applications ranging from solar cells to CMOS technology to emission improvement
of GeSi nanostructures [205–207]. In Fig. 2.11, we compare the PL emission for

Fig. 2.11 PL spectra recorded at a TPL = 300K and bTPL = 10K of a reference sample annealed at
TA = 600 °C. In addition to the untreated sample (black curves), samples have been investigated that
underwent H-implantation with implantation dose of 5 × 10 cm−2 (green curves), 1 × 1018 cm−2

(blue curves), and 2.5 × 10 cm−2 (orange curves). Image modified from [188] with permission
from the authors
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a series of DEQD samples that underwent various low-energy proton irradiation
treatment with different irradiation doses (5 × 1017 cm−2, 1 × 1018 cm−2, and 5 ×
1018 cm−2) to a DEQD reference sample (black spectra in Fig. 2.11). The spectra
were recorded at sample temperatures of 300 K (Fig. 2.11a) and at TPL = 10 K for
Fig. 2.11b. The high-temperature spectra in Fig. 2.11 show that the DEQD emission
yield can be increased by up to almost 90% for a low-energy proton irradiation dose
of 1 × 1018 cm−2 (blue spectrum), as compared to the untreated reference sample
(Fig. 2.11, black curve). On the other hand, a 2.5-fold higher H-implantation dose
(orange spectra in Fig. 2.11) leads to a 63% decrease of the integrated PL emission
(Fig. 2.11a). The DEQD-PL emission spectra recorded at 10 K reveal (Fig. 2.11b)
that the proton implantation causes additional carrier recombination paths that can be
observed by the appearing emission band between 1250 and 1300 nm. This additional
peak exhibits a systematic shift to higher energies with increasing proton irradiation
dose. Due to its thermal deactivation behavior that is associated with a rather low
activation energy of about 40 meV, it can be assigned to so-called G-centers that
are ascribed in the literature to the formation of Si-C vacancy clusters in Si [208].
The presence of the G-centers suggests that structural changes are induced in the Si
capping layer upon low-energy proton irradiation, whereas the PL-results confirm
that the DEQD layer is structurally not affected by H-treatment [188].

Moreover, the light-emission improvement observed for the H-treated samples
measured at 300 K proves that H-treatment is a valid tool to be used for group-
IV nanostructures since non-radiative recombination in the Si matrix layers can
be successfully suppressed. Further investigations should be targeted at employing
H-treatment methods that omit proton implantation techniques, thus providing the
benefits of the passivation of unwanted dangling bonds while not causing structural
harm to any part of the device layer. As such, H-treatment techniques as used in
the photovoltaic industry should be excellent candidates to achieve this goal [206,
209]. There, H is supplied through the deposition of a H-rich SiN layer and then
in a diffusion-driven process added to the Si crystal through advanced annealing
techniques [209].

2.4 Summary and Future Directions in DEQD Research

Conventional wisdom, developed over decades of research on Si technology, holds
that microelectronic-grade quality requires (apart from doping) ultralow concen-
trations of impurities and crystalline defects that act as electronic traps. To this
end, and in retrospect, the bright PL in the telecommunication range from QDs
containing split—[110] self-interstitial defects could have been discovered much
earlier; the formation of dislocation-free QDs was demonstrated about 30 years ago
[111] while the split—[110] self-interstitial, an easily forming extended point defect,
has been discovered also decades ago [192–194]. All that really needed to be done
was to combine these two approaches. However, this idea would have been hard to
conceive of since both constituents, the split—[110] self-interstitial in bulk and the
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defect-free epitaxial Ge/Si QDs show only weak or even no luminescence emission
at room temperature. In this respect, it seems to make quite some sense to revisit
the combination of numerous group-IV nanostructure architectures and defect types,
in terms of their light-emission properties, both on theoretical as well as on exper-
imental grounds. Future research will need to be devoted to obtaining electrically
driven lasing, and the microscopic understanding of the processes, leading to the
enhanced light-emission from DEQDs, including the influence of SiGe composition
and strain on the optical properties.

For DEQDs, efficient light-emission at room temperature was demonstrated, both
under optical and electrical excitation. The band structure modifications induced by
the implanted defects leads to optical direct bandgap transitions and type-I band
alignment, thus overcoming the main drawbacks of epitaxial Ge/Si QDs. When
placed into photonic resonators, clear signs for optically pumped lasing using DEQD
light-emitters have been demonstrated. As a next step, the DEQD technology has to
be transferred to an SOI platform, allowing also mode confinement in electrically
pumped devices. This would allow achieving electrically pumped lasing, ideally at
room temperature, using DEQD gain material. Such laser sources will form the basis
for a monolithic optoelectronic platform enabling superior data transfer rates and
novel optical sensing functionalities for a vast number of applications. Despite the
truly exciting feature of DEQDs, we believe that the preliminary research on these
just scratched the surface of what is possible using DEQDs as Si light sources.
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Chapter 3
Lasing in Group-IV Materials
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Abstract Silicon photonics in the near-IR, up to 1.6 μm, is already one of key tech-
nologies in optical data communications, particularly short range. It also is being
prospected for applications in quantum computing, artificial intelligence, optical
signal processing,where complex photonic integration is to be combinedwith a large-
volume fabrication. However, silicon photonics does not yet cover a large portion
of applications in the mid-IR. In the wavelength range of 2–5 μm, environmental
sensing, life sensing and security, all rely on optical signatures of molecular vibra-
tions to identify complex individual chemical species. The markets for such analysis
are huge and constantly growing, with a push for sensitivity, specificity, compact-
ness, low-power operation and low cost. An all-group-IV, CMOS-compatible mid-IR
integrated photonic platform would be a key enabler in this wavelength range. As
for other wavelengths, such a platform should be complete with low-loss guided
interconnects, detectors, eventually modulators, and most important an efficient and
integrated light sources. This chapter reviews the recent developments of mid-IR
silicon-compatible optically and electrically pumped lasers, light emitting diodes
and photodetectors based on Ge, GeSn and SiGeSn alloys. It contains insights into
the fundamentals of these developments, including bandstructuremodelling,material
growth and processing techniques.

V. Reboud (B) · J. M. Hartmann · P. Rodriguez · A. Chelnokov
Université Grenoble Alpes, CEA, LETI, 38054 Grenoble, France
e-mail: vincent.reboud@cea.fr

D. Buca
Institute of Semiconductor Nanoelectronics, Peter Grünberg Institute 9 (PGI 9) and JARA
Fundamentals of Future Information Technologies, Forschungszentrum Jülich, 52074 Jülich,
Germany

H. Sigg
Laboratory for Micro- and Nanotechnology, Paul Scherrer Institut, 5232 Villigen, Switzerland

Z. Ikonic
School of Electronic and Electrical Engineering, Pollard Institute, University of Leeds, Leeds, UK

N. Pauc · V. Calvo
Univ. Grenoble Alpes, CEA, IRIG-DePhy, 38054 Grenoble, France

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
D. J. Lockwood and L. Pavesi (eds.), Silicon Photonics IV,
Topics in Applied Physics 139, https://doi.org/10.1007/978-3-030-68222-4_3

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68222-4_3&domain=pdf
mailto:vincent.reboud@cea.fr
https://doi.org/10.1007/978-3-030-68222-4_3


106 V. Reboud et al.

Abbreviations

AFM Atomic force microscopy
APT Atom probe tomography
AP Atmospheric pressure
APB Anti-phase boundaries
ASE Amplified spontaneous emission
CMOS Complementary metal–oxide–semiconductor
CVD Chemical vapour deposition
CW Continuous wave
DBR Distributed Bragg reflector
DFB Distributed feedback
DHS Double heterostructure
DOS Density of states
EL Electroluminescence
FCA Free carrier absorption
FLP Fermi-level pinning
F-P Fabry–Perot
GBs Grain boundaries
Ge Germanium
GeOI Germanium-on-insulator
GeSn Germanium Tin
GR Growth rate
HH Heavy holes
IVBA Inter-valence band absorption
LED Light emitting device
LH Light holes
L–L Light-in–light-out
MD Microdisc
MIGS Metal-induced gap states
MPW Multi-quantum well
MSM Metal–semiconductor–metal
PAI Pre-amorphized by implantation
PC Photonic crystals
PD Photodiode
PMMA Polymethyl methacrylate
QDs Quantum dots
rms (Surface) root mean square (roughness)
RP-CVD Reduced pressure–chemical vapour deposition
RSM Reciprocal space map
Si Silicon
SiGeSn Silicon germanium tin
Sn Tin
SO Spin orbit
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SRB Strain-relaxed buffers
SSR Solid-state reaction
TDD Threading dislocations density
TEM Surface root mean square
TMAH Tetramethylammonium hydroxide
VLS Variable stripe length
VS Virtual substrate
WG Waveguide
XRD X-ray diffraction

3.1 Introduction

Silicon photonics in the near-IR, up to 1.6 μm, is already one of key technologies in
optical data communications, particularly short range. It also is being prospected for
applications in quantum computing, artificial intelligence, optical signal processing,
where complex photonic integration is to be combined with a large-volume fabrica-
tion. However, silicon photonics does not yet cover a large portion of applications in
the mid-IR. In the wavelength range of 2–5 μm, environmental sensing, life sensing
and security, all rely on optical signatures ofmolecular vibrations to identify complex
individual chemical species. The markets for such analysis are huge and constantly
growing, with a push for sensitivity, specificity, compactness, low-power operation
and low cost.

An all-group-IV, CMOS-compatible mid-IR integrated photonic platform would
be a key enabler in this wavelength range. As for other wavelengths, such a plat-
form should be complete with low-loss guided interconnects, detectors, eventu-
ally modulators, and most important an efficient and integrated light sources. Since
the first demonstration of lasing in a GeSn optical cavity in 2015 [1], remarkable
progress has been achieved in the development of silicon germanium tin (SiGeSn)
group-IV semiconductors as laser materials, including near room temperature laser
operation [2], lasing at ultra-low threshold power densities [3] and near unity wall-
plug efficiency [4]. Most recently, an electrically pumped germanium tin (GeSn)
laser operating at temperatures up to 100 K was reported [5]. Our task here is to
walk through the recent developments of optically pumped lasers and optoelec-
tronic devices (including lasers, light emitting diodes and photodetectors). We will
also present insights into the fundamentals of these developments, e.g. the material
growth and processing techniques as well as the bandstructure modelling. We hope
that this will give the reader the opportunity to learn from the past and find his own
best strategy for the future.

Over the years, numerous concepts had been put forward such as SiGe superlattice
zone-folding [6], confinement-induced reciprocal space engineering [7] as well as
hexagonal core shell nanowires [8], to name a few. These are concepts that “by-pass”
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the problem of the indirect band structure of silicon and, to a lesser extent, germa-
nium. Defect doping [9], as described in “stimulated emission in the near-infrared
from disordered Ge dots” chapter of Moritz Brehm, Johannes Kepler University,
Linz in this book, is another way of bypassing this limitation [10]. Here, instead of
working around it, we solve the problem from scratch. Namely, a group-IV material
is developed that, by its very nature, is a direct bandgap system. The community is
currently exploring two directions. The first one consists in transforming the indirect
Ge bandgap into a direct one using high amounts of tensile strain [4, 11]. The second
one relies on the alloying of Ge with Sn and the control of the GeSn layer’s strain
[12, 13]. Both methods improve dramatically the Ge light emission properties in the
short mid-infrared domain (in the 2–5 μm wavelength range) and, as shown in the
following, enable the fabrication of lasing devices.

The current research is focussed on (i) the reduction of the laser threshold and
(ii) the increase of the maximum lasing temperature. The lasing threshold density is
closely related to loss mechanisms such as non-radiative recombination via defects
at the surface, at the interfaces and also in the bulk of the optically active mate-
rial. Such defects may be minimized by dedicated growth and etching strategies,
as detailed below. Carrier confinement is another route to lower the laser threshold.
This, however, requires appropriate barrier layers and the growth of hetero- or (multi)-
quantum well structures. Maximal temperature operation is—as will be shown—in
the first place related to the amount of Sn incorporated into the active layer. As
expected, most of the strategies do come with trade-offs. For instance, the defect
density is higher in higher Sn content, direct bandgap GeSn layers, resulting in
non-radiative recombination channels which jeopardize the threshold density. Mean-
while, carrier confinement in wells induces quantization effects that reduce bandgap
directness.

This review ismeant to reflect such ongoing discussions related tomaterial growth,
devicemanufacturing anddevice concepts.As it happens often in a review, sometimes
we had to choose between going into details but not cover all possible options, or the
opposite, to mention all options but only cursorily. For the technical part, the growth
and processing, we have indeed chosen the detailed approach, which necessarily
reflects our personal experiences. This was to give the reader a sense of what is
needed, but we of course acknowledge the many good works done elsewhere and
thoroughly cite them. The review also gives an overview of recent experimental
achievements.

Our review is organized as follows: Sect. 3.2 describes recent Ge and SiGeSn
epitaxy developments and processes to fabricate devices in group-IV indirect and
direct bandgap materials. The impact of strain and of Sn incorporation on the band
structures of Ge, to transform it from an indirect into a direct bandgap material,
is detailed in Sect. 3.3. In Sect. 3.4, the latest advances on lasing in Ge-based
materials are reviewed. A state of the art of Ge-based optoelectronic devices that
include light emitting devices (LEDs), photodetectors and lasers, is provided in
Sect. 3.5. In Sect. 3.6, we will conclude by describing the opportunities Ge and
GeSn offer to a future monolithic integration on a Si photonic platform and discuss
future developments needed to reach this goal.
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3.2 Fabrication: Ge-Based Epitaxy and Processes
for Group-IV Indirect and Direct Bandgap Material

Germanium is a strategic material for microelectronic and photonic applications.
It can be grown on Si(100): it is widely used for (i) near-infrared photodetectors
thanks to its indirect bandgap of 0.77 eV at room temperature and (ii) metal–oxide–
semiconductor field effect transistors (MOSFETs),with higher holemobilities than in
Si.We will review in this section Ge, GeSn and SiGeSn epitaxial growth and some of
the processes, such as etching, which are specific to those materials. Metallization, in
order to benefit fromefficient contacts onGeSn-based layers and fabricate electrically
pumped group-IV devices, will also be discussed, with a focus on thermal stability.

3.2.1 Germanium Growth

Thick Ge strain-relaxed buffers (SRBs) on Si(001) can be used for a variety of
purposes in microelectronics and optoelectronics. The top part of microns-thick Ge
layers can be peeled-off from the Ge/Si stack underneath and bonded on oxidized Si
using the SmartCutTM approach [14], resulting in germanium-on-insulator (GeOI)
substrates. The latter can be used as templates for the fabrication of high mobility
p-type metal–oxide–semiconductor field effect transistors [15]. The slight tensile
strain present in thick Ge films on top of buried oxides can be exploited for the
fabrication of highly strained suspended micro-bridges and micro-crosses [16–18].
Because of their lattice parameter, which is 4.2% higher than that of Si (5.65785Å⇔
5.43105Å) and close to that ofGaAs (5.653Å), Ge SRBs can be used as templates for
the epitaxy of anti-phase boundaries-free, superior quality GaAs and InAlAs-based
buffers [19, 20]. The later can be called upon for the fabrication of high electron
mobility n-type MOSFETs on III-V-On-Insulator substrates [21]. Thick Ge layers
grown selectively at the end of Silicon-On-Insulator (SOI) waveguides can act as the
active cores of superior performance near-infrared photodetectors [18, 22, 23]. Large
area, high-quality graphene 2D layers were recently deposited on Ge SRBs [24, 25].
Finally, Ge SRBs are handy for the deposition of high Sn content GeSn layers which
are typically used for the fabrication of mid-IR optically pumped lasers [1, 2], as we
will see in the following sections.

Such SRBs are typically grown on Si(001) using a low-temperature/high-
temperature approach [26], with a short duration thermal cycling or anneal afterwards
[27] to minimize the threading dislocations density (TDD). This TDD is typically
around 107 cm−2 for 2.5-μm-thick Ge layers which are really smooth given the large
lattice parameter mismatch between Si and Ge (surface root mean square roughness
typically around 0.8 nm for 20 μm × 20 μm atomic force microscopy images). The
TDDmonotonously decreases with the Ge thickness, as shown for layers thicknesses
up to 2.5 μm [28]. The universality of such a behaviour was conclusively demon-
strated in the Ge/Si system and the GaAs/Si system in [29]. These findings were
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extended, for the Ge/Si system, to larger thicknesses (up to 5 μm) in [30] by CEA-
LETI and recently confirmed by Leibniz-Institut für innovative Mikroelektronik
(IHP) in [31].

The impact of thickness, in the 0.12–1.56μm range, thermal cycling and substrate
nature (nominal or slightly vicinal) on the properties of Ge layers grown on Si(001)
was recently assessed in a 300 mm reduced pressure–chemical vapour deposition
(RP-CVD) chamber from applied materials. The original results presented in the
following subsections are typical of Ge SRBs grown in industrial epitaxy tools
whatever their brand and the wafer diameters used.

3.2.1.1 Ge Growth Protocol

The flow of H2 carrier gas was set at a fixed value of a few tens of standard litres
per minute. Germane (GeH4) diluted at 2% in H2 was used as the source of Ge. The
F(GeH4)/F(H2) mass–flow ratio was always equal to 10−3. The slightly p-type doped
300 mm Si(001) substrates used were either nominal (±0.25°) or slightly vicinal,
with a 0.5° misorientation towards one of the 〈110〉 directions, to facilitate anti-phase
boundaries (APB)-free GaAs growth on top [20]. During growth, the wafer laid
horizontally on top of a circular SiC-coated susceptor plate that rotated to improve
the spatial thickness uniformity of the films. It was heated by 76 tungsten–halogen
lamps located above and below the susceptor assembly. Temperature monitoring and
control was ensured through the lower pyrometer, i.e. the one looking at the backside
of the susceptor plate on which the wafer laid.

The 0.12–1.56-μm-thick Ge layers were grown on nominal or 0.5° off-axis
Si(001) substrates in three steps. After a 1100 °C, 2 min H2 bake (to get rid of chem-
ical oxide through the following reaction: SiO2(s) + 2H2(g) → Si(s) + 2H2O(g)), a
120-nm-thick Ge layer was grown in 460 s at 400 °C, 100 Torr, in order to start from
a rather flat, nearly fully relaxed Ge “seed” layer. The Ge growth rate was then equal
to 16 nm min−1. In the second step, the temperature was ramped from 400 °C up
to 750 °C (2.5 °C/s) and the growth pressure from 100 Torr down to 20 Torr while
still having germane flowing into the growth chamber. Around 80 nm of Ge were
deposited during the second step. In the third step, a Ge layer was grown at 750 °C,
20 Torr, with a 45 nm min−1 growth rate, in order to obtain the desired thickness. A
3 × (875 °C, 10 s/750 °C, 10 s) thermal cycling under H2 was used on the thickest
Ge layers to minimize the threading dislocations density.

3.2.1.2 Surface Morphology

2 μm × 2 μm and 20 μm × 20 μm atomic force microscopy (AFM) images of the
surfaces of 1.56 μm thick, cyclically annealed Ge layers after growth on nominal
and 0.5° off Si(001) substrates can be found in Fig. 3.1. They are characterized by
the super-position of a cross-hatch along the 〈110〉 directions on top of holes and
small hills bordered by bi-atomic step edges. This 〈110〉 cross-hatch is the surface
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Fig. 3.1 20 μm × 20 μm
AFM images and 2 μm ×
2 μm close-ups of the
surface of 1.56-μm-thick Ge
layers grown on nominal and
0.5° off-axis Si(001)
substrates (left and right
images, respectively). Image
sides are along the 〈100〉
directions, i.e. at 45° to the
wafer notch and the cleaving
directions

signature of the propagation on (111) planes of the threading arms of 60° misfit
dislocations in the Ge layers, notably during thermal cycling. Those threading arms
left in their wake 〈110〉 “plough” lines.

The main difference between the two types of surfaces is the bi-atomic step
orientation and spacing. Those steps are randomly oriented, with a spacing between
steps which fluctuates when starting from a nominal Si(001) substrate (Fig. 3.1 left
column images). Meanwhile, they are parallel to one of the 〈110〉 directions (from
the top left down to the bottom right of pictures) and are more closely spaced with
a 0.5° off-axis Si(001) template (Fig. 3.1 right column images), which should be
favourable for the growth of APB-free GaAs layers on top.

The surface root mean square (rms) roughness and the Z ranges (= Zmax. − Zmin.)
of those layers were extracted from those AFM images. They were rather small, with
values for growth on a nominal surface 30% less, on average, than that for growth on
a 0.5° off-axis substrate: 0.2 and 1.9 nm, to be compared with 0.3 and 2.5 nm (2 μm
× 2 μm images) and 0.55 and 6.2 nm, to be compared with 0.7 and 7.1 nm (20 μm
× 20 μm images).

3.2.1.3 Macroscopic Degree of Strain Relaxation and Crystalline
Quality from X-Ray Diffraction

High-resolution X-ray diffraction (XRD) was used to quantify the macroscopic
degree of strain relaxation R = (a//

Ge − aSi)/(a
//

Ge − aSi) as a function of Ge layer
thickness and cyclic anneal (or not). a//

Ge, aSi and aGe are the in-plane lattice parameter
of the Ge layer, the lattice parameter of the Si substrate (5.43105 Å) and the lattice
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parameter of bulk Ge (5.65785 Å), respectively. Omega-2Theta profiles around the
(004) XRD order are plotted in Fig. 3.2a for various thickness Ge layers on Si. Apart
from the Si substrate peak (located at 34.564°), there is, at slightly more than 33°,
the Ge layer peak, whose intensity drastically increases as the Ge layer thickness
increases. The Ge peak is slightly asymmetric. The high incidence angle component
is due to the interfacial GeSi alloy formed during the thermal cycling [27]. From the
angular position ωGe of this peak, we can gain access to a⊥

Ge, the lattice parameter of
the Ge layer in the growth direction, thanks to Bragg’s Law: 2

(
a⊥
Ge

/
4
)
sinωGe = λ,

λ being the Cu Kα1 wavelength (1.5406 Å). a//

Ge and then R can then be determined
thanks to the formalism detailed in [32].

Almost all Ge layers were slightly tensily-strained, see Fig. 3.2b, with R values
which monotonously increased then stabilized (at a 104.5% value) as the thickness
increased. Such a strain state was due to differences in thermal expansion coefficients
between Ge and Si (see [32] for numerical values). The lattice parameter of Ge thick
layers on Si substrates, which were almost fully relaxed at 750 °C (the upper growth
temperature) or 875 °C (the upper temperature of thermal cycles), shrank differently
from that of a bulk Ge crystal. a⊥

Ge contracted with the thermal dilatation coefficient
of Ge, whereas a//

Ge shrank with the smaller one of the much thicker Si substrate
underneath. We thus ended up with tensile-strained Ge layers as soon as there was a
ramping-up to 750 °C or a thickening at 750 °C, with R values in the 102.3–104.7%
range. Using a short duration thermal cycling had no clear impact on R, which was
exactly the same (104.7%) for a 1.56 μm cyclically annealed Ge layer than for
the same thickness un-annealed one. The only layer which was still compressively
strained was the 120-nm-thick Ge layer grown at 400 °C, with an R value, 94%,
which was very close to 100% (full strain relaxation). Prestrain values as obtained
by alternative methods are summarized in Sect. 3.3.1.5, Table 3.2.
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Fig. 3.2 a Omega-2Theta scans around the (004) XRD order on various thickness Ge layers grown
on Si(001). TC stands for thermal cycling, bmacroscopic degree of strain relaxation as a function of
Ge deposited thickness for layers grown at 400 °C, at 400 °C/750 °C or at 400 °C/750 °C followed
by a short duration thermal cycling between 750 and 875 °C
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3.2.1.4 Threading Dislocations Density from X-Ray Diffraction

Ayers’ theory [33] was then used in order to convert the full widths at half maximum
β of Ge peaks from omega scans around the (004) XRD order, such as the ones
provided in Fig. 3.3a for various thickness Ge SRBs, into threading dislocation
densities (TDDs). Ayers et al. have indeed shown that the TDD was related to β by
TDD = (β/3b)2, b being the length of Burger’s vector if the rocking curve width
is determined solely by threading dislocations. For pure Ge layers with 60° misfit
dislocations, b = 0.707abulk(Ge) = 4.00Å. The TDD (in cm−2) is then linked to β (in
arc seconds) by TDD = 1632β2 for pure Ge.

TDDs coming from XRD and the use of Ayer’s formula are plotted in Fig. 3.3b.
Using thickGe layers and high growth temperatures is advantageous: theTDD indeed
drops from 3.6 × 109 cm−2 (123 nm @ 400 °C) down to 2.5 × 107 cm−2 (1564 nm
@ 400 °C/750 °C + thermal cycling) as the Ge thickness increases.

One might wonder about the significance of such TDD values, which are indirect.
We have shown in [34] that, for 2.5-μm-thick cyclically annealed Ge SRBs, we had
after (i) the removal of one micron of Ge with Secco and chromium-free wet etching
solutions and (ii) plane view transmission electronmicroscopy, a TDD of ~107 cm−2,
to be compared with 8 × 106 cm−2 after HCl defect etching and 1.8 × 107 cm−2

from XRD in [30] layers. Figure 3.3b data thus seems trustworthy.
The reason as to why TDDs from HCl defect etching were on average 2.5 times

lower than from XRD in [30] was tentatively due to the following: we had after
HCl defect etching a TDD value which was a “surface” one, as only 130 nm of Ge
was etched, while the XRD one came from the bulk of the Ge layer, with therefore a
TDDmean value which might be higher than in reality. This might also be the reason
why differences were deceptively small, in XRD, between as-grown and cyclically
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Fig. 3.4 aCross-sectional weak beam dark field image of a 2.8-μm-thick, annealed Ge layer grown
on a nominal Si(001) substrate. b Dark field with close to Bragg conditions image (taken with g =
220) of the interface between Ge and Si. The {111} stacking faults (SF) observed in (b) are the
result of the dissociation of perfect misfit dislocations (MD) into partial dislocations [35]

annealed 1.56-μm-thick Ge SRBs (Fig. 3.3b). We actually showed, for instance in
Refs. [27, 28, 35], that the TDD, from Secco or HCl defect decoration, was 3–5 times
lower in cyclically annealed than in as-grown Ge SRBs.

Finally, we have used cross-sectional transmission electron microscopy (TEM)
to image, in [35], a 2.8-μm-thick cyclically annealed Ge layer. Although the volume
probed in the TEM lamella was small, we showed that the 0.15-μm-thick zone close
to the Ge/Si interface had a dislocation density of the order of 1010 cm−2. The 1.3μm
Ge layer on top had a measured dislocation density around 1–2 × 109 cm−2. Finally,
the topmost 1.35-μm-thick Ge layer was characterized by a dislocation density of
the order of 3–6 × 107 cm−2 (see Fig. 3.4). Such a value is actually close to the ~2
× 107 cm−2 TDD from XRD in similar thickness Ge layers, validating our use of
Ayers’ theory.

3.2.2 Germanium Tin Growth

Silicon (Si) remains the backbone of the semiconductor industry due to the unique
features offered by this semiconductor. Because of its indirect bandgap, it is, however,
unable to efficiently emit light. Theheterogeneous integration of direct bandgap III–V
semiconductors on Si, which is themainstream approach used to obtain near-infrared
lasers onto Si [36, 37], has also some drawbacks, including a limited compatibility
with CMOS fabrication techniques.Meanwhile, Ge, an almost direct bandgap group-
IV semiconductor, gained considerable attention in recent years for the monolithic
integration of lasers on Si platforms. Ge, which is fully CMOS-compatible, can
indeed be turned into a direct bandgap material by applying high amounts of tensile
stress [4, 16].

Germanium can otherwise be alloyed with tin [38], a semimetal, in order to fabri-
cate optically pumped mid-infrared lasers [1–3, 39]. GeSn alloys can also be used in
photo-diodes [40, 41], p-i-n light emitting devices and electrically pumped lasers [5,
42], Fin-type field effect transistors [43], vertical gate-all-around FETs [44] and so
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on. They indeed offer the possibility of engineering the energy bandgap by changing
the Sn content and the built-in strain. They have a direct bandgap above a threshold
Sn concentration around 8% (in unstrained layers). Their growth, which has to be
conducted at low temperatures (because of Sn segregation and precipitation), can be
an advantage for monolithic 3D integration. A GeSn alloy crystallizes in a diamond
structure, enabling its epitaxial growth on Si(001) substrates. Its lattice parameter is
much higher, however, making strain management complex (aSn = 6.489 Å⇔ aSi =
5.43105 Å and aGe = 5.65785 Å). These features triggered the interest of researchers
and significant efforts have been made since 2010 to improve the epitaxial quality of
GeSn, notably in chemical vapour deposition (CVD). However, the low solid solu-
bility (<1%) of Sn in Ge and the low thermal stability of Ge1−xSnx alloys make their
epitaxy quite challenging. This is particularly true for high Sn contents x. Thick Ge
strain-relaxed buffers (SRBs) are typically used to mitigate the deleterious impact of
the large lattice parameter mismatch between Si and Ge1−xSnx. Growth conditions
far from equilibrium must otherwise be used, with a combination of high growth
rates and low growth temperatures (below 350 °C, typically). This can be achieved
by selecting the proper CVD precursors and growth parameters.

B. Vincent et al. from imec were the first to use a mixture of digermane (Ge2H6)
and tin tetrachloride (SnCl4) to grow, at atmospheric pressure (760 Torr), pseudo-
morphic GeSn layers on Ge SRBs [45]. This chemistry was later on used by the
ForschungsZentrum Juelich to build the first GeSn laser [1]. Since then, it has been
adopted by, for instance, ForschungsZentrum Juelich, CEA-LETI or KTH Royal
Institute of Technology in Stockholm to fabricate different types of devices. Typical
growth features can be found in Refs. [46–50].

Digermane has, however, the reputation of being unstable, notably for high
concentrations in the bottle (10%, typically). It is otherwise costly and difficult to
order. This spurred ASM America and the University of Arkansas to evaluate main-
stream germane (GeH4). They reproductively showed that it yielded, together with
SnCl4, the same optical quality layers as Ge2H6 [51, 52]. They, together with other
entities like imec or the University of Warwick, benchmarked GeH4 and Ge2H6 for
the growth of GeSn [53–55]. Process details were scarce, however, especially for
GeH4. Temperatures were provided but pressure data were at best vague or missing
altogether. The only thorough comparison was that J. Margetis et al., from ASM
America, who systematically explored the impact of the F(SnCl4)/F(GeH4) mass–
flow ratio and the temperature on the GeSn growth rate and Sn content. There was
no data on chamber pressure, however [55].

In the following, a one-to-one comparison of GeH4 and Ge2H6 in a 200 mm RP-
CVD cluster tool from applied materials, which can operate up to several hundreds
of Torrs, will be presented. Growth temperature, pressure, precursor flows and H2

carrier flows were changed in order to grow high-quality GeSn layers [56].
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3.2.2.1 GeSn Growth Protocol

The growth of Ge andGe1−xSnx layers was performed on nominal Si(001) substrates.
2.5-μm-thick Ge strain-relaxed buffers were grown in a regular temperature epitaxy
chamber to accommodate the lattice mismatch between Ge1−xSnx and Si. Germane
was then used as a source of Ge. The Ge SRBs were grown using a low-
temperature/high-temperature approach followed by a short duration thermal cycling
in order to reduce the threading dislocations density, which was close to 107 cm−2.
Samples were then kept at 20 Torr under ultra-pure N2 in the load-locks of the
tool to avoid surface oxidation. Afterwards, the wafers were loaded in the dedicated
epitaxy chamber of the cluster tool equipped with low-temperature infrared pyrom-
eters. Prior to Ge1−xSnx growth, the samples were annealed under H2 at 800 °C for
2 min, i.e. a temperature significantly lower than the highest temperature used during
the thermal cycling (875 °C). Surfaces had therefore, after such 800 °C bakes, the
same cross-hatched morphology and roughness parameters as that of as-grown Ge
buffers.

GeH4 or Ge2H6 diluted at 2% in H2 were used as Ge sources. As SnCl4 is a
liquid precursor, a bubbler was used to feed tin atoms into the growth chamber. The
temperature and the pressure inside the bubbler were set to deliver SnCl4 1% in H2

when hydrogen was flown in. In the following, the GeH4 and the Ge2H6 flows were
constant and such that F(GeH4)= 4× F(Ge2H6). This meant that the Ge atomic flow
from germane was twice that from digermane. The growth pressures were always
(i) 400 Torr for GeH4 + SnCl4 and (ii) 100 Torr for Ge2H6 + SnCl4. The overall H2

carrier flow was constant and the same for both chemistries. Finally, the SnCl4 flow
was either the same or half with GeH4 than with Ge2H6.

3.2.2.2 Impact of Temperature and Germanium Precursor on GeSn
Growth Kinetics

As shown in the left part of Fig. 3.5, there was, over the 301–349 °C range, an
exponential increase of the GeSn growth rate with the temperature, with similar acti-
vation energies for both chemistries. The activation energy increased with the SnCl4
flow, from 8.6 kcal mol−1 for F(SnCl4)/F(H2) = 2 × 10−5 up to 11.8 kcal mol−1 for
F(SnCl4)/F(H2) = 4 × 10−5. The latter is close indeed to the activation energy
with Ge2H6 and the same SnCl4 flow, 10.4 kcal mol−1. Those values are very
similar to those obtained a few years ago with Ge2H6 in the same epitaxy chamber:
10.4 kcalmol−1 [48] and 10.6 kcalmol−1 [50]. They are also close to those reported in
[55] for GeH4 + SnCl4, although the chamber design was different and the pressure
not disclosed: 9.0–12.0 kcal mol−1.

As shown in the right part of Fig. 3.5, the Sn content decreased linearly as
the growth temperature increased, with a slope that was less for
GeH4 (−1.0 or −1.1%/10 °C) than for Ge2H6 (−1.7%/10 °C). Those slopes
are once again close to literature values. Slopes of −1.85%/10 °C [48] and
−1.8%/10 °C [50] were indeed found for Ge2H6 in the same epitaxy chamber, in
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Fig. 3.5 Evolution with the temperature of GeSn growth rate and Sn content in GeSn layers grown
at a 400 Torr with GeH4 + SnCl4 and b 100 Torr with Ge2H6 + SnCl4 [56]

full agreement with the −1.8%/10 °C value obtained, also for Ge2H6, in an ASM
Epsilon 2000 epitaxy chamber [49]. Slopes of −1.1%/ 10 °C were associated, for
GeH4, with F(SnCl4)/F(GeH4) MFRs of 0.0085 and 0.012 in [55]. The Sn content
dropped with a −1.3%/10 °C slope in pseudomorphic GeSn layers grown with a
GeH4 + SnCl4 + H2 chemistry in a home-made low-pressure CVD reactor [57].

In order to gain more insight about the growth mechanisms, we have extracted
from Fig. 3.5 data the elemental Sn and Ge growth rate components, by multiplying
the GeSn Growth Rate (GR) by the Sn fraction x or the Ge fraction (1 − x) (i.e. Sn
GR component= x * GeSn GR and Ge GR component= (1− x) * GeSn GR)). Over
the 301–349 °C range, the Ge growth rate component increased exponentially with
the temperature, with similar activation energies for both chemistries (left part of
Fig. 3.6). Ge GR components were almost the same for a given SnCl4 flow, although
the growth pressure was 4 times higher and the Ge atomic flow twice higher with
GeH4 than with Ge2H6. Halving, for the same GeH4 flow, the SnCl4 flow resulted in
Ge GR components which were, counterintuitively, 40% lower.

Meanwhile, the Sn GR component monotonously decreased as the tempera-
ture increased, whatever the Ge precursor and the SnCl4 flow probed (right part
of Fig. 3.6). This was likely due to Sn sublimation. The Sn GR component was
50% higher, for the same SnCl4 flow, with Ge2H6 than with GeH4 (although the
Ge atomic flow was half of it). Halving, for the same GeH4 flow, the SnCl4 flow
otherwise resulted in Sn GR components 35% lower.

Complex interplays between Ge precursors and SnCl4 thus governed the GeSn
growth kinetics, with most likely the formation of reactive intermediaries. Margetis
et al. [55] indeed suggested that, for the GeH4 + SnCl4 system, Ge incorporation
mainly occurred through dissociative adsorption (GeH4(g) + 3 → GeH2 + 2H,
then GeH2 → Ge + H2(g)). Meanwhile, Sn incorporation likely happened through
the formation of dichloro-products in the gaseous phase (i.e. GeH4(g) + SnCl4(g)
→ GeH2Cl2(g) + SnH2Cl2(g), followed by SnH2Cl2(g) → SnHCl(g) + HCl(g),
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Fig. 3.6 Evolution with the temperature of Ge and Sn growth rate components for GeSn layers
grown at a 400 Torr with GeH4 + SnCl4 or b 100 Torr with Ge2H6 + SnCl4 [56]

SnHCl(g)+ → SnHCl and finally SnHCl→ Sn+HCl(g)). This might be one of the
reasons why Sn concentrations were, in Fig. 3.6, almost the same for F(SnCl4)/F(H2)
= 2 × 10−5 and 4 × 10−5: Sn incorporation might have been hampered by the GeH4

flow, which was the same and not high enough to result in higher Sn contents for
twice higher SnCl4 flows.

3.2.2.3 Structural Properties of Thin, Compressively Strained GeSn
Layers

X-ray diffraction profiles highlighting the structural quality of thin, pseudomorphic
GeSn layers grown at 400 Torr with GeH4 + SnCl4 in the 301–349 °C temperature
range can be found in Fig. 3.7a. As the growth temperature decreased, the GeSn
peak moved away from the Ge SRB peak, which was a clear sign that the Sn content
increased. GeSn peaks were well defined and intense, with thickness fringes on both
sides. They were properly reproduced by simulations, which was another sign that
layers were fully monocrystalline.

The root mean square (rms) surface roughness and the Z range (= Zmax. − Zmin.)
associated with 5 μm × 5 μm AFM images of those GeSn layers can be found in
Fig. 3.7b. Surfaces were cross-hatched, as the Ge SRBs underneath, with little or
no impact of the Ge precursor and growth temperature on roughness. The mean rms
roughness and Z range of those pseudomorphic, tens of nm thick GeSn layers were
equal to 0.54 nm and 4.84 nm, respectively.
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3.2.2.4 SiGeSn Epitaxy: Some Specificities

Before ending Sect. 3.2.2 with a discussion on the properties of thick, relaxed GeSn
layers on Ge SRBs which are typically used for optically pumped lasing, we will
say a few words about SiGeSn epitaxy. Such ternary alloys can indeed be of use
as energy barriers in SiGeSn/GeSn multi-quantum wells or double heterostructures
[58]. Indeed, the energy bandgap of Si, 1.12 eV, is higher than that of Ge, 0.77 eV
and Sn, which is actually a semimetal (−0.41 eV).

It was shown in [59] that, at 349 °C, 100 Torr and with a Ge2H6 + SnCl4 +
Si2H6 chemistry, there was, a simultaneous increase of the Si and Sn contents with
the Si2H6 flow in thin, pseudomorphic SiGeSn layers on Ge SRBs, although the
SnCl4 flowwas constant.Meanwhile, the SiGeSn growth rate decreased substantially
with the Si2H6 flow, with some degradation, above a given threshold, of the surface
morphology and the formation of Sn droplets. Those findings were confirmed at
337 and 325 °C in [50]. For given precursor flows, we also showed, in [50], that
a growth temperature increase, in the 313–363 °C range, resulted in the following:
(i) an exponential increase of the SiGeSn growth rate, with an activation energy,
9.5 kcal mol−1, close to that of GeSn, 10.6 kcal mol−1 (although growth rates were
always lower for SiGeSn than for GeSn) and (ii) a Si content which increased, from
4 up to 12% (+1.31%/10 °C) and a Sn content which decreased, from 12 down to 4%
(−1.25%/10 °C), while the Ge content in the ternary alloy stayed constant at 84%.

Results summarized above are definitely in line with ForschungsZentrum Juelich
data in Refs. [60, 61], although the carrier gas and the precursor injection were
different (H2 and laminar flow above the wafer surface in Refs. [50, 59], to be
compared with N2 and a showerhead in Refs. [60, 61]), strengthening those findings.
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The epitaxy of SiGeSn/GeSn stacks is not straightforward, because of requirements
verymuch at oddswith each other. High Sn content and thus definitely direct bandgap
GeSn layers should, for instance, be grown at very low temperature to avoid Sn
precipitation/surface segregation, while high Si contents and thus significant energy
barriers would favour the high-temperature growth of SiGeSn barriers. A SnCl4
flow which is lower than in binaries should also be selected to have, in the end, the
targeted Sn content in SiGeSn. Indeed, the addition of Si2H6 to the gaseous mixture
simultaneously increases the Si and Sn contents, reduces the growth rate and so on.

3.2.2.5 Epitaxy of Thick, Relaxed GeSn Layers

As we will see in the following, Sn content and strain have a major impact on the
bandgap directness of GeSn: the lower the compressive strain and the higher the Sn
content in GeSn layers, the more direct their bandgap will be and the better their
light emission properties will be. This is typically achieved, in GeSn laser devices,
by growing GeSn layers on Ge SRBwith a thickness well above the critical thickness
for plastic relaxation. Layers will then relax, with the emission of vast amounts of
strain-relieving dislocations.

We have explored, in [236], the impact of thickness on the properties of GeSn 10,
12 and 15% layers grown at 325, 313 and 301 °C with the same Ge2H6 and SnCl4
mass-flows and growth pressure (100 Torr) as in Fig. 3.5. Above a given threshold
that depended on the built-in strain and thus the Sn content, layers plastically relaxed,
with, on top, the appearance of less heavily dislocated, higher Sn content layers, as
shown in Fig. 3.8. This Sn enrichment was shown by ASMAmerica and the Univer-
sity of Arkansas [62] or by Ecole Polytechnique de Montréal [63] to be due to a
gradual dissipation of the compressive strain and therefore an increase of the GeSn

Fig. 3.8 a Reciprocal space maps around the (224) XRD order showing the plastic relaxation
occurring when switching from 30 to 450-nm-thick GeSn 10% layers grown at 325 °C. The thinner
layer has the same in-plane lattice parameter and thus qX value as the Ge SRB underneath, while
the top part of the thicker layer is 66% relaxed. b Sn concentration profile (from energy-dispersive
X-ray analysis) superimposed on a Bright Field TEM image of a 465-nm-thick GeSn layer grown
at 313 °C with nominally 12% of Sn [236]
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Fig. 3.9 a Scanning transmission electron microscopy (STEM) images of a GeSn step-graded
sample (top). Some dislocations are highlighted. bASn concentration profile extracted from TEM–
EDX measurements is provided in the bottom part of the figure. Layers 1, 2, 3 and 4, with 7%, 9%,
12% and 16% of Sn were 95%, 92%, 78% and 64% relaxed, respectively [65]

in-plane constant, improving the incorporation of larger size Sn atoms. Such an invol-
untary Sn grading is actually advantageous for the fabrication of high performance
lasers, as optical recombination will occur in the thick, higher Sn content and crys-
talline quality layers on top and not in the bottom, lower Sn content and therefore
higher bandgap bottom layers, which are more defective [64].

The feasibility of growingGeSn step-gradedheterostructures, in order to gradually
relax the built-in compressive strain in a controlled manner and confine the misfit
dislocations in the bottom layers, was evaluated in [65]. To that end, Fig. 3.5 data
points were used, with a gradual decrease of the growth temperature from 349 down
to 313 °C in 12 °C steps. We succeeded in obtaining, as shown in Fig. 3.9, superior
quality stacks that were used to obtain optically pumped lasers in the mid-infrared
with record high performances [2, 39, 241].

3.2.3 Ge-Based Materials Processing

Lithographic steps used to fabricate Ge-GeSn optoelectronic devices must take into
consideration the overall fabrication process. Indeed, many parameters such as the
minimum pattern size, the layer thickness to be etched, the compatibility of some
metals with the developer chemistry and so on have a direct impact on the lithography
technique along with the resist type to be employed. For instance, diluting the resist
with the proper solvent results in a thinner resist after spin coating, helping to reach
smaller pattern sizes.

Optical lithography has been successfully used to fabricate waveguides [52].
However, electron beam lithography is the most versatile and spatially resolved tool
found in most research papers. It enables to fabricate all sets of optical resonators,
going from microdiscs to photonic crystals [39, 66, 67]. For processes employing
the lift-off approach commonly used in academic research laboratories, polymethyl
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methacrylate (PMMA) is the resist of choice. Unfortunately, PMMA suffers from
very poor selectivitieswhen exposed to dry etching plasmas.Doing so requires resists
which are more tolerant to plasma etching, such as the ZEP 520a (positive tone) or
the ma-N 2400 series (negative tone). Both have a very good pattern resolution,
particularly for infrared resonators where constraint on resolution is less demanding
than for shorter wavelength resonators. These resists can be easily stripped in an
oxygen plasma after the dry etching step.

3.2.3.1 Anisotropic Etching

Etching is a critical step in the fabrication of semiconducting optical resonators.
Control of the selectivity between the layer to be etched and the mask or the buried
layer is of prime importance. In addition, the resonance properties of the light are
strongly influenced by the shape of the etched sidewalls (verticality, roughness).
Etching recipes must also address these aspects. Ge can be anisotropically dry etched
in fluorine type plasmas (SF6 [68], mainly, or a mixture of C4F8 and SF6 [69]). Cl2-
based chemistries can be used for Ge [70] and GeSn [71]. The latter approach was
shown to give very smooth etched surfaces and vertical sidewalls. Table 3.1 gives a
representative recipe for the anisotropic etching of Ge and GeSn in an inductively
coupled plasma reactive ion etching (ICP-RIE) reactor with a Cl2 chemistry. Typical
etching rates are of the order of 450–600 nm/min for Ge and GeSn, while the selec-
tivity (semiconductor to resist etched thickness ratio) is in the range of 2.5–4 with
ma-N 2400 or ZEP 520a resists.

Aluminium can be a very efficient hard mask for the anisotropic etching of Ge
and GeSn. The selectivity is very high, reaching about 100 on Ge [71] with the recipe
given in Table 3.1. A 10-nm-thick Al mask is thus enough to etch a 1-micron-thick
Ge layer. The mask can be selectively removed afterwards in a hot and concentrated
tetramethylammonium hydroxide (TMAH) solution, leaving the Ge and GeSn layers
unattacked. The Al mask definition can also be done by locally etching the top 10-
nm-thick Al layer through a soft mask, and with an oxygen-free Cl plasma [72].
After pattern transfer in the hard mask, oxygen is introduced in the recipe, leading
to a continuous regeneration of the sputtered alumina via aluminium oxidation.

Table 3.1 Anisotropic etching recipe of Ge and GeSn and isotropic etching recipe of Ge versus
GeSn in an ICP-RIE reactor

Pressure (mT) Gas flow (sccm) Coil power (W) Platen power (W)

Anisotropic etching
of Ge and GeSn

10 Cl2 N2 O2 100 200

100 25 10

Isotropic etching of
Ge versus GeSn

50 CF4 N2 O2 500 0

30 40 50
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3.2.3.2 Isotropic Etching

Having GeSn layers grown on thick Ge strain relaxed buffers, as in most of the
works, is very attractive. Indeed, under-etching the Ge SRB results in a better optical
confinement and dissipates the (residual) compressive strain present in as-grown
GeSn layers. This in turn improves the semiconductor directness. Gupta et al. noticed
that low power CF4 radio-frequency (RF) plasmas selectively etched Ge with respect
to GeSn [73]. Such a selectivity was likely due to the formation of a thin surface
passivation layer of tin fluoride onGeSn, because ofGe surface depletion and reaction
of F with Sn atoms. To maximize the etching selectivity, the sputtering component
of etching has then to be kept as low as possible to preserve the passivation layer.
Working in an ICP reactor, in a pure «chemical» etching mode, therefore offers
the highest selectivity. A typical recipe for the selective isotropic etching of Ge with
respect toGeSn (etching rates around 500 nm/min) is given inTable 3.1. Figure 3.10c)
shows a GeSn microdisc on a Ge pedestal (top) and a freestanding photonic crystal
H4 hexagonal cavity (bottom) obtained with Table 3.1 recipes. A SF6 chemistry can
also be used, at zero RF power for the isotropic and selective etching of Ge with

Fig. 3.10 a Ge waveguide made from a germanium-on-insulator (GOI) substrate etched with the
anisotropic etching recipe given in Table 3.1; b GeSn microdisc on the Ge buffer, etched with the
same recipe as in (a); c GeSn microdisc (top) and H4 cavity (bottom) obtained after the anisotropic
etching ofGeSn and the isotropic and selective etching ofGewith respect toGeSn (seeTable 3.1) and
d released GeSn microstructure with two anchored sides, showing a dramatic membrane bending
(note the presence of through holes in the GeSn membrane which can be used to initiate the under-
etching reaction in areas far from the trench). Under-etched zones appear as bright areas on these
SEM pictures
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respect to GeSn. However, the selectivity is poorer than with CF4. Indeed, etching
of low Sn content layers will occur.

Under-etching a part or the whole resonator area can have a profound impact on
the overall device since this step comes with a substantial displacement of matter at
the micron scale (thick Ge films on Si are tensile strained and GeSn films on Ge are
compressively strained). Special care must then be given to the total under-etching
length or to the device design in order to benefit from strain release (see the strategies
of strain redistribution in [4]), without generating undesired layer cracks or bending
(see, for instance, Fig. 3.10d).

A wet chemical etching of GeSn was also used, for instance in [72]. Al-Kabi
et al. developed a low-temperature (0 °C) etching of GeSn, with a mixture of
HCl:H2O2:H2O 1:1:10. The authors reported the fabrication of smooth surfaces for
GeSn waveguides on Ge, with lasing upon optical pumping. This section is far from
being exhaustive and does not report all the different chemistries used for etching Ge
and its alloys. Nevertheless, it seems at this stage interesting to note that hot TMAH
does not attack Ge nor GeSn. This opens new perspectives and makes possible
under-etching strategies involving Si as a sacrificial material.

3.2.3.3 Surface Passivation of (SiGeSn) Based Materials

Parasitic and non-radiative recombination of free carriers in semiconductors is highly
undesirable as it degrades the performances of light emitters or photodetectors (high
threshold values and inherent heating problems in lasers, non-radiative “loss” of
carriers in photodetectors, etc.). With the scaling down of components, the ratio
of surface to volume atoms significantly increases. Recombination on surface traps
might then influence the recombination dynamics of the whole device. Finding a
way to keep the density of surface traps at reasonably low levels in Ge is the topic
of recurring works (see, for instance, [74]). Nevertheless, the rise of SiGeSn alloys
renewed research around surface passivation. Indeed, the growth of SiGeSnbarriers is
nowadays possible on GeSn [42]. Stange et al. demonstrated lasing in GeSn/SiGeSn
multi-quantumwells with a threshold much lower than in bulk materials at cryogenic
temperatures [58], indicating that these systems were suitable for carrier confine-
ment and that the interface between the barriers and the wells were of good quality.
Getting high barrier heights for both electrons and holes is, however, necessary for
room temperature operation. Current barrier materials are limited to the low Sn and
Si content range for Ge1−x−ySixSny compounds, requiring additional epitaxy devel-
opments to cover a more complete barrier materials spectrum. GeSn layers with a Sn
content grading can also provide a way to confine carriers. J. Chrétien et al. demon-
strated lasing in Ge0.84Sn0.16 layers embedded into Ge0.87Sn0.13 layers, with then a
moderate electronic confinement [2].

Various wet cleaning and dielectric capping steps were evaluated in [75] for the
passivation of GeSn layers. Mahjoub et al. quantified the density of interface traps
Dit in metal oxide semiconductor (MOS) capacitors with the capacitance voltage
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technique (an alumina layer was deposited beforehands thanks to atomic layer depo-
sition) [76]. Sn droplets were found on the surface of Ge0,9Sn0,1 layers and removed
by dipping in aHF:HClmixture. The authors reported a retardation of the reoxidation
prior to alumina deposition with the use of a (NH4)2S-based wet treatment. They
estimated the density of interface traps to be approximately 9 × 1011 cm−2 eV−1.

3.2.4 Electrical Contacts on Ge-Based Materials: A Focus
on GeSn

Lasing, upon optical pumping, has been demonstrated in 2015 in GeSn alloys [1].
Electrically pumpedGeSn-based photonics devices, such as photodetectors, LEDs or
lasers remain elusive, however [5]. Fermi-level pinning at themetal/Ge(Sn) interface,
doping and thermal stability of GeSn layers are indeed some of the technological
hurdles that have to be overcome to obtain optimum electrical contacts.

The strong Fermi-level pinning (FLP) at the metal/germanium interface is well
documented in the literature [77]; it is predominantly governed by metal-induced
gap states (MIGS) and defects-induced gap states (DIGS). GeSn, in particular n-
type doped layers, are not spared by the FLP issue. GeSn surface passivation by
plasma treatment (typically O2 treatment) or thin dielectric deposition (Al2O3) have
been shown to alleviate FLP [78, 79] as well as the formation of stanogermanide or
high doping in GeSn layers [80, 81].

Having high levels of electrically active dopants in GeSn layers, and therefore low
contact resistivities, is challenging. Ion implantation and in situ doping have both
been reported in the literature [82, 83].One of the limiting factors for ion implantation
is the activation step that can lead to a degradation of the junction and of the GeSn
properties because of the poor thermal stability of GeSn layers (mainly due to Sn
segregation [84]). The in situ Ga doping of GeSn layers that result in ultra-low p-type
specific contact resistivity seems promising [85].

Beyond the above-mentioned topics, a comprehensive understanding of the solid-
state reaction during the formation of stanogermanides is of utmost importance to
precisely characterize the system and benefit from reliable contacts on GeSn. In
this section, we will provide some data about the metallization of GeSn layers;
more specifically, we will focus on Ni stanogermanide formation. In a second part,
technological levers to enhance the thermal stability of stanogermanides will be
proposed to improve GeSn devices performances.

3.2.4.1 Metallization of GeSn Layers

A complete analysis of the literature concerning the metallization of GeSn layers
showed that many metals were used to contact these layers. Al and TaN [78], Ti
[86], Zr [87] and even Yb [80] were evaluated. Nevertheless, Ni [82] is by far the
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Fig. 3.11 a In-situ X-ray diffraction measurement of the reaction between Ni and Ge0.9Sn0.1,
adapted from [93], b in-plane pole figure recorded at 2θ = 32° for Ni/Ge0.9Sn0.1 sample annealed
at 180 °C, adapted from [93]

most used metal. Indeed, Ni enables to obtain ohmic contacts with low sheet and
specific contact resistances at relatively low temperatures [88–91]. Several teams
have investigated the solid-state reaction of the Ni/GeSn system. However, there
were still open questions concerning the system evolution, the phases present, the
impact of Sn content and the behaviour of Sn atoms during the solid-state reaction.

The Ni/Ge0.9Sn0.1 solid-state reaction can be monitored by in situ X-ray diffrac-
tion (XRD), in-plane reciprocal space map (RSM) measurements and in-plane pole
figures. A sequential growth was evidenced using in situ XRD (Fig. 3.11a). The
solid-state reaction between a Ni thin film and Ge0.9Sn0.1 layer can be summa-
rized as follows. First, after the total consumption of Ni at 120 °C, a Ni-rich phase
is formed. Then, at 245 °C, the Ni-rich phase disappears and the growth of the
mono-stanogermanide phase Ni(Ge0.9Sn0.1) is initiated. This phase is stable up
to 600 °C [92]. Based on advanced in-plane RSM and pole figure measurements
(Fig. 3.11b), it was demonstrated that the Ni-rich phase was actually the hexagonal
ε-Ni5(Ge0.9Sn0.1)3 metastable phase [92].

The role Sn might have during the Ni/GeSn solid-state reaction (SSR) was, until
recently not fully understood. A comprehensive analysis focused on Sn segregation
during the Ni/GeSn SSRwas carried out. In situ X-ray diffraction and cross-sectional
transmission electron microscopy measurements coupled with energy-dispersive
X-ray spectrometry and electron energy-loss spectroscopy atomic mappings were
performed to follow the phase sequence, Sn distribution and segregation [93, 94].
The results showed that, during the SSR, Sn incorporated into intermetallic phases.
As the temperature increased, Sn segregation happened first around grain boundaries
(GBs) and then towards the surface. At higher temperatures and when the Ni(GeSn)
film agglomerated, Sn easily migrated towards the top surface (see Fig. 3.12).
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Fig. 3.12 Schematics of Sn behaviour during Ni/GeSn solid-state reaction taken from [99]

Sn accumulation aroundGBs hampered atomdiffusion, delaying the growth of the
Ni(GeSn) phase. Higher thermal budgets will thus be mandatory for the formation of
contacts in high-Sn-content photonic devices, which could be detrimental for thermal
stability. This last point is crucial. Indeed, it has clearly been shown that the Ni/GeSn
system suffered from a lack of thermal and electrical stability, mainly due to the
agglomeration of the Ni(GeSn) phase and to Sn segregation. It was thus of utmost
importance to propose various means of extending the thermal stability of Ni-based
stanogermanides.

3.2.4.2 Technological Levers to Extend the Thermal Stability
of Ni-Based Stanogermanides

The metastability of GeSn alloys and surface Sn segregation phenomena led interna-
tional research teams to propose alternative solutions to extend the thermal stability
of Ni-based stanogermanides. Technological levers can be used at various steps of
the contact module. The GeSn surface can be pre-amorphized by implantation (PAI)
prior to Ni metallization. C implantation was successfully used to extend the thermal
stability of Ni(GeSn) by about 100 °C [95]. The use of Pt interlayer between Ni and
GeSn [96] or the co-sputtering of Pt and Ni [97] were shown to enhance the thermal
stability of the Ni/GeSn system. More recently, the classical rapid thermal annealing
was compared to the much shorter and thus more metastable pulsed laser thermal
annealing. Results were promising [98].

Various pre-amorphization processes using Si, Ge, C or C+Ge implantationwere
implemented to prepare the GeSn surface prior to metallization. The use of C PAI not
only extended the thermal stability of the Ni(GeSn) by delaying the agglomeration
process as shown in Fig. 3.13, it also postponed Sn segregation towards higher
temperatures (delay of 150–200 °C); the electrical properties were thus strongly
improved [99]. Such results are very promising.

The impact of Pt or Co as alloying elements for Ni-based metallization of GeSn
layers was also investigated [100]. As far as the solid-state reaction is concerned,
the overall phase sequence is the same for all metallizations: at low temperature,
a Ni-rich phase is obtained; it is then consumed to form the low resistivity mono-
stanogermanide phase.Nevertheless, the addition of Pt or Co as alloying elements has
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Fig. 3.13 AFM images (scan 5 μm × 5 μm) of the surface of samples annealed at various
temperatures for the Ni/GeSn system without PAI (top) and with C PAI (bottom) taken from [99]

an impact on Ni consumption, Ni-rich and mono-stanogermanide phases’ formation
temperatures. It also leads to the formation of PtSnx or CoSny compounds. More-
over, the addition of Co or Pt positively influences Sn segregation by delaying this
phenomenon. Co has a weak influence on morphological and electrical properties.
On the other hand, Pt improves the surface morphology by delaying the Ni(GeSn)
phase agglomeration and enhancing the process window in which the sheet resis-
tance remains low [101, 102]. Figure 3.14 illustrates the impact of alloying elements
on the electrical properties of the Ni/GeSn system.

The impact of annealing Ni/GeSn layers thanks to laser pulses (ultra-violet
nanosecond laser or UV-NLA) was also analysed. The overall evolution of the
phase sequence with the thermal budget was comparable to that in RTA samples:
the Ni5(GeSn)3 phase was obtained first, followed by the mono-stanogermanide
(Ni(GeSn)) phase. A texture change was, however, evidenced; indeed, the size of

Fig. 3.14 Evolution of the
sheet resistance as a function
of the rapid thermal
annealing temperature for
the Ni, Ni0.9Co0.1 and
Ni0.9Pt0.1/Ge0.9Sn0.1
systems taken from [99]
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crystallites in the Ni(GeSn) phase seemed to be reduced with UV-NLA, which could
result in thermal stability improvements.Yet, agglomeration or Sn segregation (island
formation on the surface) has not been noticed for laser-annealed samples, at variance
with RTA samples. Laser annealing therefore seems to be promising to form, with
low thermal budgets, optimum electrical performance Ni contacts on GeSn layers
[99].

To conclude, the development of a complete contact module on GeSn is manda-
tory to have performant electrically activated devices. A better knowledge and under-
standing of the physico-chemical properties of the metal/GeSn systems was essential
to propose technological and process levers to overcome the metastability of GeSn
alloys and Sn segregation. The use of pre-amorphization by implantation, the addi-
tion of alloying elements such as Pt to Ni, the use of UV-nanosecond laser annealing
or the combination of such technological levers are promising tracks towards a stable
and reliable contact module on GeSn devices.

3.3 Effects of Strain and Sn for Bandstructure
Manipulation

The direct bandgap in intrinsic Ge has to be carefully estimated as the deformation
potentials model [103] under-estimates the crossover between the L- and �-valleys.
A good experimental agreement of this crossover in intrinsic Ge has recently been
achieved using the tight-binding model [104]. The crossing to the direct band is
predicted to be close to 6% at 20 K for a [100] uniaxial stress [4] instead of previous
predictions at around 4.4% [103, 105, 106]. The tight-binding model forecasts a
crossover at around 2.1% at 20K for (001) biaxial stress [4] instead of 1.8% predicted
by the deformation potential model [107].

We present here the different stress induction schemes used in recent years to
reach such high amounts of strain in Ge and GeSn layers. In the second part, we
describe the principle of the bandstructure modifications due to strain, alloying,
confinement and combinations of those. Where possible, the bandstructure effects
are given in analytical form to express the general trends. However, for more detailed
considerations we refer our readers to the more specialized literature.

3.3.1 Strain Control in Germanium-Based Materials

3.3.1.1 Strained Ge Growth

The growth of pseudomorphic Ge on larger lattice constant buffers such as InGaAs
[108–112] or GeSn [113–115] can result in high biaxial tensile strain. Direct bandgap
behaviour has beenobservedusingphotoluminescence analysis versus temperature in
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Ge layers andGe quantumdots [116]. Strains up, respectively, to 2.3% and 2.4%have
been measured in Ge layers and Ge quantum dots, respectively [117]. This technique
is limited to thinGe layers below the critical thickness for plastic relaxation (typically
around 50 nm [118, 119]). Similarly, III–V semiconductors—as virtual substrates
[120]—are not acceptable in a Si-based platform. To the best of our knowledge, no
tensily strained epitaxial GeSn layers have been reported yet in the literature.

3.3.1.2 Thermal Strain

As presented in Part I—Fabrication: Ge-based epitaxy and processes for group-IV
direct bandgap material—thick Ge layers epitaxially grown on Si are quasi-relaxed
and present only slight tensile strains at room temperature. This residual strain is
induced by the thermal expansion coefficients difference between Ge and Si coming
into play during the cooling-down after epitaxy or annealing [32, 121]. The strain thus
depends on the process temperature [122, 123] and may lead to thermally induced
strains up to 0.3% [124] and 0.4% in patterned structures [125].

However, to achieve biaxial strain Gewith a direct bandgap, we needmethods that
provide much higher strain values than those given just above. Currently, the main
techniques used are strain redistribution and external stress transducers or stressor
layers.We are going to describe those technologies in the following. As source mate-
rials, we used GeOI wafers. Ge layers on top showed a homogeneously distributed
residual strain of 0.16% [126] and were produced in a 200 mmwafer production line
[127]. In the case of GeSn layers grown on thick Ge strain relaxed buffer (SRBs),
Ge has once again a residual tensile strain of 0.16%, while GeSn is, because of the
larger lattice constant parameter of Sn than of Ge, in a compressive strain state of
−0.5%, typically.

3.3.1.3 Micro-bridges and Membranes

In Germanium

The strain redistribution concept was first developed in Si using 0.6% pre-strained
SOI [128]. The generalization of themethod and its potential as photonic platformhas
been described in [129].M. J. Suess et al. redistributed successfully the residual strain
in Ge using micro-bridges up to uniaxial strain values of 3.1% [16]. Micro-bridges
were patterned along the [100] crystallographic direction of Ge. The pre-strained
Ge layer (Fig. 3.15a) grown on Si or SOI was first etched into a Ge micro-bridge
(Fig. 3.15b). Then, the substrate or the buried oxide under the Ge layer was under-
etched (Fig. 3.15c). The liberated structure relaxed, focusing the longitudinal strain
of the two arms in the structure centre. The strain enhancement at the centre of
the suspended micro-bridge can be analytically calculated from the four dimensions
listed in d and the under-etch length below the Ge. The length A defines the central
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Fig. 3.15 Schematic of the process steps used to fabricate strained Ge micro-bridges from a a
residual tensile strained Ge layer, bwhich is patterned and c under-etched. d Tilted SEM image of a
Ge/Si structure showing the critical dimensions A, a, B and b of the micro-bridge (figure from [16]).
e Tight binding modelling of the bandgap energy of the strained micro-bridge. Note that strain is
loaded uniaxially along 〈100〉, and the transition regime is narrow, i.e. less than 1 μm wide

micro-bridge length, B is the overall length of the micro-bridge, a the micro-bridge
width and b the micro-bridge arm width.

The strain enhancement factor f = εxx/ε0 in the narrow constriction of the bridge
is defined by the ratio of the εxx micro-bridge strain divided by the ε0 residual biaxial
strain. It follows, for Ge deposited on a SOI substrate, that f is approximately given
by (1) where Ei are Young’s moduli in the [100] direction of Si and Ge and ti are the
corresponding layer thicknesses,

f = η
2L + B

B

[
1 + A

B − A

]
/

[
a

b
+ A

B − A

]
with η = tGeEGe

tSiESi + tGeEGe

Above 3.1% of uniaxial strain, corresponding to a 4.8 cm−1 Raman frequency
shift, the Ge micro-bridges grown on SOI broke due to the presence of misfit dislo-
cations at the Ge/Si interface [16]. GeOI substrates with a significantly better crys-
tallographic quality than Ge directly grown on Si, enabled the fabrication of highly
strained micro-bridges. Record-breaking strain values of 4.9% at room temperature,
corresponding to a Raman shift of 9.9 cm−1, were reported [17]. Higher strains were
achieved by lowering the temperature. At 20 K, strain values as large as 6% were
obtained [4, 130].

In Germanium Tin

The situation is different for GeSn, as the GeSn layers grown on Ge SRBs on Si are
compressively strained, as the Sn lattice constant is higher than the Ge one (6.489 Å,
vs. 5.65785 Å).When the strategy described above is used on GeSn, the compressive



132 V. Reboud et al.

Fig. 3.16 SEM images of the GeSn micro-bridge (left) before SiO2 etching (GeSn micro-bridge
bending downward due the release of its built-in compressive strain), (middle) at the beginning of
the SiO2 etching, (right) at the final stage of SiO2 etching when the GeSn is tensile strained (figures
from [2])

strain will inevitably lead to a bowing of the central part of the micro-bridge. A two-
step lithography strategy has therefore been developed to use the residual strain in
the Ge SRBs [2]. In Fig. 3.16, the two liberated Ge arms’ length dictates the level
of strain in the suspended GeSn micro-bridges. The residual tensile strain of the Ge
SRBs is here the driving force to tensile strain GeSn micro-bridges, which are in a
compressive strain state just after epitaxial growth.

The GeSn micro-bridge bends downward due the release of its built-in compres-
sive strain after the etching of the GeSn/Ge/SOI and before the HF etching (Fig. 3.16
left). The SiO2 etching allows the Ge arm to relax and slowly strains the GeSnmicro-
bridge (Fig. 3.16 middle). Using this method, GeSn micro-bridges with strain up to
2.2% were obtained [2] (Fig. 3.16 right).

3.3.1.4 Biaxially Strained Micro-bridges

Suspended Membranes

Biaxial stress or, equivalently, strain in Ge and GeSn can be induced the same way
as described previously by using a micro-cross design instead of a micro-bridge one.
Strain relaxation in the large stretching arms during the SiO2 under-etching results
in a biaxial tensile strain in the central region. Figure 3.17a shows the strain in a
Ge micro-cross-modelled by the finite element method (FEM) along x = [110], y =
[110] and z = [001] crystalline directions. The full strain tensor and the lattice orien-
tation distribution in highly strained Ge micro-crosses were evaluated at the sub-
micrometre scale using Laue micro-diffraction and simultaneous rainbow-filtered
micro-diffraction [131]. The complete strain tensor maps extracted from standard
Laue micro-diffraction measurements on micro-crosses showed a very good agree-
ment with FEM modelling (Fig. 3.17a). This agreement is confirmed in Fig. 3.17b
by comparing the strain profile measured along the x = [110] direction with the
modelled one.

The largest in-plane biaxial strain in Ge reported in the literature at room temper-
ature is 1.9%, corresponding to a Raman shift of 8.1 cm−1 [132]. This configuration
suffers from shear stress at the edge of the stretching arms, which most likely is



3 Lasing in Group-IV Materials 133

Fig. 3.17 a Strain distribution in a Ge micro-cross along x = [110], y = [110] and z = [001]
crystalline directions from FEM modelling (left) and by rainbow-filtered Laue micro-diffraction
measurements (right). b Profile of strain along the x = [110] direction of the micro-cross calculated
by FEM (solid line) and measured by Laue micro-diffraction (symbols) (figures from [131])

detrimental to carrier injection. Indeed, shear stress affects the band structure and in
particular the alignment between the L- and Gamma-valleys.

Landed Membranes

Electrical contacts to suspended membranes could be very challenging. Specific
strategies have therefore been developed to land on the substrate the entire under-
etched structure after its initial release and the eventually obtained high strain levels.
Strain redistribution can, for instance, be achieved by using a very thin sacrificial
etch-layer. Jan Petykiewicz et al. adopted a 25-nm-thick layer of Al2O3 to release the
strain. The strained structure was, immediately after the etching, re-attached to the
substrate that consisted of Si with a 10-nm-thick conformal Al2O3 layer deposited by
atomic layer deposition [133]. This thin layer can potentially passivate theGe surface.
Another strategy to land strained structures is by controlling the wet etching speed of
the thick SiO2 sacrificial layer (1μm). Figure 3.18a shows cross-sectional schematics
of a suspended strained structure using high-speed HF under-etching (bottom part)
and of a landed strained structure using a low speed HF under-etching (upper part).
Micro-crosses fabricated in a GeOI substrate with 1 μm of BOX have been landed
on silicon (Fig. 3.18b) using a low-speed HF etching recipe. The stretching arms
can subsequently be partially removed, provided that the bonding to the Si substrate
is strong enough, with an elastic energy threshold of around 3 J/m2, typically. Such
a value is of the same order of magnitude as bonding energies in wafer bonding
experiments [134]. In that case, the strain of a landed micro-bridge is kept after
etching away the stretching arms, Fig. 3.18c and d.
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Fig. 3.18 a Top (bottom) cross-sectional schematics of a landed (a suspended) strained structure
obtained by slow (fast) etching. b Landed Ge micro-cross made from GeOI with a low speed HF
etching recipe to remove SiO2. c Landed Ge micro-bridge with a partial removal of stretching arms.
d Raman spectroscopy mapping of the landed and strained Ge micro-bridge bonded on Si (figures
from [134])

3.3.1.5 Strain Induced by External Stress or by Stressor Layers

Tensile strain has also been applied to Ge using external force transponders [135–
138] and flexible polyimide which could be set under pressure and on which Ge
layers were deposited [139, 140].

Emission enhancement when reaching the Ge direct bandgap was observed for
biaxial strain reaching 1.4% in [140]. A more promising technology for applications
is strain-tensors deposited around Ge and/or GeSn layers. Several stressors have
been studied including SiN [141], Cr [142], SiGe [143, 144], strained-Si [145] as
well as GeSn [146, 147]. Ge photodetectors have, for instance, been tensile strained
using tungsten layers with residual compressive stresses higher than 4 GPa [148].
However, SiN stressors are more often used, as their strain can be controlled from
compressive to tensile through a proper selection of process parameters. In addition,
SiN is transparent in the MIR and its electrical isolation properties as well as thermal
properties are advantageouswhen combinedwithGe orGeSn. Tensile strain has been
induced using compressive SiN on Ge nanowires [71] and Gemembranes [133, 149–
151], as well as on straight Ge waveguides [152–155], nanowires [156], microdiscs
[69], micro-rings [157] and micro-pillars [158, 159].

However, inhomogeneous tensile strain is achieved when the SiN layer is
deposited asymmetrically [69] around the host. Stressor layers in most of the cases
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Fig. 3.19 Strain distribution
in a Ge microdisc with SiN
all-around calculated by the
finite elements method
(figure from [160])

will thus lead to a poor overlap of, for instance, the optical mode with the strained
media. To solve this issue, all-around Ge and GeSn structures were developed
showing indeed a homogenous strain distribution in Ge and GeSn, Fig. 3.19. A
direct bandgap behaviour was observed in Ge with up to 1.75% of biaxial tensile
strain [160]. An all-around SiN strategy, with a SiN intrinsic stress of−1.9 GPa, was
used to encapsulate GeSn, resulting in ultra-low lasing thresholds around 1 kW cm−2

[3]. Table 3.2 summarizes the tensile strain induced inGe andGeSnwith the different
approaches described previously.

3.3.2 Band Structures and Band Alignment

3.3.2.1 Band Structure of (Si)GeSn Alloys

Ge is an indirect bandgap semiconductor, but the lowest conduction band valley, at the
L point, is just ~140 meV below the � point. Si has its conduction band minimum
near the X point, while the �-valley is much higher than X. Alloying Si and Ge
thus does not result in a direct gap material. On the other hand, Sn has a negative
bandgap at the � point. In GeSn alloys, the �-valley energy E� decreases faster than
the L-valley energy EL, as the Sn content increases, which may result in a positive
bandgap at �, and smaller than the indirect gap towards L, i.e. GeSn, can be a direct
gapmaterial. The transition into a fundamental direct bandgap semiconductor occurs
at a Sn concentration of about 8 at.%. Adding Si, to have a ternary SiGeSn alloy,
slows down the transition into a direct gap semiconductor.

The bandgap E�,L,X of an unstrained (Si)GeSn alloy can been calculated from the
concentrations of the three elements xGe, xSn, xSi (where xGe + xSn + xSi = 1), as

EΓ,L,X = EΓ,L,X
Ge xGe + EΓ,L,X

Sn xSn + EΓ,L,X
Si xSi + bΓ,L,X

SiGe xSixGe

+ bΓ,L,X
GeSn xGexSn + bΓ,L,X

SiSn xSixSn
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Table 3.2 Methods and reported tensile strain values in Ge and GeSn

Straining method Device form Stress
nature

Tensile
strain (%)

Measurement Ref.

Thermally induced
strain

GeOI Biaxial
(001)

0.16 XRD, Raman,
micro-Laue

[127, 131]

0.3 XRD [124]

0.4 XRD [125]

Ge on Si

Patterned
GeOI

Strain by growth
(pseudomorphic)

Ge on InGaAs Biaxial
(001)

0.7 XRD, Raman,
PL

[110]

2.3 XRD [116]

2.4 XRD, Raman,
TEM

[117]

Ge on InGaAs

Ge quantum
dots

External stress Ge membrane Biaxial
(001)

0.6 Pressure sensor [135]

Ge membrane Biaxial
(001)

2.0 Raman [139]

Ge wire Uniaxial
〈111〉

2.5 Raman [138]

Stressor layers Ge strip Biaxial
(001)

0.7 Raman [238]

Ge membrane Uniaxial
〈100〉

1 Raman [151]

Ge pillar Biaxial
(001)

1.3 Raman [239]

Ge nanowire Uniaxial
〈111〉

1.5 Raman [71]

Ge microdisc Biaxial
(001)

1.9 Raman [132]

Ge micro-ring Biaxial
(001)

2 Raman [157]

GeSn
microdisc

Biaxial
(001)

1.4 Raman [3]

Strain
redistribution

Ge
micro-bridge

Uniaxial
〈100〉

3.1 Raman [16]

GeOI
micro-bridge

Uniaxial
〈100〉

4.9 Raman,
micro-Laue

[4]

GeSn
micro-bridge

Uniaxial
〈100〉

2.2 Raman [2]

(continued)
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Table 3.2 (continued)

Straining method Device form Stress
nature

Tensile
strain (%)

Measurement Ref.

GeOI
micro-cross

Biaxial
(001)

1.9 Raman, Laue [132]

Methods include epitaxy as well as diverse routes based on a mechanical transfer of strain

where the first three terms are the weighted average (linear interpolation), and the
other three terms give the correction (i.e. represent the quadratic interpolation). The
bowing parametersb�,L,X are either derived fromatomistic bandstructure calculations
or are found experimentally. While either of these methods can be used to obtain
even higher-order interpolation expressions, it is usually considered that the linear
interpolation plus bowing is accurate enough for practical purposes. However, some
recent publications cast doubt on whether the SiSn bowing for the �-valley can be
described by a constant parameter bΓ

SiSn, for instance, because there is strong evidence
that it depends on the Si and Sn concentration [61, 161].

Another way to tune the band structure is by applying strain. The six components
of the strain tensor (εxx, εyy, εzz, εxy, εxz, εyz) may generally be independent and
influence the band structure. However, the most interesting cases in real structures
are the biaxial and uniaxial strains.

The biaxial strain is due to the lattice mismatch between the substrate and the
overgrown thin layer of the active material or is set by a stressor layer (usually
SiN) into which the laser active layer is embedded. In conventional, [001] grown
structures, it has two equal in-plane components (εxx = εyy), while εzz amounts
to εzz = −2C12/C11εxx (where C11 and C12 are the stiffness constants of the layer
material). Off-diagonal components in the stress tensor are zero. Biaxial tensile strain
corresponds to εxx > 0. If coming from the lattice mismatch, the biaxial strain is

εxx = εyy = alatt,subs − alatt
alatt

where the lattice constant depends on the alloy composition in a similar way as the
bandgaps (weighted average plus bowing), i.e.

alatt = aGexGe + aSnxSn + aSixSi + bSiGexSixGe + bGeSnxGexSn + bSiSnxSixSn

The uniaxial strain usually appears in structures with external force applied to a
thin rod-like semiconductor, e.g. in bridge-like structures. The value of one strain
component, e.g. εzz, is there considered known, and the other two components are
then found from εxx = εyy = −C12/(C11 + C12)εzz, and the off-diagonal components
are also zero. Uniaxial tensile strain corresponds to εzz > 0. The effect of strain on
the band edge energies is described via deformation potentials, and the shifts of band
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energies (in cases of biaxial or uniaxial strains, as considered here) can be found
from the 8-band k.p model for bands at � [162], for a zero wave vector, which gives
the shifts of the conduction band at � and L points:

�EΓ = ac(2εxx + εzz) �EL = aL(2εxx + εzz)

and for the valence bands (taking zero energy as the valence band top for the no-strain
case)

Pε = av(2εxx + εzz) Qε = −bv(εxx − εzz)

EHH = −Pε − Qε

ELH,SO = −Pε + 1

2

(
Qε − �SO ±

√
�2

SO + 2�SOQε + 9Q2
ε

)

where �SO is the energy of the split-off band, below the heavy-hole and light-hole
valence band (v.b.) degenerate top. The material parameters for Si, Ge and Sn, used
in these calculations, and also their original sources, are given in [163].

Biaxial tensile strain decreases both the direct and indirect bandgap (the direct
bandgap decreases faster, resulting in a conversion into a direct gap material). It
also splits the heavy-hole (HH) and light-hole (LH) bands, degenerate at zero strain,
so that LH comes above HH. Compressive biaxial strain has the opposite effect.
Uniaxial tensile strain also decreases the direct gap faster than indirect, leading to a
direct gap material, but in this case the HH band is the highest, and LH is below it.

In these considerations, it is important to note that in these strain-split valence band
states, the heavy and light holes are defined (in terms of their character—the wave
functions) with respect to the z-axis described above (normal to the biaxial strain
plane, or along the uniaxial strain). Within the simple parabolic approximation, the
HH band effective mass in the z-direction ismz

HH = 1/(γ1 − 2γ2), while the in-plane
mass is much smaller,m||

HH = 1/(γ1 + γ2). The LH bandmasses are (approximately,
without corrections for strain)mz

LH = 1/(γ1 + 2γ2) and m
||
LH = 1/(γ1 − γ2). There-

fore, the effective-mass-based labelling of HH and LH states applies only to their
masses in the z-direction, if they are split by strain. This is important because the
density of states of these bands is not the same as in unstrained bulk.

Also, the optical transition matrix elements (as known from k.p modelling)
between the top valence band and the conduction band are larger for z-polarization
in biaxial tensile strained materials (implying that the light propagation is in the
strained layer plane). In the case of a compressive biaxial strain, the xy-polarization
is dominant. On the other hand, for uniaxial tensile strained material (with HH being
the topmost valence band), transitions for xy-polarized light are much stronger, i.e.
for light propagation along the strain direction (which is a practically favourable
set-up).
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Fig. 3.20 Directness �EL-� (a), direct bandgap E�-LH and corresponding emission wavelengths
(b) as functions of biaxial tensile strain for several Sn contents, at T = 300 K. For comparison, the
lasing region of bulk Ge0.875Sn0.125 from [5] is marked on the wavelength scale (figure from [237]),
c directness �EL-� and d direct bandgap �E�-HH functions of uniaxial tensile strain for several Sn
contents, at T = 300 K. These results are obtained with parameters listed in [164], but some other
methods, as discussed in [3], indicate that even larger strain is required for direct gap, e.g. 5–6%
uniaxial strain for Ge

Combinations of tensile strain and Sn content yielding direct bandgap in GeSn
alloys are shown in Fig. 3.20. Figure 3.20a shows the difference of indirect and direct
bandgaps (“level of directness”), while Fig. 3.20b shows the direct bandgap, i.e. the
approximate emission energy of a laser based on some material/strain combination.
Given the much larger density of states in L-valleys than in the conduction band �-
valleys, a directness of at least 100 meV is preferable for good lasing performance,
where a good fraction of electrons will reside in the �-valley up to higher tempera-
tures, c.f. our considerations given in Sect. 3.3.3.While pureGe requires a rather large
biaxial strain (~1.8–2.1%) to get zero directness (with other aspects of that further
discussed in Sect. 3.3.2), alloys with over 4% Sn require much smaller strain levels.
Figure 3.20c and d shows these two properties (directness and direct bandgap) for
uniaxial tensile strain. Lower Sn content GeSn alloys may be interesting, in combi-
nation with high enough levels of tensile strain, for lasing. Indeed, the number of
crystalline defects in such alloys is likely lower than in higher Sn content GeSn
layers (see Sect. 3.2 of this chapter). Of course, alloys with large enough Sn contents
can be direct even with some compressive strain, as was, e.g., the case in the first
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demonstration of an operating GeSn laser [1], and also in many other research results
which showed improved lasing parameters. An operating temperature of 270 K was
indeed achieved in GeSn 20% with a biaxial compressive strain of −0.5% in the
active medium [52].

However, decreasing the compressive strain or, even better, introducing some
tensile strain is generally beneficial. Ultralow threshold continuous wave and pulsed
lasing were recently reported [3], using GeSn 5.4% with biaxial tensile strain of
1.4%. Lasing up to 273 K was recently achieved in GeSn 16% suspended micro-
bridges with 2% of uniaxial strain [2]. A large enough uniaxial strain of ~6% yielded
lasing in pure Ge [4].

3.3.2.2 Band Alignment in Heterostructures

Using SiGeSn ternary alloys in GeSn-based lasers can be very attractive. While
SiGeSn is not expected to be the laser active medium, it can be used for carrier
confinement in GeSn, either in classical heterostructures or as the barrier material in
quantum well structures, where GeSn is the well material. It is, therefore, important
to consider the band alignment at GeSn/SiGeSn heterojunctions, i.e. to find the
band discontinuities for electrons and holes. To find these discontinuities, we started
from the average valence band energy (average of HH, LH and SO band energies),
calculated according to the expression from [164]:

Ev,av = −0.48 eV · xSi + 0.69 eV · xSn
which gives the average valence band energy in SiGeSn alloys, the reference zero
being this energy in Ge. The SO band energy in the same material is obtained by
weighted average of SO energies in Si, Ge and Sn

ESO = 0.297 eV · xGe + 0.044 eV · xSi + 0.8 eV · xSn
which then gives the HH, LL band top in unstrained material

Ev = Ev,av + ESO/3

After that, by adding appropriate bandgaps, with applied strain, one can find
energies of all bands of interest, all with the valence band top in Ge as the reference
zero point. Calculating these for the two materials that make the heterojunction
(with the strain in each one as exists in that heterojunction) will then deliver the
discontinuity of any particular band at this heterojunction. There are also a couple of
different expressions for the average valence band energies, instead of that in [164],
e.g. [165, 166], which give somewhat different values for band discontinuities. A
more detailed experimental investigation is necessary before concluding about the
accuracy of those calculations.
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Fig. 3.21 Directness of SiGeSn barrier (a), band discontinuity for �- (b) and L-valleys (c) for a
Ge0.92Sn0.08/SiGeSn MQW. The coloured areas show regions where SiGeSn is a direct bandgap
semiconductor (blue), regions where band discontinuities for L are negative (orange), and regions
which correspond to realistically grown CVD layers (green) (figure from [163])

Band discontinuities in a GeSn/SiGeSn heterostructure, and also the level of
directness of the barrier (which should preferentially be negative), are given as
examples in Fig. 3.21.

3.3.2.3 Quantized States in GeSn/SiGeSn Quantum Well Structures

The full 8-band k.p model can be used for the calculation of quantum states in
quantum well structures. Usually, a simpler method based on the effective-mass
approximation will deliver reasonably accurate results. Here, we briefly describe the
latter method. The effective-mass Schrodinger equation, with the potential found
from the band alignment calculated as described above, and with the effective mass
as themz

HH,mz
LH component for HH, LH, or the effectivemass for electrons, is solved

e.g. by the finite-difference, or some other method to get the states of the system.
For L-valley states, the projection of the effective mass in the z-direction is used.
It is given by mz

L = 3mlmt/(2ml + mt ), where ml and mt are the longitudinal and
transverse components for L-valley ellipsoids. The Luttinger parameters necessary
for the calculation of hole effective masses depend on the alloy composition. They
are calculated from the fitting expressions obtained by the pseudopotential method
[167, 168], which is more accurate than the simple weighted average of Luttinger
parameters for elements. Within this effective-mass approximation, quantum states
will have the density of states determined by the in-plane effective masses of the
corresponding bands. This method in fact gives the same energies as k.p calculation
does at subband edges (zero wave vector) and is reasonably accurate in cases where
the quantum states of HH and LH are separated enough so that the HH-LH mixing
is not large within the range of in-plane wave vectors of interest.
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Fig. 3.22 Band diagram of a MQW structure with 10 periods of Si0.05Ge0.82Sn0.13/Ge0.87Sn0.13
with 22 nm thickness for each layer, with a gradient of strain (from−0.05% to−0.2%), and confined
states derived from the strain distribution for the whole stack (left) and for the two central QW’s
(right). Inside the wells, the bulk band (solid) and quantized state energies (dotted lines) are shown
for each of the valleys (figure from [58])

An example of bound states in a GeSn/SiGeSn multi-quantum well (MQW)
structure, in which lasing was achieved, is shown in Fig. 3.22.

3.3.3 Gain Calculation of Strained Ge-Based Materials (Ge,
GeSn, SiGeSn)

The gain calculation is based on the 8-band k.p model, using the electron and hole
states coming from the diagonalization of the 8 × 8 k.p matrix for a range of wave
vectors k. The gain is given by

g(�ω) = e2

8π2ωnrcε0m2
0

∑

c,v

|ê · pcv|2
∫

δ(Ec − Ev − �ω)( fc(Ec(k))

− fv(Ev(k)))d
3k

where nr is the refractive index, ω the radiation frequency and
∣
∣ê · pcv

∣
∣2 is the inter-

band momentum matrix element. fc,v are the Fermi–Dirac functions for electrons
in the conduction and valence bands, with the quasi-Fermi levels Fc,v, and Ec(k)
and Ev(k) coming from the 8-band k·p Hamiltonian. The summation is here made
only over bands around the � point. However, the Fermi level for electrons should be
calculated by including L-valleys. This equation does not account for any broadening
of electron and hole states. This can be included by introducing the convolution of
the gain spectrum calculated from the above formula with a Lorentzian function with
appropriate linewidth. However, this is usually not essential for interband transitions
in bulk, with very different dispersion of initial and final states.
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Another important effect in semiconductor gain media is the inter-valence band
absorption (IVBA), coming from transitions between different hole bands (HH, LH,
SO). It is usually the transitions between HH, LH and SO bands which may result
in considerable absorption at wavelengths close to interband transitions. This is
calculated by an expression similar to that above for interband gain, except that both
Fermi–Dirac functions are for the valence band states, and the summation should be
done over all combinations of valence band states.

Finally, the calculatedmaterial gain has also to be corrected for free carrier absorp-
tion (FCA), which can be calculated using the second-order perturbation model
described in [169], or using the Drude–Lorentz model, as in [170]. The acoustic
phonon scattering, deformation potential scattering (L-valley), intervalley scattering,
ionized impurity scattering and alloy scattering all contribute to and are included in
the FCA calculation. After deducting the IVBA and FCA from the material gain,
one gets the effective, net gain. Examples of the calculated gain achievable in biaxial
tensile strained GeSn alloys and bandgap directness are given in Fig. 3.23.

In MQW structures, within the effective-mass approximation described above,
used for state energies and dispersion, the gain is given [171]:

g(�ω) = πe2

nrcε0m2
0ω

∑

n,m

∣∣I enhm
∣∣2

∞∫

0

ρ2D
r

∣∣ê · pcv
∣∣2 γ /π

[
Een
hm + Et − �ω

]2 + γ 2

× [
f nc (Et ) − f mv (Et )

]
dEt

Fig. 3.23 aBandgap directness�EL–� as a function of biaxial strain and Sn content. b out-of-plane
net gain maximum gz,max for several Sn contents, as it depends on the directness, at an injection
carrier density of 1 × 1019 cm−3 at 300 K. Highest values of gz,max are achieved for strain values
of 1.5% (figure from [237]). Clearly, the very high gain predicted for 1 × 1019 cm−3 carrier density
means that even much lower densities can provide practically useful gain
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where
∣∣ê · pcv

∣∣ is the interband momentum matrix element, which depends on the
in-plane wave vector (or Et), as given in Sect. 9.5 of [171], for transitions between
conduction band-HH and conduction band-LH quantized states. This expression also
includes the transitions broadening, described by a Lorentzian function with a full
width at half maximum of 2γ . The density of states ρ2D

r is defined using the reduced
in-plane effective mass m∗

r as:

ρ2D
r = m∗

r

π�2Lz

where Lz is the well width, and I enhm is the overlap integral of envelope functions of
electron and hole states n andm. The Fermi-Dirac distributions f nc,v for electrons and
holes with the quasi-Fermi levels Fc,v are here defined as:

f nc,v(Et ) = 1

1 + exp
[(

Eg + Ee,hn + m∗
r

m∗
e,h
Et − Fc,v

)
/kBT

]

Figure 3.24 shows the subbands in a MQW structure and the gain calculated by
this method, as well as the influence of additional n-type doping on the net gain (this
may improve the gain in a limited range of doping densities, but too large a doping
degrades it).

We should note that the MQW gain calculations presented above are based on
parabolic approximation within the k.p model for energy states, and that the SO band
is not included. In some cases, this may be reasonably accurate, but in many other
cases, the full k.p model should be used to include nonparabolic band dispersion and
to calculate IVBA.

Fig. 3.24 a Band diagram of an unstrained MQW with 3 × {30 nm Ge0.84Sn0.16/40 nm
Si0.1Ge0.75Sn0.15} stacks. bTE-mode interband gain at 300K for different injected carrier densities.
Dashed lines indicate FCA values for bulk Ge0.84Sn0.16. cNet gain dependence on n-doping density
(with FCA subtracted; figure from [163])
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Finally, it is worth noting that other methods of band structure and gain calcula-
tions have recently been presented for this material system (in bulk form), e.g. the
empirical pseudopotential method (EPM) [172], which also enables accurate calcu-
lation of both interband gain and IVBA. As shown there for Ge with large uniaxial
strain, good accuracy of these calculations is important for finding parameters leading
to useful net gain (i.e. with IVBA definitely smaller than interband gain).

3.4 Group-IV Lasing

Lasing in silicon and Ge-based material—in addition to the impact it would make to
traditional microelectronics—is an interesting topic for fundamental research. In this
section, we review recent laser results, elaborate on the optical cavity designs used
and review material developments and corresponding laser devices. An overview
over the impressive achievements made by the community in just 5 years is given
below.

Since the first demonstration in 2015 of lasing in GeSn layers [1], progress has
been vast and continuous, as shown in Table 3.3 summarizing the recent achieve-
ments in chronological order. For example, threshold densities were reduced by
more than 2 orders of magnitude. Similarly, the maximal operating temperature
(Tmax) was at the beginning around the boiling temperature of nitrogen. It now
approaches room temperature (RT). This—aswewill detail below—is directly corre-
lated with progresses made in the epitaxial growth of high Sn content GeSn layers.
Defect management is another method to improve lasing. Record low thresholds
were obtained when interface defects were removed in transferred materials and an
external stressor was used [3]. These developments are detailed in Sect. 3.4.3.2.

Two routes have been followed to obtain direct bandgap material, one based on
mechanically induced tensile strain in Ge [16, 173, 174], the other based on the
epitaxial growth of GeSn. Recently, these two approaches began to merge [2, 3].
Device structures and optical cavities are also different. In the case of suspended
structures, the cavity design has to follow the strain enhancement rules. GeSn layers
obtained by epitaxy on Ge SRBs allow the use of more traditional approaches such
as Fabry–Perot waveguides or microdisc cavities. Most of the lasing reports quantify
threshold excitation densities and Tmax. Gain and quantum efficiency are, however,
rarely given, most likely because of experimental difficulties. To stimulate such
investigations, which enable to quantify non-radiative recombination and optical
loss from, for instance, intervalence band [175] or free carrier absorption, a set of
generic instructions how this could be done is presented in Sect. 3.4.1.2.
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3.4.1 Optical Cavity Design

The optical cavity or resonator is a major component of a laser; it provides the
feedback of the laser light and thus eventually reinforces stimulated emission. The
performance of a cavity is usually given by its quality factor (Q-factor), which is
a measure of the number of oscillations cycles a photon takes before it decays,
Q = 2πυτd , whereυ is the cavity resonance frequency and τd the photon decay time.
Standard direct bandgap semiconductors stand out due to large gain and therefore—
in principle—do not necessarily require cavities with ultra-highQ-factors.We expect
this to be true for direct bandgapgroup-IVmaterials, by analogy. Fabrication concepts
suitable for standard III–V-based semiconductor lasers should thus also suit group-IV
lasers, as well as traditional characterization methods.

3.4.1.1 Resonators

Resonator types used so far for group-IV lasers include (i) Fabry–Perot (F-P) cavities
with partially reflecting end mirrors and single-mode ridge waveguides (WG) or
multi-mode large area WG, (ii) micro-disc (MD) cavities, as well as (iii) F-P like
micro-cavities (MC) with end-mirrors made of distributed feedback (DFB) reflectors
or total reflection corner cubes (CC). The F-P MCs comprise mainly suspended
structures. The above list is completed by (iv) photonic crystal designs formembranes
andwaveguide slaps. Theirmain properties are summarized in Table 3.4, and detailed
below.

Waveguide cavities are conveniently used with GeSn layers epitaxially grown
on a bulk or virtual substrate. They are fabricated with a planar technology and
are typically 1 mm long. Thanks to an under-etching of the waveguides, the mode
overlap with the active laser medium is improved and part of the transversal strain is
relaxed. Waveguide F-P cavities are convenient for gain measurements, for example
by investigating the laser threshold or light emission dependence on cavity length
over which the waveguide is excited, see below. The latter method is named the
variable stripe method [176]. Both of these methods were used to characterize the
first group-IV lasing in GeSn [1]. The Hakki–Paoli or the Fourier transformmethods
[177], which can alternatively be used to measure the modal gain under subthreshold
conditions, were not used so far for group-IV lasing. These methods are based on
the mode spectra analysis at high resolution.

Microdiscs (MD) are the most used cavities. By design, the compressive strain
of typically 0.5–0.8% in as-grown GeSn will then elastically relax [66]. Through
the relaxation, the directness of the band structure improves and so does the laser
performances, as detailed in the theory section. The characteristically high Q-factor
of MD was for most of the investigations of less importance because—as said—
the material gain is expected to be rather high. And indeed, the above-mentioned
investigations performed on F-P cavities of GeSn layers with 12% of Sn [1] revealed
gain values exceeding 100 cm−1. MD is not only used with epitaxial GeSn layers
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but also in conjunction with GeSn layers which were transferred from the original
epitaxial wafer and embedded in a SiN stressor layer to inject high amounts of
tensile strain [3]. During the GeSn layer transfer, defects generated by plastic strain
relaxation during the epitaxial growth on Ge SRBs were removed, making lasing
possible under steady-state excitation [3], as detailed in Sect. 3.4.3.3.

F-Pmicro-cavities around strainedmicro-bridgeswere developedfirstwith tensily
strained Ge [4, 133, 178] and later on with GeSn grown on a Ge virtual substrate
(VS) [2]. These designs have to comply with the specificities of strained bridges. The
optical cavity should not, for instance, have too much of an impact on the amount of
strain injected by anchors or pads in the optically active structures. Such constraints
exclude, for example, photonic crystals with etched holes in the strained membrane
or slab. The cavity should also match the small micrometre size of the gain medium.
Designs used so far are of the Fabry–Perot type, with “end-mirrors” made of (i) a pair
of distributed Bragg reflectors (DBR) on either side of the constriction [133] or (ii)
two-corner cube-shaped surfaces where the light is confined via total reflections [2,
4]. Reported Q-factors range between 1000 and 4000, which is not particularly high
given that the gain medium fills only 1/3 of the overall cavity. The corresponding
optical loss can then quickly exceed 100 cm−1 [4]. The principle of such cavities
with mode calculation is shown in Fig. 3.25.

Fig. 3.25 Microbrige laser cavities: a with DBR end mirror [173]. b Design for a higher-order
mode DFB cavity. A high Q-factor (of >10k) is achieved by the strong distributed feedback which
can exceed 0.5 per reflection unit [179]. c Mode pattern of micro-bridge cavity with parabolic
end-mirrors forming a corner cube [4]. d Upwards scattered light of cavity (c), from S.I. of [4]
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Photonic crystal (PC) designs yield laser cavities with high Q-factors which can
operate in single mode. At the edge of the photonic Brillouin zone where the slope
of the bands drops to zero, modes have a zero group velocity. These points of slow
light are those where lasing can potentially take place. Such band edge modes were
obtained in a 2D hexagonal photonic crystals membrane cavity obtained by under
etching a Ge0.84Sn0.16 layer deposited on a step-graded GeSn buffer [39]. The perfor-
mance of the laser thus obtained did not outperform the MD laser from the same
wafer. This was partly due to the resonator frequency, which was not optimized for
the wavelength red-shifted emission at elevated temperatures [39]. Indeed, the lasing
wavelength in microdiscs adapts itself to gain when the temperature rises, not so in
PC-based designs, where the resonance frequency is fixed by the periodicity of the
hole—or corrugation—pattern.

Band edge modes with highQwere also studied for use in suspended microstruc-
tures [179]. The laterally corrugated ridge structure, pictured in Fig. 3.25b, was
found to maintain the imposed strain and may have offered Q-factors exceeding 104

with suitable mode filling. A sketch of its working principle is shown in Fig. 3.25b,
together with the mode pattern of a higher (5th-) order mode. In a semi-classical
propagation picture, the strong localization of higher-order modes can be under-
stood from resonant back reflection which may exceed 50% under certain angles.
Key parameters for optimizations of the back reflection and thus the cavitiesQ-factor
are the grating depth and period, the incidence angle—which is related to the mode
order—and the duty cycle of the grating [179].

3.4.1.2 Gain and Efficiency Measurements

A direct method to measure the modal gain is based on luminescence collected
from one of the edges of a long waveguide structure that is excited over a variable
length L measured from that edge. If modal gain is present, the emission intensity
increases exponential with the stripe length, L, and a substantial decrease in linewidth
occurs. This is an indication of amplified spontaneous emission. The modal gain, g,
is determined from:

IASE = Io + ISP
g

· (
egL − 1

)
,

where IASE and ISP are the amplified and unamplified spontaneous emissions, respec-
tively. Io contains higher-order modes as well as light scattered from the waveg-
uide sidewalls. This method has successfully been used in [1], together with the
threshold dependence on the cavity length. Similarly, the modal gain is obtained by
following the lasing threshold change for a series of identically fabricated F-Pwaveg-
uide cavities from the same material but with different lengths, l. The mirror—or
extraction—loss R, expressed as gain needed to compensate this loss is:
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�gmirror = − 1

2l
ln(R1R2)

where R j represents the reflection loss at the two waveguide edges. To give a simple
example, by changing the length of a cavity from, for example, 300 to 600 μm,
�gmirror decreases from roughly 30 to 15 cm−1 assuming R j = 0.4. The thus obtained
differential gain is obtained by dividing �g by the corresponding reduction of injec-
tion needed to reach threshold�I.The latter is expressed in photon or current density
for optical or electrical injection, respectively. This method has shown to give results
in good agreementwith the variable stripmethod [1].Bothmethods gave a differential
gain of approximately �g/�I = 0.4 cm kW−1.

A measurement of a device’s quantum efficiency is obtained from the measured
(change of) optical output power normalized to the (change of) input power for
conventional F-P lasers with end-mirrors made of waveguide facets. In such conven-
tional cavity geometries, the total optical loss of the cavity corresponds indeed,
and to a good approximation, to the reflection loss R j per facet. In closed cavi-
ties, for instance in micro-cavities around strained micro-bridges, the optical loss is
primarily due to scattered light (in and out of plane). Its emission profile is a priori
not known and thus has to be calculated using a 3D solver. This solver must contain
the cavity structure and its environment. The detection window may be defined by a
corresponding field of view, conventionally parametrized with a numerical aperture
(NA).

In the case of the micro-bridge cavity shown in Fig. 3.25c, the light scatters out
of the plane from two distinct places, (i) the intercept of the ellipsoids which form a
discontinuity for the fields and (ii) the two filets of the micro-bridge. The amount of
upwards scattered light from the latter depends on how narrow the bridge is and on
how fast it narrows. The part which is collected within the NA is obtained by inte-
grating the outwards scattered emission profile, Fig. 3.25d, over the corresponding
solid angle dΩ = sin θ · dθ · dΦ normalized to the total intensity of the outwards
scattered light i stot:

ηs
col = i scol

i stot
=

∫
NA i soutdΩ

i stot

ηs
col represents thus the collection efficiency of the set-up. The external QE, ηQE,

is defined as the ratio between scattered photons (pstot) and the injected carriers. The
latter is related to the number of absorbed photons (pabs) or the injected current.

Quantifying the amount of scattered light (in terms of photons or power) requires
a proper calibration of the set-up which includes all the loss channels starting from
the light collection to transmission losses, coupling losses to the spectrometer and so
on. The detector signal has also to be converted to an equivalent in power or photon
flux. Since we are interested in the overall efficiency of the measurement system,
its performance is conveniently calibrated by placing a test emitter at the sample
position. A good choice for such an emitter is a hot filament black body emitter of
known emissivity and temperature. Taking the emission profile into account which
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follows Lambert’s cosine law, the power collected from the test emitter defined as
p′
col is readily calculated. To account for the image blurring of the optical system, the

size of the test emitter and laser device should be similar. The amount of scattered
light from the lasing device follows from:

pstot = Sdet ·
(
p′
col

S′
det

)
· (

ηs
col

)−1

where Sdet and S′
det are the detectors signals as obtained from, respectively, the laser

and test device. The above method is used to estimate the quantum efficiency of
highly strained micro-bridge lasers under near resonant excitation [4].

3.4.2 Lasing in Ge

In comparison to GeSn, achievements in the field of strained germanium lasing
might seem slower. One may therefore wonder about the significance of Ge laser
experiments given the rapid developments underway with GeSn. Before answering
this question, let us first define what we mean by a strained Ge laser. After all, the
term “Ge laser” has already been used quite a bit, for instance for the inter-valence-
band p-type Ge laser [180], the so-called pseudo-direct Ge structures obtained by
band folding [6], confinement [7] and also for heavily n-type doped Ge [181].

Here, we mean by “strained Ge” those systems whose band structure is funda-
mentally modified by applying a high enough amount of tensile strain. We therefore
often call it “direct bandgap strained Ge”. This approach has the elegance of adding,
through a careful tuning, the ability of pure Ge to lase to its already large application
portfolio. One could, for instance, think of using its lasing capabilities for quantum
technologies where germanium starts to play an important role [182]. Another good
reason to continue this research is that strained Ge is the only semiconductor laser
system that consists of only one element. Fundamental (ab initio) models—such as
bandstructure calculations, phonon dispersion, charge carrier transport as well as
fundamental laser modelling tools can simply be applied and tested on it.

However, the strained Ge approach inherently comes with disadvantages, notably
when constructing a laser. Namely, semiconductor lasers are often built up of
heterostructures, or quantum wells. For electrical carrier injection, some layers must
be doped. In essence, a good laser will not consist of only a homogeneous layer such
as Ge. Thus, for the moment, strained Ge may just be a powerful testbed helping the
development of the final group-IV laser. Applications may nevertheless come, but in
very specific areas.

In the following, we will highlight the impact research on Ge lasing has had so far.
Firstly, we should mention the work performed by CEA-LETI on testing previously
introduced bandstructure predictions, i.e. the deformation potential theory [183].
Similarly, the phonon dispersion under strain was investigated, with a pronounced
bowing of the Raman strain tensor evidenced for any strain above 3%, notably for
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uniaxial loading [131]. For biaxial loading, nonlinear dispersion corrections are less
pronounced. The bandstructure crossover from indirect to direct seems to match the
deformation potential theory [183]. Obviously, this knowledge does have an impact
on GeSn, in particular in a later stage when the fabrication and layer quality issues
will have been resolved and accurate modelling will be needed for performance
optimization.

What the lasing demonstration in strained Ge [4] has shown so far and what we
can learn from it is the following:

(i) The direct bandgap concept works. Group-IV lasers of that kind behave very
similarly to other semiconductor lasers.

(ii) Gain values as well as lasing efficiency are high, especially at low tempera-
tures.

(iii) The latter is very prominent in gain clamping and mode competition, where
one cavity mode prevails at the expense of all others.

(iv) A multi-mode spectrum—which is uniformly amplified as the excitation
increases—does not mean lasing. Such a spectrum may well contain stim-
ulated emission, but this can hardly be distinguished from transparency and
is therefore not sufficient to evidence lasing. Instead, lasing with a high gain
material such as Ge or GeSn will occur only on a few, possibly even only one
mode(s), as Fig. 3.26, taken from [4], convincingly shows.

The above given features help to categorize previously published work, c.f.
Table 3.5. We also mention, for comparison purposes, the most recent works on
GeSn. Comparing the lasing experiments performed on biaxial strained Ge [191]
and GeSn [3] is particularly instructive because the experiments were performed
on practically identical set-ups. In the germanium case [191], only 2 of the 4 laser
criteria were fulfilled. For GeSn [3], however, all 4 criteria were fulfilled. Biaxial
strained germanium did not seem, in [191], to have reached the laser threshold, most
probably because the tension (1.7%) was not high enough, then, to close the offset
between � and L. Surprisingly, this possibility was not considered in [191].

Additional understanding to be gained from lasing experiments on strained Ge
[4] concerns the valley scattering from � to L. This scattering is very fast in natural
germanium,where the offset is about 140meV.The situation, however, changeswhen
the offset is approaching zero under high strain, c.f. Figure 3.26b. The scattering
then depends on the energy the electron carries with respect to the L-band edge.
The electron will hardly scatter as long its excess energy is less than the energy of
phonons at the Brillouin zone boundary [4], Fig. 3.26c. Interestingly, the blocking
of valley scattering as demonstrated here at low temperature reminds the original
proposal by the MIT group [193] to block this scattering by filling up the L states
at energy below the conduction band minimum at � through a heavy n-type doping
of Ge with phosphorous. Seemingly, the blocking effect by doping is less effective
and/or has drawbacks as level broadening.

For electrons with higher excess energy, valley scattering rates increases quickly.
This effect is strongly dependent on temperature. Indeed, at elevated temperatures,
(i) the probability electrons have of occupying states with energies definitely higher
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Fig. 3.26 a Few mode to single mode behaviour of the strained Ge laser, typical of high gain
semiconductor lasers. b and c At low temperature, the scattering of electrons from �- to the L-
valley is blocked up to energies exceeding the energy of the zone boundary phonon�ωLA ∼= 28meV.
d Light-in–light-out curve as a function of different temperatures. Images are adapted from [4]

Table 3.5 Experiments performed on strained germanium and on GeSn (for comparison)

Cavity modes Linewidth
narrowing

Mode
competition

Efficiency References

n-doped Ge
laser

No, only
transversal

No No Low [181]

Intermediate
strained Ge

y y No Low/not
quantified,

[245]

Stressor induced
Biaxial strain

y y No Low/not
quantified

[246]

Strained Ge
laser

y y y >50% [4]

GeSn
(microdisc)

y y y High/not
quantified

[3, 243]

Examples given in the last two rows fulfil all four lasing criteria, longitudinal modes are resolved,
linewidth narrowing, mode competition and high efficiency
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than the Fermi energy does increase, and so does (ii) the number of the zone boundary
phonons. The latter may have the stronger impact, as is deduced from comparisons
between experiments and model predictions, shown in Fig. 3.26d. Time resolved
laser excitation experiments on strained Ge layers but also GeSn may be the best
way to study these processes in more details. From such studies, we expect to gain a
quantitative understanding of the impact of reduced scattering by phonon blocking
for group-IV lasing. In [4], with nearly direct bandgapGe and comparably short exci-
tation, phonon blocking is indeed highly effective up to almost 100K. For continuous
wave excitation and under nanosecond long excitation, this effect is expected to be
weaker, though not negligible. Indeed, in a vast amount of barely direct systems,
lasing stops near T < 100 K [1, 3, 246], as shown in the following section. This
peculiar conformity could come in part from the blocking effect vanishing at this
temperature.

3.4.3 Lasing in GeSn

The fabrication of an efficient, electrically pumped laser operating at room tempera-
ture based on the epitaxy of group-IV materials would have several advantages like
an easy integration in the present day Si-photonics platform. In the subsection just
above, Ge lasing was presented. Here, we will discuss lasing from GeSn alloys and
GeSn/SiGeSn heterostructures. The bandstructure engineering lessons learned from
Ge can also be applied here. There will however be specific issues coming from the
epitaxy, on Ge SRBs, of thick GeSn layers or heterostructures.

3.4.3.1 From Bulk to Heterostructures

As detailed above, incorporating Sn atoms into the Ge lattice modifies the electronic
band structure. The energy of the conduction band at the �-valley (direct transi-
tion) shrinks faster than the energy of the conduction band at the L-valley (indirect
transition), resulting in a crossover to a fundamental direct bandgap semiconductor
once a critical amount of Sn is reached. Photoluminescence (PL) experiments on
a series of GeSn layers with Sn contents varying from 8 to 12.5 at.% proved that
as early as in 2015 [1]. A definite change of the evolution of the integrated PL
intensity with the measurement temperature highlighted a fundamental change in
the semiconductor bandgap. Using the conduction band offset �E (energy differ-
ence between the �-valley and the L-valley) as a modelling parameter, an indirect
bandgap with �E = −80 meV was extracted for Ge0.92Sn0.08 and a direct bandgap
with�E = +25meV for theGe0.875Sn0.125 alloy. These values are in good agreement
with k.p bandstructure calculations. The conduction band offset �E will be called,
in the following, the bandgap “directness”. It is an important parameter determining
lasing properties. The above-mentioned PL experiments, together with strain effects
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Fig. 3.27 a Amplified spontaneous emission (ASE) spectra for different peak energies. The full
line is the fit, using the equation given in the figure, to determine the modal gain [1], b integrated
photoluminescence intensity as a function of optical excitation for 250 μm, 500 μm and 1 mm
long waveguides. Inset: full width at half maximum of the peak around the lasing threshold for
the 1-mm-long GeSn waveguide [51], c photoluminescence intensity of a 1100-μm-long waveg-
uide between 10 and 110 K. Each curve shows lasing threshold characteristics. The temperature-
dependent thresholds varied from 87 to 396 kW/cm2. Inset: laser threshold versus temperature
[51]

calculations, yielded an experimental Sn content of 8 at.% at which a fully relaxed,
and therefore, cubic GeSn alloy became a direct bandgap semiconductor.

As shown in the theory section, a direct bandgap is a necessary condition for
optical gain and lasing, in case the optical gain can compensate cavity and material
losses. The modal optical gain—the remaining gain of a mode after subtracting
the material losses—can be extracted experimentally by the variable stripe length
(VSL) method as explained in Sect. 3.4.1.2. Using the VLS method, it was shown
that a 500-nm-thick Ge0.875Sn0.125 alloy yielded, at the maximum emission energy
of 558 meV, a modal gain of 110 cm−1 (Fig. 3.27). Using the methods outlined in
Sect. 3.4.1.2, experiments shown in Fig. 3.27a and b gave a differential modal gain
of approximately 0.4 kW cm−1.

With a direct bandgap semiconductor and the technology to fabricate Fabry–Perot
resonators, the demonstration of lasing under optical pumping naturally followed. By
optically pumping a 1-mm-long waveguide, lasing was unambiguously proved, with
a distinct threshold in output intensity, as shown in Fig. 3.27. Despite the importance
of being the first GeSn laser, performances were poor. The laser threshold at 20 K
was about 350 kW/cm2 and increased up to almost 1000 kW/cm2 at the maximum
operation temperature of 90 K.

Shortly after, these results were confirmed by the University of Arkansas group
using a 760-nm-thick GeSn alloy with a Sn concentration of 11 at.% [51]. Lasing
properties were similar, with amaximum lasing temperature of 110K. The poor laser
performances were attributed to different causes:

(i) a very low directness �E;
(ii) a relatively high compressive strain in the layer;
(iii) a high density of misfit defects at the GeSn/Ge-substrate interface.



158 V. Reboud et al.

These drawbacks, which are interconnected and not easy to separate, are discussed
in the following. A cubic GeSn alloy has a larger crystalline lattice than elemental
Ge. During epitaxy, a large in-plane compressive strain will build up in GeSn alloys
grown on Ge SRBs. According to theoretical bandstructure calculations, biaxial
compressive strain results in an increase of the energy of the �-valley and therefore
a reduction of the energy separation between �- and L-valleys, or directness, �E.
This is equivalent to a lower “effective Sn content” in the GeSn alloys. The influence
of tensile and compressive strain on bandgap directness is the opposite. Tensile
strain will indeed increase the bandgap directness. For valence bands, an in-plane
compressive strain will lift up the heavy-hole (HH) energy band while a tensile
strain will lift up the light-hole (LH) energy band. In the following, we will first
discuss the impact of biaxial compressive strain. Later on, we will elaborate on the
role of uniaxial and biaxial tensile strain. The calculated electronic band structure
of a Ge0.875Sn0.125 alloys as a function of compressive strain is shown in Fig. 3.28a.
The solely strain-based indirect–direct bandgap transition is clearly seen for a biaxial
compressive strain of−1.05%. The directness,�E, of aGe0.875Sn0.125 layer increases
from 0 meV to 120 meV as the compressive strain decreases from −1.05% to 0%,
respectively. As a consequence, the integrated PL intensity continuously increases
as the compressive strain decreases [66].

The biaxial compressive strain build-up during the epitaxial growth can be relaxed
by depositing thick layers, well above the critical thickness for strain relaxation.
However, it was shown, in the well-known SiGe on Si system, that 100% strain

Fig. 3.28 a Calculated electronic band structure as a function of compressive strain in
Ge0.875Sn0.125 alloys. The semiconductor has an indirect bandgap for compressive strains larger
than −1.05%. It becomes a direct bandgap semiconductor for strains lower than −1.05%. b Energy
value of �- and L-valleys as a function of the quantum well thickness. Inset: directness versus
quantum well thickness
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relaxation was hardly achievable in hundreds of nm thick layers [184]. In addition,
a high density of crystalline defects density was present in those layers. Reduced
crystallinity and point defects reduce the radiative emission by creating paths for
non-radiative recombination.

Forming free standing regions where the lattice can elastically relax enabled to
maximize relaxation inGeSn layers.Various strategies are describedbelow.However,
we would like first to discuss the possibility of improving laser performances thanks
to the use of heterostructure and quantum wells into the active material. Growth
aspects were discussed in a previous section.

Roughly an order of magnitude reduction in lasing threshold was achieved in
III–V lasers each time the dimensionality of the gain material was reduced (from 3D
to 2D to 1D and finally 0D, thanks to quantum wells, quantum wires and quantum
dots, respectively). In order to go along this path with GeSn, a second group-IV
semiconductor material with a larger bandgap than GeSn is required. The interest of
using Ge in the barrier layers of p-i-n Ge/GeSn multi-quantum wells (MQW) LEDs
was evaluated. Unfortunately, no advantages over p-i-n GeSn homo-junction LEDs
[42] were evidenced. In 2017, efficient electro-luminescent GeSn/SiGeSn MQW
[185] p-i-n LEDs were fabricated, showing the interest of Sn-based heterostructures
for lasing.

The effective bandgap in a two dimensional biaxial compressive GeSn QW corre-
sponds to the energy differences between the first quantized levels of heavy holes
(HH) and �-valley electrons. The quantum state energies are inversely proportional
to the effective masses of the conduction and valence bands. This has an impact on
the directness of the material, �E, which is considerably reduced in thinner wells
since the electron effective mass at � (m*� [100] = 0.031me) is ∼2.7 times smaller
than at L (m*L = 0.117me). In Fig. 3.28, the energy of the first quantized levels of
�- and L-valleys as a function of the quantum well thickness is given for a 10 ×
{Si0.05Ge0.82Sn0.13/Ge0.77Sn0.13}MQWgrownon apartially relaxedGe1−ySny buffer,
itself on a Ge SRB. There is, for Ge0.77Sn0.13 wells less than 10 nm thick, a transition
back to an indirect semiconductor.

A major way to improve GeSn lasing is reduced the amount of structural defects
that result in non-radiative recombinations. For instance, there is, in thick plastically
relaxed GeSn layers which are the most used for optically pumped lasing, a misfit
dislocation network at the interface with the Ge SRB, i.e. very close to the optical
mode in GeSn. To address this problem GeSn buffers with a grading [51, 67], or
a lower Sn content buffer are grown first [186]. The optical active medium is then
grown lattice matched on this buffer. Interestingly, ternary SiGeSn alloys offers a
balance of lattice strain and mismatch reducing additional interfaces relaxation. A
similar strategy was also used in GeSn/SiGeSn MQW lasers.

A 200-nm-thick strain relaxed Ge0.9Sn0.1 layer was first grown, as a separation
layer, on a Ge SRB followed by a 10 periods {22 nm Si0.05Ge0.82Sn0.13/22 nm
Ge0.77Sn0.13} MQW (called MQW 1). Another MQW structure (called MQW2),
with 12-nm-thick wells and 16-nm-thick barriers, as well as a double heterostruc-
ture (DHS) with a single 380-nm-thick Ge0.855Sn0.145 active layer cladded with
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Si0.055Ge0.83Sn0.115 were grown for comparison purposes. Details on the epitaxy
of the heterostructures can be found in [186].

Undercut microdiscs were optically pumped using two different lasers: a Nd:YAG
laser emitting at 1064 nm, with a pulse length of 5 ns and a repetition rate of 17 kHz
and a fibre laser emitting at 1550 nm, with a pulse length of 800 ps and a repetition
rate of 20 kHz [58]. Experimental conclusions, from comparing lasing data for these
three heterostructures under two optical excitations, were the following:

• The maximum lasing temperatures were similar, for the DHS and the MQW1
heterostructures: 100K and 120K under 1064 nm and 1550 nm excitation, respec-
tively, although the DHS directness, 82 meV, was almost 2.5 times higher than in
the MQW1 structure (32 meV only).

• The MQW2 structure did not lase under 1064 nm but only under 1550 nm exci-
tation and at very high power density above 1000 kW/cm2. This is attributed to
the very low directness of only 8 meV and the very low active volume of only
120 nm (compared with 220 nm for MQW1 and 380 nm for DHS), with a gain
not able to compensate the optical losses.

• The most interesting comparison concerns the lasing threshold (Fig. 3.29). The
laser threshold at 20 K for the DHS structure was found to be ~300± 25 kW/cm2,
to be compared with 40 ± 5 kW/cm2 only for the MQW1 laser. However, the
same laser threshold was obtained for temperatures above 50 K.

Those experimental results support the initial assumptions. Reduced non-radiative
recombinations due to a spatial separation from the dislocated interfacewith the Ge-
substrate by an intermediate strain relaxed buffer and an enhanced radiative recom-
bination because of the localization of electrons and holes in multi-quantum wells
result in the low directnessMQWhaving a similar maximum lasing temperature than
the larger directness DHS.

Fig. 3.29 MQW and DHS
laser threshold versus
temperature for two different
optical excitations
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The lower threshold of MQW1 compared to DHS is mainly due to the reduced
density of states (DOS), resulting in a decrease of the carrier concentration at trans-
parency. Since the threshold reduction is more than 1 order of magnitude, it is reason-
able to assume that the carrier lifetime is improved due to a localization of carriers
in the QW. What is also striking is that, above 50 K, lasing thresholds for DHS and
MQW become similar. This is explained based on bandstructure calculations which
indicate that the conduction band offset is about 50 meV at 20 K and below 20 meV
at room temperature. When pumped with high energy photons at high tempera-
ture, carriers easily can gain energy above the band offsets and escape the wells.
Quantization disappears and the structure behaves as a DHS, then.

In conclusion, quantum well structures are viable solutions to strongly reduce the
lasing threshold. Experimental data and theory tell us that, in aMQW, the thickness of
the well should be such that there is some carrier confinement and the quantization
just high enough to reduce the DOS. Large quantization effects will strongly and
negatively influence the GeSn directness. MQW improvements would result from
the epitaxy, if feasible, of higher Si content SiGeSn barriers: theQW to barrier energy
band offset would be higher, then and carrier confinement still present at elevated
temperatures.

Last but not least, optical excitation closer to the bandgap reduces the electron
density and consequently the L-valley population, which contributes to losses by free
carrier absorption. The effect was discussed, for the Ge laser, in a previous section.

3.4.3.2 GeSn Optical Cavity Under-Etching

By deeply under-etching a GeSn epilayer grown on a Ge SRB, a significant fraction
of the built-in strain will elastically relax. This compressive strain reduction will
increase the bandgap directness and improve the gain. The increased refractive index
contrast between air and semiconductor will also improve the mode filling. Last
but not least, surface defects can be removed and/or passivated depending on the
chemistry used. Those performance boosts are shown in the following discussion on
undercut waveguide and microdisc lasers.

The fabrication process is based on standard CMOS processing. Section 3.2
gives some details about the selective etching used. The control samples (not
under-etched) and the under-etched samples were passivated with 10 nm of Al2O3

dielectrics in order to passivate the GeSn surface and reduce surface carrier recom-
bination. Moreover, under-etching will remove part of the highly defective region
at the GeSn layer/Ge SRB interface, reducing non-radiative Shockley–Read–Hall
recombinations.

The light-in–light-out (L–L) characteristics at 20 K of not-etched and under-
etched, same dimensions Ge0.875Sn0.125 waveguides are shown in Fig. 3.30. It is clear
that the under-etching definitely improves the lasing characteristics, as expected, due
to the increased GeSn directness via strain relaxation (Fig. 3.30a).

The lasing threshold decreases from 430 down to 206 kW/cm2, while the slope of
amplified emission increases by a factor of 2.3. In the bulk state, the 560-nm-thick
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Fig. 3.30 a L–L characteristics of non-under-etched (red plot) and 4.3 μm under-etched (blue
plot) GeSn waveguides. SEM images of the two GeSn laser cavities are shown in the insets. b Laser
emission from GeSn waveguides with different under-etch lengths. The shift of the laser emission
energy is due to strain relaxation induced bandgap change. c Optical mode distribution in the GeSn
waveguides with different under-etch lengths

Ge0.875Sn0.125 layer has a residual compressive strain of −0.6%, which translates
into a �E = 25 meV. According to strain relaxation simulations data used for band-
structure calculations, a medium directness of about �E = 60 meV at the edges of
the GeSn “wings” is obtained in the under-etched structure. The bandgap change
can be seen by the energy shift of the laser emission for waveguides with different
under-etching lengths, as shown in Fig. 3.30b. The increased directness will result in
an increase of the �-valley population, with less optical pumping required to reach
the lasing threshold, as seen experimentally. Moreover, the �- to L-valley scattering
is reduced for a higher bandgap directness, resulting in a higher lasing temperature.
Indeed, the 4.3 μm under-etched waveguide lases up to 135 K, a temperature 45 K
above that of the non–under-etched structure.

The additional advantage of suspended cavity designs is coming from a higher
(GeSn/air) refractive index difference in the free standing regions, increasing the
optical mode confinement in the gainmaterial and reducing the bending losses. In the
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Fig. 3.31 (Right side) Laser emissions of 8.5, 10, 12.5 and 14 at.% GeSn Fabry–Perot lasers with
4.3 μm undercuts. Bandgap changes induced by Sn contents which varied resulted in shifts of the
laser emission energy. (left side) L–L characteristics at 20K for 8.5, 12.5 and 14%GeSnFabry–Perot
lasers

present samples, the optical mode overlap is 64% in the bulk case (no under-etching)
and increases up to 76% and 94% for 1.3 μm and 4.3 μm undercuts, respectively
(see Fig. 3.30c). Such an effect is highly beneficial in order to increase the operating
temperature and reduce the lasing threshold.

By fabricating such under-etched waveguides, it was possible for the first time
to demonstrate multiple laser actions in the mid-IR region, or, in other words, tune
the laser emission by changing the Sn atomic content. Using roughly 800-nm-thick
layers with a large strain relaxation in the as-grown state together with under-etching
waveguide cavities, laser emission fromGeSn layers with Sn contents of 8.5, 10, 12.5
and 14 at.% was demonstrated. The laser peak energies and the L–L characteristics
at 20 K for such optically pumped lasers are shown in Fig. 3.31.

The cavity fabrication technology described above was also used to fabricate
micro-cavities with micrometres round trip lengths (microdisc resonators and micro-
Fabry–Perot corner cube cavities). The advantage of such cavities is a simpler exper-
imental set-up, with a homogeneous pumping of the complete cavity which is more
difficult for long and wide waveguides. The importance of defects management on
GeSn lasing characteristics is critical and can result, if done properly, in drastically
reduced lasing thresholds in microdisc laser cavities [243].

3.4.3.3 Towards Higher Operation Temperature

GeSn growth improvements, with, for instance, the use of GeSn graded buffers to
gradually accommodate the lattice mismatch between GeSn and Ge, yielded good
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Fig. 3.32 a L–L curve of a 8 μmmicrodisc fabricated using a Ge0.84Sn0.16 layer grown on a GeSn
step-graded buffer at 25 K. b Evolution of the laser spectra as a function of temperature. c L–L
curve at 180 K of the GeSn 16% microdisc [67]

optical quality GeSn layers with Sn contents up to 16 at.% [18]. Compared to the
GeSn 12% layer discussed above, with a bandgap directness of only �E ~ 50 meV,
the use of a graded GeSn buffer resulted in a large strain relaxation in the Ge0.84Sn0.16
as-grown layer on top, with defects confined in the bottom layers. The latter after the
microdisc undercut became completely stress relaxed. The bandgap directness then
increased to the 146 meV theoretical value.

Figure 3.32a shows theL–L characteristics at 25Kof a 8μmdiameterGe0.84Sn0.16
microdisc togetherwith emission spectra at three different pumping levels. The lasing
threshold was 377 kW/cm2 at 25 K. Figure 3.32b shows the evolution of the lasing
spectrum as a function of temperature, with a mode switching as the temperature
increased from 50 up to 125 K. The optical gain shifted rapidly with the temperature,
while the cavity modes evolved at a much slower rate. At 200 K, a clear broad-
ening of the emitted spectrum was observed compared to lower-temperature spectra,
indicating no laser action anymore. Spectra were measured at 4.3 MW/cm2. L–L
curves at 180 K are shown in Fig. 3.32c. The increase of the lasing temperature,
from 135 K up to 180 K, was attributed to the strongly increased bandgap directness,
from 50 meV for Ge0.875Sn0.125 up to 146 meV for Ge0.84Sn0.16 samples. Increasing
the Sn content, however, degraded the layer quality. This is believed to be responsible
for the increased laser threshold at 25 K, from 220 kW/cm2 for Ge0.875Sn0.125 sample
up to 377 kW/cm2 for Ge0.84Sn0.16.

With a thicker Ge0.84Sn0.16 active zone (418 nm) and a capping with a higher
bandgap Ge0.87Sn0.13 layer, a maximum lasing temperature of 230 K was reached.
There was also a decrease of the threshold, down to 134 kW/cm2 at 15 K, because
of a better overlap between the material gain and the optical modes [241].

Some conclusions can, at that point, be drawn regarding the evolution of the GeSn
laser performance with the Sn content. Experiments described above show that an
increase of the conduction band directness thanks to thick, higher Sn content GeSn
alloys result in an increase of themaximum lasing temperature.However, a Sn content
increase also seems to result in a lower crystalline quality of the material and thus
to larger laser thresholds at high temperatures, where phonon scattering becomes
important. For instance, the lasing threshold, for a Sn content of about 16 at.%,
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increases from approximately 100 kW/cm2 at 20 K up to more than 3400 kW/cm2 at
270 K [52]. A tentative solution to decrease the threshold while keeping high lasing
temperatures could then be to grow SiGeSn/GeSn multi-quantum wells with high Sn
contents in thewells. A decrease by one order ofmagnitudewas indeed evidenced for
a medium Sn content of 13% in the wells compared to bulk structures. It is then clear
that the combination of two approaches seems the most reasonable way to address
efficient room temperature GeSn-based laser.

All the GeSn lasing researches presented so far were based on the epitaxial growth
of GeSn layers on Ge buffers, with very large thicknesses and/or under-etching to
reduce the residual compressive strain. The main direct transition then took place
between the conductionband�-valley and theheavyhole (HH) as the topvalence sub-
band. Theoretical estimations indicate that if some biaxial tensile strain is induced
in GeSn, the light hole (LH) becomes the top valence band. Due to splitting of HH-
and LH-bands, the majority of injected holes will be in the LH which is beneficial
for lasing. The calculated maximum net gain, gmax, function of the GeSn directness
for different Sn content GeSn alloys is shown in Fig. 3.33a. It can be seen that,
for the same bandgap directness, the net gain is larger in low Sn content layers.
This is why the optical transition matrix element for z-polarized radiation for the
LH-G transition (z-polarized) is 30% larger than the matrix element for the HH-G
(x-polarized) transition. The same directness can be obtained by injecting tensile
strain in the GeSn material. Theoretical and experimental data [237] indicate that,
under a biaxial tensile strain of +1.5%, a GeSn layer with 5 at.% of Sn has the
same �- to L-valley energy difference as a 12.5 at.% GeSn layer under a biaxial
compressive strain of −0.6% (as discussed above). The Sn content influences the

Fig. 3.33 a Calculated net gmax function of the GeSn directness for different Sn content GeSn
alloys. A large directness is obtained by injecting high amounts of in-plane tensile strain [163].
b PL spectra of tensile strained Ge0.95Sn0.05 under CW excitation, insets: 2.55 μm emission peak
intensity at 25 K and L–L curve detail taken close to the threshold
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conduction band energy separation but not the LH and HH valence band separation.
The tensile biaxial strain positively impacts both the conduction band directness and
the LH-HH splitting. Biaxial tensile strain is the only type of strain that lifts the LH
band above the HH band. The laser transition will then occur between two low DOS
bands (�- and LH), with a large LH-HH energy separation. This should result in
lower laser thresholds.

Based on the above considerations, a Ge0.95Sn0.05 layer was used as the optically
active medium for laser emission. A SiNx stressor layer was deposited on the grown
GeSn layer and subsequently transferred bywafer bonding onto aSi substrate covered
with a thick Al layer [3]. The bottom part of the as-grown GeSn layer, which was
defective with the presence of a regular array of edge dislocations, was at that stage
on top of the stack. It was removed thanks by chemical etching. This step was
crucial, as it eliminated one of the main sources of non-radiative recombination. This
effect was also demonstrated in [243], where defects were removed at the bottom of
microdiscs during the under-etching of 7–10.5% tin content alloys. Low-temperature
lasing thresholds were then reduced to 10 kW/cm2 upon optical pumping at 1.5 μm
[25 MHz, 3.5 ns]. After microdisc patterning and under-etching, the GeSn optical
cavity was supported by a large Al metallic post that acted as a heat sink. The final
structure was covered with a second stressor SiNx layer, resulting in a GeSn layer
embedded in a SiNx stressor layer and suspended on a large Al pillar. The strain
injected into the nearly 300-nm-thick GeSn layer was 1.45%. It was high enough to
transform the initially indirect bandgap Ge0.95Sn0.05 layer, with a directness of�E =
− 60 meV, into a direct bandgap one, with�E = 70 meV. The valence band splitting
was ELH − EHH = 170 meV.

Lasing experiments were performed with a 1550 nmwavelength continuous wave
pump laser focused on the sample surface into a 12 μm diameter spot. PL emission
spectra from a 9 μm diameter disc, collected at various incident pump powers at
25 K, are shown in Fig. 3.33b. At low excitation levels, microdiscs exhibited a broad
spontaneous emission background, attributed to �-LH direct transitions. For higher
CW pump powers, whispering gallery modes (WGM) appeared. Higher excitation
resulted in an exponential intensity increase, typical of amplified emission, of the
main optical mode at 485meV. At 2.3 mWpump power, the lasing emission was four
orders of magnitude stronger than the background, as shown by the high-resolution
spectrum shown in Fig. 3.33.

The emission intensity at 25 K of the lasing mode at 485 meV, corresponding to
2.55 μm wavelength, in the threshold region, is shown as a function of the incident
pump power by the linear light-in–light-out (L–L) characteristic in Fig. 3.33-inset.
The lasing threshold, as obtained by linear extrapolation the LL curve shown in the
inset of Fig. 3.33b is 1.3 kW/cm2 only. The laser emission is also characterized
by a linewidth narrowing below the instrumental resolution of 58 μeV. This GeSn
device was the first capable of continuous wave laser operation and had the smallest
threshold and linewidth reported so far of any group-IV semiconductor lasers.

Finally, we focus on a device described in a previous section (Fig. 3.16), where
an uniaxial stress was injected into a micro-bridge with a 400-nm-thick Ge0.84Sn0.16
layer on top of a step-grading [2]. The cavity was defined by two corner cubemirrors,
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Fig. 3.34 aUniaxially tensile-strained Ge0.84Sn0.16 step-graded layer laser cavity, b laser emission
spectra at 25 K versus arm length (the higher the arm length, the higher the uniaxial strain)

as shown in Fig. 3.34. The epitaxy of the step-graded stack occurred on a 5-μm-
thick Ge SRB, itself on a silicon on insulator wafer. In contrast to pure germanium
suspended membranes, the GeSn stack was in a compressive state. Etching of the
membrane enabled to reverse the strain state thanks to pulling by the germanium
arms, as discussed in Section “In Germanium Tin”. The overall length L of the Ge
pulling arms governed the amount of tensile strain in the central part of the structure.
At low temperature, a maximum of 2.2% uniaxial tensile strain was reached for L =
250 μm.

The uniaxial strain was evaluated from the photoluminescence spectral shift of
the layer. Figure 3.34b shows the laser emission spectra are presented as a function
of the arm’s overall length (i.e. the tensile strain). A wide tunability of the laser
wavelength, from 3.1 up to 4.6 μm, is obtained for a fixed 16% tin content in the
active zone, at 25 K. Thresholds are around 10 kW/cm2 for a pumping wavelength
of 2.6 μm (82 MHz, 0.100 ns). As the built-in strain is created by thermal expansion
coefficients differences, the strain decreases for higher temperature, and thus also the
directness of the gain material. Laser emission is still observed up to 273 K, with a
2000 kW/cm2 threshold for a pumping wavelength of 1.06 μm [50 kHz, 0.6 ns]. At
273 K, the strain is around 0.3%. So far, 273 K is the highest temperature reported
for any GeSn laser operation. The race to reach room temperature lasing operation
is still ongoing.



168 V. Reboud et al.

3.5 Optoelectronic Devices

A formidable interest has been building up for the last 10 years to develop and use
photonic components operating in themid-infrared, ranging from integrated biomed-
ical and chemical sensors to short-range optical interconnections. Amajor roadblock
is the current lack of a cost-efficient and complete MIR photonic platform with
light sources and photodetectors fully compatible with the existing complementary
metal–oxide–semiconductor (CMOS) platform. Current mid-IR technologies rely
on bulky components and stand-alone laser sources operating in free space. Being
able to monolithically integrate efficient and tunable MIR light sources and efficient
group-IV photodetectors on Si would immediately give birth to new applications.

The continuous development of non-equilibrium growth schemes in industry-
compatible reduced pressure chemical vapour deposition (CVD) systems have
enabled the epitaxy of high-quality GeSn binary [46, 53, 187, 188] and SiGeSn
ternary [50, 61, 189, 190] materials. Despite their metastable nature, alloys are ther-
mally stable up to at least 300 °C (and possibly, depending on the Sn content and
internal material strain, even above 600 °C) [191], which is high enough for back-
end processing. Germanium and germanium tin (GeSn) have indeed shown great
promises for the direct integration of group-IV semiconductor lasers and photode-
tectors. Light emission and photodetection will occur in the mid-infrared, thanks to
the small bandgap of GeSn and tensile germanium. In the following, we will discuss
the different strategies adopted in recent years to develop the required components
to build an integrated circuit platform.

3.5.1 Photodetectors

Silicon and germanium, semiconductors from the group-IV column of the periodic
table, are known for their pivotal role in microelectronics. The comparatively large
elemental bandgaps of 1.12 eV (Si) and 0.80 eV (Ge, direct bandgap) at room temper-
ature prevents their use as infrared detector materials, however. α-Sn is actually a
group-IV semimetal with a negative bandgap of −0.41 eV. Alloying Ge with α-Sn
and forming a binary with a diamond cubic crystal structure enable one to reach
longer wavelengths in the infrared region. Even more control in designing material
properties can be achieved thanks to SiGeSn ternaries. The incorporation of Si atoms
increases the L-�-energy difference in the conduction band and might even reverse
the Sn-induced direct bandgap transition. This may lead to the unique opportunity
of simultaneously having a narrow and yet indirect bandgap material, not existing in
III–V materials. The generally larger carrier lifetimes in indirect bandgap materials
may result in larger generated photocurrents, which will increase the performance
of photodiodes.

The wavelength tunability of SiGeSn alloys has been experimentally proved via
transmission/ reflection measurements, as shown in Fig. 3.35. Reflection measure-
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Fig. 3.35 a Room temperature reflection spectra of 700–1000-nm-thick GeSn alloys, from [244].
SiGeSn ternaries enable to tune the absorption by changing the Si content (b) and also Sn content
(c). Both from [61]

ments on 700–1000-nm-thickCVD-grownGeSn samples showed a strong absorption
edge—linked to the direct bandgap transition in the Brillouin zone centre—which
shifted into the short-wave Infrared as the Sn content increased (Fig. 3.35a). Being
able to deposit SiGeSn ternaries yielded more freedom in designing the electronic
structure. Individual tuning of incorporated Si atoms (Fig. 3.35b) and Sn atoms
(Fig. 3.35c) led to decreased/increased absorption wavelengths.

In the following, a brief overview of the history of GeSn-based photodetectors is
given. Several important works from that field and key figure-of-merits are summa-
rized in Table 3.6. We will show how previous works could help to improve the
performance of present-day detectors and stimulate new developments in this field.

Different types of GeSn-based photodetectors were developed since 2009, each
with their specific advantages and disadvantages. Photoconductive devices made
from GeSn, for example, rely on enhanced electrical conductivity due to generated
photocurrents. They can be fabricated from intrinsic material without the need for
any doping. In photodiodes (PD), the most common detector type, photo-generated
carriers are separated by the internal electric field across a reverse-biased p-(i-
)n junction. These structures can be combined with internal amplification mech-
anisms, e.g. through avalanche multiplication [192] or in a phototransistor geom-
etry [193], to enable high-sensitivity photodetection. Metal–semiconductor–metal
(MSM) structures were also explored for high-speed photodetection [194].

Ge photodetectors were already mature in 2009, with a monolithic integration
into CMOS processes. They delivered acceptable performance up to the middle of
the telecom C-band (roughly 1550 nm), where their direct absorption edge was posi-
tioned [195]. At higher wavelengths, however, the material’s responsivity was low
as only indirect bandgap absorption was available. Reducing the direct absorption
edge by incorporating small amounts of Sn (~2 at.%) into Ge thus became an inter-
esting option to enhance the responsivity. It also extended the spectral range of Ge
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Table 3.6 A brief overview of GeSn-based photodetectors history together with key figures-of-
merit such as the responsivity at different wavelengths and the dark current

Year Sn
(at.%)

Structurea Responsivity
(1.55 μm) @ −
1 V (A/W)

Responsivity (>
1.55 μm) @ −
1 V (A/W)

IDark @ −
1 V
(A/cm2)

Group

2009 2 PD 0.05 @ −0.16 V – 1 ASU [196]

2011 3 PD 0.23 0.12 @ 1.64 μm 1.8 CAS [247]

2012 9 QW PC 1 @ −5 V 0.1 @ 2.2 μm 5e−4 Ghent [40]

2013 3.9 PD 0.27 0.165 @ 1.6 μm 0.4 Taiwan
[248]

2013 3.6 PD – 0.71 @1.8 μm
(−3 V)

6e−3 CAS [249]

2013 8 MSM 0.015 – 3e−6 Stanford
[194]

2014 1.8 WG PD 0.18 @ 0 V – 5e−2 Taiwan
[205]

2014 4.2 PD 0.22 @ 0 V – 8.9e−2 Stuttgart
[207]

2014 7 QW PD 0.13 – 1.5e−1 Stuttgart
[250]

2014 12 PD – 0.03 @ 2 μm
(−0.5 V, 100 K)

5e-2
(-0.5 V)

Delaware
[251]

2015 5 APD 1.21 @ −9.8 V 0.95 @ −9.8 V 196
(-9.8 V)

NUS [192]

2015 5 PD 0.18 0.06 @ 1.63 μm 7.3e−2 NUS [201]

2016 10 PC 0.11 – – UA [252]

2016 2.5 PD 0.45 @ −0.1 V 0.2/0.045 @
1.71 μm,
−0.1 V
(front/backside
illum.)

1e−4
(−0.1 V)

NTU [209]

2016 8 PD 0.07 @ 0 V 0.093 @ 2 μm 3 CAS [253]

2017 2.8 MQW WG
PD

0.06 @ 0 V – 5.9e−2 Taiwan
[206]

2017 3 MQW PD 0.07 @ 0 V – 4e−3 Stanford
[202]

2017 10 MQW PD 0.2 0.023 @ 2 μm 3e−2 NUS [254]

2017 6.5 HPT 1.8 0.043 @ 2 μm 1.5e−1 NUS [193]

2018 2.5 PD 0.38 – 0.7 Taiwan
[204]

2018 7 Lateral PD – 0.016 @ 2 μm – NUS [208]

2018 11 PD – 0.25 @ 2 μm 1.5 UA [198]

a(A)PD (Avalanche) photodiode; PC Photoconductor;MSM Metal–semiconductor–metal; (M)QW
(Multi) quantum well; WGWaveguide; HPT Heterojunction phototransistor
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photodetectors to span the complete telecommunication wavelength band between
1260 and 1675 nm [196]. Continuous progress in epitaxial growth techniques yielded
a steady increase of Sn content in such devices, opening new optical I/O communi-
cation windows around a 2 μm wavelength [197]. A Sn content of 11 at.% led to an
extension of the long-wavelength cutoff to roughly 2.6 μm (room temperature) in
state-of-the-art GeSn photodetectors [198]. Even more freedom in shifting the wave-
length regime could be obtained by integrating SiGeSn into SWIR photodetectors.
However, only a limited amount of work has been devoted to that field up to now
[199, 200].

Another important figure-of-merit for photodetectors is the dark current. In photo-
diodes, which are driven under reverse bias, this results in a serious source of noise,
limiting the sensitivity of the device. Intrinsic factors, including the (thermal) gener-
ation of carriers in the depletion region, can partly be tackled by improving the crys-
talline quality of the material. In contrast to silicon, GeSn alloys do not have a single
surface oxide, but, instead, several germanium and tin sub-oxides. The latter may
even show some conductive behaviour. Leakage current from an insufficient surface
passivation is therefore another important dark current source, which has previously
been mitigated using low-temperature Si surface passivation [201] or ozone surface
treatments [202].

Large material volumes are required to have high responsivities. However, the
large lattice mismatch between GeSn and Ge/Si results in the formation of dislo-
cations even in rather thin films. The critical thickness for strain relaxation of a
Ge0.9Sn0.1 thin film grown on Ge is, for instance, around 90 nm [203]. Using GeSn
wells separated by SiGeSn or Ge barriers with a lattice parameter close to or equal
to that of the Ge SRBs, is an attractive way of working around the critical thickness
for plastic relaxation issue and benefit from larger active volumes without the forma-
tion of lattice defects. Another way to mitigate the thickness limit in a vertically
illuminated diode is to insert the absorbing layers in a resonant cavity. The respon-
sivity of the detector can be enhanced by allowing not-absorbed photons to cross the
active region multiple times [204]. Ultimately, the responsivity can completely be
decoupled from the absorber thickness using a waveguide geometry. Light is then
guided laterally into the detector material, yielding high-speed operation and high
responsivity at the same time [205, 206].

Another advantage of heterojunction photodetectors is a decoupling of the active
and contact material. Using a larger bandgap material for the top contact minimizes
absorption losses and the deleterious impact of surface recombination. Furthermore,
it acts as a low-pass filter to remove high energy photons and enhance the device’s
sensitivity in the targeted wavelength regime. While Ge has already been evaluated
for such a purpose [40, 202, 206, 207], the use of SiGeSn ternaries, with similar or
larger bandgaps, as shown in Fig. 3.35b, has not yet been explored.

The first steps towards a co-integration with electronics were undertaken by fabri-
cating photodetectors on a GeSn-on-insulator platform [194, 208] or bonding a
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Fig. 3.36 aGeSn-based photoconductive detector with interdigitated electrodes. b The normalized
photo-response of several devices with different Sn contents shifted towards smaller energy/higher
wavelengths as the Sn content increased

number of photodetectors to a customized readout circuitry for focal-plane arrays
[209].

We have also evaluated the properties of photoconductive detectors, made from
GeSn alloyswith different Sn contents. Devices, shown in Fig. 3.36a, were built using
a geometry with interdigitated electrodes, which helped to maximize the device area
(minimize the RC delay) and keep the carrier drift region as short as possible. Using
higher Sn contents shifted the photo-response towards higher wavelengths, as shown
in Fig. 3.36b.

Besides intrinsic GeSn thin films, epitaxy of different types of photodiodes was
performed [42, 61, 185]. Homo-junction p-i-n diodes were epitaxially grown on top
of Ge-buffered Si(001) wafers, as schematically shown in Fig. 3.37a and b. In situ
p- and n-type doped regions were separated by a 300-nm-thick intrinsic GeSn layer,
which acted as the absorption region, as indicated by the SIMS depth profiles. Room
temperature I–V-curves in Fig. 3.37c show distinct forward- and reverse bias regimes
for different mesa structures. The dark current density at−0.5 V is roughly 1 A/cm2,
without any optimized surface passivation, however.

The combination of different group-IVmaterials for GeSn-based heterostructures
has been also evaluated, including undopedmaterial stacks [58, 240] and heterostruc-
ture diodes [42, 61]. Germanium was used as barrier material in GeSn/Ge MQW
diodes, as shown by the TEM micrograph in Fig. 3.38a. When aiming for larger
wavelengths—therefore higher Sn concentrations—Ge is not suitable anymore, since
tensile strain from coherent growth on GeSn prevents them from being efficient
barriers [42].

SiGeSn barriers can then be implemented in heterostructures, as shown by an atom
probe tomography (APT) line scan of Si, Ge and Sn in a GeSn/SiGeSnMQW sample
in Fig. 3.38b [240]. Furthermore, these material stacks were inserted in p-i-n light
emitting diodes to fabricate room temperature short-wave infrared light emitters, as
shown in Fig. 3.38c. Measured I–V characteristics, shown in the inset of Fig. 3.38c,
demonstrate that the diodes are generally also suited for applications under reverse
bias, such as photodetection. To cancel absorption in contact layers, highly doped
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Fig. 3.37 a A schematic of epitaxially grown GeSn p-i-n photodiode. b Cross-sectional TEM
picture and SIMS depth profile of B, P, Sn and Ge in such photodetectors. Room temperature I–V
curves for three fabricated devices with different mesa sizes. Adapted from [61]

larger-bandgap SiGeSn layers should be used as top layers. Low resistive p- and
n-type SiGeSn layers were thus grown and evaluated, as shown by the resistivity
measurements in Fig. 3.38d.

Additionally, the use of a double heterostructure design enables an electronic
separation of the absorption region from the defective GeSn/(Ge/)Si interface. These
defects are inherent to the GeSn material system and are due to the large lattice
mismatch between GeSn and Ge/Si.

Table 3.6 provides the reader with an overview of various GeSn-based photode-
tectors.

3.5.2 Electrically Pumped Devices

Interest has been growing in recent years to develop light sources for themid-infrared.
Such devices could be used for light detection and ranging [210], biomedical sensing
[211], gas sensing [212] and MIR optical communication [213]. GeSn devices are
good candidates, as the GeSn bandgap can be tuned by strain and the Sn content
in the Ge matrix and because of their compatibility with existing CMOS platform.
High-speed and efficient GeSn detectors have lately been demonstrated (see the
photodetectors part of this chapter). We will review advances on GeSn light emitting
diodes (LEDs) but start with earlier attempts using strained germanium and will
conclude with the recent demonstration of an optically pumped GeSn laser.
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Fig. 3.38 GeSn-based multi-quantum well heterostructures, with a Ge (TEM micrograph) or
b SiGeSn barriers (APT line scan) [240]. c A GeSn/SiGeSn MQW diode shows room temper-
ature electroluminescence and distinct forward and reverse bias regimes (inset). d n- and p-type
doping of SiGeSn material yields low-resistive contact material

3.5.2.1 Light Emitting Diodes

Wesawpreviously that the energy offset between the�- and the L-valleywas reduced
by injecting tensile strain in Ge. The electron occupancy was then increased in the
�-valley, improving photon absorption and emission [214].

As early as 2012, an approach using external stressors technique was used to
fabricate highly strained Ge LEDs. A tungsten stressor with a 4 GPa compressive
stress was deposited at the bottom of the device (Fig. 3.39a) to take advantage of a
biaxial tensile strain close to 0.75% in the active region of a vertical Ge p-n junction.
I–V characteristic of the devices was improved at room temperature under stress by
a factor of 3 in the forward current mode as compared to the as-grown device with
0.2% of strain. A redshift of 100 nm was measured for the strained LED with a light
emission up to 1.7 μm [150].

Strain has been as well successfully transferred into Ge microdiscs using SiN
stressors. Biaxially tensile strain up to 0.72% was locally achieved at room temper-
ature in Ge LEDs [69]. A 250-nm n-doped Ge thick layer was grown on n-type
GaAs substrates. The latter yielded electron injection and carrier confinement in the
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Fig. 3.39 Schematic cross section of a a strained Ge LED with a tungsten stressor at the bottom
of the device (figure from [148]), b a strained Ge LED with a silicon nitride stressor deposited on
top of the Ge layer (figure from [69]), c a strained Ge LED with a silicon nitride stressor deposited
on both sides of the Ge layer (figure from [215]), d schematic of a strained Ge micro-bridge LED
with a lateral p-i-n configuration fabricated on a SOI substrate (figure from [216])

Ge layer thanks to the higher GaAs bandgap. A compressive SiN layer transferred
locally tensile strain to Ge thanks to its mechanical relaxation (Fig. 3.39b). The elec-
troluminescence maximal emission peak was shifted from 1580 nm for an unstrained
LED up to 1680 nm for a LED with a 0.72% tensile strain, locally. A suspended Ge
LED was bi-encapsulated in compressive SiN using GeOI wafers (Fig. 3.39c). A
strain up to 1.92% in Ge was claimed, resulting in a 274 nm redshift of the emission
spectrum [215]. Lateral p-i-n junctionmicro-bridges were used to reach 1.76% strain
along the 〈100〉 direction [216]. The RP-CVD grown Ge devices were fabricated on
SOI substrates with doped tensile arms made by implantation and activated by rapid
thermal annealing (Fig. 3.39d). Electroluminescence up to 1885 nm was achieved
at the centre of the bridge with a homogenous strain distribution. Strain in the Ge
micro-bridges was limited due to dislocations between Ge and Si. A very different
approach was explored using Ge-ion implanted Ge quantum dots (QDs) in a defect-
free Si matrix. Extraordinary properties of those defect-enhanced Ge quantum dots
were measured showing a short carrier lifetime and minor thermal quenching in the
PL emission up to room temperature. Readers can refer to this work in the other
chapter of this book or to [9, 217].

BulkGeSnLEDs have been reported, with light emission between 1.8 and 2.2μm.
LowSn contentGeSn active layerswere epitaxied on p-typeGeSRBand cappedwith
n-type material. As expected, they did not show any direct bandgap behaviour [218–
221]. Fabry–Perot modes were observed when such GeSn stacks were epitaxied on
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SOI substrates [219]. Electroluminescence (EL) emission was reached with direct
bandgap GeSn materials up to 3.4 μm for Sn contents up to 16% [222, 223]. Carrier
confinement at room temperature seemed, however, to be insufficient to have an
efficient light emission. Multiple quantum wells structures are known to improve
the luminescence performances of LEDs. GeSn/Ge multiple quantum wells were
investigated [224]. They showed a five time stronger electroluminescence emission
compared to n-type Ge LEDs [225]. However, GeSn/Ge heterostructures seemed
to poorly confine carriers at room temperature. SiGeSn carrier barriers have been
introduced to overcome this limitation. These ternary alloys give more freedom to
adjust the crystal lattice of the stack during the epitaxy. A type-I band alignment
was demonstrated with binary GeSn alloys, with efficient light emission from direct
bandgap layers in almost strain-free stacks [185].

The barrier height between the active layer and the barrier layer is critical to
have efficient light emission at room temperature. In the last cited work, 10.5% of
Si and 10.9% of Sn were incorporated in the SiGeSn barrier layers. The barrier
height should increase as the Si/Sn ratio increases. Meanwhile, adding Sn results in
an energy bandgap reduction. However, the exact band alignment between SiGeSn
and GeSn is not yet know. Multiple SiGeSn/GeSn quantum well LEDs were inves-
tigated, with 10% of Si and 5% of Sn in the SiGeSn layers [226]. The EL intensity
increased super-linearly with the applied voltage in those LEDs and was higher than
in conventional GeSn/Ge heterojunction LEDS [227], showing that radiative recom-
bination was efficient in such devices. Table 3.7 gives some of the specificities, at
room temperature, of the GeSn-based LEDs discussed previously.

Table 3.7 GeSn-based LED characteristics at room temperature

LED structures GeSn
epitaxy

GeSn
composition
(%)

Biaxial
strain

Wavelength
emission

References

Ge/GeSn/Ge
heterostructures

RP-CVD 9.2 −0.48% 2.2 [218]

MBE 4.5 −0.66% 1.9 [219]

MBE 7.8 – 2.2 [220]

MBE 9.7 – 2.25 [221]

RP-CVD 8 – 2.06 [227]

SiGeSn/GeSn/SiGeSn
heterostructures

RP-CVD 16 −0.66% 3.4 [222, 223]

RP-CVD 13 ~−0.5% 2.8 [223]

SiGeSn/GeSn/SiGeSn
Multiple quantum wells

RP-CVD 9.1 −0.1% 2.2 [185]

MBE 8.5 −1.6% 2.06 [226]

RP-CVD Reduced pressure–chemical vapour deposition; MBE Molecular beam epitaxy
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Fig. 3.40 a Cross section of the electrically pumped laser stack, b band structures and optical mode
profile of the type II GeSn heterostructure, c light output versus injection current of F-P cavity from
10 to 100 K. Figure from [5]

3.5.2.2 Lasers

Since the first claim of a laser effect in highly phosphorous-dopedGe [181, 228, 229],
there is a growing effort around the world to fabricate an efficient CMOS-compatible
Ge-based laser. No consensus has been reached yet on the physical interpretation of
lasing by doping, and the impact of doping on the intervalence band absorption as
shown in [175, 230]. To improve the performances of n-doped Ge layers for lasing,
direct electron injection into the � conduction band of Ge was investigated in [231].
The radiative recombination of electrons injected by a forward biased p-i-n Zener
diode with the holes in the indirect semiconductor Ge appeared to be more efficient
than from a p-n junction with an n-doped active layer [231]. For both approaches,
no further activities in the direction of lasing have been reported.

While the above-mentioned results did not result in any follow-up work, as far as
we know, research on group-IV lasing continued,mostly on the development of direct
bandgap GeSn. Such R&D efforts very recently resulted in an electrically pumped
GeSn laser [5]. The there applied electrically pumping scheme is shown in Fig. 3.40a.
A threshold close to 0.6 kA/cm2 was obtained at 10 K, and lasing was observed up
to 100 K (Fig. 3.40c). An external quantum efficiency of 0.3% and a peak power of
2.7 mW per laser facet were reported. Since the threshold was measured on a series
of waveguides with various lengths, we may use, on data provided in Table SII of the
supplementary information of [5], the differential gain analysis protocol described in
Sect. 3.4.1.2. From a threshold that increases from I = 0.77 kA/cm2 up to 1.2 kA/cm2

for 0.6-mm and 0.3-mm-long waveguides, respectively,�g/�I for the lasing device
operated at 10 K is approximately 35 cm kA−1. By comparison, the differential gain
observed during the optical pumping of [1] devices was 0.4 cm kW−1 only. The
efficiency of the electrical injection thus seems to be orders of magnitude higher
than the optical pumping, independent on the exact normalization one may apply to
convert the photon injection into the injection by a current. This distinct difference
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may relate to the near resonance condition in electrical pumping. As shown for the
strained Ge case, resonant pumping can indeed be very efficient, near unity as shown
in [4] and detailed in Sect. 3.4.2.

Further lasing details are given in the upcoming report by the same group available
on arXiv [232]. There, electrically pumped lasing is investigated for various thickness
and Sn content optically active GeSn layers, as well as various contents in the SiGeSn
barriers and indium doping for the electrical injection layers. The thickness of the
capping layer above the gain region was shown to have a remarkable impact on lasing
threshold. This was due to the mode overlap with the GeSn active layer (Fig. 3.40b).
Performances as shown in the first report [5]were not exceeded, however. Subsequent
developments may thus have to involve active layers with higher Sn contents and/or
elastic-strain relaxation or p-i-n structures with tensile strained active layers. Single
mode waveguide structures as well the use of shorter than 700 ns long pulses to
avoid excessive heating of the device may also boost performances. Howsoever,
these preliminary results encourages continuation of the research along that track
and give good hope that group-IV semiconductor lasers once will perform on par
with those of integrated group III–V devices.

3.6 Outlook and Conclusion

As in the entirety of this book, the starting point for this topic is the technological
compatibility with silicon photonics. Silicon is a poor light emitter. Bringing light
into a silicon photonic chip involves either a coupling to external light sources or
a cumbersome integration of better-emitting semiconductors on the chip. For such
integration, both direct epitaxy and bonding of III–V chips are intensely pursued
today.

The idea of fabricating the entire Si photonic circuit in a standard CMOS foundry
is obviously appealing. The only function lacking today is efficient and reliable
light emission from group-IV semiconductors. A natural, straightforward approach
would be to use a direct bandgap group-IV semiconductor. A by-product of such
development of light emitters would be efficient photodiodes and modulators, all
based on direct bandgap absorption by the same group-IV semiconductors.

To make a light emitter, particular attention was turned to Ge and its amendments
for the following three reasons. (i) Although it is still indirect, Ge is much closer
to a direct bandgap semiconductor than Si. (ii) Processing Ge in microelectronics
fabrication lines is already an industrial reality; (iii) ditto the photonics developments,
where Ge photodiode is a workhorse detector in Si photonic transceivers.

As shown, a global tensile stressing of pure Ge layers converts Ge into a direct
semiconductor, and recently led to optically pumped Ge mid-IR lasers, although
only up to mild cryogenic temperatures. Despite the fact that crystalline quality of
Ge is very high and the straining technology very advanced, some intrinsic material
properties, such as intra-valence band absorption and very high strain level require-
ments, make things difficult. Though technologically challenging, epitaxial schemes
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for electrical injection are already available. Strained bulk Ge layers enable in-
depth fundamental investigations of light emission from group-IV semiconductors,
as shown above in this chapter.

Modifying lattice parameters via tin-alloying is the second approach discussed
here that yields a direct bandgap semiconductor. The good news for silicon photonics
is that state-of-the-art GeSn layers and devices have been obtained with industry
CMOS epitaxy tools and standard cleanroom technologies. This definitely favours
GeSn alloys in material roadmaps. Still, many problems remain: GeSn has a large
latticemismatchwith theGe strain-relaxed buffers (onSi) typically used as templates.
During the growth, the lattice mismatch is relaxed via a large number of interfacial
defects. Moreover, an out-of-thermodynamic-equilibrium, low-temperature growth
typically results in a large number of bulk point defects, which are responsible for a
strong residual p-type doping and degrade the carrier mobility. All these crystalline
defects have to be dealt with. To all those difficulties we can add many questions
that still are to be answered: the band alignment at Ge/(Si)GeSn hetero-interfaces,
predictive simulations of the band structure, etc.

However, even with an incomplete knowledge of the material parameters, by
taking the best of the two approaches, external strain and alloying with Sn,
several spectacular milestones were reached for GeSn lasers: low-threshold opti-
cally pumped strain- and dislocations-managed lasers [3], strain-wavelength-tuned
optically pumpedGeSn lasers operating at 273K [2] and the first electrically pumped
laser [5]. The GeSn lasers’ characteristics are improving on a month-to-month basis.
Outstanding challenges are not only to achieve continuous wave electrical pumping,
but also to combine low lasing threshold and increased temperature lasing, as well
as reaching reasonable wall-plug efficiencies.

The true goal, a room temperature electrically pumped laser, is not yet reached,
but comes close as never before. Serious work is still to be done: optimizing the
growth (residual doping, n-type and p-type doping, threading dislocations and point
defect management), heterojunction band alignment within the (Si)GeSn quantum
wells, designing optimized type-I heterostructures at room temperature, and finding
strain-controlling cavities compatible with electrical injection.

While Ge is a already a legacy detecting material for datacom applications at
1.55 μm, strained Ge and/or GeSn may become equally relevant for applications in
the mid-IR range, typically from 2 to 4.5 μm. LEDs and photodetectors emitting or
detecting in the mid-IR range and fabricated with CMOS-relevant technologies will
open to Si photonics a new large field of applications such as gas sensing [223] and
mid-IR imaging [233].

As mentioned in the introduction, other approaches probed to have light emission
from group-IV materials, in addition to those described here, include diamond under
mechanical strain [234], defect levels in the Ge quantum dots [10], tunnel injection
of electrons directly in the �-valley of Ge [231], hexagonal Ge and SiGe alloys [8],
and others such as quantum cascade lasers for the THz [235]. Those approaches are
recent, and their progress is certainly worth observing in the near future.

Since the demonstration of thefirst room temperature semiconductor laser in 1971,
our understanding of semiconductors and nanostructures has dramatically improved
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and an exceptionally large set of tools became available: ab initio and quantum simu-
lations, multiple epitaxial methods, nanofabrication and analysis of fine atomistic
structure. Today, using a wide palette of such tools, we can tackle difficult solid-state
physics problems, like modifying the band structure of an indirect semiconductor
and converting it into a direct one.

Nobody knows yet which approach will be the most successful. Most probably,
there will be some cross-links between some of them and that will certainly bring us
spectacular developments in the near future.
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Chapter 4
Light Emission from Germanium
Nanostructures

Nelson L. Rowell and David J. Lockwood

Abstract This Chapter discusses the phenomena associated with germanium (Ge)
nanocrystals emitting near infrared radiation under optical excitation. We describe
how the emission properties are influenced by various effects, including those of
strain and particle confinement, as well as excitation mechanisms. Two example
systems are discussed, namely one of isolated Ge quantum dots and another of Ge
nanocrystals coherently imbedded in SiGe alloy layers, where both systems were
grown by molecular beam epitaxy (MBE) on Si substrates. For the Ge dot ensem-
bles, we show how particle size information can be derived from the emission spec-
trum. For the Ge nanocrystals, the emission spectra are analyzed for the effects of
strain and particle confinement over a wide range of Ge fractions in the surrounding
SiGe medium. This analysis provided significant insight into the properties of the
Ge nanocrystals, including their size and shape, which were a 1.4 nm thickness in
the MBE growth direction and a 7 nm lateral dimension. We also discuss the mech-
anisms leading to the high quantum efficiency observed for emission from the Ge
nanocrystals at low temperatures.

4.1 Introduction

A silicon-compatible group IV coherent light source remains the missing link in
Si-based photonics, despite the great variety of approaches explored such as, carrier
localization, rare-earth doping, and stimulated inelastic light scattering. Although
achieving efficient light emission from group IV semiconducting materials–a subject
of intense research activity–has proven elusive, carrier localization methods have led
to significantly enhanced optical emission from indirect gap materials and, notably,
at higher temperatures. For example, room-temperature visible photoluminescence
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(PL) has been observed from porous Si [1] and strong infrared PL from various
island or quantum dot systems [2–9]. A particular focus has been the study of self-
organized structures containing nanometer sized Si [10] and Ge crystals [11], which
being compatible with present Si technology have important capabilities for device
engineering. Applications include those in optoelectronics [12], tunneling devices
[13–15], and nanocrystal memories [10, 16]. Recently, lasing or very high efficiency
photoluminescence (PL) has been revealed for Ge, a material with a relatively small
indirect to direct bandgap (BG) difference, which can be overcomewith tensile strain
and/or high doping [17–21], or by alloying with tin [22].

4.2 Optical Properties of Bulk Ge

Germanium crystallizes in the diamond structure [23], which consists of two inter-
penetrating face-centered cubic lattices displaced from each other by one quarter
of the body diagonal. In zinc-blende semiconductors such as GaAs, the Ga and As
atoms lie on separate sublattices, and thus the inversion symmetry of Ge is lost in
polar III-V binary compounds. The difference in the crystal structures underlies the
disparate electronic and optical properties of Ge and GaAs and results in the slow
optical response of Ge together with its small electro-optic coefficient.

4.2.1 Band Structure

The energy band structure in semiconductors is derived from the relationship between
the energy and momentum of a charge carrier, which depends not only on the crystal
structure but also on the bonding between atoms, the respective bond lengths, and
the chemical species. The band structure is often quite complex and can only be
calculated empirically [24].

Optical transitions conserve both energy and momentum. In direct gap GaAs, an
excited electron at the bottom of the conduction band can relax spontaneously back
into a hole in the valence band by emitting a photon at the band gap energy with
momentum conservation (the photon momentum is negligible with respect to the
electronic one). This electron-hole radiative recombination process can only occur
inGewith the assistance of a further process to conserve themomentum. This, in pure
Ge, occurs via the transfer of the electron momentum to a phonon that is emitted
or absorbed with equal and opposite wave vector to that of the initial state in the
conduction band. Such a three-body process is quite inefficient compared with direct
gap recombination [25]. Thus, the probability of spontaneous emission is very low for
Ge and high for GaAs. Alternatively, by relating the recombination probability to a
characteristic recombination lifetime, the spontaneous emission or radiative lifetime
in Ge is very long (millisecond range) while in direct gap III-V semiconductors it
is short (nanosecond range). In general, when excited carriers relax, non-radiative



4 Light Emission from Germanium Nanostructures 199

recombination pathways compete with radiative recombination. This competition is
strongly thrown off balance for normal Ge, because of the long radiative lifetime, and
hence non-radiative recombinations are dominant which in turn cause the very low
luminescence efficiency. The indirect band gap of Ge is 0.66 eV at room temperature.
Theweak band-to-band emission at this energy in the near infraredwas first observed
[26] using visible light excitation. A review of the work on intrinsic and extrinsic
radiative recombination in Ge is contained in [27, 28].

4.2.2 Absorption

The optical absorption spectrum of Ge at room temperature at energies close to the
indirect and direct band gaps is shown in Fig. 4.1. The optical absorption coefficient

Fig. 4.1 Ge absorption coefficient versus energy. a The circles indicate the experimentally deter-
mined absorption coefficient of Ge in the spectral range between the indirect and direct band gaps.
The solid blue line is the fit with the theory using the average deformation potential D�L as the
sole adjustable parameter. The dotted blue line is the same as the solid blue line but using the
effective mass ratio RF as an additional adjustable parameter. The dash-dotted green line is the
fit with the full Elliot model that neglects the energy-dependence of the intermediate states. The
dash-double-dotted purple line is the fit with a hybrid model that combines Hartman’s theory with
Elliott’s excitonic enhancement model. In all cases the fitted value of the deformation potential is
indicated in the legend. b The same as for part (a) but showing the details of the experimental data
and theoretical fits at the onset of the absorption. The inset shows the calculated solid blue line of
the main panel convoluted with a Gaussian with a full-width-half-maximum of 0.015 eV to simulate
lifetime broadening. After [30]
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α begins to rise steeply from zero near the indirect band gap energy (0.66 eV) as the
incident photon energy approaches that of the direct band gap of 0.8 eV.

Theoretically predicting the optical absorption properties of Ge is not trivial [29,
30]. First principles calculations have been carried out for Si that are able to reproduce
the general absorption behavior, but these calculations are muchmore difficult for Ge
due to the required energy resolution (see [29, 30]). Several analytical theories have
been developed, with the most successful being those reported by Elliott [31] and
Hartman [32], but until recently there has been no analytical approach that has been
able to quantitatively reproduce the experimental results over a broad energy range
(see [29, 30], and references therein). In [29, 30], a more complete theory of resonant
indirect optical absorption is introduced to explain the experimental results. Themain
ingredient of the theoretical approach is a realistic account of the energy dependence
of the intermediate states, which in Ge, unlike the case of Si, cannot be neglected.
The resulting theory using independently determined values for most parameters
agrees closely with the experimental results over the entire spectral range of the
measurement, as can be seen in Fig. 4.1. The only adjustable parameter used in the
fit was the average deformation potential D�L whose fitted value of 4.2× 108 eV/cm
was found to be equal to the independently determined value of this parameter. Thus,
this parameter could be fixed such that the theory would predict indirect absorption
without adjustable parameters. The relative uncertainty in the theoretical prediction
is small over two orders of magnitude in the value of the absorption, with the largest
discrepancy occurring near the indirect band gap energy, where excitonic effects at
low temperature are not explained in the model. The small remaining discrepancy at
higher energies can be further reduced by considering the effectivemass ratioRF as an
adjustable parameter. This factor is used to correct the bound exciton absorption, and
it is more difficult to justify than the approximations used to deal with the continuum
contribution. The result of freeing this parameter in the fits is shown as a blue dotted
line in Fig. 4.1. The fitted deformation potential value of 4.7 × 108 eV/cm is still
reasonable, but the mass ratio RF = 5.5 has decreased by almost a factor of 3 relative
to the predetermined value of 15. It is unclear if one can assign a definite physical
meaning to this reduced value of RF [29].

4.2.3 Temperature Dependence—Ge Energy Gap

Varshni [33] has determined that the experimental temperature dependence of the
energy gap in semiconductors can be reproduced by

Eg = E0 − αT 2/(T + β) (4.1)

where Eg is the energy gap, which may be the direct or indirect one, E0 is its value
at 0 K, and α and β are constants. Varshni found that this expression worked well
for diamond, Si, Ge, 6H–SiC, GaAs, InP, and InAs. The energy gap variation with
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temperature is believed to arise mainly from two mechanisms [33]. At lower temper-
atures, the shift in the relative position of the valence and conduction bands is due
to the temperature-dependent dilatation of the lattice as well as a shift in the rela-
tive position of the valence and conduction bands due to the temperature-dependent
electron-lattice interaction. From fits of (4.1) to the experimental data for Ge [34],
Varshni [33] determined the following parameter values for the direct (indirect)
energy gap: E0 = 0.8893 (0.7412) eV, α = 6.842× 10−4 (4.561× 10−4) eV/K, and
β = 398 (210) K.

4.2.4 Stress

There has been considerable interest recently regarding the effects of strain on Ge, as
it has been determined that tensile strain can lower the direct gap energy below that
of the indirect gap and thus transforms Ge into a direct gap semiconductor. Such a
transformation would then greatly improve the prospects for the use of Ge as a laser
in Si photonics, particularly as Si is not amenable to this crossover due to the much
wider energy spacing between the two energy gaps (see, for example, the review of
this field in [35] and references therein).

Although crystallineGe can be readily compressed hydrostatically, it is difficult to
apply hydrostatic extension. Both theory and experiment have been used to explore
the effects of strain on Ge that is lattice matched to some substrate, including Si and
SiGe alloy. By considering biaxial strain, theory has shown that tensile strain can
reverse the order of the direct and indirect band gaps [36]. A more recent theoretical
result that demonstrates this reversal is shown in [37] (see references in this review
paper for previous work). The calculation was made for a thin film of Ge that was
released from its native substrate (i.e., a membrane of nanoscale thickness), and the
direct energy gap was lowered from 0.8 to 0.48 eV, which means it now lies below
that of the L point energy gap.

Regarding the application of one-dimensional tensile strain [38] to Ge, notable
is the recent work of Guilloy et al. [39] who have used a micro-bridge geometry
to uniaxially stress Ge along the [100] direction. These authors performed electro-
absorption spectroscopy to measure the energy gap between the conduction band
at the � point and the light- and heavy-hole valence bands. The results shown in
Fig. 4.2 agree with the standard linear deformation potential theory for up to 2%
strain. However, a significantly nonlinear behavior is observed at higher strains that
is well described by a tight-binding model. The cross-over between the direct and
indirect bands is now predicted to occur at 5.6% tensile strain [42].
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Fig. 4.2 Direct band gap energy of Ge at 293 K measured by electro-absorption (blue squares) as
a function of longitudinal strain measured by Raman spectroscopy. These experimental points are
compared to theoretical band gap values computed with deformation potentials (dashed red lines)
and with a tight-binding model (solid lines). The upper curve corresponds to the transition with the
light hole (LH) band while the lower one is with the heavy hole (HH) band. After [39]

4.2.5 Optical Emission from Bulk Ge

Recent measurements of the optical emission spectrum of intrinsic (low impurity
concentration) bulk Ge as a function of temperature are shown in Fig. 4.3 [40]. The
spectral range of the PL covers emission from both the indirect (phonon assisted) and
direct gaps (see Sect. 2.1). At low temperatures, the contributions from the four types
of phonons, i.e., including both acoustic and optic phonons, are readily apparent, but
as the temperature increases the distinction blurs: longitudinal acoustic (LA) phonons
dominate at 10 K, there are almost equal contributions from all but the transverse
optic (TO) phonons at 160 K, and transverse acoustic (TA) phonons dominate at
295 K. For theory, the challenge is how to model this extreme variation in line shape
and the overall intensity behavior as a function of temperature.

Menéndez et al. [40] have developed a theory to account for the experimental
results using analytical expressions for the contributions from LA, TO, longitudinal
optic (LO), and TA phonons. The coupling of electronic and phonon states at exactly
the � or L Brillouin-zone point is forbidden by symmetry for the latter two phonon
modes, but becomes allowed for nearby states and can be accounted for by using
wave-vector dependent deformation potentials. The calculations require a knowledge
of the optical absorption as a function of energy [29, 30] and need to consider the
diffusion of excitons. With this theory, agreement was obtained between predicted
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Fig. 4.3 Photoluminescence frombulkGe. Experimental (circles) and theoretically predicted (solid
lines) PL spectra for Ge at nine selected temperatures. All spectra have been normalized to the
same intensity for clarity. The vertical dotted lines indicate the position of the indirect gap at
each temperature. Peak assignments are shown in the 12 K spectrum. The LO contribution in this
spectrum appears as a weak shoulder in higher-resolution spectra. After [40]

and observed PL line shapes, as can be seen in Fig. 4.3. A decomposition of the
predicted PL in terms of the different phonon contributions implies that for tempera-
tures near room temperature indirect optical absorption and emission are dominated
by “forbidden” processes, and that the deformation potentials for allowed processes
are smaller than previously assumed. The theory [40] used to predict the PL line
shape was not as successful in predicting the temperature dependence of the PL
intensity.
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4.3 Developments with Ge for Photonic Emitters

Germanium has recently been of considerable interest in photonics because of
some notable properties, including chemical and crystallographic compatibility with
silicon, a near infrared bandgap in the communications wavelengths, and that its indi-
rect bandgap energy is only slightly smaller than its direct bandgap. As described
below the various demonstrations of stimulated emission from Ge fall into four
general categories, which are (i) heavily doped n-type Ge [17, 18], (ii) Ge under
tensile strain [21, 41, 42], (iii) Ge alloyed with Sn [22, 43], and (iv) hexagonal Ge
[44].

• With sufficient n-type doping in Ge, its direct gap becomes the lowest energy
available for electronic transitions. Using this approach, two groups [17, 18] have
reported stimulated emission and lasing in waveguide structures that contained
heavily n-type doped (5 × 1019 cm−3) Ge layers under 0.2% uniaxial tensile
strain. In such structures, the doping effectively filled the lower indirect states in
the conduction band, thus enabling direct gap emission under optical and electrical
excitation. There have however been reports that such a processmight have limited
efficiency due to various inherent loss mechanisms [45–48].

• Tensile strain reduces the energy of both the indirect and direct gaps, but with the
indirect energy declining more rapidly such that the direct gap energy becomes
smaller than that of the indirect gap for sufficient strain. The first reports of strong
PL or direct gap emission were on uniaxially strained (1.6%) nanowire samples
or biaxially strained disc samples [21, 41]. In the nanowire work, extremely high
optical excitation densities permitted direct gap emission by saturating the indirect
gap transitions. Actual direct gap Ge was obtained more recently [42] with the
material under sufficient tensile strain (~5.6%) in a microbridge configuration. In
that work, low threshold, optically excited lasing was obtained at energies near
350 meV for temperatures up to 100 K. Tunability to higher photon energies
would be necessary for this development to be useful in practice.

• Manipulation of thematerial’s band structure by alloying Gewith a suitable group
IV material can permit direct gap behavior, as for Ge1−xSnx alloys. In the original
work [22] it was predicted that for a tin fraction greater than 0.08 the unstrained
alloywould have a direct gap, as demonstrated by stimulated emission observed at
540 meV from Ge0.87Sn0.13. However, the laser threshold under optical excitation
was relatively high. More recently [43], ultralow threshold lasing was obtained
for tensile strained Ge0.946Sn0.054.

• The band structure of Ge can be altered by changing its crystal structure, as shown
for example by Ge and Si1-xGex being grown in a hexagonal lattice configura-
tion [44]. For Ge fractions greater than 0.65, direct gap behavior is predicted by
energy band calculations, with the bandgap varying from 670 meV (x = 0.65)
to 350 meV (x = 1). An experimental verification of this analysis was provided
through photoluminescence (PL) measurements in which the PL peak shifted as
expected versus the Ge fraction.
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4.4 Optical Emission from Ge Nanocrystals

4.4.1 Outline

This section begins with a general discussion of PL methodology, but the section
mostly contains a detailed review of our recent results and analysis regarding Ge
nanocrystals in two distinctly different environments.

In Sect. 4.3 we discuss the first system, which consisted of Ge quantum dots
formed by thermal annealing of Ge layers on oxidized Si substrates. Such dots were
electrically isolated from each other and from the substrate. Although the PL effi-
ciency for such systems was relatively low, it was possible to analyse the emis-
sion spectrum to access the dot size distributions, for which the PL derived sizes
were compared with those obtained with more direct microscopy methods including
atomic force and electron microscopies. These comparisons have provided a useful
check on the validity of the band gap models [52] for small Ge quantum dots as well
as giving the PL relative efficiency versus dot size.

In Sect. 4.4 we discuss a second system consisting of platelet shapedGe nanocrys-
tals (NCs) imbedded as clusters within Si1-xGex epitaxial layers grown directly on
Si substrates. These NCs emit broad band PL with apparent high efficiency, due to
the fact that the NCs act as potential wells trapping excitons created by the optical
excitation. The factors to be evaluated in calculating the peak PL energy include:
the Ge bandgap’s variation with strain, the effect of Ge-fraction in the host Si1-xGex
epilayer on its bandgap, how the nanoscale dimensions affect the confinement shifts
for both the nanocrystals and epilayers. Modeling these effects provided a NC height
distribution over a range in strain from compressive to tensile. From an analysis of
the NC PL linewidth, the NC lateral size was estimated to be about five times the
NC height. Imaging experiments showed that part of the PL emission was confined
to the waveguide formed by the Si1-xGex layers on Si and that the emission was
significantly collimated laterally due to processes in the waveguide.

4.4.2 Photoluminescence (PL) Measurements

4.4.2.1 PL—Indirect Gap Materials

The PL emission process for bulk indirect gap materials is extremely inefficient [49].
In materials such as silicon and germanium, PL occurs after the generation of exci-
tons. Excitons are electrically neutral quasiparticles each comprised of an electron
and hole attracted to each other by the electrostatic Coulomb force. Such excitons
eventually self-annihilate thus generating photons near thematerial’s bandgap energy
with a quantum efficiency of about one in ten thousand [49]. This weakness of the
radiative process is due to the many competitive non-radiative processes active in
such a semiconductor under excitation at photon energies above bandgap energy.



206 N. L. Rowell and D. J. Lockwood

Of the several possible weak processes leading to PL, the one leading to bound
exciton (BE) recombination is useful for the characterization of epitaxial material
with respect to dopant, defect, and/or impurity concentrations [50].

4.4.2.2 PL Enhancement by Exciton Diffusion/Concentration

The PL in indirect materials such as Si and Ge is often the result of electron-hole
recombination within the excitons that are formed upon optical excitation. As will
be discussed in further detail in Sect. 4.4.13, the PL intensity can be enhanced in
nanostructures when the excitons created in a sample diffuse into a lower bandgap
region, where they are trapped due to the energy difference illustrated in Fig. 4.4.
In that figure, excitons are shown as trapped in one dimension within a graded SiGe
layer on a silicon substrate. The excitons photo-excited in the substrate, diffuse in
all directions such that a substantial proportion of them become trapped in the lower
bandgap, thin SiGe layer. There, in relatively high concentrations, the excitons self-
annihilate, leading to significant PL intensities. In this case the alloy fluctuations
in the SiGe layer also result in the SiGe’s no phonon line to be of similar intensity
to the phonon replica lines. The PL intensity for the SiGe layer in systems such as
those of Fig. 4.4 is approximately 100 times larger than for an isolated SiGe layer.
This increase in intensity is due to the fact that, on the Si substrate, the SiGe layer

Fig. 4.4 Exciton trapping in one dimension for a graded SiGe layer on a silicon substrate. Photo-
excited excitons diffuse and are confined in the lower bandgap SiGe layer, where in relatively high
concentrations they self-annihilate, leading to comparatively high PL intensities. Alloy fluctuations
in the SiGe layer result in the layer’s no phonon line being of similar intensity to the phonon replica
lines
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draws in significant quantities of excitons from the substrate for which the excitation
depth is ~1000 nm as opposed to the ~10 nm SiGe layer thickness. Since the alloy
bandgap varies with Ge concentration, the position of the no phonon line in the PL
spectrum can be used to obtain the Ge concentration/distribution. This line’s energy
also depends on the layer thickness through the confinement effect. Exciton diffusion
to smaller bandgap layers is prevented if there are relatively insulating intermediate
barriers, such as oxide layers in the vertical direction. In such cases the emission
is generally weak as it results only from the direct excitation of a layer, where the
relatively small volume of the layer is the controlling factor.

4.4.2.3 PL Method

In the following discussion the experimental method of choice was photolumines-
cence (PL). A PL apparatus as illustrated in Fig. 4.5 was used, where the PL spectra
were obtained for the Ge quantum dot and the Ge nanocrystal samples with a FTIR
spectrometer with the samples at liquid helium temperatures, excited with 0.02–
400 mW of 405, 457.9, 488.0, or 514.5 nm laser light. Varying the wavelength of
the exciting light affected the depth of penetration for the excitation in the sample.
There are significant advantages to the use of a Fourier transform spectrometer for PL
studies [51]. A radiometric calibration was performed to obtain the relative spectral

Fig. 4.5 Fourier transform photoluminescence spectrometer system schematic
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responsivity of the system from 500 to 1400 meV, which was used to normalize the
raw spectral data. Enabling components for these measurements were ultra-sensitive
optical detectors, namely, the Applied Detectors Corporation Ge PIN photodiode for
the range from 700 to 1200 meV and the cold-filtered Cincinnati Electronics InSb
photodiode from 500 to 1000 meV.

4.4.3 Ge Quantum Dot Ensembles

4.4.3.1 Electrically Isolated Spherical Ge Quantum Dots

In this example, ensembles of isolated Ge quantum dots were formed by in situ
thermal annealing of thin amorphous Ge layers grown by MBE on oxidized Si (001)
substrates. These layers were deposited either directly on the SiO2 layer or on a thin
porous TiO2 layer on the SiO2 layer. After annealing the dots formed had diameters
ranging from 3 to 35 nm, for which the photoluminescence (PL) consisted of a wide
near-infrared band peaked near 800 meV. The peak energy of the PL band reflected
the average dot size in the dot ensemble with the PL band shape depending on the size
distribution within the dot ensemble. Here the QD PL was excited by the incident
photons directly absorbed in the QDs. This PL was not affected by the excitons
created in the substrate as their diffusion to the dots was blocked by the insulating
layer between the substrate and the QDs. This barrier effect was responsible for the
relatively weak PL from the QDs.

4.4.3.2 Models for the Ge Dot Bandgap

Two practical models that have been developed for the bandgap of spherical Ge
quantum dots are the tight binding (TB) and k.p approximations [52] (see Fig. 4.6),
where the assumption is made in both models that the dots are independent,
with uniform and insulating surrounding media, which means the model dots are
essentially non-interacting, either with each other, with the substrate, and/or the
surrounding medium. As the TB model has proven in the present case to be more
representative of the observed results, this model will be used in the subsequent
discussion of QDs.

4.4.3.3 Dot Size Distribution from the PL Spectrum

In the case of independent Ge quantumdots, the peak energy of a PL band is reflective
of the average dot size and the PL band shape depends on the dot size distribution.
(see Fig. 4.7) Using the tight binding model results, the PL spectra were analyzed in
terms of the dot size distribution. The PL spectra versus dot size were calculated for
Ge/SiO2 by assuming the PL emission occurred near the dot’s TB bandgap energy.
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Fig. 4.6 Variation of the bandgap with Ge dot diameter for the TB and k.p band models

The dot size distributions were measured from TEM (Fig. 4.7) and AFM images,
from which best-fit Gaussian curves were obtained for the distributions (Fig. 4.8).
The observed size distribution determined from TEM allowed the deduction that the
PL efficiency increased non-linearlywith decreasing dot diameter. This PL efficiency
was derived by normalizing the PL intensity by the Gaussian size distribution for Ge
dot samples on SiO2. A dot diameter could also be obtained from the PL energy by
inverting the TB model curve shown in Fig. 4.6.

4.4.3.4 Comparison of Dot Size Measurements

The calculated efficiency curves were satisfactorily fitted by straight lines on a log-
log plot, with essentially the same slope for all samples. This behavior demonstrated
that there is a general power-law increase in PL efficiency with decreasing dot size.
Knowing this generic PL efficiency, it was possible to evaluate the size distribution
of Ge dots directly from the PL energy dependence. Since the fitted PL efficiency
curve for Ge dots grown on SiO2, although empirical, was generic for Ge dots, the
dot size distributions were derived for the samples on TiO2 from the PL data and then
compared with those obtained more directly, for example, from AFM (see Fig. 4.8).
In this way it was possible to obtain distributions simultaneously for several such
samples. The size range obtained from PL was limited to dot diameters below 20 nm
by the PL detector cutoff, since the bandgap sensitivity to particle size was low for
larger diameters. By fitting Gaussians to these distributions, they were extrapolated
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Fig. 4.7 Cross sectional (a) and plan view (b) HRTEM image of a Ge dot sample, which shows a
nearly symmetric dot size distribution (c) with a maximum at 19 nm, giving a theoretical bandgap
of 0.75 eV. After the PL spectrum of this sample was corrected for the instrumental response,
a dominant peak is in fact observed corresponding to dot diameters in the range 12–19 nm (the
instrumental response cut-off at ~740 meV prevents observing PL to lower energy) consistent with
theory and the measured sized distribution. The PL continuum becomes weaker to higher energy
and extends to ~1200 meV, also consistent with the measured size distribution

for the dot density distributions at larger diameters and were then compared with the
distributions obtained from the AFM images. These results are plotted in Fig. 4.9
along with the size distribution histograms obtained from AFM data with the best-fit
Gaussian curves (dashed lines). For sampleM01, the PL-derived distribution appears
to be quite Gaussian, although only the lower half of the curve can be obtained with
PL. Apparently for sample P01, the PL data predicts a somewhat non-Gaussian
size distribution, which matches reasonably well the small-diameter onset of the
distribution although the PL-derived distribution is limited for the reasons described
above. It is to be noted that this procedure had the advantage of being immune to the
relatively intense PL arising from the substrate, as shown by the well behaved curve
below 9 nm. The results for the size distribution from the PL method agreed within
experimental uncertainties with those of the AFM measurements in that the widths
of the distributions are generally the same as are the positions of the distribution
maxima.
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Fig. 4.8 PL and dot density variation with dot diameter of self-organized Ge dots grown on a
porous TiO2 membrane for samples L01, M01, and P01. In the left panel are the PL spectra versus
dot size as calculated by taking the PL emission to occur near the dot bandgap. The strong PL
emission lines below 7 nm are due to the Si substrate. In the middle panel are shown the dot size
distributions obtained from AFM measurements with best-fit Gaussian functions superimposed on
the distributions: these AFM images are displayed on the right. The 200 nm wide squares in the
images show the areas sampled for the size distributions in the middle panel

Fig. 4.9 Size distribution derived from the PL data for samples M01 and P01. The size densities
were calculated by taking the ratios of the PL spectra with the PL emission efficiency for sample
L01. These results are compared with the size distribution histograms (with 1 nm bin sizes) obtained
from AFM data and with the best-fit Gaussian functions for the histograms
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4.4.4 Self-organized Ge Nanocrystals (NCs)

4.4.4.1 Ge NCs in MBE Grown SiGe Epitaxial Layers

Intense, low temperature PL has been observed [53] in many samples consisting of
coherently strained molecular beam epitaxy (MBE)-grown Si1-xGex epitaxial layers
with Ge fractions ranging from 0.05 to 0.53. An effective quantum efficiency in the
5% range was obtained. This PL was neither defect nor dislocation related, but the
enhancement was apparently due to exciton diffusion and congregation effects. The
site of the actual electron-hole recombination was unknown until recently, when it
was shown that the PLwas characteristic of strained, self-assembled Ge nanocrystals
(NCs) coherently contained within Si1-xGex alloy epilayers. This conclusion was
enabled by extensive experimental and theoretical investigation of the host alloy
concentration dependence in the PL spectra. These NCs provide low bandgap sites
that trap the neutral free excitons diffusing within the SiGe layers and Si substrate.
The radiative efficiency was enhanced by as much as two orders of magnitude for
an exciton trapped in a NC [53], because there was a low probability of an impurity
atom or crystal defect being present in a NC [49].

4.4.4.2 Growth and Morphology

A brief description follows as to how the samples in question were grown and their
PL [53] measured. The Si1-xGex material was grown without intentional doping by
conventional, solid source MBE in an ultrahigh vacuum deposition chamber. The
growth temperature was in the range 350−900 °C. The Si growth rate was 1 Å/s
and the Ge growth rate was set to achieve a given value of x. The single or multiple
quantum well structures were designed to be stable with respect to misfit strain
relaxation [54]. Further details regarding similar growths of other MBE samples can
be found in Sect. 4.4.5.

4.4.4.3 Broad Ge NC Signature in PL Spectra

The PL spectra of the Ge NC samples were measured as described in Sect. 4.2.3.
PL spectra containing broad peaks for more than 60 separate MBE growths were
examined. Of these samples 30 had both broad and phonon resolved (PR) peaks in
their spectra. On the right of Fig. 4.10 are the PL spectra for three Si1-xGex multiple
quantum well samples, each sample consisting of ten wells separated by Si spacers
lattice matched in the x–y plane on Si (001) p-type substrates, with increasing well
thickness from trace (a) to trace (c). The Ge fraction varied slightly from 0.15 for the
two thinner well samples to 0.19 for the thicker well sample. On the left are the plan-
view TEM images for two of the samples, one with the thinnest wells and the other
with the thickest wells. The TEM images indicate the presence of small platelets
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Fig. 4.10 PL spectra for three Si1-xGex multiple quantum well samples with TEM images. The
phenomenology of the transition from PR to broad PL for three MBE Si1-xGex multiple quantum
well samples is shown. The box on the right depicts the PL obtained from the three samples with
essentially the same Ge fraction at 2 K, with the TEM pictures obtained from samples 1 and 3
shown on the left

of elevated Ge content for the thicker quantum wells. For trace (a), only phonon
resolved PL lines are seen, both for the quantum wells and for the substrate, with the
broader lines being those associated with the quantum wells. The substrate lines are
the NP line at 1150 meV, the TA PR line at 1130 meV, and the transverse optic (TO)
PR around 1092 meV. The phonon resolved SiGe PL also consists primarily of a
NP line and the TO replica, separated by the same Si–Si [69] TO phonon frequency
(58 meV) as for Si, although the NP line is relatively much stronger and wider,
due to alloy disorder. The position of the SiGe NP line depends on the Ge fraction
and hence on the quantum well strain, and on the quantum well thickness through
the confinement effect. When the well thickness is increased from 2.7 nm to 5.2 nm
without changing theGe fraction, the SiGe PR lines shift in tandem due to a reduction
in the confinement shift for the thicker wells. There is also a rising broad background
which peaks approximately 80 meV below the SiGe NP peak. For the thickest wells
(c), the PR peaks are no longer present and an intense broad PL to lower photon
energies dominates the spectrum.

4.4.4.4 Alloy Layer Composition Dependence

As shown in Fig. 4.11, the PL attributed to Ge NCs consists of a broad peak with an
asymmetry to low photon energies. This peak displays little variation in shape with
Ge fraction and tracks the BG variation, but is ~00 meV below the indirect SiGe BG.
If the material were Si or SiGe, the width of the peak at ~50 meV would be too small
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Fig. 4.11 Low temperature PL from three SiGe samples and bulk Ge. For the spectrum in trace
(a), the result is also illustrated with curve fitting using two Gaussian peaks for the broad PL peak

for it to be due to a NP line with its TO PR, as the NP-TO spacing is about 58meV for
those materials. Figure 4.11 shows that for higher Ge fractions the PL is emitted at
energies significantly below those for bulkGe, with its indirect BG of 744meV at low
temperatures. The origin of the broad, intense PL peak had remained unexplained,
until recently [55]. In Fig. 4.11 the low temperature PL is displayed from three SiGe
samples and bulk Ge. For the spectrum in trace (a), the result is also illustrated with
curve fitting using two Gaussian peaks for the broad PL peak. The broad NC PL
weakens with increasing temperature [53] but persists to approximately 100 K. The
decay with temperature is nearly exponential, but the effective NC well depth is not
sufficient to give emission at room temperature. As was shown in Fig. 4.11a, the
broad peak’s width and asymmetric shape can be curve resolved into two symmetric
peaks, separated by ~35 meV, i.e., very near the momentum conserving TO phonon
energy for Ge. The NP peak is wide (25–45 meV) due to NC confinement variations
arising from size variability and to alloy disorder broadening in the SiGe. In Ge NCs,
two main PL peaks are expected, a NP line and a LA replica line, separated by about
28 meV. So the NP-PR energies provided by curve resolving are relatively close to
that (28 meV) for the most intense (LA) PR for Ge, but differ very significantly from
the corresponding energy of the strongest (TO) PR for Si and SiGe, which, in both
cases, is 58 meV.
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4.4.4.5 Background Information—Ge NC PL

A more detailed description of the PL properties observed with Ge NCs can be
found in [9]. Carrier confinement, in principle, permits PL to be observed at higher
temperature from NCs than in epilayers. For Sample (a) of Fig. 4.11, the NC—
related SiGe broad peak persisted to about 100 K, but weakened with increasing
temperature. Exciton diffusion and binding effects are seen in the PL through both
the temperature dependence and excitation power variation. Although the NCs are
small, they are efficient at capturing excitons [56]. Exciton diffusion effects are
apparent in the temperature variation of PL spectra like those in Fig. 4.12, where
the PR PL disappears by 20 K while the broad PL intensity was still apparent to
higher temperatures. The broad PL displayed decay times (see below) and radiative
efficiency [49] that were relatively large compared to the PR PL. Saturation with
excitation was seen in the PL when the exciton and NC concentrations become
similar.

The NC peak, present for power densities from 3 to 1.5 W/cm2, increased sub-
linearly in intensity with excitation density, and shifted slightly to higher energy with
increasing excitation power. The variation with well location for a mixed PR/NC PL,
three-well sample (68Åwells) is illustrated in Fig. 4.13,which shows twoPL spectra.
The lower spectrum (a), taken from an as-deposited sample displays both the PR and
NC peaks. Spectrum (b), from a sample of the same material after a Schimmel etch,

Fig. 4.12 Temperature dependence of the PL for a MQW consisting of three 6.8 nm wells of
Si0.83Ge0.17 with 20 nm Si spacer layers. As the temperature increases the bound exciton NP peak
changes to a free exciton NP peak and the NC PL peak grows in intensity
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Fig. 4.13 Variation of the PL spectrum with well position for a MQW sample consisting of three
6.8 nm wells of Si0.83Ge0.17 with 20 nm Si spacer layers. Spectrum (a), from an as-deposited
sample, contains both the PR and NC PL peaks. In Spectrum (b) only the PR peaks are present
as this spectrum is from a version of sample that has been processed such that only the first QW
remains

had only one quantum well left. After etching, the NC PL peak was not present
consistent with the nucleation of NCs during epitaxy only where the strain variations
were higher, i.e., farthest from the substrate.

The PL time decay is shown in Fig. 4.14 Low temperature (5 K) PL spectra
are shown for a 3.3 nm thick Si0.55Ge0.45 ten-layer structure grown at 675 °C. The
PL spectra shown were obtained at various times beginning with the point when
the exciting laser was turned off. The subsequent PL from the Ge NCs shown in
Fig. 4.14 weakened with essentially the same lineshape but shifted towards lower
photon energy. The decay took place in approximately compared with the substrate
PL that disappeared after a few microseconds. The NC PL peak shifted to lower
energy with increasing decay time (see Fig. 4.14). Similar results to those shown in
Fig. 4.14 were observed for several other MBE-grown SiGe samples [9].

There have been relatively few reports of electroluminescence (EL) from Si/Ge
NCs [57–59]. In the first observation of EL from NC’s in MBE grown SiGe [3], the
p-n Si0.82Ge0.18/Si heterostructure shown in Fig. 4.19 was used to fabricate light-
emitting diodes. The structure grown by MBE was doped in situ [60–62]. Further
details of the device fabrication can be found in [3]. The emission intensity from
the diodes was proportional to the forward current density with a peak energy that
varied with the Ge fraction. An EL spectrum is shown in Fig. 4.19, along with the
corresponding PL spectrum. A substrate peak was seen at 1070 meV only in PL.
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Fig. 4.14 Time decay of the low temperature PL for a 3.3 nm thick Si0.55Ge0.45 ten-layer structure
grown at 675 °C. The spectra were obtained after the excitation was turned off. The PL from the Ge
NCs decayed towards lower photon energy in ~200 μs unlike the rapid substrate (labeled Si TO)
PL decay

By comparing the EL and PL intensities, the EL quantum efficiency was seen to be
0.3 times that of the PL (see Sect. 4.4.13). Otherwise, the EL and PL spectra were
similar in most respects, i.e., the same peak energies, a persistence to ~80 K, and
with comparable internal quantum efficiencies. Such similarities point strongly to
a common luminescence mechanism, i.e., excitonic recombination in the Ge NCs
(Fig. 4.15).

4.4.4.6 Phonon Replica Analysis

As was shown in Fig. 4.11a, the broad PL peak’s width and asymmetric shape can
be curve resolved into two symmetric peaks, separated by ~5 meV, i.e., very near the
momentum conserving TO phonon energy for Ge. TheNP peak is wide (25–45meV)
due to NC confinement variations arising from size variability and to alloy disorder
broadening in the SiGe. In Ge NCs, two main PL peaks are expected, a NP line and
a LA replica line, separated by about 28 meV. So the NP-PR energies provided by
curve resolving are relatively close to that (28 meV) for the most intense (LA) PR for
Ge, but differ very significantly to the corresponding energy of the strongest (TO) PR
for Si and SiGe, which, in both cases, is 58 meV. Shown in Fig. 4.16 is a summary of
the results from curve resolving two Gaussian peaks within the envelope of the broad
PL peak. The number of samples with peak separations within 5 meV of each other
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Fig. 4.15 Electroluminescence (a) and PL (b) spectra at 4.2 K for the Si0.82Ge0.18 p-n diode
structure. Inset: Schematic of the heterostructure processed into light-emitting diodes

Fig. 4.16 Number density for the PL samples versus the energy separation of the no phonon and
phonon replica peaks, as evaluated using the curve fitting of two gaussian peakswithin the envelopes
of the broad PL peaks (see inset)
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versus peak separation is shown. For the samples studied here, the mean separation is
34.8 ± 3.9 meV, which is between the LA phonon energy in bulk Si1-xGex (30 meV
for x > 0.85) and the same material’s TOGe–Ge energy (36 meV for x > 0.85) [69]. In
bulk Si, the dopant type has a strong effect on the relative strengths of the NP and PR
lines. In NCs, dopant effects are not significant with the NP- PR ratios dominated by
localization effects that allow phonon-less, electron-hole recombination.

4.4.4.7 NC Properties Resulting from the Conditions for Epitaxy

Referring to Fig. 4.17, the fact of epitaxial growth implies that the SiGe epilayers
and the Ge NCs are lattice matched to Si (001) in the x–y plane, so that both the
SiGe and NCs are under compression in that plane. However, the growth of SiGe
is unconstrained in the vertical (z) direction. Therefore, the SiGe epilayer is under
tensile strain in this direction, leading to a vertical lattice constant that steadily
increases with Ge fraction and is larger than that for unstrained SiGe. Here the
volume of the unit cell for the epitaxial SiGe layer is assumed to be the same as that
for unstrained cubic (bulk) SiGe. The next important assumption is that the lattice
constant of the Ge NCs matches that of the SiGe in all three directions, i.e., including
the growth direction. For relatively dilute SiGe, the Ge NCs are under compression
vertically, but for increasing Ge content in the SiGe epilayer the vertical lattice
constant of the strained SiGe eventually exceeds that of bulk Ge. The point where
the vertical strain in the Ge NC first becomes tensile occurs when the Ge fraction in
the SiGe material is 0.36 (Fig. 4.18). With these constraints it is possible to write an
expression for the strain in the z direction within the Ge NCs as:

εz = lGec − lSiGezc

lGec

(4.2)

where lGec is the bulk Ge lattice constant (5.658 Å) and lSiGezc is the strained lattice
constant in the vertical direction for the tetragonally distorted SiGe material, which

Fig. 4.17 Cross sectional
schematic for the x–z plane
of lattice matched Ge NCs
within SiGe on Si(001)
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Fig. 4.18 PL energy distributions for the broad PL versus the uniaxial vertical strain in the Ge NCs
present in the Si1-xGex layers, as depicted in the upper inset and shown in the plan view TEM image
inset. The upper and lower solid lines are the direct and indirect bandgap energies for Ge calculated
using deformation theory for uniaxial strain. The top horizontal scale is Ge fraction (x) from which
the bottom scale strain values are derived using 4.2. On the left are shown three low-temperature
NC PL spectra for different epilayer Ge concentrations

is lattice matched to Si in the horizontal plane. Note that the strain value is negative
for compression and positive for tension. With increasing Ge fraction, x, this lattice
constant varies from 5.431 to 6.141 Å as given by the following expression: lSiGezc =
(lSiGeuc )

3

(lSic )
2 , where lSic is the lattice constant for Si (5.431 Å). Here lSiGeuc is the lattice

constant for cubic (unstrained) SiGe given by: lSiGeuc = lSic + c1x + c2x2. In this
expression, x is the Ge fraction and the constants, c1 and c2, are equal to 0.2 Å
and 0.027 Å, respectively [63]. The dependence of strain on the Ge-fraction for
this simple model is readily derived for the vertical direction, as represented by the
horizontal scales at the top and bottom of the graph in Fig. 4.18.

4.4.4.8 PL Variation with NC Vertical Strain

The phenomena of the broad NC-related PL and phonon-resolved SiGe PL—as well
as the transition between these two PL types—was illustrated in Fig. 4.10, where
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for thicker epilayers the TEM images show that Ge NCs had formed, causing the
broad PL line. The box on the right depicts the PL obtained from three samples with
essentially the same Ge fraction, with the plan-view TEM pictures obtained from
samples 1 and 3 shown on the left. While in such Ge NCs the in-plane strain is
constant, the vertical (epilayer growth direction) strain varies from compressive to
tensile with increasing epilayer Ge-fraction.

There are several factors that must be evaluated to predict the Ge NC peak PL
energy:

(a) Ge bandgap variation with vertical strain.
(b) Effect of the Ge-fraction in the host SiGe epilayer on the vertical lattice

constant.
(c) Effect of strain on the SiGe bandgap energy.
(d) Confinement shifts in the Ge NCs.
(e) Confinement shifts in the SiGe epilayers.

Models incorporating these effects were developed that effectively explained the
PL energy dependence over awide range of SiGe sampleswith amultitude of separate
epilayer configurations, for which the experimental data is shown in Fig. 4.18 [55,
64]. There, the PL energy distributions are shown for the Ge-NCs versus the vertical
strain for theGeNCs embeddedwithin the Si1-xGex layers. The upper and lower solid
lines are the direct and indirect bandgap energies for Ge calculated using deformation
theory for uniaxial strain. The top horizontal scale is Ge-fraction in the host Si1-xGex
layers. The upper inset in Fig. 4.18 depicts a Ge-NC within a SiGe layer and the
lower inset contains a plan view TEM image of the Ge-NCs. On the left side of the
figure, the PL spectra are shown for three Ge-NC samples with different Ge-fractions
in the host Si1-xGex layers.

4.4.4.9 Models for Bandgap Energy Versus Strain

Strain affects the material bandgap energy, with compression generally increasing
this energy while tension reduces it. A simple method for calculating this effect is
to use the deformation potential (DP) model with linear relationships between strain
and the direct and indirect bandgaps:

EBG = A + Bεz (4.3)

Here, for strain in per cent, the intercept and slope in (4.3) are 880 and−79.3 meV
for the direct bandgap and 740 and−45.5meV for the indirect gap at low temperature
[39]. For example, for a tensile strain of 2%, the direct BG energy is 721 meV and
the indirect BG is 649 meV.

In the DP model, as the strain becomes more strongly tensile both the direct
and indirect gap energies decline, with the direct energy decreasing more rapidly
than the indirect one. As shown in Fig. 4.19, the direct gap energy in the DP model
crosses over the indirect gap energy at a tensile uniaxial strain of 4%, resulting in
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Fig. 4.19 NP PL peak energy and bandgap (direct and indirect) energies of Ge versus Ge NC
vertical strain. For the indirect gap under tensile strain, the energy has been calculated using both
the DP and TB theories

Ge becoming a direct gap semiconductor. Due to inadequacies of the DP model, the
actual crossover point is for tensile strains above 5%, as demonstrated recently [42].
Nonetheless, the present PL results point the way to this transition point, with the
maximum vertical tensile strain for the present Ge NCs being under 2%. However,
the fact that PL is seen at energies below the indirect bulk Ge BG is explained by the
Ge NCs being under vertical tension, reducing their BG. As discussed later, there are
other non-linear models for the bandgap energy such as the tight binding (TB) model
[39], for which Fig. 4.19 contains the indirect bandgap calculation under tensile
strain.

For the bandgap curves calculated versus strain in Fig. 4.19 the effects of
quantum confinement have not been included. The data points were obtained by
curve resolving the PL of the MBE-grown SiGe samples. In Fig. 4.19 the points are
Ge NC NP PL peak energies and the solid lines are the direct and indirect NC BGs
(4.3). The NP experimental peak energies have been obtained from the broad PL
distributions depicted in Fig. 4.18 by fitting Gaussian functions to the observed PL
spectra. In Fig. 4.18 and in Fig. 4.19 it is noted that the data falls generally above
the indirect energy BG for uniaxially strained Ge, a differential which is most likely
due to quantum confinement, as will be discussed next. This is a difference that
appears to decrease as compression decreases, although there are only a few data
points for the larger tensile strains. The energy uncertainties in the data points are
those obtained from curve resolving the PL peaks. The strain uncertainties for these
points are derived from the x-ray diffraction measurements of the composition and
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thickness of the SiGe layers. Figure 4.18 shows the color-weighted actual distribu-
tions in energy for the broad NC PL peaks, versus vertical NC strain. For a number
of the strain values, there are several samples for which the PL spectra overlap giving
rise to composite distributions that appear to be relatively intense.

4.4.4.10 Calculation of Bound Exciton Energy for Ge NCs

To test the NC hypothesis further, the emission energy was calculated in a simple
numerical model that accounts for the effects of strain on the Ge BG and of the
confinement blue shifts in the exciton PL spectra for both the SiGe layers and the
imbedded NCs, with the latter of a single thickness taken to be 2.5 nm high in
the growth direction. In this model, the vertical direction is assumed to provide the
lowest energy BG. A double well structure was used, consisting of both Ge and
SiGe wells, with the smaller Ge wells completely imbedded in SiGe, as illustrated
in Fig. 4.17. In such a system there are related confinement shifts in both the Ge
NCs and the SiGe material. While the SiGe layer thicknesses were obtained from
structural measurements, as discussed previously, the NC height is not known and
can be treated as somewhat of a free variable. In the formulation, the effect of vertical
strain on the NC BG was incorporated, first using a DP approach and later with TB
theory.

Figure 4.20 depicts the shootingmethod [65] used in calculating the bound exciton
energy in the double well Ge-SiGe/Si layered system. The shooting method is used
for solving one-dimension Schrodinger-type equations for the bound energy with
arbitrary potentials. Here an initial exciton energywas chosen and, using finite differ-
ences, the wave function was calculated numerically throughout a layered system.
This wave function calculation was extended to distances far from the starting point.
If the correct energy had been chosen, the wave function would have gone to zero for
large distances, otherwise it would have diverged and another energy would have had
to been chosen. The left panel in Fig. 4.20 shows the result for a Si0.85Ge0.15 quantum

Fig. 4.20 Shooting method results for calculating the bound exciton energy in a single well (left)
SiGe/Si layered system and a double well (right) Ge-SiGe/Si layered system. The left panel depicts
the result for a Si0.85Ge0.15 quantum well 5 nm thick. On the right, a 2.5 nm thick Ge NC has been
added in the middle of the original SiGe well, which resulted in a reduction of the lowest bound
exciton energy by 130 meV compared with the single well case
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well 5 nm thick where the exciton energy obtained is approximately 1054 meV. On
the right, a 2.5 nm thick strained Ge NC has been added. The lowest bound exciton
energy in that case is 924 meV. The background energy is that of substrate bound
excitons in silicon (1150 meV). The well structure shown illustrates the reduction in
that energy due to the presence of Ge in the SiGe alloy layer and/or in the GeNC. The
horizontal lines in the quantum wells represent the energy solutions, obtained when
thewavefunction iswell behaved (goes to zero) far away from the quantumwell in the
growth direction. The exciton energy is of primary importance as it is the quantity that
PL measures. The goal here is to compare this calculated no-phonon energy, which
contains the confinement and strain BG shifts as well as exciton binding energies, to
the observed PL energy.

4.4.4.11 Comparison of Calculated Ge NC Energy with Measured PL
Energy

The calculated energies for the samples of varying composition are compared with
the measured PL energies in Fig. 4.21. Here for the solid square points a constant
NC vertical size of 2.5 nm was used. In Fig. 4.21, the best-fit straight line for this
size (shown by the dashed line) to the data is expected to have a slope near unity
(the solid line in the figure) but is somewhat different from that value due to what
are possibly lower order influences, such as variations in the NC size and deviations
from the linear DP model for the strained BG. However, there is general agreement
between the computed emission energies and those observed in PL, which provides
reasonable validation for the hypothesis that imbedded Ge NCs have given rise to
the intense, broad PL observed in MBE grown SiGe.

Figure 4.21 contains a comparison of the theoretical and experimental energies
for Ge NC PL from SiGe samples with Ge fractions from 0.05 to 0.53. The dashed
straight line is a linear least-squares fit to the results for the 2.5 nm NCs with the DP
model and the dot-dash line is the similar fit for the TB model. It is noted that the
two bandgap models do not give very different results in this respect for the range
of strains available in the sample set. The solid line represents the result that would
have been obtained had the measured and calculated energies been identical.

It seems important to test whether or not confinement for a reasonable range of NC
sizes can account for the PL being at the energies above the strained bulk Ge indirect
BG, as seen in Fig. 4.19. This difference is in the 50–150 meV range with an average
of 103.4 meV. So are such values reasonable for quantum confinement effects in
the Ge NCs? With the simple model described above, an answer can be provided
by calculating the size of the confinement effect versus NC size, QW thickness and
composition. In general it was found that the variation of NC confinement energy
with thickness of the host SiGewas not that large (<5meV) and the variationwithGe-
fraction although larger was not a major contributor to the difference. For example,
the NC confinement shift for a 1.5 nm NC in a 5 nm thick well was 110 meV for a
Ge-fraction of 0.15 and 130 meV for a fraction of 0.50, everything else being equal.
So it is seen that NC sizes in the range from 1 to 3 nm—corresponding to confinement
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Fig. 4.21 Theory versus experiment for the Ge NC PL from SiGe samples with Ge fractions from
0.05 to 0.53. Calculated energies for two BG models (DP and TB) for all samples and two NC
sizes (1.8 and 2.5 nm). These results are plotted versus the measured NP energies obtained from
the least squares fits of Gaussian peaks to the experimental PL data. Note that, for samples in which
the Ge NCs are under compression vertically, the DP theory and TB model give identical results
for the strained bandgap. The solid line has a slope of unity indicating where there would be exact
agreement between experimental and calculated energies. The dashed line represents the best linear
fit to the DP results for 2.5 nm NCs and the dot-dash line is the fit for the TB case

energies from 120 to 50 meV—can indeed account for all the blue shifts from the
predictedGeNCBG that is seen in the PL energies. Thismeans that confinement shift
provides an explanation for the difference seen between the measured PL energy and
the NC bandgap. But it appears from the distribution of points in Fig. 4.21 that the
average NC thickness of 2.5 nm that was employedmight have been an overestimate.
A value nearer 1.5 nm would appear to be more reasonable, leading to the question
as to what influences and/or limits this size. Growth conditions should of course be
critical in this respect.

There are other assumptions in the present simple model that must be examined,
including whether or not the DP model describes adequately the strain effect. Other
authors have indicated that a TB model could prove to be more appropriate [39],
where for high tensile strain (>1%) the latter model provides significantly lower
indirect BGs in Ge than does the DP approach. In that regard, we now discuss the
results obtained for the two models and two NC sizes (1.8 and 2.5 nm) for all the
samples, as illustrated in Fig. 4.21.

After completing the calculation for two models (DPs and non-linear TB) for
all the samples and the two NC sizes (1.8 and 2.5 nm), the results in Fig. 4.21 were
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obtained for the calculated (vertical axis) versus measured (horizontal axis) energies.
The solid line, which is for reference only, has a slope of unity and goes through the
origin. In all cases the models overestimate the energy at the low end of the scale
(corresponds to tensile strain) and underestimate it at the high end (compression). It
appears the tensile-strained NCs are larger in the z direction than the nominal size,
while the more compressed NCs are relatively smaller, with this trend skewing the
curve in Fig. 4.21.

As seen in Fig. 4.22, the NC size trends with the z-direction strain, leading to a
variation in the confinement shift. This effect is calculated to see if the sizes needed
to explain the measured-model energy difference are reasonable. As is well known
the confinement shift changes with NC size such that the smaller the NC, the larger
the confinement shift, etc. The information needed to compute the variation in energy
shift canbeobtained as follows. For a givenmodelwith twoNCsizes, the confinement
shift per nm can be estimated in this range, which averages out to be approximately
39meV/nmand is approximately constant across the energy scale. Now if it is known,
for example, that a sample with a NP PL energy at 672 meV and a larger calculated
BE energy of 718 meV (TB model for a NC thickness of 1.8 nm) would have a

Fig. 4.22 Confinement adjusted Ge NC size is plotted versus the relative strain in the z-direction.
Negative abscissa values correspond to compression in the z-direction. The size is deduced from the
amount of confinement shift needed to bring the calculated exciton energy in line with the observed
NP energy. The DP model results shown in Fig. 4.21 have been used to obtain the size variation
of the confinement energy (~39 meV/nm). By dividing this value into the difference between the
calculated energy for a NC size of 1.8 nm and the observed NP peak energy, an amount is obtained
to be added to the nominal NC size (1.8 nm) to deduce the NC size for which the theoretical energy
equals that of the NP peak. The upper and lower curved blue lines correspond to the 95% upper and
lower confidence bands for the linear fit
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thickness dimension of 3.0 nm that is larger than the nominal one of 1.8 nm. On the
other hand, another typical sample with a measured PL energy of 1047 meV but with
a smaller calculated one of 1006 meV (for 1.8 nm NC thickness) would at 0.8 nm
thickness be smaller than the nominal one of 1.8 nm: And so on. This procedure can
be applied to all the samples to make the model energies equal to the measured ones.
The NC sizes obtained in this manner are plotted versus relative strain in Fig. 4.22.
This process results in an amplification of the scatter but the trend can still be seen.
When this variation is fitted with a linear function, the NC size is seen to vary from
about 1 nm for a compressive strain of 4% to nearly 3 nm for a tensile strain of 2%.

4.4.4.12 Ge NCs Strain Compensated with C

Although there have been significant efforts regarding Ge nanostructures [4, 66], the
most comparable example to the one described above is that of the Stuttgart group [7,
67]. In their work [67], fifty layers of C-layer-induced Ge NCs separated by 9.6 nm
thick layers of Si were studied via PL. Each dot layer consisted of a 0.2 monolayer
(ml) of C and 2.4 mls of Ge, resulting in C-induced Ge NCs 10–15 nm in diameter
and 1–2 nm in height. The carbon layer strain compensated [68] the germanium so
that the Ge NCs were unstrained. In the later work [7] a similar structure was used,
although the Ge was thinner at 2.2 mls. For 2.4 mls, the confinement shift amounts
to 220 meV and for 2.2 mls 240 meV. In Fig. 4.23 the Stuttgart PL data [67] is

Fig. 4.23 Curve resolving the Ge dot PL data from Stuttgart using three Gaussian functions
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plotted; it has been curve resolved into three Gaussian peaks. Two of the fitted peaks
are associated with the NP and primarily the LA replica lines, centered at 998.2 and
967.7 meV with widths of 38.2 and 61.7 meV, respectively. The NP-PR separation
here is 30.5 meV, i.e., similar to Ge’s bulk LA phonon value (28 meV) [69].

The spectral shape from the Stuttgart dots is similar to that of the NCs (compare
with Fig. 4.10). The NP-PR separation (30.5 meV) is comparable to the value
(34.8 meV) obtained for the NCs. The height of the Stuttgart dots, ~1.3 nm, is
consistent with a NC height of about 1.6 nm for zero strain, as shown in Fig. 4.22.
The lateral diameter of the Stuttgart dots, 10–15 nm, is somewhat larger than that of
the present NCs (see Sect. 4.4.15). For such a range in diameter the lateral confine-
ment effect would be relatively small, being ~10 meV. The material comprising the
Stuttgart NCs does not appear to be the GeC alloy, which would have a carbon frac-
tion of 0.11 [70] with a bandgap of approximately 1300 meV, which is 300 meV
larger than the observed emission energies.

4.4.4.13 Efficiency and Stability of NC Emission

Many of the Ge NC samples exhibited a very bright luminescence, with internal
quantum efficiencies as high as 3%. The highest efficiency sample exhibited the
PL spectra shown in Fig. 4.11b. This sample was comprised of a SiGe/Si multiple
quantum well (MQW) structure, in which there were 40 epilayers of 7.6 nm thick
Si0.7Ge0.3 separated by 20 nm of Si with the MQW structure grown on a Si (001)
substrate. As the excitation wavelength was decreased (and thus the penetration
depth) the PL peak shifted to higher energy, which suggested the smaller NCs were
more concentrated in the layers near the upper surface of the MQW. This peak
shift with excitation wavelength was monotonic with the peak energy given by 880–
0.12λpk meV for excitation wavelengths in nanometers. Comparing a recent PL
spectrum of this sample with the spectrum taken at a much earlier date [2], the more
recent data shows a spectrum that was remarkably stable in time, indicating that the
NCs were unchanged structurally and enclosed in a benign environment (i.e., the
SiGe eplayers). Higher excitation intensities shifted the PL peak to higher energy
due to band bending.

It is of industrial interest to ascertain whether or not the sample’s quantum effi-
ciency for emission has changed significantly over the relatively long time since
the sample growth. To this end a recent PL spectrum of this sample was compared
with a Si sample with a large substrate PL signal. The Si signal from this sample
was used as an intensity reference, since the NC Si signal was weak. In the NC
spectrum, the integrated NC PL signal intensity per mW of excitation power was
approximately 500 times as large as the substrate signal for the PR sample. Given
a Si bound exciton emission efficiency of approximately 0.01% [49], an effective
NC PL internal quantum efficiency is indicated of a few percent. This result in turn
suggests the NC PL strength is constant with time.
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4.4.4.14 PL Linewidth Calculations—Exciton Penetration
into Surrounding Medium

For the PL of bulk Si1-xGex alloys, a simple expression [69] has been employed that
describes the BE line broadening based on a Bernouilli concentration distribution
[71] due to statistical alloy fluctuations within the exciton volume, as follows:

�EBE = 2.36
dEgx

dx

[
x(1− x)
4
3πr

3
BN

]1/2

(4.4)

In (4.4), the derivative of the band gap energy versus x, dEgx

dx , is 1.27 eV for x >0.85,
the Bohr radius (rB) is that of germanium (11 nm) instead of that of silicon (3.8 nm),
and N is the density of lattice sites. The maximum linewidth for the germanium-
rich material is approximately 6 meV (�EB) at x ~ 0.94 [69]. If in the case of Ge
NCs the excitons are considered to be tightly confined to the NCs such that the
exciton volume is reduced to essentially that of the NCs, it is possible to estimate a
total NC volume—hence their size—from the BE NP linewidth. The many Ge NC
samples in our collection yield an average BE PL linewidth of 65 meV (�ENC),
practically independent of Ge fraction in the material surrounding the Ge NCs. In
(4.4), above, the spherical exciton volume ( 43πr

3
B) is replaced by that (πr2NChNC) of

theNCs, assuming a cylindrical (platelet-shaped) NCwith a height from confinement
of 1.2 nm (hNC). With these many assumptions and all other factors being equal, the
expression for the NC lateral radius (rNC) is

rNC =
[
4

3
r3Bh

−1
NC

]1/2
�EB

�ENC
(4.5)

Using (4.5), the NC diameter is calculated to be 7.1 nm. This value is similar to
the 5 nm seen in the plan-view TEM image (shown in Fig. 4.10), although this simple
approach does not allow for cluster effects, which would only change the conclusion
about the NC lateral size somewhat [72]. The number of germanium atoms,NGe,
clustered in a NC is estimated to be approximately 260 using (4.6) and the Ge lattice
constant (aGe = 0.5658 nm).

NGe = π
r2NChNC
a3Ge

(4.6)

4.4.4.15 Optical Emission Images

The broad band PL was strong enough to be recorded with an uncooled infrared
video camera from the NC sample for which data is shown in Fig. 4.11b. One such
image is displayed in Fig. 4.24. In this case the laser excitation at normal incidence
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Fig. 4.24 Broadband (1200–1900 nm) image obtained from the PL radiation, as excited with
100 mW of 514.5 nm laser light, 1 mm in diameter at the center of the aperture in the sample mask.
An intensity profile from the excitation aperture to the sample edge is shown below the PL image

(at a wavelength of 514.5 nm with 100 mW power in a 1 mm diameter beam) was at
the center of the 3 mm diameter sample mask aperture. The exciting radiation was
excluded from the camera aperture with an optical filter. On the right of the sample
mask in the image, the sample extends with its (110) edge protruding at a small angle
(~20o) with respect to the edge of the sample mask. The PL was apparently brightest
at the point of excitation, but was also quite intense at the edge of the sample, notably
at the right hand edge. The trace below the image is the PL intensity profile along
a line, which indicates an intensity at the edge of the sample comparable to that at
the excitation location. In this experiment the incident excitation light was polarized
roughly parallel to the wafer edge.
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Fig. 4.25 Schematic of waveguided PL in a SiGe MQW system

In the sample imaged, the MQW system was thick enough and had a high enough
effective refractive index to act as a thin film waveguide [73] in the infrared. In
addition to the waveguiding in the thin film structure, some bulk waveguiding was
expected in the silicon substrate (see Fig. 4.25). The luminescence along the sample
edge was brightest in a direction at ninety degrees to the excitation polarization, an
elliptical intensity distribution also observed in fluorescence anisotropy [74].

4.4.4.16 Imaging with Focussed Excitation

A broadband PL image is shown in Fig. 4.26 for the sample excited with 100 mW of
514.5 nm laser light, focused to a spot 0.1mm in diameter near the edge of the sample,
where a second bright PL spot is also seen. Two intensity profiles are shown for the
PL, one through both the excitation and edge spots and the other along the wafer
edge. Edge brightening is observed to have also occurred, although the overall PL
intensity is not greatly increased on focussing, possible due to NC saturation effects,
which can occur when more than one exciton is captured by a Ge NC. Where and
how such saturation occurs is related to the in-plane areal density of Ge NCs in the
system. However, it is seen from Fig. 4.26 that the edge emission was in a spot about
the same size as the emission at the excitation spot. This observation suggests that the
emission was significantly collimated in the MQW waveguide, much more so than
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Fig. 4.26 PL image excited with 100 mW of 514.5 nm laser light, focussed to a spot 0.1 mm in
diameter near the edge of the sample, where a second bright PL spot is seen. Two intensity profiles
are shown for the PL, one through both the excitation and edge spots and the other along the wafer
edge

would have been expected from the simple directional effects based on excitation-
emission polarization that are normally seen for bulk luminescence [74]. This lack
of divergence between the excitation and the edge might be indicative of a resonant
excitation process occurring in the MQW waveguide.

4.5 Prospects for CMOS Compatible Devices

Any mechanism that enhances emission from indirect gap materials is of interest,
but clearly a process that depends on exciton diffusion and concentration can only
be used in low-temperature devices. Fortunately higher temperature lasing and high
efficiency PL has been achieved with Ge under tensile strain and/or with high doping
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[17–21, 42] or by alloying with tin [22]. A practical Ge laser on silicon is considered
such an important development to be included in various photonics roadmaps [75,
76]. In strained Ge, sufficient tensile strain reduces the relatively small indirect to
direct bandgap (BG) difference to zero, making such Ge a direct gap material, albeit
at a relatively low energy [42]. The use of alloying or novel crystalline symmetries
possibly including confinement blue shifts have the potential to remedy this short-
coming. Our work on GE NCs indicates that it could now be possible with further
appropriate device engineering to produce a stable room-temperature laser operating
in the telecommunication band wavelength region from Si/Ge devices that could be
readily produced in a CMOS factory.
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Chapter 5
Optical Spin Orientation in Ge-Based
Heterostructures

Simone Rossi , Elisa Vitiello , and Fabio Pezzoli

Abstract The paradigm shift introduced by Si photonics has had a tremendous
impact on data transfer and processing speed. Beyond communication, many
exciting opportunities for value creation across diverse disciplines, applications, and
industries have been rapidly introduced throughout the years. Novel phenomena
merging photonics and spin-based electronics are just beginning to emerge. Ge-
based heterostructures can tremendously expand our capabilities offering creative
and unprecedented solutions to the challenges of integrating spin functionalities onto
Si photonics. In this chapter, we will review the latest advancements in this field,
paying particular attention to the unique coexistence of notable optical properties
and superior spin-dependent characteristics in Ge and novel GeSn alloys.

5.1 Introduction

5.1.1 A Minimal Guide to Optical Spin Orientation

In nonmagnetic materials, such as group IV semiconductors, the generation of an
out-of-equilibrium spin polarization can be achieved by leveraging light-matter inter-
action. This phenomenon, termed optical spin orientation, is a direct consequence of
the conservation of angularmomentumwhen circularly polarized light is absorbed by
the medium. In this process, the momentum of light is transferred through spin-orbit
interaction to the photogenerated electron and hole pairs, which eventually become
spin polarized. Foundational works on optical spin pumping were initially conducted
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by Kastler on atomic gases [1], and subsequently extended to semiconductors by the
pioneering demonstration of Lampel [2]. Since then, optical spin orientation has
enabled the exploration of spin-dependent phenomena in solid-state materials and
established as an effective tool primarily in the study of III–V compounds. We will
not dwell here into such remarkable advancements, which have been subject of
influential reviews in the field of spin physics [3–5]. In the following, we will rather
focus on the exciting investigations opened by the recent application of optical spin
orientation specifically to group IV semiconductors.

The fast-growing interest in this area of research was lately spurred by the
unique properties of Ge. The Ge conduction band (CB) features a relatively small
(~140 meV) energy difference between the local minimum at the center of the Bril-
louin zone (�-point) and the absolute minimum at the zone-edge (L-point). Such a
characteristic endowsGewith a quasi-direct behavior. The resulting photonic proper-
ties are unmatched by Si, arguably the leading material in the group IV arena and the
cornerstone of modern information technology. At a first glance, the Ge zone center
resembles the one of GaAs. To intuitively capture the physics of the optical spin
orientation process, we can therefore extend to Ge a toy model originally developed
in the context of III-V compounds. This description, albeit useful, strictly holds
at the �-point because it does not consider the inherently mixed orbital character
of the wavefunctions of carriers having nonzero momentum. The next sections of
this chapter will be thus devoted to take such subtleties into account by refining
the minimal picture of optical spin orientation at the zone center herein introduced.
Above all, we will show how a distinctive property of Ge, namely the multivalley
nature of its CB offers extraordinary access to a very rich spin dynamics that has no
counterparts in direct gap semiconductors.

We can thus start considering the projection Lz = ±� of the angular momentum
carried by circularly polarized light along the propagation direction, henceforth
defined by the z-axis. Here, the plus and minus signs correspond to a right- and left-
handed helicity of the light, respectively. The absorption of photons with energies
above the E� bandgap generates an out-of-equilibrium distribution of spin-polarized
carriers according to the selection rules and the relative oscillator strength of the
optical transitions.

The valence band (VB) is p-like with a two-fold degenerate level at the � point
and consists of heavy-holes (HH) and light-holes levels (LH). Spin-orbit interaction
leads to an additional VB state, namely the split-off (SO) band, which lies at a lower
energy with respect to the VB edge. The CB can be described by a single degenerate
s-like level. All the possible

∣
∣ j,m j

〉

Bloch states are labeled by the quantum numbers

j andm j associatedwith the total angular momentum operator Ĵ and to its projection,
Ĵz , along the light propagation direction, respectively.

Owing to the correspondence principle, a quantum transition between an initial
state i located in the VB with energy Ei and a final state f in the CB with energy E f

finds the classical limit in an electric dipole with frequencyω f i = (E f −Ei )/�. Each
optical transition is then associated with a matrix element 〈 f ∣∣ p∧∣

∣i〉. Here, p∧ = −er
∧

is the electric dipole momentum operator, where e is the electron charge and r
∧

is
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a unit vector along the direction of observation [3, 6]. Under circularly polarized
excitation, the allowed transitions are those connecting the initial and final states that
(i) are optically coupled via vertical transitions, i.e., occurring at the same k = 0 point,
and (ii) satisfy the angularmomentumconservation, namely�m = m j f −m ji = ±1.
The corresponding transition probabilities can be obtained as follows [6]:

∣
∣
〈

j + 1,m j + 1|σ+| j,m j
〉∣
∣
2 = 1

2
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j + m j + 1
)(
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B (5.1.1)
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where expressing r
∧

in terms of its cartesian components as r
∧ = x i

∧

+ y j
∧

+ zk
∧

and
σ± = (x ± iy)/

√
2, then the A, B, C constants are defined by:

A = |〈 j |p| j〉|2
j( j+1)

(5.1.7)

B = |〈 j+1|p| j〉|2
( j+1)(2 j+1)

(5.1.8)

C = |〈 j−1|p| j〉|2
j(2 j+1)

(5.1.9)

Finally, the average spin polarization of the electrons promoted to CB levels is
defined as:

S0 = n↑ − n↓
n↑ + n↓ (5.2)

where n↑
(

n↓
)

stands for the density of spin-up (down) polarized electrons.
Unless otherwise stated, we restrict ourselves to right-handed σ+ circular

polarization, whose induced transitions are summarized in Fig. 5.1a.
When the excitation energy matches the direct gap threshold (�ω ∼= E�), both

LH and HH bands contribute to the absorption process. A direct comparison between
the relevant matrix elements demonstrates that HH transitions possess an oscillator
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Fig. 5.1 Schematic representation of states at the valence (VB) and conduction bands (CB) involved
in the optical spin a excitation and b recombination processes near the�-point. Arrows in a indicate
the allowed transitions upon σ+ laser excitation, while in b arrows indicate the recombination of
electrons in the CB with unpolarized holes in HH or LH states. The oscillator strengths for each
transition are indicated in the circles

strength that is three times larger than those involving LHs. As a result, n↑:n↓ = 1:3
and a net electron spin polarization S0 = −1/2 is established.We can safely conclude
that circularly polarized light impinging on a bulk material can induce a maximum
polarization of 50%.

It should be noted that a fully polarized ensemble of electron spins can be effec-
tively initialized upon resonance excitation with the fundamental transition once the
�-point degeneracy at the VB edge has been removed. In the absence of external
magnetic fields, convenient methods to induce the splitting of the HH and LH
states at null wavevector rely on quantum confinement or on the reduction of the
cubic symmetry of the crystal through the application of strain. As shown in the
following sections of this chapter, such means proved effective in Ge, specifically
when heteroepitaxial growth on Si is introduced.

If the photon energy is then continuously increased up to the SO onset (�ω ≥
E� + �SO), the polarization turns out to be washed out. Under such condition,
the

∣
∣ 1
2 ,− 1

2

〉

electron population that is optically coupled to the HH states is fully
compensated by the counterpolarized

∣
∣ 1
2 ,

1
2

〉

subset that originates from the combined
action of SO and LH transitions. The former has a two-fold higher oscillator strength
than the latter.

The optically induced nonequilibrium spins can eventually decay due to both
relaxation and carrier recombination. The rate of change of the spin polarization is
given by the following continuity equation for the average spin vector S [4]:

dS
dt = − S

τS
− S−S0

τ
(5.3)

where the first term describes the spin relaxation occurring on the characteristic
time scale τS , the second one describes the generation through optical excitation and
recombination, and τ is the carrier lifetime.

The solution of Eq. 5.3 in stationary conditions (dS/dt = 0) yields the average
spin of thermalized electrons:
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S = S0
1+ τ

τS
(5.4)

This leads to the important conclusion that, whenever the spin relaxation time of
the photogenerated carriers exceeds the carrier lifetime, namely τS > τ , radiative
recombination events would lead to the spontaneous emission of circularly polarized
light, as guaranteed by the time-reversal symmetry of the optical selection rules.
The observation of the photoluminescence (PL) helicity thus provides an ultimate
compelling proof of the attained optical spin injection in a semiconductor. The PL
helicity can be measured as:

ρ = I+ − I−
I+ + I− (5.5)

where I+(I−) represents the intensity of σ+(σ−) polarized components of the
emission.

Owning to the strong spin-orbit coupling in the VB, the depolarization of holes
in bulk materials turns out to be very fast compared to the one of the electrons.
Consequently, within the momentum relaxation time all the spin states of the VB are
equally occupied by holes and available for the subsequent recombination process.
Under this condition, only spin-polarized electrons contribute to the polarization of
the PL (see Fig. 5.1b), and I+(I−) is defined by the spin sublevels in the CB and
their relative transition probabilities. Following an excitation with energy below the
SO threshold in a bulk semiconductor:

ρ0 = (n↑+3n↓)−(3n↑+n↓)

(n↑+3n↓)+(3n↑+n↓) (5.6)

so that the initial 50% electron spin polarization is encoded in a maximum polar-
ization ρ0 = −1/4 of the PL. It is worth noting that, as shown in Fig. 5.1b, in this
minimal �-point model the emitted light is expected to be copolarized with respect
to the absorbed light.

The time evolution of the electron spin polarization introduced via Eqs. 5.3 and 5.4
reflects itself in the circular polarization degree of the PLmeasured under steady-state
conditions as:

ρ = ρ0

1+ τ
τS

(5.7)

Interestingly, Eqs. 5.5 and 5.7 suggest that when a circularly polarized laser
pulse is used to initialize the spin orientation, the subsequent decay of the spin
ensemble toward the thermodynamic equilibrium maps out into the transient of the
PL polarization, hence ρ(t) ∼ ρ0e−t/τS . Polarization and time-resolved PL therefore
provides a direct and convenient means to measure the spin relaxation time, offering
insights into spin-dependent kinetics under the influence of different factors like
lattice temperature, doping level and external perturbing fields [4].
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By virtue of this notable capability, PL spectroscopy quickly established itself as
a sensitive and practical method to gather insights into the dynamics of the out-of-
equilibrium spin population, particularly in direct gapmaterials. Notably, the exceed-
ingly long carrier lifetime and the strong electron-phonon coupling sustained by indi-
rect gap semiconductors have been regarded as overwhelming research obstacles in
the application of optical detection to indirect group IV materials. The fascinating
spin physics of these semiconductors therefore remained completely overlooked,
despite the first seminal demonstration of optical spin orientation in bulk crystals
was elegantly accomplished in Si [2]. Exemplarily, also in this crucial experiment,
optical detection via PLwas not utilized. Rather, the occurrence of optical spin orien-
tation of conduction band electrons was probed through their hyperfine interaction
with 29Si nuclei in dedicated nuclear magnetic resonance measurements. As we will
discuss, the combined use of optical spin orientation and luminescence polarization
proved eventually successful in Ge due to its unique band structure and the inherently
long spin lifetime.

5.1.1.1 Spin Relaxation

Group IV semiconductors feature favorable and unmatched spin-dependent proper-
ties, which make them prime candidates for hosting future spin-based information
and communication technologies. In thesematerials, spin-orbit coupling is inherently
weak also because their centrosymmetric crystal structure prevents contributions
arising from bulk inversion asymmetry. This guarantees an exceedingly long spin
lifetime and manifests itself, specifically in Si, as a negligible deviation of the Landé
g-factor from the isotropic value of free electrons [7, 8]. Owning to the lattice inver-
sion symmetry, the seemingly cause of depolarization in elemental Si and Ge is the
so-called Elliott-Yafet mechanism. Intuitively, this process stems from the interplay
between momentum relaxation and lattice-induced spin-orbit coupling. The electron
wave function is hardly in a pure spin eigenstate but rather composed of a spin-up
(|↑〉) and spin-down (|↓〉) mixture, so that:

�k,n↑(r) = [

ak,n(r)|↑〉 + bk,n(r)|↓〉]eik·r (5.8.1)

�k,n↓(r) = [

a∗
−k,n(r)|↓〉 − b∗

−k,n(r)|↑〉]eik·r (5.8.2)

where a and b are complex coefficients, k the latticemomentum and n the band index.
Scattering events with phonons (high temperatures) or impurities (low temperatures)
result in wavefunction renormalization and eventually spin-flip. About 105 scattering
centers are commonly needed before the carrier loses its pristine spin orientation [9]
and, obviously, the faster the momentum scattering rate, the faster the occurrence of
spin-flip events.
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Theoretical works from Li and Tang [10, 11] elucidated the nature of intravalley
and intervalley spin relaxation processes in Si and Ge due to electron-phonon inter-
actions. Importantly, most of the intrinsic spin relaxation rate of conduction electrons
can be explained by the coupling of the lowest conduction band to the upper conduc-
tion bands, rather than to the upper valence bands as in most of the semiconductors.
Inspection of the electronic states reveal that the intraband spin-flip coupling is much
smaller than the interband coupling between conduction bands [12].

In particular, Ge has a larger atomicmass than Si and sustains a stronger spin-orbit
coupling. It notably exhibits a highly anisotropic electrong-factor [13],whilst demon-
strates surprisingly long-lived spin states. A specific theory of spin-flip processes due
to electron-phonon scattering in Ge was developed by Li et al. [10, 12]. In unstrained
bulk Ge, the intervalley spin relaxation rate was shown to be two orders of magni-
tude faster than the intravalley one at T > 20 K. Therefore, for the whole temperature
range between 20 and 300 K, intervalley scattering dominates and limits the spin
relaxation (reaching ~1 ns at 300 K). On the contrary, below 20 K only intravalley
scatterings dictates the spin dynamics leading to long spin relaxation time. However,
as demonstrated in the next sections of the chapter, different effects can alter the spin
lifetime, reducing especially at cryogenic temperatures the experimentally attainable
values. Intriguingly, scattering processes can have a notable spin orientation depen-
dence [10, 14]. Such relaxation anisotropy was experimentally confirmed along with
a spin lifetime approaching ~1 µs at 30 K [14].

A strong dependence on strain direction was also predicted [10, 11]. When strain
is applied along the [100] direction, no effect is to be expected on the scattering rate
as the four L valleys remain degenerate. On the contrary, for relatively large strain
values (~1%) applied along [111] direction, the degeneracy is lifted and the energy
separation can be sufficiently large to ensure suppression of the intervalley relaxation
processes. However, the intravalley scattering still plays a key role in the overall spin
dynamics. Tang et al. [11] pointed out that the spin lifetime can drastically increase
from 1 ns up to the range of 100 ns with a suitable application of strain.

Solid solutions of group IV materials, for example, SiGe, GeSn, and SiGeSn, can
break crystal inversion symmetry. This is expected to prompt the emergence of the
Dyakonov-Perel mechanism, a leading cause of spin relaxation in III–V compounds.
In noncentrosymmetric crystals the degeneracy of the spin sublevels is lifted. It can
be regarded as an effective k-dependent magnetic field Bi (k) around which electron
spins can rotate. During momentum relaxation, the electron experiences a magnetic
field varying both in intensity and in direction. The spin thus changes randomly,
resulting in a loss of polarization. It is worth noting that, given the little work done
on this topic, at present, there are no experimental or theoretical evidences of the
actual conditions at which such a mechanism becomes dominant in group IV alloys.

Another potential source of spin relaxation is given by the electron–hole exchange
interaction or Bir-Aronov-Pikusmechanism [4, 9, 15]. Such process has been pointed
out to explain recent values of spin relaxation time observed at low temperature in
substitutional GeSn alloys and sustained by the residual p-type background doping
of the epitaxial layers [16]. Furthermore, electron–hole exchange interaction has
been demonstrated to be relevant in optical spin orientation experiments in Ge/SiGe
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quantum wells, where the observation of such phenomenon was unveiled by high
optical pumping excitation and facilitated by the significant overlap between electron
and hole wavefunctions due to the quantum confinement.

Compared with other semiconductors, like III–V compounds, group IV materials
also possess another particularly advantageous property, namely the preeminence of
spin-less isotopes. The spin-bearing isotopes are 29Si and 73Ge, being solely 5% and
7.8% of the nuclei present in natural Si and Ge crystals, respectively. Such minimal
abundance can be further reduced via isotopic enrichment and provides a viable
solution to fully suppress hyperfine interactions that couple electron and nuclear
spins. This is a crucial aid in the quest for a practical implementation of quantum
computing schemes, which require long spin coherence times [17, 18].

We notice that under optical spin orientation of electrons, hyperfine interaction
leads to dynamic polarization of the lattice nuclei. The steady-state value of this
polarization is reached during the relaxation time of nuclei, which is typically longer
than the electron lifetime. This nuclear field acts on the electron spins in the sameway
as an externalmagnetic field and depolarization can occur. Such effect is enhanced for
electrons confined on impurity levels or trapped in quantum dots, since for itinerant
electrons the nuclear spin averages out via motional narrowing.

5.1.1.2 Magneto-Optics

The coupling between the spin states and magnetic fields increases substantially
our capacity of investigating inherent relaxation processes. Such an approach is
particularly convenient in semiconductors when utilized in conjunction with the
optical generation of an out-of-equilibrium spin ensemble. The present section is
therefore intended to provide very basic information related to the magneto-optical
effects and the various physical process that can emerge under the influence of the
external field.

A magnetic field applied perpendicular to the quantization axis (transverse
magnetic field or Voigt configuration) induces a Larmor precession of the spin polar-
ization. The time evolution of the average spin S can be therefore obtained by the
following general Bloch equation, which ignoring spin diffusion reads:

∂S
∂t =

⎛

⎝
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y


z

⎞

⎠ ∧
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⎟
⎠ (5.9)

where 
i = gμbBi/� is the precession frequency, μB is the Bohr magneton g
is the electron g-factor and S0z is the equilibrium value of the spin, which is null
in group IV materials. The spin relaxation time τS describes the time required for
spins along the longitudinal field to reach equilibrium. It is also termed spin-lattice
time and commonly referred to as T1. On the other hand, T2 is the spin decoher-
ence or dephasing time and is defined as the time required for transverse spins,
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initially precessing in phase about a longitudinal field, to lose their phase. Another
related parameter that is more easily accessible in the experiments is T ∗

2 . This is the
decoherence time of the spin ensemble [19] and takes into account inhomogeneous
broadening of the precessing frequencies. It provides a lower limit for T2.

Under continuous illumination, the spin precession togetherwith the randomchar-
acter of carrier generation or diffusion leads to the spin relaxation. This phenomenon
is known as Hanle effect [20], being the solid-state analog of the depolarization
process of the resonance fluorescence of gases.

The steady-state spin polarization of the precessing electron spin can be calculated
by solving the above-mentioned equation of motion including a term to describe
recombination and generation through optical spin orientation, that is [4]:

dS
dt = 
 × S− S

τS
− S−S0

τ
(5.10)

Eventually this is the generalization of Eq. 5.3. Its solution describes the field-
induced Hanle depolarization, namely

S(B) = S(B = 0) 1
1+(
L Ts )

2 (5.11)

where TS is the so-called spin lifetime given by

1
Ts

= 1
τ

+ 1
τs

(5.12)

This precession leads to a decrease of the average projection of the electron spin
on the direction of observation, which defines the degree of circular polarization of
the luminescence. Consequently, the PL polarization decreases as a function of the
transverse magnetic field so that ρ = ρ(B), and the same relation of Eq. 5.11 can be
applied also to the circular polarization of emission. By providing access to the spin
lifetime, the steady-state Hanle effect turns out to be a powerful tool to investigate
carrier dynamics in semiconductors through PL spectroscopy. As shown in the next
sections, the Hanle effect was also fruitfully utilized, specifically in Ge, through the
measurement of the inductive coupling of the optically induced magnetization of the
samples.

It should be noted that the Larmor precession causes spontaneous oscillations in
the average spin polarization along the light propagation direction. This coherent
effect naturally manifests itself in a modulation, i.e., beats, of the polarized compo-
nent of the luminescence as a function of time. This phenomenon was reported in
GaAs quantumwell heterostructures by Heberle et al. in a seminal work published in
1994 [21] and leads to the introduction of the technique of quantumbeat spectroscopy.

The magnetic field amplitude affects both the period of the oscillations along with
their damping time. First, by measuring the oscillation frequency of ρ(t), that is the
Larmor frequency as a function ofmagnetic field, a linear relationship is expected due
to the induced Zeeman splitting of the spin sublevels. Quantum beat spectroscopy
therefore allows a straightforward determination of the effective Landé g-factor.
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Moreover, the damping component of ρ(t) is ultimately related to the spin dephasing
mechanisms. This technique therefore enables also the additional measurement of
the characteristic T ∗

2 via the observation of the quenching of the field-induced PL
polarization. As shown in Sect. 5.4, quantum beat spectroscopy has been applied very
recently to determine spin kinetics in novel GeSn solid solutions [16]. Similarly,
coherent spin precession was notably observed in Ge via transmission pump and
probemeasurements, disclosing pivotal information on the spin-dependent properties
of this material (see Ref. [13] and Sect. 5.2.2).

5.2 Bulk Ge

The investigation of spin-dependent phenomena in group IV materials lagged well-
behind the advancementsmade in III–V compounds. After nuclear spin susceptibility
revealed the existence of optical spin orientation of CB electrons in Si [2], the interest
quickly moved toward semiconductors like GaSb [22], whose direct gap enabled
the use of optical spectroscopy facilitating all-optical spin investigations schemes.
There had been a substantial lack of progress on group IV materials for almost
40 years until Jonker et al. observed circular polarization of the light emitted in
Si by the recombination of spin-polarized carriers injected through a tunnel barrier
from a ferromagnetic contact [23]. This work unfolded the true potential of group
IV semiconductors to lead a practical integration of spintronics onto the sought-after
semiconductor technology [24, 25]. Furthermore, the effectiveness of this blueprint
stimulated theoretical investigations aimed at refining the physical picture of spin-
dependent selection rules, as introduced in Sect. 5.1, to correctly describe indirect gap
semiconductors. At first, this was accomplished by implementing methods to model
vertical transitions over the whole Brillouin zone [26] and later by including also the
relevant phonon-mediated processes [27]. All these notable efforts revitalized the
practical application of optical detection methods to group IV materials.

We are unaware of investigations of spin-dependent properties of bulk Ge prior
to the observation in 1983 of optically oriented photoelectrons by Allenspach and
collaborators [28]. In this work, a Cs-coatedGe(001) crystal was utilized as a proof of
principle of an experimental approach capable of determining the symmetry-related
orbital wave functionmixing caused by spin-orbit interaction. Surprisingly, this work
remained mostly unnoticed and optical spin orientation was no longer applied to Ge
until 2009, when differential transmission measurements unveiled optically driven
spin currents in (111)-orientedGewafers [29]. Ultrafast polarization-resolved pump-
probe data later demonstrated that the spin relaxation of holes in bulk Ge occurs in
about 700 fs at room temperature [30]. Since then, the field has blossomed and,
contrary to Si, PL became an essential component of the experimental toolkit that
was fruitfully utilized in shining light on the spin dynamics [31, 32].

After Si [26], Rioux and Sipe extended the 30-band k·p method also to Ge,
providing the first detailed theoretical investigations of the optical spin orientation
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Fig. 5.2 a Calculated degree of spin polarization (DSP) for bulk Ge as a function of the excitation
energy for electrons and holes under left-handed σ− excitation [33]. b Spin filtering asymmetry
signal of a spin photodiode versus photon energy [34]. Reprinted figure with permission from [33].
Copyright (2010) by the American Physical Society. Reprinted figure with permission from [34].
Copyright (2016) by the American Physical Society

process related to vertical transitions in bulk materials [33]. The authors demon-
strated that in Ge, the degree of spin polarization, DSP, has a spectral behavior that is
qualitatively similar to the one of GaAs [26]. As shown in Fig. 5.2, the DSP of holes
was found to be well above 80% and sharply reduced when the excitation energy
exceed by 80 meV the direct absorption edge, which is located at 0.89 eV. At such
photon energies, the coherence between the HH and LH hole states is lost because
their splitting reaches a cut-off value of 30 meV [33].

Specifically, k·p perturbation theory demonstrated that the electron DSP, that is So
(see Eq. 5.2), decreases from a maximum of 50% down to zero as the photon energy
approaches the onset of the absorption from the SO band (see Fig. 5.2) [33]. The
calculations clarified that such depolarization is mainly caused by the contribution
of LH states with increasing nonzero momentum rather than to the activation of the
SO band, as commonly argued by the zone-center model introduced in Sect. 5.1
[33]. Surprisingly, Rioux and Sipe predicted at 2.3 eV a nonvanishing electron spin
population, i.e., >20%. It was suggested that this local So maximum stems from the
joint density of states, which results in net electron spin polarization at the E1 critical
point [33].

To date, very little experimental work has been done to explore excitation energies
that optically couple energy levels far from the � point. Rinaldi and coworkers
interestingly conducted polarization-sensitive photocurrent measurements at room
temperature in Ge photodiodes fabricated utilizing ferromagnetic contacts [34]. This
work derived a spectrally resolved degree of spin polarization over a wide energy
window, namely 0.8–3.1 eV (see Fig. 5.2b), confirming a sizeable photon helicity
and demonstrating maximum sensitivity at about 2.3 eV, i.e., far away from the
E� threshold. This effect was rationalized following Ref. [35] and ascribed to the
efficient direct optical pumping at the L valley of the Ge CB [34].
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5.2.1 Energy Relaxation and Spin Dynamics

The multivalley landscape of the Ge CB allows photogenerated electrons to sample
manifold energy relaxation pathways. The electron kinetics is indeed puzzling and
the resulting phenomena by far richer than in ordinary direct gap semiconductors.
An intuitive picture for the dynamics is provided in Fig. 5.3.

Space inversion symmetry precludes deformation potential interaction between
CB electrons and long-wavelength optical phonons [35]. Concomitantly, the Fröhlich
mechanism is inhibited by the covalent nature of the Ge bonds. Optically filled states
at the zone center are thus occupied by electrons efficiently coupled to acoustic
phonons. Such levels are thereby depopulated on an ultrafast time scale, that is,
within hundreds of fs [29, 36]. Thermalization towards the bottom of the � valley
turns out to be significantly less efficient than in direct gap semiconductors, although
radiative recombination within the optically coupled region at � can still occur. The
majority of photogenerated electrons will eventually reach the absolute minimum of
the CB, located at the L valley (dashed arrows in Fig. 5.3). The transfer likely follows
a detour through dark X states (dotted arrows in Fig. 5.3) due to the favorable large
density of states and the energy proximity to the� valley (the energy separation��−X

is a few tens of meV) [32].
Optical spin orientation and the activation of specific energy relaxation channels

by extrinsic means, for example, temperature and doping, can drastically affect the
spin kinetics of CB electrons. This spontaneously manifests itself in changes in the
spin-dependent radiative recombination events, which can then be captured by PL
spectroscopy. Such amethod is also advantageous because of the simultaneous access
to both direct and indirect emissions, whose spectral resolution is guaranteed by a
relatively large gap (��−L ~140 meV). Above all, carrier lifetimes at the �- and L-
points differ by more than 6 orders of magnitude (τ� < 1 ps, τ L < 1µs) [37, 38]. This
notable property endows spectrally resolved PL with the additional possibility to

Fig. 5.3 Sketch of the carrier dynamics occurring in the conduction band of bulk Ge. Electrons
excited through direct gap transitions from LH, HH, or SO bands have different spin orientation and
different excess energy with respect to the � CBminimum. Consequently, they experience different
energy relaxation pathways. Electrons can recombine both from the � valley or scatter to the side
valleys and reach the L-valley CB minimum
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Fig. 5.4 a Experimental and b calculated circular polarization degree of direct recombination as
a function of doping and temperature in bulk Ge. Specifically, p+-Ge is a Ge:Ga wafer, with an
acceptor concentration of 3.6 × 1018 cm−3, n-Ge is a n-type Ge:As, with a donor concentration of
8.3 × 1016 cm−3, p−-Ge is a p-type wafer with a doping concentration of 1.4 × 1015 cm−3, and
i-Ge is a sample with a resistivity of 47 
 cm [32]

capture time-tagged snapshots of the spin dynamics even without the application of
time-resolved techniques [32, 39, 40]. The measurement of the circular polarization
associated with optical transitions can thus be very informative about the relaxation
process. It should be noted, however, that the very long carrier lifetime at the L-valley
sets a very demanding constraint on the electron spin lifetime required to observe a
nonvanishing circularly polarized emission from transitions across the indirect gap
(see Eq. 5.7). Reports on the observation of L-point emission under optical spin
orientation will be described in detail in the next section, while here, we will turn
our attention to the ultrafast �-point transitions.

The circular polarization degree of the direct gap PLmeasured over awide temper-
ature range is shown in Fig. 5.4a for bulk (001)Ge with either p- or n-type doping
[32]. The excitation energy was chosen to selectively promote electrons at the �-
valley, i.e., 1.165 eV, and the pump was set to be left-handed circularly polarized.
The sign of ρ was defined consistently with the sign of the Stokes parameters, which
in a polarimetric analysis determines the light helicity (see [31, 41, 42] for specific
details). At cryogenic temperatures, PL reveals a net circular polarization for all the
doping content of the Ge wafers, providing a compelling demonstration of optical
spin orientation. In highly doped samples (>1015 cm−3) and below 90 K, the direct
gap PL is copolarized, i.e., of negative sign, with respect to the excitation, while
the luminescence of intrinsic and mildly doped wafers (<1015 cm−3) turns out to
be counterpolarized. This implies that, despite the very same excitation conditions,
impurities alone can strikingly reverse the population of the spin states that contribute
to the E� radiative recombination.

The circular polarization degree of the direct gap transition persists at higher
temperatures. Specifically, between 90 and 170 K, the photon helicity flips its sign
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in highly doped samples, whereas it remains positive at low impurity levels. Conse-
quently, in this intermediate temperature regime the direct gap PL is always coun-
terpolarized with respect to the excitation and ρ approaches the largest measurable
values in all the wafers [32]. Such data demonstrate that the circular polarization
and the concomitant electron spin population is washed out as the temperature is
increased above 170 K.

In Ref. [32], such puzzling experimental findings were rationalized by a direct
comparison with Monte Carlo calculations. The results of the latter are summa-
rized in Fig. 5.4b. This combined analysis offered decisive insights into the spin and
energy relaxation mechanisms of the out-of-equilibrium spin ensemble in bulk Ge.
It was shown that two electron populations with spin pointing in opposite directions
can be simultaneously photogenerated nearby the zone center by infrared excitation.
Notably, these two spin populations, being optically coupled either to SO or HH-like
states, possess also different excess energies with respect to the�-edge of the CB, see
Fig. 5.3. The relative contributions of these low- and high-energy electron popula-
tions to the direct gap luminescence strongly depend on excitation, temperature, and
doping conditions [32], whose influence is ultimately crucial in modifying the carrier
kinetics. Since it is highly likely for high-energy electrons to be transferred out of the
� valley during energy relaxation, the direct gap luminescence is eventually governed
by low-energy electrons originating from the SO band. This physical picture explains
the positive and large ρ value observed in the intrinsic sample at low temperatures
(despite the relatively small fraction of low-energy electrons at cryogenic tempera-
tures). Owing to temperature-induced bandgap narrowing, the weight of these spin
states becomes increasingly important at higher temperatures and explains the posi-
tive sign of ρ between 80 and 110 K. The role of energy relaxation through the
satellite X-valleys was, however, largely underestimated in previous literature works
but it is pivotal to rationalize the overall kinetics when Ge is doped. In this case,
collisions between the photogenerated electrons and the background charges intro-
duced either via acceptors or donors is turned on. Coulomb-mediated interaction
promotes thermalization of hot electrons within the X valleys. While dwelling at the
X bottom, intervalley scattering can occasionally transfer some carriers back to the
� valley (see dotted arrow in Fig. 5.3). After such a round trip these electrons can
finally contribute to the �-point radiative recombination, reducing the absolute value
of ρ and even changing its sign when they outsize the pristine low-energy electrons
population.

Above 120 K, an electron backflow establishes from the L-valley due to thermal
activation. In this temperature regime, electrons at the zone edge are unpolarized
because their spin relaxation time (ns range) is much shorter than the carrier lifetime
(~µs). Electrons from the L-valley can visit the�-valley with a Boltzmann-like prob-
ability, dependent on the energy separation between the L and � valley, and thereby
experience radiative recombination from the latter valley. These events already play
a role at 120 K and become progressively important as the temperature increases,
leading to a complete depolarization of the direct emission [32].
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Very recently, the X-to-� backward scattering process and its effect on the polar-
ization of the radiative emission have been further addressed in bulk Ge. In partic-
ular, Ref. [39] demonstrated that optical pumping suffices to govern the kinetics of
spin-polarized carriers and, thus, the chirality of the radiative recombination. In this
context, the X-to-� backward scattering is dynamically governed by background
charges introduced and finely controlled by the pump power. In lightly doped mate-
rials, the change of the intervalley scattering rate via the density of photogenerated
carriers yields a straightforward modulation of the PL polarization without resorting
to any external factor, such as magnetic fields or optical retarders. It was shown
that the polarized component of the emission can be conveniently swept through
right and left circular polarization, eventually giving linearly polarized light at an
intermediate pump power regime. An energy- and polarization-resolved analysis of
the direct gap PL under the latter excitation condition unveils, however, a subtle but
intriguing scenario. Indeed, a modest energy detuning of few tens of meV from the
peakmaximum remarkably demonstrates circularly polarized emission (see Fig. 5.5).
Chiefly, the high-energy tail of the PL peak yields a right-handed circular polariza-
tion eigenstate, whilst the low-energy side unambiguously discloses the pattern of a
counterpolarized left-handed eigenstate. This evidence corroborates the modeling of
the kinetics of the spin-polarized carriers anticipated in Fig. 5.3. Above all, it clari-
fies that the linearly polarized photons emitted at the PL peak are due to a genuine
superposition of the circular basis, stemming from the spin-resolved energy spectrum
of the �-valley electrons. Besides further strengthening the physical picture of the

Fig. 5.5 a Low temperature direct gap PL of bulk Ge under intermediate excitation power density
(1.2 kW/cm2). b Polarimetrymeasurements showingmodulation of the PL peak intensity as derived
in a Stokes analysis of the light polarization [39]. The data are spectrally resolved for photons emitted
at the PL peak (cyan curve), at a positive (red curve) and at negative (violet curve) energy detuning
�E with respect to the energy of the maximum. The intensity modulation patterns allows the
determination of the state of light polarization as summarized by the corresponding representation
on the Poincaré sphere [39]
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optically reconfigurable polarization of the direct gap PL, the linear polarization is a
direct manifestation of the fact that the fast spin-dependent relaxation pathways can
yield a coherent superposition of two cross-polarized spin ensembles dwelling at the
bottom of the �-valley. This unique spin dynamics pertaining to the multivalley CB
of Ge introduces novel solutions that can accelerate the unification of spintronics
and optoelectronics concepts leading to a new research frontier at the intersection
between traditionally distant fields, such as magnetism, electronics, and photonics
[43].

In another work, the dynamics of spin-polarized carriers in Ge was further
addressed via photoluminescence excitation spectroscopy [40]. By using a tunable
laser source, ρ was mapped out as a function of the excitation energy. These results
are summarized in Fig. 5.6a. It should be noted that here the excitation was right-
handed (σ +), hence a positive polarization corresponds to PL that is copolarized with
respect to the laser.

From Fig. 5.6a it possible to observe that a polarization degree as high as ~22%
can be achieved for excitation photon energies almost resonant with the direct gap
threshold. Given the ultrafast lifetime of �-valley electrons this result implies via
Eq. 5.4 a S0 value in good agreementwith the spin polarization theoretically predicted
at such photon energies in bulk Ge (See Ref [33] and Fig. 5.2). It was observed
that in the low doping regime, the fraction of electrons suffering �-X-� scattering is
expected to be reduced, thus decreasing the average lifetime of electrons recombining

Fig. 5.6 a Polarization degree of the PL emission as a function of the excitation energy. Data are
taken at 6 K in bulk Ge. Specifically, p+Ge is a p-type Ge:Ga wafer with an acceptor concentration
of 3.6 × 1018 cm−3, n-Ge is a n-type with a donor concentration of 2.2 × 1016 cm−3, and p-Ge is
a p-type wafer with a doping concentration of 2.2 × 1016 cm−3. b Energy difference between the
electronic Raman scattering peaks and the laser energy for p+Ge and p−Ge samples as a function of
the incident photon energy. The lines report the calculated Raman peak positions due to HH-to-LH
and HH-to-SO scattering along [001] (dashed-dotted), [011] (solid) and [111] (dashed) directions.
The inset shows a k · p band structure of Ge bulk and the arrows describe the Raman processes [40]
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radiatively via the direct gap transitions. This mechanism possibly leads to a revision
of the traditional assumption of a negligible hole spin polarization and results in a
circular polarization degree of the PL as high as 35% [40]. When the energy of the
optical pump increases, the circular polarization degree of the direct gap PL varies
from 35 to −60% at about 1.2 eV. Helicity inversion shown in Fig. 5.5 heralds the
dominance at the �-valley either of the electron spin population optically coupled to
the SO or coupled to the HH states. In line with the model of the energy relaxation,
we can find reassurance that the impurity content can increase the weight of the σ+
copolarized contribution to the direct transition by noting that doping blue shifts the
helicity crossover and yields a smaller magnitude of the polarization degrees in the
negative σ− regime.

Optical spin orientation was also profitably utilized in Ref. [40] to disclose the
emergence of resonant electronic Raman scattering (ERS) in bulk Ge. Giving that
the ERS spectral features cannot be observed in n-type wafers, they were ascribed
to light-scattering phenomena due to electronic excitations occurring in the VB
rather than to exciton-like band-to-band or band-to-impurity recombination. These
findings point out how polarization-resolved PL can be elegantly utilized to recon-
struct the VB dispersion [40]. Figure 5.6b shows that the measurement of the energy
dependence of ERS in the vicinity of the direct gap yields an accurate spectroscopic
tool for a complete mapping of the VB dispersion and can be applied also to other
semiconducting materials.

5.2.2 Spin Lifetime

5.2.2.1 Magneto-Optics

A viable radio-frequency (RF) technique relying on optical spin orientation was
initially introduced by Guite and Venkataraman to detect spins and to measure their
lifetime in bulkGe [44]. In thismethod, the spin polarization is injected by photoexci-
tation across the direct gap using circularly polarized light, whose energy is sufficient
to excite electrons from the HH and LH bands, but not from the spin-orbit SO band.
Due to the selection rules described in the previous sections, the photogenerated
electron population is spin polarized. As in the pioneering experiment on Si [2], spin
orientation is not directly probed by an optical means. Instead, if the polarization of
the incident light is modulated by means of an electro-optic modulator (EOM), the
magnetic moment of the spin ensemble is also modulated, and it can be detected by a
sensitive pickup coil coupled to a lock-in amplifier. The corresponding RF signal is
then measured as a function of transverse external magnetic field (Voigt geometry)
to determine the spin lifetime via the Hanle effect [44]. The setup is schematically
shown in Fig. 5.7a.

As shown in Fig. 5.7b, a magnetic field of a few mT was sufficient to observe
Hanle depolarization in (100)-oriented n-type bulk Ge [45]. Such fields are weaker
than the one needed for GaAs, stemming from a longer spin lifetime. A maximum
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Fig. 5.7 a Sketch of the RF technique presented in Ref. [45] and bHanlemeasurement onGe at low
temperature. Reprinted figure with permission from [45, 33]. Copyright (2011) by the American
Physical Society

spin orientation efficiency of 4.8% was shown and a spin lifetime of (4.6 ± 1.0) ns
was derived at 127 K by assuming an effective g-factor of 1.6 [46].

The same experimental technique was lately employed to address the temperature
dependence of the spin lifetime [46], showing a monotonous decrease in the 100–
200 K range. The experimental data compared satisfactorily with the theory [10]
although a shorter spin lifetime was retrieved. The difference was mainly attributed
to an additional relaxation channel opened by impurity scattering.

Time-resolved Faraday rotation (TRFR) experiments in the Voigt configuration
also proved useful to study the ensemble spin coherence and relaxation times in
bulk Ge [13, 47, 48]. The precession of the photoexcited spins about the axis of
the external field can be measured as an oscillatory-induced Faraday signal, i.e., the
rotation of the polarization angle of a linearly polarized light beam upon passage
through the medium.

In the work of Hautmann et al. [47], the excitation was a 60 fs pulsed laser
source tunable between 1200 and 1600 nm, which was spatially separated in a circu-
larly polarized beam, used as pump pulses, and a linearly polarized probe. Different
signal strengths, effective g-factors, as well as coherence times permit to differentiate
electron and hole dynamics.

TRFR experiments were carried out at 8 K on a (111)-oriented and undoped Ge
wafer [47]. The authors subsequently analyze hole and electron spin coherence after
excitation via the indirect bandgap by optimizing the pump conditions to selectively
observe one of the two charged species. First, coherent spin precessions of holes
resulted in damped oscillations with a decay time of tens of ps. The hole spin coher-
ence was found to markedly depend on the external magnetic field and excitation
power density, approaching 150 ps in the absence of a perturbing field [47]. This
eventually allowed the estimation of 5.5 for the effective g-factor of holes [47].

The analysis of FR at high excitation intensities, where hole spins decay in <10 ps,
led to the emergence of a remarkably robust electron spin signal. The FR transients
shown in Fig. 5.8a are extracted from the difference between the FR signals forσ + and



5 Optical Spin Orientation in Ge-Based Heterostructures 255

Fig. 5.8 a Faraday rotation (FR) signal observed in Ge [47] at different magnetic fields (upper and
middle panels) and different temperatures (lower panel). b Temperature dependence of the electron
spin lifetime TS at zero magnetic field (squares) and coherence time T ∗

2 for B �= 0 (triangles) [48].
Reprinted figure with permission from [47]. Copyright (2011) by the American Physical Society.
Reprinted figure with permission from [48]. Copyright (2014) by the American Physical Society

σ− polarized excitation to remove a slowly varying background from the data and are
shown for differentmagnetic fieldmagnitudes and temperatures. TheFourier analysis
of temporal beating in the transient reveals a dominant frequency corresponding to
an effective g-factor of about 1.83 [47]. Two additional frequency components were
also observed because the surfaces of constant energy for L-valley electrons in Ge are
ellipsoids and result in different cyclotron masses for different angles of an external
magnetic field with respect to their principal axes. The obtained electron g-factors
are in reasonable agreement with the available electron spin resonance data and
theoretical predictions [49, 50].

In a follow-up paper [13], TRFR was performed along different crystallographic
orientation, observing that the electron spin decoherence occurs within ∼100 ps
to ∼10 ns depending on temperature, doping concentration, and orientation of the
external magnetic field with respect to the L-valley ellipsoids of constant energy.

The temperature dependence of the electron spin lifetime (at zero field) and deco-
herence time was presented in Ref. [48] and is reported here in Fig. 5.8b. The
maximum spin lifetime of about 65 ns was obtained at an intermediate tempera-
ture of ∼50 K. At about 120 K the spin lifetime was found to be as long as ∼5 ns
and consistent with the theoretical predictions [10]. The slight decrease of the spin
lifetime below 50 K and the deviation from the theoretical calculations were related
by the authors to an efficient spin relaxation mechanism due to impurity scattering
[48].

5.2.2.2 Luminescence Data

In indirect gap semiconductors, optical transitions are mediated by electron–phonon
interactions. This coupling mechanism has to be considered to properly describe the
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Fig. 5.9 a Calculated band structure of bulk Ge. Arrows represent virtual paths for phonon-assisted
optical transitions via intermediate states. b Calculated polarized luminescence and resulting polar-
ization degree due to radiative recombination of spin-up electrons in unstrained Ge at 77 K. The
light propagation is parallel to the spin orientation. Reprinted figure with permission from [51].
Copyright (2010) by the American Physical Society

relationship between the spin polarization of electrons and the circular polarization
degree of the luminescence of the indirect transitions. The spin-dependent selection
rules were theoretically investigated both in Si and Ge [27, 51].

As shown inFig. 5.9a, in bulkGephonon-assistedoptical transitions froman initial
to afinal state canproceedvia several virtual paths. Longitudinal acoustic (LA)modes
can be involved in the L+

6 → �−
7 → �+

8 optical transition [51]. Even though edge-
to-edge optical transitionswith the transverse acoustic (TA)mode are forbidden, high
order transitions between states near L+

6 → �−
7 do not vanish completely, thus LA

and TAmodes follow the same selection rules and demonstrate the same polarization
sign of the emission (see Fig. 5.9) [51].

On the contrary, the transverse optical (TO) mode is symmetry allowed only via
other specific intermediate states. The use of group theory in Ref. [51] enabled the
demonstration that the ρ sign of the LA- and TA-assisted transitions is opposite with
respect to the one corresponding to the TO mode. Such a finding is summarized in
Fig. 5.9b. Moreover, the intensity ratio between HH and LH for both the LA and
TA peaks was predicted to be 3:1 as in direct gap transitions (see Fig. 5.1). This
result derives from a notable property akin to the optical spin orientation process
at the zone center (see Sect. 5.1), namely LA- and TA-assisted transitions involve
electron-phonon interaction between almost pure spin eigenstates pertaining, in this
specific case, to the lowermost conduction band [51].

The spin-dependent selection rules for phonon mediated transitions were experi-
mentally proved in Si and Ge by means of PL spectroscopy [38, 52]. In bulk Ge, the
PL spectrummeasured at 4 K in a (001)-oriented, nominally intrinsic wafer is shown
in Fig. 5.10a. Three bright emissions are well-resolved. Their energy ordering corre-
sponds to exciton recombination involving the emission of TA, LA and TO phonons
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Fig. 5.10 a Low temperature PL spectrum of the indirect gap recombination of intrinsic bulk Ge.
b Intensity modulation of each phonon replica as a function of the polarization analyzer angle and
c polarization degree of each phonon replica as a function of temperature [38]. Adapted from [38],
with the permission of AIP Publishing

whose energy is 7, 27 and 36meV, respectively. The polarization state of each of these
three spectral features was probed in a single shot via polarimetry measurements.
The emission was found to be circularly polarized demonstrating that the relation-
ship between spin relaxation and electron lifetime is not unfavorable in group IV
materials as previously thought. Besides providing a compelling proof of optically
oriented electron spins, the PL analysis unveils that at cryogenic temperatures the
LA and TA peaks are both copolarized with respect to the excitation, whilst the TO
is counterpolarized (see Fig. 5.10b), which is in full agreement with the theoretical
prediction [51].

Another significant result was the unprecedented observation of a concomitant
circular polarization at both zone-edge and zone-center transitions. This finding
further corroborates the physical picture of the energy relaxation process as described
in the previous sections. Indeed, high-energy electrons originating from the top of
the VB scatter preferentially out of the optically coupled � region. In weakly doped
bulkGe, collective and binary collision events with the Fermi-Dirac distributed back-
ground charges are negligible, thereby quenching the Coulomb-induced pipeline that
yields carrier backflow towards the zone center. The majority of negative charges
residing at zone center are thus low-energy electrons that were directly promoted
at the edge of the �-valley from pristine SO states (see Fig. 5.3). Energy relaxation
mechanisms will eventually yield a valley-dependent spin polarization: the optically
oriented spins at the zone center are indeed cross-polarized with respect to the spin-
polarized electron ensemble collected at energy-degenerate L-point global minima.
Such puzzling phenomena, which stem from the rich spin dynamics sustained by Ge,
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should reflect itself in a counterpolarized helicity for the emissions occurring at the
two band-edges and was astonishingly confirmed by experimental PL data [38].

The comparison between the expected degree of spin polarization and the
measured circular polarizations for the phonon-assisted optical transitions provides
additional means to gather information about spin-loss mechanisms. Since the
measured circular polarization degrees, albeit small, are nonzero, τS is expected
to be comparable with τ , i.e., a sizeable fraction of the electron spins are still aligned
prior to radiative recombination across the indirect bandgap (Eq. 5.7).

In their work, Giorgioni and coworkers combined optical spin orientation
measurements with the study of the decay curve of the indirect PL emission to
estimate spin and carrier dynamics occurring in bulk Ge [38]. A lower limit estimate
for the spin relaxation time was set in hundreds of ns by leveraging the measurement
of the circular polarization degrees with the determination of the effective carrier
lifetime. The latter was found to be of about 757 ns at 14 K.

Figure 5.11 summarizes all the available theoretical and experimental values of
the spin-related lifetime reported to date at different lattice temperatures in Ge [14,
38, 46, 48, 53–56]. Empty (full) symbols are experimental data obtained by electrical
(optical) methods, whereas lines represents calculations [10, 11]. It is worth noticing
that electrical techniques relying on three terminal devices and nonlocal detection
schemes provide sub ns values over thewhole temperature range. This can be possibly
rationalized by considering that the achievement of electrical spin injection and
detection requires the use of heavily doping layers, the presence of several interfaces
related to the fabrication of ferromagnetic gate stacks and the possible percolation

Fig. 5.11 Temperature dependence of the spin-related lifetime. The red (dashed) and blue (solid)
lines represent the results of theoretical calculations reported in [10, 11], respectively. Open symbols
are experimental data obtained by electrical measurement in [14] (�), [53] (♦), [54] ( ), [55] (◯)
and [57] (�). Full symbols are data points obtained by optical methods and reported in [38] (�), [46]
(▲), [49] (●), [56] (▼) and [58] (�). Green full symbols � report spin relaxation times obtained in
Ge quantum wells by optical methods in [31, 59]. Adapted from [38], with the permission of AIP
Publishing
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of stray fields [53–55]. All these factors can contribute with extrinsic relaxation
channels that can be the limiting factors, particularly in the low temperature regime.
Similar issues might affect also electrical detection in spin photodiodes [56] (for
further details about spin-photodiode, see Sect. 5.5.1).

Unwanted interfacial effects can be strongly mitigated in metal-semiconductor
devices relying on spin injection of hot electrons [60]. In contrast to electrical
methods, optical-based techniques [38, 46, 48] are also inherently less prone to
experimental artifact and spurious signals because they are contactless and do not
need impactful preparation or sample processing.

Figure 5.11 shows that, above 50 Kmagneto-optical measurements (full symbols)
[46, 48] and transport data acquired under the ballistic regime [14] (open squares)
retrieve the tens-of-ns long spin lifetime predicted by the theory [10]. At lower
temperatures, specifically below 30 K, PL data [38] (full squares) show electron spin
relaxation times, which are hundreds of ns long and demonstrate a lengthening of
almost one order of magnitude over the longest spin lifetime previously reported
by TRFR experiments [48]. It should be noted, however, that, in the low temper-
ature regime, the experimental findings are markedly shorter than the theoretical
predictions [10, 11], where the peculiar relaxation mechanism due to intrinsic elec-
tron–phonon interaction was shown to boast an extremely long spin relaxation time
for CB electrons (about 10 ms at T = 10 K).

There remains a large gap between theory and experiment. The reason for such
a discrepancy is still an open question and may be due to the emergence of novel
spin relaxation channels at cryogenic temperatures that limit the observable spin
relaxation times in bulk material and outweigh the intrinsic EY mechanism. The
possible origin of these extrinsic processes might be traced back to the subtle role
played by impurities. Song et al. [61] put forward a donor-driven spin relaxation,
in which the spin-flip of CB electrons is governed by scattering off the central-
cell potential of the impurity. These phenomena can be effective particularly at low
temperatures and in Ge samples having a relatively high concentration of donor
impurities.

5.3 Ge Heterostructures

5.3.1 Strained Ge Epilayer

Besides enhancing the direct gap recombination in photonic applications [62], strain
can be introduced and utilized as an effective degree of freedom for tailoring spin-
dependent phenomena in group IV semiconductors. It is expected that the removal of
the �-point HH/LH degeneracy can substantially increase the initial spin population
injected through optical spin orientation up to the limit of complete polarization [3].
In addition, the application of strain along specific crystallographic directions can
lift the degeneracy of the CB minima in both Si and Ge. Intriguingly, as discussed
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Fig. 5.12 a Sketch of the experimental apparatus for spin-polarized photoemission measurements
with the Mott detector rotated by 90° with respect to the apparatus. b Electron spin polarization as a
function of the exciting photon energy from activated epitaxial Ge thin films. Reprinted from [65],
with the permission of AIP Publishing

in Sect. 5.1, theoretical works pointed out that strain engineering can be leveraged
to suppress the leading spin relaxation channel given by intervalley scattering of CB
electrons and decisively lengthen their spin lifetime and diffusion length [10, 11].

The optical spin orientation process in compressively-strained Ge epilayers was
initially explored by means of photoemission spectroscopy [63–66]. The spin polar-
ization of electrons photoemitted from epitaxial thin films of Ge deposited on SiGe-
buffered Si wafers can be obtained by means of Mott polarimetry. A schematic
representation of the experimental apparatus used for such measurements is shown
in Fig. 5.12a. The photoelectron spin polarization is along the y-axis, i.e., the quan-
tization axis given by the light propagation direction. The initially longitudinally
polarized beam is transformed into a transversally polarized one by the 90° rotator
before being accelerated into the Mott detector. The latter is schematically repre-
sented in Fig. 5.12a. The spherical retarding field Mott polarimeter is rotated by
90° with respect to the apparatus sketched in the figure. The polarization values
observed in the epitaxial Ge strained layers are consistently larger than those from
the (unstrained) bulk-like sample and notably above the 50% limit attainable in bulk
semiconductors (see Fig. 5.12b) [63]. Such findings can be explained by considering
that biaxial compressive strain lifts the degeneracy between HH and LH states (see
Fig. 5.12b). HH-CB transitions, populating only a given spin channel, can be selec-
tively excited without contribution from the opposite spin channel due to LH-CB
transitions. In principle, this should lead to a complete polarization of CB electrons,
i.e., S = 100%. The photoemission process, however, takes place away from the
� point, where the band orbital mixing between the LH and SO band is strong.
The compressive strain increases this interaction, even in proximity of the � point.
This unavoidably increases the SO character of the LH states. This enhancement of
the band orbital mixing is solely driven by the in-plane compressive strain acting
on the Ge epilayer and not by any symmetry reduction along the [001] photoemis-
sion direction. As a result, the degree of spin polarization approaches 62%, which
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is nevertheless larger than the 50% bulk limit attainable in a fully relaxed layer. A
further optimization of compressive strain in Si0.18Ge0.82/Si0.4Ge0.6 heterojunctions
led subsequent works to achieve a spin polarization as high as 72% [65, 66]. In this
case, the vacuum energy level was notably lowered below the CB edge, thus allowing
direct access to photoemitted electrons resulting from lowest energy HH band tran-
sitions, for which compressive strain advantagously reduces the band mixing with
LH and SO states.

The highest PL polarization value measured so far in strained Ge was reported
by Vitiello et al. on Ge layers grown on Si(001) [67]. The mismatch in the thermal
expansion coefficients between the Si substrate and the epitaxial Ge film sponta-
neously induces a biaxial tensile strain upon cooling the heterostructures from the
deposition temperature, typically above 500 °C, down to room or cryogenic temper-
atures. Ref. [67], the impact of biaxial tensile strain on the spin-dependent direct gap
radiative recombination was assessed by means of optical spin orientation, demon-
strating a PL polarization degree as high as of 85%. Such a result was achieved
at liquid-He temperatures in a not-intentionally doped sample and despite the laser
energy (~1.1 eV) being tuned far off the resonance excitation of the fundamental
direct gap transition (~0.86 eV, see Fig. 5.13a).

Polarization-resolved PL spectra, shown in Fig. 5.13a, unexpectedly reveal two
peaks, that demonstrate opposite circular polarization. Specifically, the lowest
(highest) energy component of the doublet is copolarized (counterpolarized) with
the laser excitation. The doublet has been ascribed to direct gap recombination of
electrons with the strain-split LH and HH. Owing to the tensile strain in the Ge-on-Si

Fig. 5.13 a PL spectra in copolarized and counterpolarized configuration with respect to the exci-
tation of a not intentionally doped Ge-on-Si film (i-Ge) at 4 K. b Experimental PL peaks position
as a function of the temperature and predicted Varshni-like behavior (solid lines). n-Ge and p-Ge
are Ge-on-Si heterostructures that were in situ doped either with P or B impurities, respectively.
The doping content was the same for the two samples, namely 4.5 × 1017 cm−3 [67]
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heterosystem, the fundamental transition involves the LH band. Tight-binding calcu-
lations clarified that the spin polarization of CB electrons optically coupled to SO
states is 90% [67]. The striking agreement of this value with the circular polarization
degree associated with the low-energy PL peak corroborates the physical picture
according to which the direct gap recombination is dominated by the small fraction
(about 5%) of highly polarized electrons photogenerated from the deep SO states.
Electrons excited from HH and LH VB states possess a larger kinetic energy. These
are chiefly scattered out of the zone center and thus do not sizeably contribute to the
direct gap luminescence.

A set of Ge epitaxial layers with the same tensile strain was also studied as a func-
tion of the doping and lattice temperature [67]. Polarization-resolved PL enabled a
clear-cut spectral resolution of the LH andHH components of the direct gap emission
andwas crucial to unveil the occupation of the available hole states. Themeasured PL
peak positions for the polarization-resolved LH and HH transition (blue and red data
points) and the predicted (solid line) emission energies are compared in Fig. 5.13b.
The latter have been obtained by considering the bandgap-induced changes due to
temperature, doping and the concomitant strain-induced redshift and VB splitting
at a given lattice temperature [67]. The upper panel of Fig. 5.13b shows the peak
positions for a 3 µm thick Ge:B epitaxial layer. Below 200 K, the peak positions
agree well with the predicted ones, while at higher temperatures, the experimentally
observed peaks can no longer be resolved and merge onto the higher energy compo-
nent of the doublet, thus suggesting that in p-type doped Ge, recombination through
HH states dominates in the high temperature regime, despite the unfavorable tensile
strain condition. Intermediate and upper panel of Figure 5.13b further demonstrate
that in not-intentionally doped and n-type doped layers, the peak positions remain
fully consistent with the lower energy component of the doublet, namely the LH
transition.

5.3.2 Quantum Confined Heterostructures: Ge/SiGe
Quantum Wells

Epitaxial Ge-based heterostructures open interesting perspectives toward the imple-
mentation of photonic architectures with a tunable emission/absorption wavelength.
In this context, optical and structural properties of Ge-based multiple quantum well
(MQW) heterostructures have beenwidely studied throughout the last decade, partic-
ularly because of the notable type I band alignment [68–74]. Nevertheless, it was
only during the last few years that their spin-dependent properties were actually
addressed. This was chiefly enabled thanks to optical spin orientation.

In Sect. 5.1, the description of valence states in terms of pure spin states revealed
that besides strain, HH-LH degeneracy can be suitably removed and tailored by
quantum confinement, so that electron spin polarization can in principle reach 100%
when the excitation energy is precisely tuned at the E� absorption edge. However,
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as previously pointed out, this minimal model strictly holds at the zone center. The
mixing ofVB states has to be taken into account to describe optical excitations related
to states with nonvanishing momentum. In addition, if a strain field is present, as
usually happens in SiGe heterostructures, it can possibly contribute to reduce the
symmetry and to enhance the coupling of some of the VB states.

Virgilio and Grosso [75] were the first to apply tight-binding calculations to
explore the possibility of obtaining optical spin orientation in strained-balanced
Ge/SiGe MQWs. The calculated spectrally-resolved spin polarization S is shown
in Fig. 5.14a. An almost full polarization, i.e., 96%, is predicted in correspondence
with the fundamental transition.

In Fig. 5.14a, the absorption coefficient of circularly polarized light is directly
compared to the calculated spin polarization of CB electrons. By doing so, the main
features of the polarization spectrum can be associated with the transitions involving
the specific VB and CB states at the �-point. Peaks in the spectrally-resolved spin
polarization are found at the HH1-c�1 and HH1-c�2 resonances, while polarization
dips are ascribed to the LH1-c�1, LH3-c�1, and SO-c�1 transitions [75]. It should
be noted that, as opposed to III–V semiconductor QWs, no sign inversion of the
electron spin polarization was pointed out at the energy threshold involving LH

Fig. 5.14 aUpper panel: spin polarization as a function of the energy for the CB electrons optically
excited by circularly polarized light, incident normally to the QW plane. Lower panel: absorp-
tion spectrum. Vertical dotted lines report the relevant interband transitions. Adapted figure with
permission from [75]. Copyright (2009) by the American Physical Society. b Spectra of copolarized
(dash-dotted blue line) and counterpolarized (solid red line) PL emission with respect to circularly
polarized excitation at 1.165 eV for a Ge/SiGe MQW sample at 4 K [31]
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states. The tight-binding model presented in Ref. [75] provides precious support to
rationalize the experiments on optical injection of spins in group IV heterostructures,
as discussed in the following.

The first experimental proof of optical spin orientation in Ge QWs was success-
fully carried out in 2012 through polarization-resolved PL spectroscopy [31]. PL
measurements revealed a circularly polarized emission with ρ = 8% at the indirect
no-phonon line. Similarly, ρ = 6%was reported for the LAphonon replica [31]. Such
a compelling helicity observation suggested that the electron spin relaxation time is
longer than the carrier lifetime (see Sect. 5.1). By comparing the recombination life-
time [72] with the sizeable polarization degree measured in a Ge/SiGeMQWs, it was
inferred that electrons feature a spin lifetime that can exceed 5 ns below 150 K [31].
Such an estimate was nicely confirmed by k·p simulations of the intrinsic relaxation
mechanisms as summarized in Fig. 5.11 [10, 31]. Theory predicts that the electron
spin lifetime at the bottom of the conduction band is indeed exceedingly long below
30 K, being governed by intravalley spin relaxation processes, whereas a shortening
is expected at higher temperatures when intervalley scattering sets in [10].

PL offers simultaneous access to direct and indirect recombinations (Fig. 5.14b).
This notable property together with the ultrafast electron transfer out of the center of
the Brillouin zone allowed steady-state optical spectroscopy to resolve the concomi-
tant spin dynamics of the two charged species. The analysis of the direct gap emission
was pivotal to investigate the spin lifetime of holes. In particular, the circular polar-
ization degree of the direct gap PL was shown to exceed the theoretical bulk limit,
yielding about 37% and 85% for HH and LH transitions, respectively. The first value
is in full agreement with the electron spin polarization predicted at the excitation
energy used in the experiment [75]. This implies that a complete spin relaxation of
the HH states has occurred on a time scale faster than the electron depopulation of
the �-valley, namely 0.5 ps [76]. The opposite holds for the LHs, as suggested by the
associated large ρ value. Parity-conserving scattering events indeed guide the LH
energy relaxation, contributing to the HH rather than LH depolarization.

Later on, the ultrafast hole spin dynamics was confirmed and addressed in detail
in Ge/SiGe QWs by means of a time-resolved pump-probe method [77]. The unique
possibility of lifting HH-LH degeneracy was pointed out to be useful in avoiding
mixing of the VB states. A robust hole DSP of 80% was thus attained and the spin
relaxation time for HH was shown to strongly depend upon the pump fluency and to
approach 2.1 ps at 10 K [77].

The polarization of the direct gap emission fromGe/SiGemultiple quantumwells
has been also studied in the 4–300K temperature range as a function of thewell thick-
nesses [78]. According to the spin-dependent optical selection rules, the expected
polarization of the HH1-c�1 emission is given by two opposite contributions: a
copolarized circular one deriving from the pristine absorption from HH states and a
counterpolarized circular one deriving from the initial excitation of LH states.

In a 7 nm-thick QW sample, the HH1-c�1 excitonic peak exhibits copolarised
emission with respect to the excitation (Fig. 5.15b, upper panel). The reason is
that, with this well width, only the HH1-c�1 excitonic transition is activated by the
optical pump, thus providing copolarized emission. The almost resonant condition is
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Fig. 5.15 a PL spectra of Ge/SiGe MQWs with well width of 7 nm (green solid line), 13 nm (red
dotted line), and 18 nm (blue dashed line). b Polarimetric analysis of the samples. c Temperature
dependence of polarization degree for HH1-c�1 (HH2-c�1) transitions are reported in the upper
(lower) panel. Positive (negative) values refer to counterpolarized (copolarized) with respect to the
excitation. Adapted from Ref. [78], with the permission of AIP Publishing

reflected by a high polarization of about of 65%. In a sample with larger QW thick-
ness, i.e., about 13 nm, the excitation activates not only the HH1-c�1 but also the
LH1-c�1 and HH2-c�1 transitions (middle panel of Fig. 5.15b). In the latter transi-
tion case, the excess energy of the excitation is comparable with the excess energy
of the HH1-c�1 transition in the 7-nm-thick QW sample. Indeed, this emission is
copolarized with a high polarization of 68%. In the case of HH1-c�1 emission, on
the contrary, electrons are excited from both the HH1 and the LH1 levels, providing
two components to the HH1-c�1 PL line with opposite polarization yielding almost
null polarization. This result evidences that HH1 spin sublevels are at least equally
occupied, thus suggesting a depolarization of the heavy holes faster than the char-
acteristic depopulation time, expected to be in the order of hundreds of fs [78]. In
the last sample, the confinement energy is further reduced due to the larger thickness
of the QWs, namely 18 nm, and the effect of electrons originating from the LH1
subband on the HH1-c�1 emission polarization increases, resulting in a counter-
polarized PL peak (Fig. 5.15b lower panel), with a low ρ value (8%). This work
notably demonstrated a complete reversal of the PL helicity by sweeping the excita-
tion energy throughout the LH absorption [78]. Such a finding differs, however, from
the theoretical work described above [75]. Although these samples present slightly
different strain level and composition of the barriers with respect to those considered
in Ref. [75], the discrepancy between the experiment and theory were ascribed to
the accuracy of the theoretical description of the valence-band warping, that would
require a second-nearest-neighbors parametrization [78]. The experimental results
demonstrate that the polarization type and degree strongly depend on the excitation of
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electrons from the HH and LH bands, thus providing an effective degree of freedom
to control the polarization of the direct interband emission.

In addition, the analysis of the temperature dependence of the polarization degree,
summarized in Fig. 5.15c, highlights spin depolarizationmechanisms. In the thinnest
sample, the HH1-c�1 emission is copolarized, and the ρ value is nearly constant
(65%) in the low temperature range. The same applies to the HH2-c�1 emission in
the second sample, which is characterized by a similar ρ value and by an analogous
excess energy. ρ values of this emission are measured up to 180 K, because above
this temperature, the transition is thermally quenched. The HH1-c�1 transition of
this sample is countercircularly polarized up to RT, and it displays a maximum of
20% at about 160 K. As mentioned before, the countercircular polarization is due
to the dominance of the recombination channel activated through absorption from
the LH states. When the temperature is increased, this mechanism is boosted due
to bandgap shrinkage, yielding an enhancement of the countercircular polarization.
Finally, in the sample with the thickest QWs, both the analyzed emissions are almost
temperature independent, although above 160K aweak luminescence depolarization
is observed. Approaching RT, spin relaxation is expected due to phenomena such as
electron–phonon backscattering from the L-valley.

Very recently, spin relaxation mechanisms in Ge/SiGe QWs have been studied
in detail at cryogenic temperatures. Specifically, Ref. [59] provided a direct
measurement by leveraging the time decay of the polarized PL emission.

After optical spin orientation, electron spin polarization is not extinguished during
the transfer out of the �-valley towards the bottom of the L-valley. Eventually, it
governs the radiative recombination with the unpolarized hole-pocket at �, yielding
circularly polarized emission. Figure 5.16a reports the intensity decay versus time
of the no-phonon PL peak, with the copolarized (blue open dots) and counterpo-
larized (red full dots) emissions with respect to different excitation pump powers.
The different intensities of the two helicity-resolved PL components demonstrate
a net circular polarization of the emission. Giving that the time decay of the opti-
cally oriented nonequilibrium population of the electron spins reflects itself by the
time-dependent depolarization of the PL, thesemeasurements provide a direct access
to the spin relaxation time. Figure 5.16a demonstrates that by increasing the pump
power, the PL polarization decreases at a faster pace, heralding shorter τS values.
The density-dependent characteristics of the spin relaxation time shown in Fig. 5.16b
suggests the emergence of depolarization induced by the electron–hole exchange
interaction [59]. Possibly, this spin-relaxation channel is strengthened in the QWs
by the spatial confinement of the carriers. Given that the PL intensity precludes a
measurement in the lower carrier density regime, Giorgioni et al. confirmed that the
spin relaxation time of CB electrons is in the µs regime by conducting electron spin
resonance (ESR) measurements [59].

Concerning ESR, it has to be noted that the modeling of the resonance lines
additionally provided the authors with T ∗

2 . The ensemble spin dephasing turned out
to be ∼20 ns, which is about two times longer than the hyperfine-limited dephasing
times of electrons bound to shallow donors [17]. Moreover, T ∗

2 decreases in thinner
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Fig. 5.16 a Time-resolved PL curves showing the intensity decay from a 20-nm-thick QW at 4 K.
Co-circular and counter-circular emissions with respect to the excitation have been obtained under
1.165 eV circularly polarized laser excitation. Data (dots) and fits (lines) of the PL for the various
densities of the photogenerated carriers (nopt) are reported in the three panels. b τS values (dots)
obtained by using the data in a and a linear fit (dashed line) are reported as a function of the inverse
of the photogenerated carriers [59]

QWs, due to an enhancement in the electron localization, with a correspondingly
increasing efficiency in the spin dephasing.

It is worth noticing that the spin relaxation times derived in Ge/SiGe MQWs are
substantially longer than the one reported in the previous sections for CB electrons
in bulk Ge at the same temperatures (see Fig. 5.11). This demonstrates that quantum
confinement possibly provides an additional mechanism concurring with the length-
ening of the spin lifetime that arises when the CB electrons reside in the QWs rather
than in bulk material. Indeed, by spatially separating mobile electrons from their
parent donor atoms via remote doping in the SiGe barriers, it is possible to avoid
impurity-induced spin relaxation, which is otherwise dominant, putting forward the
beneficial role of confinement in enriching further the intriguing spin dynamics in
the Ge/SiGe QWs.

ESR led to the additional important observation of a highly anisotropic electron
Landé g-factor and provided the first experimental demonstration of the confinement-
induced control over the g-factor in Ge, as theoretically predicted in 2003 [79].
Owning to spin-orbit coupling, Ge offers indeed a larger g-factor tuning range
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than Si. This opens unexplored pathways for future studies of confinement-induced
tailoring of the spin physics in technologically relevant materials, such as group IV
semiconductors.

5.4 Alloying Ge with Sn

The hybridization of the spin properties of Ge with the peculiar electronic states
offered by the topological insulator α-Sn, a heavier group IV element [80, 81], can
further enrich the spin-dependent phenomena hitherto observed in Ge. Alloying
Ge with Sn can, in principle, introduce a novel degree of freedom to tailor the
spin susceptibility to external fields, besides offering the key manipulation of spin
electronic effects comprising novel quantum phases [82].

Despite such exciting prospects, the genuine potential of Ge1−xSnx solid solutions
remain presently unexplored. The main reason is that the large lattice mismatch
and the low equilibrium solubility of Sn in Ge have impeded the direct large-scale
deposition on Si wafers of high quality epitaxial heterostructures, especially at Sn-
rich molar fractions [83]. Only very recent advances in out-of-equilibrium crystal
growth techniques [83–86] have yielded reliable epitaxial films. Recently, lasing
action in Ge1−xSnx has been discovered, identifying group IV candidates boasting a
direct bandgap [87–89]. The contrasting theoretical [90–92] and experimental [87,
93–95] data accumulated in the literature proved the crucial resolution of the indirect-
to-direct crossover to be nontrivial and highly debated in semiconductors based on
group IV materials. The PL intensity is, to a good approximation, proportional to
the quantum efficiency, and thus prone to the intertwined radiative and nonradiative
processes.

Ubiquitous defects, such as dislocations, have been shown to have a crucial impact
on the recombinationdynamics, suggesting that the directmeasurements of the carrier
lifetime is needed to precisely resolve the picture of the carrier kinetics [87].

Figure 5.17a reports low-temperature PL of a Ge-rich Ge0.95Sn0.05 epitaxial layer
grown under coherent compressive strain on a Ge-buffered Si substrate. The spec-
trum reveals an intense peak at about 0.64 eV, which is attributed to band-to-band
transitions through the indirect Ge0.95Sn0.05 film [16, 96]. Figure 5.17b shows the
PL transient measured at 7 K and at various pump fluencies by De Cesari et al.
[17]. A nonmonoexponential decay time is observed, and particularly under low
power excitation conditions, the early phase of the recombination process exhibits a
rather slow decay, which becomes steeper after 4 ns. This puzzling PL transient can
be accounted for by considering two competing recombination mechanisms, whose
relative importance in dictating the carrier dynamics is determined by the instan-
taneous density of the out-of-equilibrium photogenerated carriers. Such a scenario
was supported by a detailed analysis of the PL transient as a function of the pump
power density (Fig. 5.17b) and lattice temperature (Fig. 5.17c) [17]. Specifically, the
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Fig. 5.17 a Low temperature copolarized and counterpolarized PL emission, with respect to
the excitation, of Ge0.95Sn0.05 epilayer. b Time decay of PL at different pump powers (PAV).
c Temperature dependence of the carrier lifetime [17]

temperature-induced changes of the carrier lifetime, which remains in the ns range
up to room temperature, were satisfactorily modeled within the Shockley-Read-Hall
framework, disclosing the presence of shallow traps localized at about 13 and 17meV
above the Fermi level [17].

5.4.1 Spin Relaxation and Spin Dephasing Time in GeSn

Optical spin orientation was subsequently applied to generate an out-of-equilibrium
ensemble of spins [16]. Figure 5.17a shows helicity-resolved PL of the coherent
Ge0.95Sn0.05 epilayer at low temperature, indicating a circular polarization degree of
about 12% [16]. It was shown that the steady-state circular PL polarization degree is
robust over awide temperature range and remarkably large even at room temperature.
The helicity-resolved PL dynamics, following a circularly polarized excitation with
a pulsed laser, further demonstrates an amplitude imbalance and provides an addi-
tional evidence for the successful optical spin injection in the Ge0.95Sn0.05 epilayer
(Fig. 5.18a). Above all, these PL data openly manifest a rather long spin relaxation
time. The decay rate of the polarization degree was shown to strikingly increase
with the laser power density, shortening the spin relaxation time from about 60 to
10 ns [16]. This power dependence of τS points toward the occurrence of optically
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Fig. 5.18 a Temporal evolution of the polarization-resolved PL of Ge0.95 Sn0.05 under right-handed
circularly polarized excitation. The copolarized component is shownas the blue dashed line,whereas
the counterpolarized component is reported as a red solid line.bTemperature dependence of the spin
relaxation time τS [72]

induced spin-flip processes and suggests the opening also in Ge1−xSnx of a low
temperature relaxation channel caused by exchange interaction among electrons and
photogenerated holes.

The systematic investigation of the spin relaxation time as a function of the temper-
ature is summarized in Fig. 5.18b, demonstrating that τS in the Ge0.95Sn0.05 epilayer
remains in the nanosecond regime even in the high temperature range, thus comparing
favorably with the values reported in III-V compounds and bulk Ge [10, 16] (see
Fig. 5.11). Such a result provides a strong indication that Dyakonov-Perel relaxation
does not play a major role in the spin dynamics in the diluted tin content regime.

If the electron spin dynamics is measured under the presence of an external
magnetic field (B) in the Voigt geometry (i.e., B along the [110] direction), intensity
oscillations of the PL circular polarization components can be clearly observed (see
Fig. 5.19a). As discussed in Sect. 5.2.2, these oscillations stem from the Larmor
precession of the electron spins in the transverse magnetic field. De Cesari et al.
also applied for the first time spin quantum beat spectroscopy to group IV materials,
specifically to the Ge0.95Sn0.05/Ge/Si heterostructure.

The time dependence of the circular polarization degree was obtained by varying
the strength of the applied field, as shown in the inset of Fig. 5.19a. It is worth
noticing that themagnetic field amplitude affects both the period of the quantumbeats
oscillations and their damping. From the former, the Larmor precession frequency


was extracted at eachfield. Figure 5.19b demonstrates a linear relationship between


and B, allowing the determination of the effective Landé g-factor of CB electrons.
It was found that ge = 1.48 ± 0.01 [16], which is in line with the expected Ge-like
nature of the L-valley minima.
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Fig. 5.19 a Time evolution of the PL intensity of a Ge0.95Sn0.05 sample measured at 7 K for a
right-handed circularly polarized laser excitation energy of 1.165 eV. In the inset: magnetic field
dependence of the dynamics of the ρcirc. The lines have been shifted for clarity. b Dependence of
the Larmor frequency 
 on the magnetic field strength. The dashed line corresponds to the linear
dependence determined by the Zeeman splitting. c Ensemble spin coherence time T ∗

2 as a function
of the external magnetic field

The damping of the oscillations, on the other hand, discloses the presence of the
dephasing time of the spin ensemble, T ∗

2 . Figure 5.19c reports the T
∗
2 values derived

from the PL data. The dashed line in Fig. 5.19c is a modeling of the dephasing
mechanisms. The cause of decoherence was ascribed to the microscopic g-factor
spread �g ∼= 2.1 × 10−2 in the alloy layer associated with the random effective
magnetic fields given by local changes in composition and strain [16, 97].

5.5 Future Perspective

The intriguing aspect of controlling light polarization and spin relaxationmechanisms
by precisely tuning structural and electronic properties of Ge-based architectures,
harnesses creative, and unprecedented strategies to overcome research roadblocks
toward the implementation of a new research frontier, namely spin-optronics or spin-
optoelectronics (SOE): a field at the crossroads of photonics, spintronics, quantum,
and nano-technologies.
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Information and communication technologies could take radical advantage of
the interplay between light polarization and spin physics. In particular, the possi-
bility of controlling and reading the helicity of photons has practical prospects for
the implementation of new communication protocols, thereby boosting a wealth of
applications ranging from the transmission of encrypted data, reconfigurable optical
interconnection systems, and the realization of novel optical switches andmodulators
[25, 98, 99].

In the following, we will briefly review the two basic building blocks that are
needed to attain a real-life deployment of SOE, namely emitters of circularly polar-
ized light and detectors of the state of light polarization. Specifically, wewill focus on
achievements obtained using group IV semiconductors in the quest for themonolithic
integration of SOE functionalities on state-of-the-art electronic circuitry.

5.5.1 Spin Photodiode and Spin-LEDs

Along the path of realizing a fully scalable technological platform for spin-
optoelectronics, different elements are needed [100], such as spin-based light-
emitting-diodes (spin-LEDs) [101, 102] and spin-photodetectors (spin-PDs), [103,
104] converting electrical signals into photon helicity and vice versa. Conventionally,
both kinds of devices are realized by means of a ferromagnetic (FM) contact and
an oxide tunnel barrier, to provide injection or detection (filtering) of spin-polarized
carriers, respectively.

In spin-PDdevices, after spin-polarized generation in the semiconductor bymeans
of optical spin orientation, the photogenerated electrons and holes separate each
other and move in opposite directions under the action of an electric field produced
by an external bias voltage. In particular, in forward (reverse) bias, electrons (holes)
tend to move toward the oxide barrier and undergo tunneling toward the metal. The
transmission of the barrier depends on the relative orientation between the carrier
spin polarization and the FM magnetization, i.e., photocarriers suffer a different
resistance for a spin parallel or antiparallel to the FM magnetization. This finally
leads to a modulation of the electrical response of the device [105].

Rinaldi and coworkers demonstrated a spin-photodiode device based on epitaxial
Fe/MgO/Ge(001) heterojunctions [106] capable of working at room temperature.
They showed an electrical detection of the spin polarization of photogenerated
carriers by circularly polarized photons at a wavelength of 1300 nm. A variation
of the photocurrent of about 6% upon reversal of the incident light helicity was
measured both in reverse and forward bias for light intensity down to 200 µW.

It has to be noted that the spin-PD operation principle requires that the magneti-
zation is out-of-plane to be selective with respect to the direction of the quantization
axis, which is defined by the light propagation. To this purpose, Rinaldi et al. [106]
applied an external magnetic field of up to 1.2 T to drive the magnetization of the
10-nm-thick Fe layer in the out-of-plane configuration. However, this appears to be
a strong limitation for future practical device applications. In their work, Djeffal
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et al. [107] investigated Co–Fe–B/MgO/Ge(001) spin photodiodes operating at zero
magnetic field: a photocurrent helicity asymmetry of about 0.9% was measured
at 9 K and remains detectable (about 0.1%) at room temperature. Since the FM
demonstrates a spontaneous out-of-plane magnetization, these results constitute an
important step toward the realization of Ge-based spin-PDs compatible with the
conventional optoelectronic platforms.

A spin-LED should ideally consist of a semiconducting core where spin-oriented
carriers are introduced by means of the FM polarizing contacts and recombine radia-
tively generating photonswith awell-defined angularmomentum, for example, circu-
larly polarized [100]. The more stringent requirement for any practical implemen-
tation of such emitters is the efficient electrical spin injection at room temperature
without high external magnetic fields. Spin-LEDs have been successfully fabricated
in III-V-based semiconductors such as GaAs or GaN [101, 102, 108, 109] and spin-
based lasers were very recently shown to outperform conventional vertical-cavity
surface-emitting laser (VCSEL) structure in terms of ultrafast operations and low-
energy consumption [99]. A spin-laser with a modulation frequency above 200 GHz
was obtained, exceeding by nearly an order of magnitude the best conventional
semiconductor lasers [99]. At the same time, an order of magnitude better energy
efficiency is observed. The realization of ultrafast spin-lasers relies on a short carrier
spin relaxation time, previously considered detrimental for spintronic applications
[5].

To date, the efforts in the field of electrical spin injection in Ge led to the investi-
gation of a room temperature spin-LED [110] relying on a Fe/GeO2 contact. Such a
Ge-based LED presents a circular polarization dependence of the direct gap electro-
luminescence although the use of a 4 T magnetic field is needed. Moreover, similar
results were reported for a control device with a nonmagnetic Au contact, suggesting
that the contribution of the electrically injected spins, if present, is relatively weak.
This field is still in its infancy and further work needs to be done. However, given the
striking results demonstrated in III–V compounds and the rapid progress in GeSn
lasers, we can expect that the implementation of a spin-laser will be soon accom-
plished also in group IV materials, opening a viable route in the bourgeoning field
of SOE.

5.5.2 Spin-Charge Interconversion Phenomena

The effects that allow the mutual transformation of a charge current into a flow
of spins are generically named spin-charge interconversion (SCI) phenomena. The
mechanisms that permit SCI have recently attracted attention because they provide
a viable tool to probe spin injection via electric means and because they can be
exploited in novel dissipationless devices based on pure spin current [111]. As we
will discuss here, such a property can be fruitfully utilized also in the SOE arena for
the implementation of efficient spin-sensitive photodetectors.
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In solids, the spin-orbit interaction (SOI) affects the transport properties depending
on the spin state of the charge carriers. The possibility of generating a spin accu-
mulation from a charge current was first revealed by Dyakonov and Perel [112] and
then by Hirsch [113]. The phenomenon was named the spin-Hall effect (SHE), in
analogy with the well-known Hall effect. The spin-charge conversion, performed via
SHE, usually takes place in the bulk of materials; therefore, we can consider it as a
three-dimensional SCI phenomenon.

When a charge current density j is flowing in a material with SOI, the SHE
generates a pure spin current density js. The latter is perpendicular to both j and the
direction of the spin polarization of the carriers S. The phenomenological relation
describing SHE is [4]:

j s = γ j × S (5.13)

γ being the spin-Hall angle, which eventually determines the efficiency of SCI.
Frequently, the γ parameter is expressed as the ratio between a spin-Hall conductivity
σSH = γ σC and the electrical conductivity σC. The time reversal of the SHE is
the inverse spin-Hall effect (ISHE). In this case, the flow of a spin current density
generates a charge current density:

j = γ j s × S (5.14)

It is worth mentioning that ISHE can be exploited to detect spin currents. In
materials where SOI, and hence the spin-Hall angle γ , is large, ISHE can efficiently
convert the spin current into a measurable charge current. When not dealing with
materials where γ is large enough for an efficient detection, it is possible to transfer
the spin population to an adjacent material with a relevant SOI, where efficient SCI
might occur. Microscopically, three different mechanisms can give rise to SCI. The
first one is named skew scattering and is associated with scattering centers, repre-
sented for instance by doping impurities. In this case, the propagation direction of a
carrier after the scattering event is sensitive to its spin-polarization state, especially
if the scattering center possesses a large atomic number and is therefore endowed by
a large SOI [4].

The side jumpmechanism is a lateral displacement of the carrier, depending on its
spin state, during the scattering event [4]. Its origin is related to the local distortion
of the incoming carrier wavefunction given by the impurity. Due to their link with
collisions, skew scattering and side jump are defined as extrinsic mechanisms.

Spin-polarized carriers can also undergo intrinsic SCI. The latter originates from
the geometrical phase, referred to as Berry phase, acquired by the wavefunction due
to the introduction of relativistic effects in the band structure, which become relevant
in systems with large SOI [114].

In spin-to-charge conversion measurements, the electric signal generated by the
conversion of a spin current via the ISHE is detected after spin current injection via
optical spin orientation, as employed by Bottegoni et al. in Pt/Ge junctions [115]. In
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a typical experimental apparatus for photoinduced spin-charge conversion measure-
ments, a monochromatic light beam passes through a polarizer and a photoelastic
modulator (PEM), which modulates the circular polarization of the light. The light is
then focused on the sample by a lens or an objective and the detected electric signal
is demodulated by a lock-in amplifier at the PEM frequency. In case of Ref. [115],
a high-SOI material (Pt) continuous film was put in direct contact with Ge, which
is exploited as a spin generator by means of the optical spin orientation technique,
while the Pt works as a spin detector. In order to detect the charge current in the Pt,
generated by the SCI, two ohmic contacts (typically Au/Ti) are deposited on the top
of the Pt layer. Giving that spin population is injected into the semiconductor and
then transferred to the Pt, the spin current flows from the semiconductor to the metal
and is perpendicular to the ohmic contact plane. According to Eq. 5.13, the injection
of an in-plane spin component is mandatory to detect a spin-related charge current in
themetal film.A reversal of the light helicity is reflected in a reverse ISHE signal. The
spin polarization of the photoexcited electrons is parallel to the direction of the light
wavevector inside Ge. In order to obtain a significant in-plane projection of the spin,
it is convenient to shine light onto the semiconductor at a grazing incidence. Notably,
the selectivity to polarized electrons generates an angular dependence of the spin-to-
charge conversion signal, which is a viable tool to confirm the spin-related nature of
the measurable electric signal without the demanding fabrication of ferromagnetic
contacts [115].

The photon energy dependence of the ISHE signal was also addressed in Pt/Ge
[116]. As expected, the ISHE photovoltage signal, �VISHE, mimics the electron spin
polarization: it reaches amaximumwhen the photon energy is tuned around the direct
energy gap of Ge and decreases as transitions toward the SO band are allowed. Such
results point toward the exploitation of such mechanisms for the implementation of
polarization-sensitive detectors over a wide spectral window.

The illumination of the sample at grazing incidence, as described above, degrades
the spatial resolution of the experimental setup and is not compatible with conven-
tional working conditions of photodetectors that typically require light propagation
parallel to the surface normal of the device. A viable route to overcome these issues
consists in a metal grating deposited on the top of the illuminated facet [117].

When the circular polarized laser beam impinges along the z direction (see
Fig. 5.20a), hence orthogonally onto one edge of a metallic ridge, the component of
the field which is perpendicular to the edge (Ex ) induces an electric dipole in the
metal, generating a near field in the semiconductor with a component directed along
z [58]. The latter is coupled to the Ey component of the propagating wave. Since Ez

and Ey have a phase shift of π /2, an elliptically polarized electric field is produced
in the yz plane. Upon absorption of this field, a spin-oriented electron population is
generated in the CB of the underlying semiconductor with a spin polarization along
the x-axis. Moreover, the direction of Ey is opposite at opposite edges of the strip
line, thus flipping the spin of the photogenerated carriers. Opposite spin polarizations
are therefore obtained at opposite edges of the metal grating.

The reflectivity map and the spin-related electrical signal obtained with such a
device are shown in Fig. 5.20b, c, and e. Since it is possible to correlate the spin
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Fig. 5.20 a Sketch of a lateral device for optical spin generation and nonlocal electrical spin
detection [58]. To obtain optical generation of in-plane spin-polarized electrons, the light beam is
focused at the edges of a Pt pad, and the y component (green arrow) of the circularly polarized
illuminating field induces antiphase oscillating charges that, in turn, generate a static-like near field
(red field lines)with a strong z component that, combiningwith theπ /2 dephased x component of the
illuminating field (blue arrows) produces a circularly polarized electric field. A complementary spin
polarization is generated at the opposite edge. bReflectivity (R) optical images and c corresponding
simultaneously recorded ISHE voltage signals normalized to the laser power W. d Voltage signal
and e reflectivity profiles along x across the centers of the Pt pads. In d solid lines correspond to
fits and the dots are the experimental data reported in Ref. [58]. Reprinted figure with permission
from [58]. Copyright (2017) by the American Physical Society

generation point to the corresponding signal obtained at the far-away ISE detector,
this spin injection/detection schemes allow for the additional direct measurement
of the diffusive spin paths in Ge. Notably, the amplitude of the signal oscillates
around zero as the laser beam illuminates neighboring edges of the metal grating and
decreases as the light beammoves away from the ISHE detector. These findings were
interpreted within the frame of a one-dimensional diffusion model, yielding at room
temperature a spin lifetime τS ≈ 20 ns and spin diffusion length of about 10 µm.

5.6 Conclusion

We discussed progress in the injection of spins in Ge-based heterostructures by
optical means and emphasized the importance of this approach in gathering a central
understanding of the spin physics as well as light-matter interaction. Investigations
based on the optical spin orientation process pointed out a rich spin dynamic and
the compelling role of the multivalley nature of the CB of Ge in governing it. These
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findings can be instrumental in the quest for the joint implementation of advanced
spintronic and photonic functionalities onto the existing Si-based technology.
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Chapter 6
Subwavelength Silicon Photonics

Hon Ki Tsang, Xia Chen, Zhenzhou Cheng, Wen Zhou, and Yeyu Tong

Abstract Subwavelength gratings refer to periodic structures that have a period
less than half the wavelength of light in the material so that no Bragg diffraction
mode is supported. Instead, the light will propagate as if it was in a homogeneous
material with anisotropic refractive indices. Subwavelength gratings have attracted
great interest recently, as they provide a useful degree of freedom for the crafting
of the effective refractive index of the material in photonic devices. In this chapter,
we will introduce some of the applications of subwavelength structures for silicon
photonics devices. We start by introducing the background theory of subwavelength
gratings and then discuss their applications for the engineering of waveguide grating
couplers, suspended membrane devices for mid-infrared (mid-IR) wavelengths, and
their usewith numerical optimization techniques for optimizing photonic devices.We
shall discuss the classic effective medium theory (EMT) for subwavelength gratings
and show how EMT can reduce time-consuming three-dimensional (3D) numerical
optimizations to an effective two-dimensional (2D) optimization problem.
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6.1 Introduction

The advanced semiconductor fabrication technologies which are offered by commer-
cial foundries can routinely fabricate subwavelength structures in silicon photonic
circuits. Light incident on structures which have dimensions similar to or larger than
the optical wavelength is scattered strongly at each abrupt boundary between two
regions of different refractive index. This is useful for reducing the size of photonic
devices and is used in high-refractive-index contrast silicon photonics for optical
waveguides, gratings, ring resonators, photonic crystals, and other passive devices.
On the other hand, if the dimensions of the photonic structures are much smaller
than the optical wavelength, they will behave like a homogeneous material that can
have anisotropic optical properties that may be described with a permittivity tensor
[1]. Subwavelength gratings refer to periodic structures that have a period less than
half the wavelength of light in the material so that no Bragg diffraction mode is
supported. Instead, the light will propagate as if it was in a homogeneous material
with anisotropic refractive indices.

Subwavelength gratings have attracted great interest recently, as they provide a
useful degree of freedom for the crafting of the effective refractive index of the
material in photonic devices. Within the top silicon layer of the silicon-on-insulator
(SOI) platform, we can make subwavelength structures that can have an effective
refractive index at any desired value between the index of silicon and the cladding
material (typically silicon dioxide with an index of 1.44). This flexible control of
the effective index can be realized with a single etch step to make the appropriately
designed subwavelength grating.

Subwavelength grating waveguides were first demonstrated in 2010 [2]. Unlike
other periodic waveguides such as line-defects in a 2D photonic crystal lattice,
a subwavelength grating waveguide confines the light as a conventional index-
guided structure and does not exhibit optically resonant behavior. The experimentally
measured propagation losses were as low as 2.1 dB/cm and compare favorably with
conventional silicon nanowires. In 2009, subwavelength gratings were also proposed
for the engineering of waveguide grating couplers [3] and experimentally demon-
strated [4].Most subwavelength gratings couplers can be fabricated in one single etch
step. The use of subwavelength gratings enables many possible design optimizations
of the waveguide grating coupler, including improving their coupling efficiency with
grating apodization, compensating waveguide birefringence with the birefringence
of the subwavelength grating to enable polarization-independence and increasing the
optical bandwidth for wideband grating couplers. Subwavelength-structured inverse
tapers were also demonstrated [5]. Later, it was realized that subwavelength struc-
tures that were etched through to the buried oxide (BOX) could also be used to realize
suspended photonic waveguide devices, in which the BOX is locally etched away
by buffered hydrofluoric acid which could attack the BOX via the deep-etched holes
forming the subwavelength grating [6]. The subwavelength structures can thus be
used to facilitate the fabrication of mid-IR photonic sensors that are highly sensitive
to changes in the refractive index produced by gases or solutions.
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6.2 Effective Medium Theory

In 1954, the Soviet physicist Sergei M. Rytov published his theoretical paper on the
propagation of light in periodic structures which have periodicity along the z-axis of
d � λ

2πn where λ is the wavelength of light in vacuum [1] and n is the refractive
index of the material and may be anisotropic. Rytov considered the cases of light
propagation perpendicular to the axis of periodicity and along the axis of periodicity
and showed for sufficiently long wavelengths, and an inhomogeneous (stratified)
medium could behave as a homogenous anisotropic medium which has effective
permeabilities and permittivities dependent only on the polarization of light and the
original materials and their relative mix.

6.2.1 Rytovs’s Equations and Application in Periodic
Dielectric Subwavelength Gratings

For a general one-dimensional (1D) periodic photonic lattice as shown in Fig. 6.1,
when the wavelength of light is much longer than the period of the lattice, Rytov’s
EMT can be used to calculate the effective permittivity and permeability [1] and can
be expressed as follows:

For the transverse magnetic (TM) polarized light:

ε̄ = aε1 + bε2
a + b

. (6.1)

Fig. 6.1 Schematic of a 1D periodic photonic lattice with periodically alternating two mediums
with relative permittivity of 11 and 12 (and permeability of μ1 and μ2) in the light propagation
direction. A 1D periodic lattice can be an equivalent slab with permittivity of ε̄ (and permeability
of μ̄) when the wavelength of light is much longer than the period of the lattice
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1

μ̄
= a/μ1 + b/μ2

a + b
. (6.2)

For the transverse electric (TE) polarized light:

1

ε̄
= a/ε1 + b/ε2

a + b
. (6.3)

μ̄ = aμ1 + bμ2

a + b
. (6.4)

For dielectric mediums,

μ̄ = μ1 = μ2 = 1 and n = √
ε̄.

As a result, a 1D periodic photonic lattice can be treated as an equivalent slabwhen
light propagates in the subwavelength regime. Specifically, the above Rytov’s EMT
theory can be applied not only in the subwavelength grating waveguide [2] when
the light propagation direction is parallel to the orientation of the subwavelength
lattice (longitudinal application) but also applicable in designing 2D subwavelength
gratings for fiber-chip grating couplers (GC) when the light propagation direction is
perpendicular to that of the subwavelength lattice (lateral application). A detailed
introduction of subwavelenth fiber-chip GCs will be presented in the following
section. Here, we will illustrate the theoretical treatment to estimate the effective
refractive index of the grating lines made of subwavelength structures.

A uniform 2D subwavelength grating is shown in Fig. 6.2. For simplicity, we
use periodically arranged square-shaped holes to form the subwavelength gratings.
The light is propagating in the x-direction. The grating period �x along the light
propagation direction is normally similar to the effective optical wavelength in the
medium, governed by the phase-matching condition for the grating coupler (see
Sect. 6.3). On the other hand, the period of the grating holes in the y-axis �y must be

Fig. 6.2 a 3D schematic illustration of a 2D subwavelength grating with lateral subwavelength
structures on a silicon-on-insulator platform.bSchematic top viewof part of the grating. cSchematic
side-view of the part of the grating
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much smaller than the effective wavelength of the propagating light in the medium.
Thus, the shaded region in the y-direction as shown in Fig. 6.2b can be treated as
an equivalent homogenous material with a lower effective index than that of silicon.
This allows the EMT at zeroth-order to be employed to approximate the structure by
a groove with a lower refractive index of nL as shown in Fig. 6.2c [5]:

1

n(0)
L_TE

=
[
fy
n2c

+
(
1 − fy

)
n2Si

]1/2

, (6.5)

n(0)
L_TM = [n2c fy + n2Si(1 − fy)]1/2, (6.6)

where n(0)
L_TE and n(0)

L_TM are the refractive indices of the equivalent groove derived
by zeroth-order EMT for the TE- and TM-polarized optical waves, respectively. nc
equals to index of the etched holes, which is typically filledwith the claddingmaterial
(silicon dioxide with nc = 1.45); nSi equals to index of silicon (3.48). The lateral fill
factor of the grating holes is denoted by f y.

However, this zeroth-order approximation is only accurate when the period-to-
wavelength ratio, defined as R = neff�y/λ, is much smaller than 1, where neff is the
mode effective index of the light guided in the slab waveguide (we also use neff_TE
and neff_TM to denote the same value for the TE and TM mode, respectively). More
accurate approximations employing the second-order EMT can be used:

n(2)
L_TE = n(0)

L_TE

⎡
⎣1 + π2

3
R2 f 2y (1 − fy)

2(n2c − n2Si)
2

(
n(0)
L_TM

neff_TE

)2(
n(0)
L_TE

ncnSi

)4
⎤
⎦

1/2

,

(6.7)

n(2)
L_TM = n(0)

L_TM

⎡
⎣1 + π2

3
R2 f 2y (1 − fy)

2

(
n2c − n2Si

neff_TMn
(0)
L_TM

)2
⎤
⎦

1/2

. (6.8)

where n(2)
L_TE and n

(2)
L_TM are the refractive indices of the approximated groove derived

by EMT with second-order approximation for the TE- and TM-polarized optical
waves, respectively. These equations give more accurate results for the subwave-
length grating couplers when the lateral feature size (which may be limited by the
fabrication technology) is slightly smaller than the wavelength. One example set of
calculated results is shown in Fig. 6.3 with subwavelength gratings fabricated on SOI
with a 340 nm top silicon thickness and �y = 400 nm [5].

As shown in Fig. 6.3, refractive indices of the fundamental TE and TM modes
in the subwavelength grating can be widely and continuously tunable between nSi
and nc. And refractive indices of the fundamental TE mode are smaller than that of
TM mode with a same lateral fill factor due to the slot waveguide effect, i.e., light is
more confined in themediumwith a low refractive index in the lateral subwavelength
grating for the TEmode. The above properties offer a new approach for the design of
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Fig. 6.3 Theoretical
calculation of refractive
indices of the fundamental
TE and TM modes versus
lateral fill factor based on the
zeroth- and second-order
EMT, for subwavelength
gratings fabricated on SOI
with a 340 nm top silicon
thickness and �y = 400 nm.
Reproduced with permission
from [5]. Copyright © 2011
by the Optical Society

polarization-independent, wideband, apodized subwavelength grating couplers with
low back reflection as introduced in the later sections of this chapter.

6.2.2 Spectral Range of Validity of EMT

A subwavelength grating is a basic periodic structure in which light propagation
satisfies the Floquet–Bloch theory, and the periodic potential supports solutions that
have the same periodicity as the lattice, such as a periodically modulated plane
wave. [7–9]. Generally, such solutions can be expressed as: E(x, y) = E(x + �, y),
in which E(x, y) = f (y) · exp(ikx) and E(x + �, y) = f (y) · exp(ikx) · exp(ik�).
Thus, E(x + �, y) = E(x, y) · exp(ik�). Considering a Bloch mode propagating
in a unit cell of a subwavelength grating, it can be expressed as E(x + �, y) =
E(x, y) · exp(jφ), where the phase shift φ = 2πneff�/λ0. It introduces a Floquet–
Bloch periodic boundary condition in solvingMaxwell’s equations: [∇ × ∇×–k20 1r]
E(x, y) = −iωμ0j, where 1r is the spatial distribution of the relative permittivity,
k0 = ω/c is the free-space wavenumber, E(x, y) is the electric field distribution,
and j is the electric current density. Numerical calculation of eigenmodes of the
subwavelength grating can be performed using the 3D finite-element method (FEM)
[10]. By setting the phase-shifting term φ at Floquet–Bloch periodic boundaries, one
can calculateneff for the solved eigenfrequencyω from thedefinitionφ =2πneff�/λ0.
Thus, the dispersion relationship in the frequency-wavevector (ω, k0neff) plane can
be calculated by sweeping φ, as shown schematically in Fig. 6.4. Alternatively,
without applying the Floquet–Bloch theory, one can numerically calculate the neff of
its equivalent homogeneous waveguide with a refractive index n(0/2)

L_TE(TM) calculated
by the zeroth- or second-order EMT under the assumption of light operating in the
subwavelength regime (� � λ).

If the frequency is close to the bandgap of the photonic periodic structure, the
band tends to be flattened with a reduced slope or an enlarged group index due
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Fig. 6.4 Schematic
dispersion diagram of
eigenmodes calculated based
on Floquet–Bloch theory and
EMT for a periodic
subwavelength grating

to the slow light effect, which however, is absent in the homogeneous waveguide
under EMT approximation As a result, there is a large deviation between effective
indices of the subwavelength grating and its equivalent homogeneous waveguide.
One rigorousway tofind the applicable frequency region ofEMT for a subwavelength
grating with a certain period and duty cycle is by plotting the dispersion diagram
of the subwavelength grating and its equivalent homogeneous waveguide [11]. As
described above, the effective indices of the subwavelength grating and its equivalent
waveguide can be calculated numerically based on the Floquet–Bloch theory and
EMT, respectively. In the next step, the applicable frequency range for EMT to be
accurate is in “matched” region indicated by the dotted line in the dispersion diagram
of Fig. 6.4. Alternatively, a simple rule for checking the applicability of EMT in the
subwavelengthgrating is by comparing effective indices calculatedbasedonFloquet–
Bloch theory and EMT. If there is a deviation, the period of the subwavelength
grating can be decreased to rigorously satisfy the subwavelength condition at a certain
wavelength.

6.3 Subwavelength Waveguide Grating Couplers

In this section,we introduce the basic techniques for designing subwavelength grating
couplers. We will first give a basic introduction of a diffractive grating coupler,
followed by a brief review of the work on subwavelength grating couplers in the
literature. Then, we shall pick a few typical subwavelength grating coupler designs
and introduce them in more detail. More review papers [11, 12] can also be found in
the literature in this research field.
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6.3.1 Introduction

Improving the coupling efficiency between fiber and silicon photonic circuits is a
key challenge to increase the power efficiency and overall performance of silicon
photonics devices. Most silicon photonic circuits require an interface to connect
with the single-mode optical fibers. Simple butt-coupling of the single-mode fiber to
the facet of a silicon nanophotonic waveguide will give a high optical loss (>20 dB),
because of the large mode size difference between the optical fibers (~10 μm diam-
eter) and the nanophotonic waveguides (~0.4 μm diameter). Diffractive waveguide
grating couplers [13–15] were proposed and are getting very popular among the
research and industry community in recent years [16], because of their many advan-
tages, such as simpler back-end processing, since they do not require polishing of
facets, the flexibility to place the optical input/output anywhere on the chip, and the
compatibility with wafer-scale testing before dicing [17].

A typical grating coupler [18] is shown in Fig. 6.5. The optical signal from the
nanophotonic waveguide is first expanded laterally by an adiabatic taper to a waveg-
uide of about 10 μm width, which matches the mode size of optical fiber in the
y-axis. The light is then coupled out by diffraction of shallow-etched gratings into
the optical fiber. The etch depth of the grating was calculated to achieve an optimized
coupling strength and diffraction directionality. The period and the diffraction angle
θ are governed by the phase-matching condition:

koneff_avg = konc sin θ + q
2π

Λ
. (6.9)

Fig. 6.5 Schematic illustration of an apodized waveguide grating coupler between an optical fiber
and nanophotonic waveguide. θ is the angle of the fiber axis to the surface normal of the SOI wafer.
The yellow arrow indicates the direction of the propagation of light
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where ko = 2π /λ, nc is the refractive index of the cladding (this is equal to 1.45
for oxide), θ is the angle of the output light to the surface normal of the SOI wafer,
neff_avg is the average mode effective index in the grating area, q is an integer (equals
1 for grating couplers), and Λ is the waveguide grating period. For most of the
grating couplers demonstrated so far, the optical fiber is orientated with an angle θ

at about 10°. This is to avoid the large second-order Bragg back reflection, which
would otherwise reflect about half of the optical power back into the waveguide.
Apart from the typical shallow-etched gratings introduced above, alternative designs
of fiber-chip grating couplers that have been explored include slanted gratings [19]
and metallic gratings [20].

For the conventional grating couplers mentioned previously, the lithography and
etching processes needed to fabricate the grating structures must be distinct from
the corresponding waveguide fabrication steps because of the different etch depths
required for the grating couplers. The total number of fabrication steps and the cost
can be reduced if we make the grating couplers with the same deep-etch step as used
for the waveguides. However, for those conventional gratings formed by continuous
lines, the refractive index step introduced would normally be too large if they are
etched to the depths typically needed for waveguide fabrication. The grating strength
in this case would be too strong to achieve an efficient coupling, leading to a low
mode matching efficiency and a large back reflection loss. Subwavelength structures
therefore can be used to adjust the effective index of the deep-etched grating lines
and to reduce the index step.

Such subwavelength devices can be fabricated in the same lithography step as
conventional waveguides, while we are still able to adjust the effective index of the
grating lines. Highly efficient subwavelength grating couples were developed at both
near-infrared (telecommunication) and mid-infrared wavelengths. Some of them are
among the grating couplers achieving the best coupling efficiencies up to date. As an
example, a fully etched apodized subwavelength grating coupler with an aluminum
mirror demonstrated a coupling efficiency of −0.58 dB in 2014 [21].

6.3.2 A Brief Review

Subwavelength grating couplers were first proposed in 2009 [3]. The first experi-
mental demonstration of the subwavelength grating coupler was carried out inde-
pendently in the same year and reported a coupling efficiency of −4.69 dB (34%)
with uniform round-shaped subwavelength structures [4]. Grating couplers based on
a fully etched photonic crystal structure were reported in 2010 with−3.77 dB (42%)
coupling efficiency [22], which can also be categorized as uniform subwavelength
grating couplers based on its working principle. By further optimizing the buffer
thickness of uniform subwavelength grating couplers, a coupling efficiency of −
2.29 dB (59%) was reported in [23]. Uniform subwavelength grating couplers in a
silicon membrane on a glass substrate with a coupling efficiency of −4.07 dB were
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described in [24]. An implementation of a blazed grating coupler using a subwave-
length grating (SWG) structure was also proposed in [25], with a simulated coupling
efficiency of −1.61 dB (69%).

In order to increase the matching efficiency with the optical fiber mode, subwave-
length gratings can be apodized byvarying the coupling strength along the grating.An
apodized subwavelength grating was demonstrated experimentally with a coupling
efficiency of−3.7 dB [26]. In 2012, an apodized design with focusing and a coupling
efficiency of −3 dB was presented [27]. Using a triangular array of circular holes,
apodization, and an optimized buffer thickness, an efficiency of −1.74 dB (67%)
was achieved in [28]. It is worth noting that optimal grating apodization also reduces
back-reflections from the grating coupler since the refractive index discontinuities
are smoothed.

The coupling efficiencyof apodized subwavelength grating couplers can be further
improved by fabricating a metal reflector in the thinned substrate. The metal can
reflect the light diffracted to the substrate back into the optical fiber. Coupling effi-
ciencies of −0.58 dB [21] and −0.69 dB (85.3%) [29] were experimentally demon-
stratedwith slightly different designs, respectively. Both are better than 1 dB,which is
usually considered the threshold for many commercial applications. Such processes
can also be used in combination with subwavelength structures to create perfectly
vertical grating couplers (PVGC) [30] that allow more straightforward packaging.

Subwavelength grating structures can even yield polarization-insensitive couplers
[5]. An experimental demonstration with the additional ability to focus the light in
the chip plane was reported in [31]. We will introduce the details of polarization-
insensitive couplers later in this section.

A considerable practical constraint of grating couplers is their limited spectral
bandwidth of approximately 35 nm (1 dB bandwidth) near a wavelength of 1.55μm,
because the momentum-matching requirement in the grating equation imposes a
variation of the diffraction angle with wavelength. This variation is proportional
to the grating refractive index. By using subwavelength structures to decrease the
effective refractive index, a 73 nm 1 dB bandwidth was demonstrated experimentally
with −5.6 dB coupling efficiency in 2012 [32]. A focusing grating coupler with a
similar structure was reported in [33] for which the bandwidth is∼90 nm (3 dB band-
width) with a peak coupling efficiency of−3.5 dB. By reducing the dispersion of the
subwavelength gratings, a further bandwidth (3 dB) improvement of up to 117 nmcan
be achieved [34]. In 2015, a 1-dB bandwidth of 90 nm has been demonstrated, albeit
at the expense of coupling efficiency [35]. Thus, achieving simultaneous broadband
and high-efficiency operation is a challenge. Prism-assisted subwavelength grating
couplers could potentially provide such a solution [36].

6.3.3 Uniform Subwavelength Grating Couplers

Themost basic uniform subwavelength grating coupler is shown inFig. 6.6.Along the
x-direction, the device acts as a conventional (diffractive) grating. However, the lower
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Fig. 6.6 Illustration of uniform subwavelength grating couplers. a Subwavelength (non-diffractive)
structures along the y-direction are used to control the equivalent refractive index in the grating
trenches, thereby controlling the strength of the grating and enhancing the coupling efficiency.
b Two-dimensional model of a fiber-chip grating coupler. Light traveling along the x-axis in the
waveguidemode is scattered upwards and downwards by a diffractive grating. A fiber situated above
the grating captures a fraction of the diffracted light

index part of the grating lines (or grooves) along the lateral direction (y-axis) has a
subwavelength period and thus acts as an artificial homogeneousmedia, synthesizing
the equivalent indexes of the grating grooves. The refractive indexes can be approx-
imately estimated by EMT formulas as introduced in the previous section. Then, the
effective index for the optical mode can be obtained by treating each subwavelength
grating structure as a two-dimensional multilayer slab and computing the effective
index of its fundamental mode [3]. By changing the size of the silicon segments
of the subwavelength grating, the equivalent index can be controlled, yielding an
optimized effective index difference for the diffractive grating.

Designing a uniform coupler is then straightforward: (i) through simulation of
the grating structure in Fig. 6.6b, the value of nL that yields the highest coupling
efficiency is determined; (ii) using the data calculated by the EMT as a look-up
table, the physical dimensions of the SWG structure that yields the desired value
of nL are obtained. The first implementation of a uniform subwavelength coupler
[4] was designed in this way, although the square-shaped holes were replaced by
circular-shaped holes with a similar size to satisfy the foundry design rules.

The fabricated subwavelength nanoholes grating couple is shown in Fig. 6.7. It
was fabricated on SOI with a 220 nm top silicon thickness and 2μmBOX thickness.
The nanoholes grating was fabricated on a 10 μm wide waveguide. A 500 μm
long adiabatic taper was used to connect the grating coupler with the 500 nm wide
nanophotonic waveguide. The fiber was tilted with an 8-degree angle (θ ). A 34%
coupling efficiency was experimentally measured.

6.3.4 Apodized Subwavelength Grating Couplers

An apodized subwavelength grating was proposed [3], and subsequently demon-
strated, with better mode matching for an improved coupling efficiency [26]. Unlike
in the uniform grating, in the continuously apodized coupler, as shown in Fig. 6.8, the
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Fig. 6.7 a Schematic picture of the grating coupler for coupling between fibers and nanophotonic
wirewaveguide on SOI, with θ = 8°. b Scanning electronmicroscope (SEM) image of the fabricated
array of nanoholes on the 10 μm-width waveguide. The silicon dioxide on top was removed.
c Nanoholes array with the holes diameter D, grating period �x , and transversal holes period �y
defined (D = 200 nm,�x = 610 nm, and �y = 500 nm) [4]

Fig. 6.8 SEM image of an
apodized fiber-chip grating
coupler using fully etched
subwavelength grating
trenches. The apodization
gradually decreases the
equivalent index in the
trenches, producing a
Gaussian-like radiated beam
that matches the fiber mode
[12]

equivalent medium index was varied linearly from 3.22 to 2.16 from the grating junc-
tion with the lateral taper to the end of the grating. These effective indices apodize
the strength of the grating to produce a near-Gaussian radiated field. The pitch in the
longitudinal direction (x-axis) was varied along the grating according to the phase-
matching condition so that all grating periods contribute light to the radiated beam
with the correct phase. The total length of the coupler is 20 μm, and a 50% duty
cycle is used in the x-direction. A coupling efficiency of−3.7 dBwas experimentally
demonstrated, with a 1 dB bandwidth of 40 nm. Since the change in the refractive
index between the waveguide and the grating coupler is reduced, back reflections
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are also reduced to ∼1.5%. It is worth to note that the minimum dimension was
limited to 100 nm because of design rules in the 193 nm deep-ultraviolet (DUV)
lithography used for the fabrication. This sacrifices the coupling efficiency slightly.
There is also a significant portion of power diffracted to the silicon substrate. There-
fore, the coupling efficiency can be greatly improved by adding a back reflector, as
demonstrated years later [21, 29].

6.3.5 Polarization-Independent Grating Couplers

A polarization-independent fiber-chip grating coupler has been demonstrated,
utilizing subwavelength structures for refractive index engineering [5]. Typically,
in a conventional 1D grating, the TE mode effective index is larger than the TM
mode index, because of the larger confinement factor, for both the grooves and teeth.
Therefore, the grating period for coupling to the TE mode of the waveguide is thus
always smaller than the period required for the TM mode according to the phase-
matching condition (6.9). In order to realize a polarization-independent operation,
a novel structure would be required to reverse the normal case and make an effec-
tive index for the TM mode equal to or larger than the one for the TE mode in the
grating region. This can be achieved with subwavelength structures, as shown in the
calculated result in Fig. 6.3. The effective index of the subwavelength structure for
the TE mode is lower than that for the TM mode, which is opposite to the case in
a conventional slab waveguide. Therefore, by balancing the ratio of the subwave-
length structures (with a larger effective index for the TM mode) and conventional
slab waveguide sections (with a larger effective index for the TE mode), we can
achieve the same average effective index for both the TE and TM mode.

The detailed design and optimization can be found in our original paper [5]. The
coupling efficiency for the optimized grating designs was consistently calculated by
both 2D and 3D finite-difference time-domain (FDTD) simulations. Peak coupling
efficiency of over 64% is predicted for both the TE and TMmode, including a bottom
reflector. The 3 dB optical bandwidth is about 65 nm.

6.3.6 Wideband Grating Couplers

A wideband grating coupler using the subwavelength structure is shown in Fig. 6.9
[32]. The wavelength-dependent change of coupling efficiency of a grating coupler
is mainly dependent on the diffraction angle, as fibers only receive optical power
within its numerical aperture (NA). The following equation can be derived from the
phase-matching equation to examine the bandwidth of the coupling efficiency [32]:
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Fig. 6.9 a Three-dimensional schematic illustration of the wideband subwavelength grating
coupler. b Schematic top view of the cycled region of the grating. An anti-reflective structure
is adopted to reduce the back reflection. c Schematic side-view of the grating [32]. Reprinted with
permission from [32] © The Optical SocietyReprinted with permission from [32] © The Optical
Society
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As the effective index would decrease with the increase of wavelength for normal
waveguides, the dispersion dneff(λ)/dλ is negative in. For silicon waveguides with
similar dimensions, the dispersion at a fixed wavelength would normally increase
(approaching zero) while reducing the effective index of the grating region, as the
light is loosely guided. The period of the grating would also increase while reducing
the effective index. Both the increased dispersion and period will lead to a larger
bandwidth. Therefore, under the constraints of the same material system and similar
coupling scheme (same coupling angle) for 1550 nm wavelength, an obvious way to
increase the optical bandwidth of the grating coupler is to reduce the effective index
of the grating coupler.

We found that the grating effective index can be dramatically reduced using the
subwavelength pillar structure as shown in Fig. 6.10, while keeping an optimized
coupling strength. Compared to the previous designs which set the teeth index nH to
3.12 (for a 340 nm thick top silicon layer) and apply subwavelength structures for the
grooves for coupling strength optimization, this design was created by first setting
the grooves index nL to 1.45, which is the lowest value possible as it is simply filled
with cladding material. The effective index of the grating teeth nH was then reduced
by subwavelength structure to obtain an optimized coupling strength. This alternative
design approach using subwavelength pillars can give amuch lower average effective
index for the grating coupler and thus increase its bandwidth. The measured 1 dB
bandwidth was dramatically increased to about 73 nm, which is twice the bandwidth
demonstrated on a similar platform, with a coupling efficiency of −5.6 dB (27.5%).
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Fig. 6.10 SEM images of the fabricated subwavelength wideband grating coupler. The cladding
oxide was removed before taking these images [32]. Reprinted with permission from [32] © The
Optical Society

6.3.7 Focusing Apodized Subwavelength Grating Coupler

In 2012, we experimentally demonstrated a novel TM-mode apodized focusing
subwavelength grating coupler [27]. The design of the apodized subwavelength
grating coupler is shown inFig. 6.11a, b. In ourwork,weused anSOIwaferwith a top-
silicon-layer thickness of 340 nm and a BOX thickness of 2 μm. The angle between
the fiber axis and the waveguide planar was 10°. We fixed the lateral subwavelength
period (�x) as 400 nm and the longitudinal grating fill factor (f Y ) as 0.6. Then,
we used 2D FDTD software to calculate the coupling strength of the subwavelength
grating couplers with different lateral subwavelength fill factors (f X ) and longitudinal
grating periods (�Y ). After that, we designed the apodized subwavelength grating
coupler to match the profile of diffracted light with the Gaussian-shaped profileG(y)
of a single-mode fiber with a 10.4 μm mode diameter, as shown in Fig. 6.11a. The
�Y and fx we employed are summarized in Table 6.1. With this design, the grating
diffracted mode profile can match well with the Gaussian-shaped profile, as shown
in Fig. 6.11b. The field overlap achieved was 98% between the diffracted light and
the fundamental mode of the single-mode fiber. The 2D FDTD simulations predicted
a maximum efficiency of −1.7 dB with a ~50 nm 3 dB bandwidth and a −14 dB
back reflection for TM-mode polarized light coupling.

The experimental results of the apodized focusing subwavelength grating coupler
are shown in Fig. 6.11c, d. Based on the above design, we used the focusing grating
structure to future reduce the device footprint. The SEM image of the fabricated
device is shown in Fig. 6.11c. The minimum feature size was more than 100 nm in
the grating coupler; therefore, it is possible to use deep-ultraviolet photolithography
to fabricate such the device in large volume and at low cost. As shown in Fig. 6.11d,
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Fig. 6.11 Design and demonstration of the apodized focusing subwavelength grating coupler.
a Design of the device. b Simulation results. c SEM image. d Experimental measurements.
Reproduced from [27] with the permission of AIP Publishing

Table 6.1 Parameters of the apodized subwavelength grating coupler

No. 1 2 3 4 5 6 7 8 9 10 11

�Y (nm) 663 668 687 702 719 736 760 783 809 825 843

fx 0.26 0.28 0.36 0.41 0.46 0.5 0.54 0.57 0.6 0.62 0.64

No. 12 13 14 15 16 17 18 19 20 21

�Y (nm) 863 873 883 883 873 833 791 736 696 663

fx 0.66 0.67 0.68 0.68 0.67 0.63 0.58 0.5 0.39 0.26

the maximum device exhibits more than a −3.0 dB peak coupling efficiency with
a ~50 nm 3-dB bandwidth, which agrees with the 2D FDTD simulation. Also, we
have fabricated numerous other couplers with the apodized focusing subwavelength
grating coupler design, which gave consistently good reproducibility. Moreover, the
apodized focusing subwavelength grating coupling profile shows weak Fabry–Perot
(F-P) ripples, indicating a weak back reflection in the grating.
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6.3.8 Broadband Focusing Subwavelength Grating Coupler

The spectral bandwidth is another important figure-of-merit (FOM) of grating
couplers. For example, in the telecommunication band, the 3-dB bandwidth of
subwavelength grating couplers based on nanohole structures is usually about 50 nm.
To overcome this limitation, in 2012, we demonstrated a novel fishbone grating
coupler to achieve broadband light coupling between optical fibers and siliconwaveg-
uides [33]. The design principle of the broadband focusing subwavelength grating
coupler is shown in Fig. 6.12a. Generally, subwavelength grating couplers based
on nanohole structures are composed of silicon (high-refractive-index (RI) region)
and effective medium 1 (EM1) (low RI region) created by the subwavelength struc-
ture. In the fishbone grating, we used another low RI EM2 to replace the high RI
silicon region; therefore, the EM1 and EM2 were designed as the high RI and the
low RI regions, respectively. Similarly, we designed the apodized grating structure to
improve the coupling efficiency of the fishbone grating. Finally, we used the phase-
matching formula to construct the focusing grating structure to provide a compact
grating footprint. The fishbone grating was designed on an SOI wafer which has a
340-nm thick top silicon layer and 2.0-μm BOX. The angle between the fiber axis
and the waveguide planar was 10 degrees. We set the lateral subwavelength periods
(�EM1x) and (�EM2x) as 400 nm, lateral subwavelength fill factor (fEM1x) as 0.4, and

Fig. 6.12 Design and demonstration of the broadband focusing subwavelength grating coupler.
a Schematic of the device. b SEM image. c Experimental measurements. Reprinted with permission
from [33] © The Optical Society
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Table 6.2 Parameters of the broadband apodized subwavelength grating coupler

No. 1 2 3 4 5 6 7 8

�y (nm) 950 960 988 1021 1043 1060 1102 1126

f EM2x 0.63 0.64 0.67 0.71 0.74 0.76 0.80 0.82

No. 9 10 11 12 13 14 15

�y (nm) 1150 1186 1198 1162 1102 1036 979

f EM2x 0.84 0.87 0.88 0.85 0.80 0.73 0.66

longitudinal grating fill factor (f Y ) as 0.6. The longitudinal grating periods (�Y ) and
lateral subwavelength fill factors (fEM1x) we used in the design are listed in Table 6.2.

An experimental demonstration of the device is shown in Fig. 6.12b, c.
Figure 6.12b presents the SEM image of the fabricated broadband apodized focusing
subwavelength grating coupler. Two gratings were connected to a 150-μm long
waveguide. The device transmission measurement is shown in Fig. 6.12c There is a
small reflection between the two gratings, as evident from the small F-P ripple with
a period of ~1.5 nm. While a large fluctuation with a period of ~30 nm exists in
the measurement, which should be caused by the F-P resonance within the grating
between the front and the rear ends. This fluctuation may be reduced by adding an
anti-reflection section at the end of the grating. The maximum efficiency reaches −
3.5 dB with a possible 3-dB bandwidth of ~90 nm for TM-mode light coupling as
indicated by the plotted coupling profile in Fig. 6.12c. Compared with the subwave-
length grating couplers based on nanohole structures, the bandwidth of the fishbone
grating has a more than 80% improvement.

6.3.9 Polarization-Insensitive Focusing Subwavelength
Grating Coupler

In 2014, we experimentally demonstrated a novel polarization-insensitive grating
coupler based on subwavelength structures [31]. We first optimized the apodized
grating coupler based on an SOI wafer with a top-silicon-layer thickness of 340 nm
and a BOX thickness of 2 μm. The angle between the fiber axis and the waveg-
uide planar was chosen as 10 degrees. The lateral subwavelength period (�x) and
longitudinal grating fill factor (f Y ) were fixed as 400 nm and 0.6, respectively. The
longitudinal grating periods (�Y ) and lateral subwavelength fill factors (f X ) we used
in the design are listed in Table 6.3.

We fabricated andmeasured grating couplerswith gradually reducing fx, as shown
in Fig. 6.13a–d. For the TM mode, the maximum coupling efficiency of −3.2 dB
with a 1-dB bandwidth of ~28 nm was experimentally demonstrated. With the sane
grating, the measured maximum coupling efficiency reached −4.3 dB with a 1-dB
bandwidth of ~58 nm for the TEmode.We theoretically verified the grating coupling
profiles in Fig. 6.13b by using 3D FDTD simulation software. The simulation results
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Table 6.3 Parameters of the polarization-insensitive subwavelength grating coupler

No. 1 2 3 4 5 6 7 8 9 10

�Y (nm) 655 668 687 702 719 736 760 783 809 843

fx 0.22 0.28 0.36 0.41 0.46 0.5 0.54 0.57 0.6 0.62

No. 11 12 13 14 15 16 17 18 19 20

�Y (nm) 863 873 883 883 873 833 791 736 696 663

fx 0.64 0.66 0.67 0.68 0.67 0.63 0.58 0.5 0.39 0.26

Fig. 6.13 Experimental demonstrations of the polarization insensitive focusing subwavelength
grating coupler. a–d represent grating coupling profiles with different subwavelength structure
sizes. Reprinted with permission from [31] © The Optical Society

show that both the TE and TMmode coupling profiles have redshifts when gradually
reducing fx.Moreover, the experimentalmeasurements agreewellwith the 3DFDTD
simulations, as shown in Fig. 6.13b. Moreover, the F-P ripples are more obvious for
the TE mode than the TM mode, indicating that the back reflection of the TE mode-
polarized light is stronger than that of the TMmode, which also agrees well with the
3D FDTD simulations.
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6.4 Use of SWGs for Waveguide Devices and Mid-IR
Photonics

In this section, we introduce the progress of using subwavelength structures to
develop waveguide devices, namely, waveguides, anti-reflective (AR) layers, direc-
tional couplers, and suspended membrane devices for mid-IR photonics. We first
briefly discuss the history and state-of-the-art techniques of SWG-based waveguide
devices and then mainly focus on our previous studies of mid-IR SWG devices.

As we have discussed before, compared to photonic crystal structures, light prop-
agating behavior in a subwavelength structure could be conveniently described by
using a refractive index of an equivalent homogeneous medium. Generally, if the
light frequency is much lower than the photonic bandgap of the periodic structure,
the propagation constantmonotonically increaseswith the light frequency. This prop-
erty indicates that the subwavelength structure could be used for guiding light as an
equivalent homogeneous medium. The first experimental results of silicon SWG
waveguides were published in 2010 [2], as shown in Fig. 6.14a. In this work, the
authors demonstrated that the propagating optical loss of the silicon SWG waveg-
uide could be as low as 2.1 dB/cm with negligible polarization and wavelength-
dependent optical loss. Based on the same principle, researchers also demonstrated

Fig. 6.14 SEM images of SWGwaveguide devices. a SWGwaveguide. b Silicon ridge waveguide
facet patterned with a triangular SWG structure. c SWG directional couplers. Reproduced with
permission from [2, 37] © The Optical Society. Reproduced from [38] with the permission of IEEE
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various waveguide-integrated passive devices, namely, AR layers [37], and direction
couplers [38], as shown in Fig. 6.14b, c. Due to the merits of high RI sensitivity,
broad operating bandwidth, and strong light-matter interaction, SWG devices are
expected to be a promising candidate for developing on-chip sensing circuits and
wide spectral bandwidth optoelectronic devices.

On the other hand, mid-IR silicon photonics has tremendous applications in
biochemical sensing, free-space communication, and thermal imaging. However,
mid-IR devices cannot be directly designed and fabricated on an SOI wafer because
of the strong absorption of the BOX in the mid-IR spectral region. To overcome
this limitation, several novel platforms have been demonstrated, among which SWG
devices play a significant role.

SWGs have been employed for light coupling frommid-IRfibers to siliconwaveg-
uides. In 2012, an SWG coupler was fabricated on the silicon on sapphire (SOS)
platform [39], as shown in Fig. 6.15a and a focusing SWG coupler on the suspended

Fig. 6.15 Mid-IR SWG couplers on the silicon-on-sapphire (SOS) and suspended membrane plat-
forms. a SEM image of the mid-IR SWG coupler on the SOS platform. b SEM image of the mid-
IR focusing SWG coupler on the suspended membrane platform. c Schematic of the suspended
membrane waveguide integrated with the focusing SWG couplers. d SEM image of the suspended
membrane waveguide cross-section. Reproduced from [39, 40] with the permission of IEEE
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membrane platform [40], as shown in Fig. 6.15b, respectively. For the SWG coupler
on the SOS wafer, the design was fabricated on the 600-nm thick top silicon layer.
For operation at a wavelength of 2.7 μm, the TM-mode nanohole SWG coupler was
formed by etching holes with a 253 nm radius and 1270 nm period. The maximum
coupling efficiency was demonstrated to be 11.6% with an incident angle of 12.5°.
The experimental measurements of the coupling efficiency are ~20% lower than the
simulation results, which was due to uncontrolled polarization states in the mid-IR
fiber laser. For the focusing SWG coupler on the suspended membrane platform, the
grating coupler was fabricated on the top-silicon-layer thickness of 340 nm and BOX
thickness of 2 μm. With the lateral subwavelength period of 800 nm, the TE mode
focusing SWG couplers with lateral subwavelength fill factors of 0.25, 0.33, and
0.4 were fabricated and measured at a wavelength of 2.7 μm. Under the 10-degree
incident angle, a maximum coupling efficiency of 24.7% was measured. Similarly,
there is about a 20% coupling efficiency difference between theoretical simulations
and experimental results due to the unoptimized polarization of the incident light. In
the suspendedmembrane waveguide coupled with the SWG, shown in Fig. 6.15c, the
BOX below the grating coupler and waveguide region has been entirely etched away,
and the waveguide is supported by two-side cantilevers, as shown in Fig. 6.15d. This
suspended structure overcomes the problem of the BOX absorption to mid-IR light
and significantly expand the spectral bandwidth to wavelengths as long as 8 μm.

An alternative approach to the suspended membrane waveguide is to use a
subwavelength-structured fully suspended slot waveguide (FSSWG) for mid-IR
applications [10]. 1D SWGs were used to support slotted waveguide cores. The
SWGs in the FSSWG can be treated as a lateral waveguide cladding with an equiv-
alent and homogeneous RI [41]. Fabricated symmetric FSSWGs had a propagation
loss of 7.9 dB/cm at the wavelength of 2.25 μm. With the removal of the BOX, the
FSSWG has a broad spectral range of transparency that is limited only by the absorp-
tion of silicon at wavelengths longer than 8 μm. Numerical investigation shows that
the maximal absorption loss is 1.89 dB/cm at 6.9 μm in a wavelength range of 2–
8 μm [42]. Figure 6.16a shows a tilted view of the SWG coupler connecting to the
FSSWG. Figure 6.16b shows the top view of a symmetric FSSWG and an asym-
metric FSSWG. To check the mechanical stability, FSSWGs were cleaved from the
middle and released bywet-etching the BOX. Figure 6.16c shows cleaved waveguide
ends without vertical misalignment for the two separated silicon waveguide cores.
Figure 6.16d–h presents the top-view SEM images of the FSSWG bend, FSSWG
racetrack resonator, and strip-to-slot mode converter, respectively. Note that light is
coupled into the resonator based on a symmetric directional coupler as shown in
the green solid box in Fig. 6.16f. By using asymmetric FSSWGs, the propagation
loss, bending loss, and intrinsic optical quality factor (Q factor) were improved to
2.8 dB/cm, 0.15 dB/90°, and 12,600, respectively, compared with those based on
the symmetric FSSWGs. The average conversion efficiency of a strip-to-slot mode
converter is 95.4% in a 170-nm bandwidth. In addition, fully suspended nanopho-
tonic waveguide resonators with a high-Q factor of 40,600 and tailorable operational
bandwidth were also demonstrated.
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Fig. 6.16 SEM images of fabricated fully suspended slot waveguide (FSSWG) devices. a Tilted
view of the SWG coupler connecting to the FSSWG. b Top view of the symmetric FSSWG and an
asymmetric FSSWG. c Cross-sectional view of cleaved waveguide ends of the symmetric FSSWG
and an asymmetric FSSWG. d FSSWG bend. e FSSWG racetrack resonator side-coupled to a bus
waveguide. f Zoom-in of the coupling region indicated by the dashed rectangle in e. gA strip-to-slot
mode converter. h Zoom-in of the inverse slot taper indicated by the dashed rectangle in g. Adapted
with permission from [10] © The Optical Society and [42] with the permission of AIP Publishing

Besides silicon devices, SWGs have been also studied in mid-IR germanium
photonics. Themid-IR fingerprint spectral region, spanning approximately 8–14μm,
has numerous applications in biochemical sensing and spectroscopy. However,
silicon PICs are applicable only at wavelengths below 8 μm, which is moderated by
the transmittance of waveguide or substrate materials. To overcome this problem,
germanium photonic integrated circuits (PICs) have been studied in the past few
years. Since 2017, we have developed novel mid-IR germanium PICs including
focusing SWG couplers [43], photonic crystal cavities [44, 45], and microring
resonators [46]. The germanium SWG couplers were designed on a germanium-
on-insulator (GOI) wafer with a top germanium layer thickness of 600 nm. We
chose the lateral subwavelength period (�x) as 600 nm to satisfy the subwavelength
condition at a wavelength of 2.4 μm. After the optimization, with the longitudinal
grating period (�Y ) of 1196 nm, longitudinal grating fill factor (f Y ) of 0.6, and
lateral subwavelength fill factor (fx) of 0.83, the 2D simulation shows that the TM-
mode SWG couplers have a maximum coupling efficiency of−4.1 dB with the 1-dB
bandwidth of ~66 nm. We then fabricated the focusing SWG couplers as shown in
Fig. 6.17a. Experimental measurements show that the focusing SWG coupler has a
maximum efficiency of −11 dB and a 1-dB bandwidth of ~58 nm and coupled the
TM-polarized light at a center wavelength of 2.37 μm, as shown in Fig. 6.17b. The
measured bandwidth of the focusing SWG coupler agrees with the 3D FDTD simu-
lation, but the measured coupling efficiency is much lower than the simulation. The
large discrepancy between the experimental measurement and simulation results is
because the light emitted from the input fiberwas elliptically polarized.Moreover, we
demonstrated the germanium SWG couplers integrated with suspended membrane
waveguides (Fig. 6.17c), photonic crystal cavity with Fano resonance (Fig. 6.17d),
photonic crystal nanobeam (Fig. 6.17e), and microring resonators, respectively. At
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Fig. 6.17 Demonstrations of the mid-IR germanium suspended membrane devices. a SEM image
of the focusing SWG coupler. b 3D FDTD simulation and measurement of the focusing SWG
coupler. c SEM image of the suspended membrane waveguide cross-section. d SEM image of
photonic crystal waveguide with Fano resonance. e SEM image of the photonic crystal nanobeam
cavity. Reproduced with permission from [43–45] © The Optical Society

a wavelength of 2.4 μm, we demonstrated the maximum Q factors of ~18,000 and
~57,000 for the photonic crystal nanobeam and microring resonator, respectively.
The suspended membrane germanium PICs open new doors for the production of
mid-IR devices in long-wavelength regions.
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6.5 Numerical Optimization for the Design
of Subwavelength Structures

Numerical optimization of a particular design should start with a clear definition
of what combination of performance parameters are to be optimized. There exist
many different general FOMs of an integrated photonic component: Examples of
performance parameters that may be used in the FOMs include insertion loss, back
reflection, optical bandwidth, polarization dependence, optical dispersion, effective
area, and nonlinearity. Many of these FOMs are dependent on different parame-
ters of the subwavelength structures on the planar waveguide circuit. Moreover, the
minimum dimension and critical feature size of a particular design determine the
fabrication tolerance and large-volume manufacturability of photonic components.
Beyond using our understanding of the underlying physics of a particular func-
tional element, as elaborated in many examples above, numerical optimization can
be an integral part of the design flow that can further improve device performance by
numerical optimization tools.Within the large design parameter space that is typically
associated with the design of photonic components, numerical optimization offers
the possibility to search for a solution with the best combination of FOMs. Precise
balancing of the various FOMs is also allowed in the iteration process, which can be
fully automated. The numerical optimization can improve the device performance,
fabrication robustness and may also lead to more compact device footprints.

Integrated photonic components such as the subwavelength grating coupler, beam
splitter, waveguide crossing, and wavelength-, polarization-, and mode-handling
devices have been reported using the various optimization tools. The reported
optimization toolbox includes the particle-swarm algorithm [30, 47, 48], genetic
optimization [49–53], and machine-learning methods [54–56]. Intricate geometric
waveguide patterns can be generated on the SOI platform by the inverse design
and topology optimization [57–62]. Benefitting from the growing computational
resources, the optimization approaches are being developed toward the ability to
seek a multitude of optimum parameters to enable more complex FOMs criteria,
while still considering the fabrication robustness in volume production.

This section elaborates on four applications of numerical optimization for the
design of silicon photonic components. We describe the application of genetic opti-
mization in the design of a diffractive waveguide grating coupler with an objec-
tive function that enables perfectly vertical coupling, high coupling efficiency, wide
optical bandwidth, low back reflection, and fabrication robustness [51]. Taking
advantage of the EMT discussed previously, the numerical optimization can be
practically applied for the design of a subwavelength dual-polarization grating
coupler for use with spatial-division multiplexing (SDM) in a few-mode fiber
(FMF) [52, 53]. Next, design and numerical optimization of dual-wavelength-band
focusing subwavelength grating couplers are discussed [69, 70]. Finally, a numeri-
cally designed subwavelength hyperuniform disordered silicon photonic (HUDSiP)
polarizer is discussed [63].
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6.5.1 Perfectly Vertical Grating Coupler for Multi-core Fiber

Typical grating couplers rely on the tilted configuration,which needs a small coupling
angle relative to the chip-surface normal to reduce reflection into the optical waveg-
uide due to the second-order Bragg diffraction. Nevertheless, perfectly vertical
coupling takes the advantages of an easier optical alignment in the packing process. It
has no spatial-channel-dependent loss theoretically when directly coupled to a multi-
core fiber (MCF) in the spatial-division multiplexing (SDM) system. The number
of spatial channels can be scaled by a grating array depending on the design of the
MCF, as shown in Fig. 6.18a for a 7-channel MCF. Therefore, the perfectly vertical
coupling may be more suitable as a spatial multiplexer for MCF compared with the
off-normal configuration.

The PVGC is designed for coupling to the TE mode in a silicon waveguide from
a standard single-mode fiber (SMF) with a mode field diameter (MFD) of 10.4 μm
at 1550 nm. A polysilicon layer with a thickness of 160 nm is deposited on the SOI
wafer to increase the grating directionality of over 80%, as implemented in [64, 65].
The SOI wafer has a 220-nm thick top silicon layer and a 2-μm thick BOX layer.
Dry etching of 70 nm into the bottom crystalline silicon is executed for the grating
grooves. The top cladding is silicon dioxide.

Ideally, a PVGC is expected to possess a high coupling efficiency, wide optical
bandwidth, low back reflection, and fabrication robustness. The structural parameters
of a diffractive grating include the length of the grating teeth and grooves. The genetic

Fig. 6.18 a SEM image of the PVGC array for a 7-channel MCF. b Optimization flowchart of
the genetic algorithm for the PVGC. c Evolutional diagram of the PVGC showing the normalized
fitness versus the number of generations. d Simulated coupling efficiency and back reflection of the
PVGC by a 2D FDTD. Reproduced with permission from [51] © The Optical Society
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algorithm is used for the optimization of structural parameters oriented by a custom-
defined fitness [66]. The flowchart of the genetic algorithm for PVGC is illustrated
in Fig. 6.18b. The optimization loop is fed by a random periodic grating in the step
of (i) population initialization. Each population is a vector of a point in the search
space. To take into account of all the objectives, the fitness F is defined by (6.11) for
(ii) evaluation,

F =
N∑
i=1

CE(λi ) − η × BR(λi ) (6.11)

where λ is the optical wavelength, CE is the coupling efficiency evaluated by 2D-
FDTD simulation, BR denotes the back reflection into the silicon waveguide, and η is
a weighting factor to balance the improvement in numerical iterations. The fitness F
includes simulation performance covering the C-band from 1530 nm to 1565 nm. (iii)
Determine the termination of iterations according to the criteria that no improvement
has been obtained in the most-recent 30 generations. In the step (iv) selection, popu-
lations are kept using the Roulette-Wheel selection method [66]. The (iv) crossover
function is implemented at an 80% probability to intermix the populations with each
other. The reproduced populations would experience (vi) mutation at a probability
of 10%, where the structural parameters experience random variations. In order to
possess a robust fabrication performance, the minimum feature size is restricted
to be above the requirement using the 193 nm DUV lithography for large-volume
manufacturing by the commercial silicon photonics foundries.

The evolutional diagram showing the normalized fitness in different optimization
generations is presented in Fig. 6.18c, confirming the progress of convergence. η is
set as zero in the first round of optimization and results in a large back reflection above
−10 dB. By setting η at a tentative value of 4 in the second round of optimization,
the optical power reflected into the SOI waveguide can be below −20 dB from 1532
to 1576 nm as shown in Fig. 6.18d. The 2D-FDTD simulation predicts the optimized
diffractive grating has a peak coupling efficiency of −2.0 dB (63.0%) at 1546 nm.
The 1-dB optical bandwidth is 43 nm, and the 3-dB bandwidth is 64 nm, as presented
in Fig. 6.18d. The structural parameters after two rounds of genetic optimization of
the PVGC are summarized in Table 6.4.

Table 6.4 Parameters of the perfectly vertical grating coupler

No. 1 2 3 4 5 6 7 8 9 10 11 12

Teeth (nm) 270 252 209 221 225 212 217 228 276 296 330 325

Grooves (nm) 236 301 351 353 365 373 376 363 296 254 237 247

No. 13 14 15 16 17 18 19 20 21 22 23 24

Teeth (nm) 294 292 316 332 308 310 324 293 215 316 321 269

Grooves (nm) 266 276 206 232 256 255 219 258 340 261 264 294
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Fig. 6.19 a Spectrum of the coupling efficiency (CE) and back reflection (BR) of the PVGC
by simulation (Sim.) and experiment (Exp.). A zoom-in view of the FP ripples is shown in the
inset. b SEM image of the focusing PVGC. c SEM image of the PVGC with a polysilicon layer.
Reproduced with permission from [51] © The Optical Society

The experimental coupling efficiency is measured with two focusing PVGCs
connected by a strip waveguide. The performance of a single grating coupler is
depicted by the solid red line in Fig. 6.19a. The grating coupler has a peak coupling
efficiency of−2.7 dB (53.7%) at 1539.2 nm. Themeasured 1-dB bandwidth is 33 nm,
and the 3-dB bandwidth is 56 nm. Effective suppression of the back reflection is
achieved around the central spectral region with an obviously reduced F-P ripple
size of the two PVGCs, presented in the inset in Fig. 6.19a. The back reflection
spectrum is shown by the solid blue line, which is extracted from the F-P ripples in
the measured coupling efficiency spectrum. The optimum back reflection is less than
−13 dB in the C-band. The minimum measured ripple size is about 0.26 dB, which
represents a reflection of about −18 dB. SEM images of the grating coupler array
and the top view are shown in Fig. 6.19b, c after removing the top oxide layer.

6.5.2 Subwavelength Dual-Polarization Grating Coupler
for Few-Mode Fiber

An alternative and popular scheme of the SDM communication system is based on
the multimode fiber or FMF employing the different fiber modes. Diffractive waveg-
uide grating couplers can be used as a modemultiplexer as conceptually illustrated in
Fig. 6.20a–d. To increase the number of multiplexing channels via a single compo-
nent, a 2D grating coupler is adopted by combining the TEmodes in two orthogonally
oriented waveguides. The waveguide grating is symmetric for the two orthogonal
polarizations so that a total of four optical channels including LP01−x, LP11x, LP01−y,
and LP11−y can be coupled into the FMF. The simultaneous diffraction of two TE
modes via a single grating is allowed because their effective refractive index in the
wide waveguide, which has an expanded width of more than 10 μm, is about the
same. Similar to the case in the previous example, the subwavelength 2D grating
coupler is expected to have a high coupling efficiency, wide optical bandwidth, low
back reflection, and fabrication robustness.
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Fig. 6.20 Schematic diagrams of the mode excitation in a two-mode few-mode fiber (FMF) via
a dual-polarization subwavelength silicon waveguide grating. a LP01−x mode. b LP11−x mode.
cLP01−y mode, and dLP11−y mode.Reproduced from [52]with the permission of IEEEReproduced
from [52] with the permission of IEEE

However, the logic of numerical optimization is hindered by the complexity of
the 3D FDTD simulation, which is required for a dual-polarization grating coupler.
Each 3D FDTD simulation of the subwavelength grating with a footprint larger than
dozens ofmicrons requires several hours to finish, resulting in an extremely long time
for numerical iterations, let alone the convergence of optimization. This obstacle can
be reduced by employing the EMT and 2D FDTD simulations.

The adoption of the 2D FDTD simulation for a dual-polarization subwavelength
grating is under the premise of two conditions. Thefirst condition is that EMTdenoted
by (6.7)–(6.8) can be used to estimate the refractive index of the subwavelength region
in 2DFDTDsimulation as, shownbyFig. 6.21a. Secondly, the subwavelength grating
is symmetric for the two orthogonal polarizations, so that performance of only a
single polarization is needed. As the modes TE0 and TE1 in the wide grating region
have similar effective refractive indexes, the FOMs of the dual-polarization subwave-
length grating in the optimization process can be simplified to the performance of
the fundamental TE mode in a single polarization. In other words, 2D FDTD simu-
lation is feasible for subwavelength grating optimization instead of relying on the
time-consuming 3D FDTD.

Fig. 6.21 a Exported XY view for 2D FDTD simulation of the subwavelength grating coupler by
Lumerical. b Evolutional diagram of the subwavelength grating coupler showing the normalized
fitness versus the number of generations. c Experimental coupling efficiency of the subwavelength
grating coupler for mode LP01−x, LP11−x, LP01−y, and LP11−y. Reproduced from [52] with the
permission of IEEE
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The high-refractive-index region and the low-refractive-index region of the grating
coupler are formed by the 220-nm thick silicon layer and the 70-nm shallow-etched
subwavelength holes, as shown by Fig. 6.21a. The minimum feature size is limited
in the optimization process to sustain robust fabrication using photolithography.
Figure 6.21b presents the normalized fitness in the genetic optimization process. In
2D FDTD simulation, a square-shaped subwavelength hole is used. However, the
square-shaped hole is converted to the round-shaped hole in the mask layout, and
fabrication with the same area as a round-shaped hole allows fabrication using the
standard DUV photolithography with less stringent requirements, as discussed in the
design of a nanohole grating coupler.

The experimental coupling efficiency of the dual-polarization waveguide grating
is characterized by measuring the fiber-waveguide-fiber transmission with an SMF
as the input and a two-mode FMF as the output. The coupling spectrums of the
LP01−x, LP11x, LP01−y, and LP11−y using a subwavelength dual-polarization waveg-
uide grating are shown in Fig. 6.21c. The LP01 mode has a peak coupling efficiency
of −4.9 dB. The LP11 mode has a peak coupling efficiency of −5.8 dB. The 3-dB
bandwidths are 23.2 nm and 21.6 nm for the two modes, respectively.

On-chip mode multiplexing of the TE0 mode and TE1 mode is realized by the
asymmetrical directional coupler based on the phasematching between the parallelly
spaced waveguides, as shown in Fig. 6.22a. The effective refractive index of the TE0

mode in the narrower waveguide should be close to that of the TE1 mode in the
wider waveguide [67, 68]. To verify the selective excitation of different modes and
polarizations in FMF via the subwavelength waveguide grating coupler, an infrared
camera with a 40 × lens is used at the end of the FMF to capture the output field
profiles, as shown in Fig. 6.22c.

Thanks to the EMT and 2D FDTD, the simulation time of the subwavelength 2D
grating coupler can be significantly reduced to about 10 s rather than more than 5 h
using 3D FDTD under the same mesh order. Numerical iterations in the multiple
parameter space are thus feasible for device optimization.

Fig. 6.22 a SEM image of the input single-mode gratings and asymmetric directional couplers for
on-chip mode multiplexing with a zoom-in view shown in the inset. b SEM image of the fabricated
subwavelength waveguide grating coupler with a zoom-in view shown in the inset. c Output field
profiles of the FMF when LP01−x, LP11x, LP01−y, and LP11−y are selectively coupled by the
subwavelength waveguide grating coupler. Reproduced from [52] with the permission of IEEE
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6.5.3 Dual-Wavelength-Band Focusing Subwavelength
Grating Couplers (DWB FSWGCs)

To overcome inherent bandwidth limitation, a new type of surface grating coupler
(GC) was proposed, which can simultaneously couple TE-polarized light that is
spectrally separated in two wavelength bands with peaks located at (λ1, λ2) and a
tailorable spectral separation (
λ = λ2 − λ1) from a single-mode fiber into an SOI
waveguide under the same diffraction angle θ [69]. The focusing dual-wavelength-
band (DWB) subwavelength grating coupler was designed on an SOI suspended
membrane waveguide platform [40]. Figure 6.23a shows the schematic. Figure 6.23b
shows an SEM image of a fabricated GC4. The focal length is 12 μm in the –x-
direction. To avoid higher-order mode excitation, an inverse taper was used [71].

Figure 6.19c shows the design steps of DWB subwavelength grating couplers with
flexibly tailored peaks at (λ1, λ2). Black, white, and gray regions represent silicon,
air, and SWG, respectively. GC1−2 are uniform single-wavelength-band GCs, which
are designed based on the phase-matching condition [72] to have trial peaks at (λu1,
λu2) and the same θ. Note that λu1 (λu2) was initially designed longer than the targeted
λ1 (λ2). GC3 is a DWB GC generated by merging SWG regions in GC1 and GC2,
whose period and fill factor in the x-direction were tuned to create GC3 diffracting
light at the targeted (λ1, λ2) under θ and with balanced coupling efficiencies (CEs),
simultaneously. A flowchart is shown in Fig. 6.23d, in which a modified direct search
algorithm [73] is used for optimizing the figure-of-merit (FOM) of GC3, which
is defined as the multiplication of coupling efficiencies at the targeted two peaks

Fig. 6.23 a 3D illustration of a DWB FSWGC. b SEM image of a fabricated DWB FSWGC.
c Designing steps 1–4 for DWB FSWGCs. d Optimization flowchart of a modified direct search
algorithm used in step 4. Reproduced with permission from [69, 70] © The Optical Society
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CE(λ1)·CE(λ2), and lastly to obtain an optimized GC4. In the flowchart, �xi (f xj) is a
period (fill factor) of the i(j)-th diffractive unit in the x-direction, and 
�xi (
f xj) is
a bounded perturbation in each looped optimization step. After 2D FDTD simulation
in each iteration, FOM is calculated, if there is (no) improvement, the perturbation
is (discarded) stored. If there is no improvement in FOM over 5000 iterations, the
algorithm will be automatically stopped and output the final structure of GC4.

Designed on 340-nm and 500-nm SOI wafers, the numerical simulation predicts a
wavelength separation
λ of GC4 covering a range of 50–350 nm and 250–1250 nm
when CE > 30%, respectively [69, 70]. As proof of concept, using a 340-nm SOI,
measured peaks of two designedGC4 are at (1486.0, 1594.5) nmwith CEs of (18.3%,
20.14%) and (1481.5, 1661.5) nm with CEs of (14.5%, 17.5%) [69]. In another
example, using a 500-nm SOI, measured peaks of two GC4 are at (1.56, 2.255) μm
with CEs of (20.2%, 25.8%) and (1.48, 2.33) μm with CEs of (20.6%, 26.9%) [70].
With high CEs and a tailorable 
λ, DWB FSWGCs are promising candidates for
light coupling and wavelength multiplexing in the conventional telecommunication
bands and the emerging 2-μm wavelength band.

6.5.4 Hyperuniform Disordered Silicon Photonic (HUDSiP)
Polarizers

Another numerically designed device covered in this chapter is a HUDSiP polarizer.
A collective coordinate numerical optimizationmethod can be used for the generation
of hyperuniform disordered solid (HUDS) patterns [74–76]. Based on the exotic
properties of HUDS [77, 78], a state-of-the-art TM-pass HUDSiP polarizer was
demonstrated [63]. Operating in the subwavelength region, the TM-polarized light
has a low insertion loss in a HUDSiP polarizer [11, 72]. Due to strong birefringence
in a thin (220-nm) SOI, the TE-polarized light is blocked by the photonic bandgap-
based reflection, scattering, and radiative band-edge resonances validated by the
dipole cloud approach [79]. These combined effects produce a much wider working
bandwidth than those of a hyperuniform disordered network polarizer [80] and a
hyperuniform disordered photonic bandgap polarizer [81].

Figure 6.24a shows optical micrographs of fabricated devices. A single device
consists of TE- and TM-mode subwavelength grating couplers, a pair of direc-
tional couplers for (de)multiplexing of orthogonally polarized modes into (out of)
a bus waveguide, and a HUDSiP polarizer is at the middle of a bus waveguide.
Figure 6.24b, c shows the top-view SEM images of a 12.9-μm-long HUDSiP polar-
izer. The measured average transmission of the TE mode and the TMmode, average
extinction ratio, insertion loss of the TM mode at 1550 nm, and bandwidth are,
respectively (−39.5 dB, −0.7 dB, 38.8 dB, 0.5 dB, >210 nm) and (−42.2 dB, −
0.8 dB, 41.4 dB, 0.4 dB, >40 nm) for the 8.6-μm-long and 12.9-μm-long HUDSiP
polarizers. HUDSiP polarizers have the state-of-the-art figure-of-merits (including
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Fig. 6.24 Micrograph images of fabricated devices. a Device array. b Top-view SEM image of a
HUDSiP polarizer. c Zoom-in at the part indicated by a dashed rectangle in b. Reproduced from
[63] with the permission of IEEE

working bandwidth, extinction ratio, and insertion loss) compared with those of
previously reported polarizers [63].

6.6 Conclusion

In this chapter, we have described the use of effective medium theory and subwave-
length gratings in the design of photonic devices.We showed howSWGare useful for
increasing the bandwidth of grating couplers, apodizing the grating strength formode
matching, compensating waveguide birefringence and providing the holes for the
local etching of the BOX in a suspended membrane waveguide and fully suspended
slot waveguides and enabling the fabrication of devices operating in the mid-IR
spectral region, and avoid limitations from the optical absorption of the buried oxide
layer. In the optimization of the design of passive optical components, numerical
techniques are invariably used, and the EMT is a particularly useful approxima-
tion, which can enable 3D structures to be modeled by equivalent 2D simulations
in numerical optimization algorithms. We discussed their use in the engineering of
perfectly vertical grating couplers and dual-wavelength-band grating couplers. In the
context of subwavelength devices, we also briefly discussed the hyperuniform disor-
dered structures formed by etching subwavelength holes in a hyperuniform disor-
dered structure to form broadband integrated polarizers. Subwavelength engineering
offers a highly useful additional degree of freedom in the design and optimization
of photonic devices and will doubtless remain useful for the implementation of new
passive devices based on a combination of physical principles (e.g., metasurfaces,
cavities, dispersion engineering) and numerical optimizations in the future.
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Chapter 7
Non-Hermitian Physics and Engineering
in Silicon Photonics

Changqing Wang, Zhoutian Fu, and Lan Yang

Abstract Driven by the great needs for low-cost and scalable advanced optoelec-
tronic systems that could leverage the existing infrastructure already developed for
the semiconductor industry, silicon photonics has been extensively explored as a
platform with system-level integration to host numerous devices and systems with
various functionalities, including lasers, modulators, filters, isolators, wavelength
division multiplexing (WDM) transceivers, etc. Recently, non-Hermitian physics,
which breaks the conventional scope of quantum mechanics based on Hermitian
Hamiltonians, has been widely explored in the platform of silicon photonics. With
judicious designs of refractive index, modal coupling and gain–loss distribution,
unconventional control and manipulation of light flow and nonlinear effects could be
achieved. As we will discuss in this chapter, the unconventional properties of excep-
tional points and parity-time symmetry realized in silicon photonics have created
new opportunities for ultrasensitive sensors, laser engineering, control of light prop-
agation, topological mode conversion, etc. The marriage between the quantum non-
Hermiticity and classical silicon platforms not only inspires numerous studies on the
fundamental physics but also enriches the potential functionalities of the integrated
photonic systems.
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and manipulation of light flow and nonlinear effects could be achieved. As we will
discuss in this chapter, the unconventional properties of exceptional points and parity-
time symmetry realized in silicon photonics have created new opportunities for ultra-
sensitive sensors, laser engineering, control of light propagation, topological mode
conversion, etc. The marriage between the quantum non-Hermiticity and classical
silicon platforms not only inspires numerous studies on the fundamental physics but
also enriches the potential functionalities of the integrated photonic systems.

7.1 Introduction

Non-Hermitian physics describes open quantum systems that interact with the envi-
ronment in the form ofmatter or energy exchange. In quantummechanics, theHamil-
tonian (H ) describing a closed quantum system is a Hermitian operator satisfying

[1]. Its eigenvalues are real, and the corresponding eigenstates are orthogonal
to each other, which provide a complete orthonormal basis to describe any state of the
system in the Hilbert space. However, such argument conveys no information of the
spectral behavior and state description when the system interacts—often unavoid-
ably—with the environment. The most common form of interaction is the energy
dissipation, i.e., the energy transfers from the system to the surrounding environment,
such as decoherence in atomic states, or optical absorption/radiation/scattering loss
in confined optical structures. Even though the density matrix description and the
master equation approach [2–4] offer standard tools for describing behavior of open
systems in different situations, in many cases, concise descriptions directly offered
by Hamiltonians are more favorable.

Toward the end of the twentieth century, the traditional scenario of quantum
theory was expanded by introducing a non-Hermitian Hamiltonian, which satisfies

, to describe an open system [5–7]. The eigenvalues are in general complex,
and the associated eigenstates can be non-orthogonal. In particular, non-Hermitian
degeneracies happen at an exceptional point (EP) where two or more eigenvalues
and corresponding eigenstates coalesce simultaneously. Besides, much interest was
aroused to a special family of open systems preserving parity-time (PT ) symmetry
[8–14], whose Hamiltonians commute with the joint operation of parity operator (P)
and time-reversal operator (T ), i.e., [H, PT ] = 0. PT -symmetric systems are found
to exhibit real eigenspectra out of complex potential under a certain range of parame-
ters, while the eigenstates are non-orthogonal to each other. In short, the introduction
of the non-Hermitian approach has opened up new routes to the exploration of phys-
ical properties of open quantum systems and established a nascent research field
that facilitates the understanding of dissipation/amplification in a variety of physical
systems.

About a decade later, non-Hermitian physics initiated a new wave of ripples in
classical systems [13], including electronics [15, 16], metamaterial [17], acoustics
[18], and especially optics [19–23]. Helmholtz equations under paraxial approxima-
tion can be viewed in analogy to the Schrödinger equation,with the quantumpotential
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replaced by the optical index profiles [24]. The real and imaginary parts of the poten-
tial can be realized by optical refractive index and the optical gain/loss, respectively,
which are quite feasible with the modern nanophotonic technique. As a result, a
series of studies have been carried out for optical systems operating around EPs,
where unconventional physical phenomena have been unveiled, including spectral
singularity, chiral modes, unidirectional reflection, and so on, creating new opportu-
nities to sensing, mode engineering, and optical signal processing. Interests in PT -
symmetry also boomed due to its potential applications in engineering on-chip lasers
and light transport, such as single-mode lasing and nonreciprocal light propagation.

Silicon photonics has played an indispensable role in the progress of non-
Hermitian physics in optical systems. They offer unique advantageous features
for optical design, including integratability, low cost, scalability, room-temperature
operation, flexible control of optical parameters (field intensity, phase, polarization,
refractive indices,mode coupling strengths, and optical damping rates), compatibility
with other degrees of freedom, etc. [25]. Especially, many ideas were implemented
into various optical structures such as waveguides and resonators, as well as photonic
crystals. In such structures, optical resonant frequencies can be controlled via the
thermo-optic effect [26, 27], while the coupling between different units can be intro-
duced and adjusted by spatial positioning [28], backscattering engineering [28, 29],
or geometric deformation [30–33]. The optical gain can be introduced by doping
rare-earth ions in silica material [34], while the loss can be engineered by external
absorbers [35] or the coupling loss induced by incoming/outcoming channels [36]. In
bothwaveguides and resonators, the spatial deposition of absorbingmaterials, such as
germanium (Ge) and chromium (Cr) onto silicon-based structures, enable local engi-
neering of refractive indices. In addition, by coating silica optical devices with other
transparent optical materials such as polymer [37–41] or silk fibroin [42, 43], one
can modify optical, thermal, and mechanical properties to achieve novel nonlinear
behavior. As a result, the silicon photonics platforms provide a fertile ground to the
studies of non-Hermitian physics. In return, non-Hermitian physics unleashes the
full potential of silicon photonics for novel functionalities and applications spanning
from sensing, lasing and optical information processing to the control of nonlinear
optical behavior.

In this chapter, we review the studies of non-Hermitian physics and the associated
engineering progress in silicon photonics. The chapter is organized as follows. In
Sect. 7.2, we introduce the theory on how non-Hermitian physics can be realized
in optical systems in an analogous manner to quantum scenarios. In Sect. 7.3, we
discuss the eigenspectra of non-Hermitian systems, where we explain the spectral
singularity associated with the exceptional points, and how they lead to ultrasen-
sitive sensors. In Sect. 7.4, we review the studies relevant to the mode interaction
and eigenstate features in non-Hermitian optical systems. In particular, the super-
modes in PT -symmetric systems and the chiral eigenmodes at EPs enable a series
of unconventional lasing behavior. In Sect. 7.5, we turn to the discussion of optical
scattering properties enabled by EPs and PT symmetry, i.e., the system’s response
to the incident optical waves. Such properties lay the foundation for various features
of light propagation including directionality, nonreciprocity, and group delay. The
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topological properties associated with the eigenspectra near EPs are discussed in
Sect. 7.6, which pave a new way to control and switch optical modes by topological
operations. Finally, we conclude the chapter by offering an outlook in Sect. 7.7.

7.2 Non-Hermitian Physics: From Quantum Mechanics
to Optics

7.2.1 Non-Hermitian Physics in Quantum Mechanics

Non-Hermitian quantum mechanics is an alternative formalism to standard Hermi-
tian quantum mechanics and presents a unique approach to describe open quantum
systems. The non-Hermitian theory is introduced to quantum mechanics mainly
for two reasons [5]. First, in quantum mechanics, many problems can be treated
in a simplified way, either analytically or numerically, by non-Hermitian quantum
mechanics than using the standard quantum theory. Second, many problems, such
as classical mechanical statistics and propagation of electromagnetic waves, can be
described by a Hamiltonian in analogy to the quantum description. The analogous
Hamiltonian, however, may not respect Hermiticity, and thereby in many cases, the
analogous quantum problem can only be described by non-Hermitian theory and
have no counterpart in the standard Hermitian quantum mechanics. In this chapter,
we will mainly focus on the second motivation with phenomena found in silicon
photonics being the main topic of interest. More interesting phenomena unveiled by
non-Hermitian physics can be found in related books and reviews [5, 13].

One of the most important ways of introducing non-Hermitian formalism to
quantum systems is to consider complex potentials in Schrödinger equations. It
is known that in standard quantum mechanics, the quantum potential can only
be a real function, conserving the total particle number or stored energy, while
the non-conservative open features can only be depicted by more complicated
formalism using a density matrix approach. Non-Hermitian quantum theory makes
sense of complex potentials that break Hermiticity of Hamiltonians which repre-
sent the conservative property of quantum systems. To be more specific, the
Schrödinger equation describing the evolution of a quantum wavefunction Ψ (r, t)
in a time-invariant complex potential is given by

i�
∂

∂t
�(r, t) =

[
− �

2

2m
∇2 + V (r)

]
�(r, t), (7.1)

where the complex potential V (r) implies non-conserved probability ∫|�(r, t)|2dr .
Non-Hermitian quantum theory not only offers an alternative approach for

open quantum problems but also introduces unconventional physical concepts and
phenomena, such as self-orthogonal eigenstates and parity-time symmetry. One
can find a considerable disparity between Hermitian and non-Hermitian systems.
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Closed systems with Hermitian Hamiltonians always have real eigenvalues and
orthogonal eigenstates under which the Hamiltonians are represented by diago-
nalized matrices. Their eigenstates |ψi 〉 are orthonormal under the inner product,
i.e. 〈ψi

∣∣ψ j 〉 = δi, j . Non-Hermitian systems, however, can possess complex eigen-
values and non-orthogonal eigenstates. Let us consider a non-Hermitian operator A
with eigenvalues λi and the corresponding eigenvectors |φi ) , i.e., A|φi ) = λi |φi ) .
In order to find an orthonormal eigenbasis, we define a bi-orthogonal product
(c-product) in replacement of the inner product, such that

(
φi |φ j

) = δi, j [5].
A peculiar situation occurs at non-Hermitian degeneracies where two or more

non-orthogonal eigenvectors coalesce, which is also named as a branch point, or
an EP. The bi-orthogonality yields (φEP|φEP) = 0, i.e., the eigenstate at an EP is
self-orthogonal. Such self-orthogonality is responsible for a great many singular
phenomena, including the divergence of expectation values of non-Hermitian opera-
tors, creation of probabilities, Berry phase accumulation by adiabatically encircling
EPs, and so on [5].

On the other hand, the complex potential can generate purely real eigenvalues,
if preserving symmetry under a joint operation of parity (P) and time-reversal (T )
operators, known as parity-time (PT ) symmetry [8]. The condition for a parity-time
symmetric potential is given as

PT V (r) = V (r), (7.2)

which yields a requirement for the complex potential

V (r) = V ∗(−r). (7.3)

So far,we have provided the basic concepts of non-Hermitian quantummechanics,
including the definitions of EPs and PT symmetry, in the context of open quantum
systems. Belowwe show how these quantum concepts and the associated phenomena
can be readily mimicked and applied in classical optical systems. We classify the
optical realization of non-Hermitian physics, including PT symmetry and EPs into
three categories: wave propagation under paraxial approximation in a transverse
complex potential, wave scattering in a longitudinal complex potential, and discrete
optics with a finite-dimension matrix form of Hamiltonians.

7.2.2 Paraxial Propagation of Electromagnetic Fields
in a Transverse Complex Potential

The classical realization of non-Hermitian physics can be first seen by investigating
the propagation of electromagneticwaves in an opticalmediumwith planar structures
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[24, 44, 45]. We start our analysis from a one-dimensional case shown in Fig. 7.1a,
where the field propagation occurs in a 1D potential along z axis and uniformity is
assumed for the potential in the y direction. Without loss of generality, we consider
a TE wave with an electric field E(x, z)e−iωt , for which the Helmholtz equation is
given by

[∇2 + k2ε(x, z)
]
E(x, z) = 0. (7.4)

If the medium is uniform along the z direction, we can rewrite the Helmholtz
equation under the paraxial approximation E(x, z) ∼ E(x)eikz ẑ, where ẑ is the
direction of the electric field,

ik
∂

∂z
E(x) = − ∂2

∂x2
E(x) − ω2

c2
ε(x)E(x), (7.5)

which takes a similar form to that of the Schrödinger equation. The time evolution
is replaced by propagation along the z-direction. The potential V (x) in Schrödinger
equations is represented by a term consisting of the complex permittivity ε(x), or
equivalently the squared refractive index n(x)2. Thereby, the propagation of the
electromagnetic field under paraxial approximation is in analogy to the quantum
evolution of a wavefunction within a 1D complex potential. It is now apparent that
the concept of PT symmetry can be introduced to the optical context with the spatial
distribution of complex permittivity satisfying

ε(x) = ε∗(−x), (7.6)

which can be realized in linear media by designing the refractive index distribution

n(x) = n∗(−x), (7.7)

indicating that the complex potential has symmetric real parts and antisymmetric
imaginary parts (Fig. 7.1b), i.e.,

Fig. 7.1 Realization of parity-time (PT ) symmetry in a transverse optical potential. aWave prop-
agation in a planar waveguide which has a distribution of electric permittivity ε(x) in the transverse
(x) direction. b An example distribution of the real and imaginary part of the refractive index as a
function of x to mimic a PT -symmetric potential
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nR(x) = nR(−x), nI (x) = −nI (−x). (7.8)

Similarly, in the two-dimensional potential, the condition for PT -symmetry is
modified to

n(x, y) = n∗(−x,−y). (7.9)

The antisymmetric imaginary parts indicate that the spatial balance between gain
and loss is required for PT -symmetric optic structures.

Equations (7.7)–(7.9) provide the basic guidance for engineering non-Hermitian
behavior and PT -symmetry in optical structures, with the real and imaginary parts of
the refractive index governing the oscillating behavior and amplification/dissipation
features of the electromagnetic wave. However, as we can see, the above discussion
focuses on the situation that the optical potential remains uniform along the direction
of wave propagation, which intends to mimic a time-invariant quantum complex
potential. A natural question to ask is whether and how a PT -symmetric system can
be found if the wave encounters variance of refractive index during propagation.

7.2.3 Wave Scattering in a Longitudinal Complex Potential

In this section, we turn to the discussion of the physical realization of wave scattering
in a longitudinal complex optical potential [46]. For a planar waveguide shown in
Fig. 7.2, the optical potential is modulated along the z axis which is the direction of
propagation in contrast to the situation in the last section where the refractive index is
only modified transversely. We assume that the waveguide has a resonant frequency
ω0, and the linear uniform optical medium has a plasma frequency ωp and damping
constant δ. The relative permittivity is then given by

Fig. 7.2 Realization of PT -symmetry in an optical scattering potential. Schematic diagram for the
planar slab waveguide in the three-dimensional view and the top view which are shown in the left
and right panels, respectively. Figures from Ref. [46]
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ε(z, ω) = 1 − ξ(z)
ω2

p

ω2 − ω2
0 + 2iδω

, (7.10)

where ξ(z) regulates the gain/loss distribution along the z direction. For example,
the gain medium has ξ(z) = −1 and the absorbing medium has ξ(z) = 1. In the
vacuum, ξ(z) = 0.

Considering a single-frequency TMmode with the electric field Ey(x, y, z, ω) =
−iω B̂x (x)φ(z, ω) and the magnetic field Bx (x, y, z, ω) = B̂x (x)

∂φ

∂x (z, ω),

Bz(x, y, z, ω) = − ∂ B̂x
∂x (x)φ(z, ω), we can derive the following relations based on

the Maxwell’s equations

(
c2

∂2

∂x2
+ ω2

c

)
B̂x (x) = 0, (7.11)

[
ω2ε(z, ω) − ω2

c

c2
+ ∂2

∂z2

]
φ(z, ω) = 0, (7.12)

with ωc being the cutoff frequency.
Now we consider the frequency ω to be slightly larger than the cutoff frequency

ωc, i.e., ω = ωc + �ω, as well as the assumptions
ω2

p

δ
� δ, ωc and �ω � δ, ωc.

One can find that

∂2

∂x2
φ(z, ωc + �ω) = −

(
iξ(z)

ωcω
2
p

2c2δ
+ 2�ω

ωc

c2

)
φ(z, ωc + �ω). (7.13)

The approximation made so far has reduced all higher-order terms of �ω/ωc so
that the time evolution term is linearized to a simple form. Reconverting Eq. (7.13)
to the time domain with the definition ψ(z, t) = ∫

d�ωφ(z, ωc + �ω)e−i�ωt , we
get

i�
∂ψ

∂x
(z, t) = − c2

2ωc

∂2

∂z2
ψ(z, t) − iξ(z)

ω2
p

4δ
ψ(z, t). (7.14)

It is not hard to find that Eq. (7.14) takes the form of a Schrödinger equation with
the definition of the effective mass of photon m = �ωc

c2 and the effective potential

V (z) = −iξ(z)
ω2

p�

4δ . Therefore, non-Hermitian phenomena can be generated by judi-
ciously designing the optical structures. For example, the condition of PT symmetric
scattering potential for the mode with near-cutoff frequency is V (z) = V ∗(−z).
This can be achieved, for instance, by engineering the gain/loss distribution in the
waveguide to realize a simple form of ξ(z) as



7 Non-Hermitian Physics and Engineering in Silicon Photonics 331

ξ(z) =
⎧⎨
⎩

−1 gain medium −l < z < 0
1 absorbing medium 0 < z < l
0 vaccum |z| > l

. (7.15)

7.2.4 Non-Hermitian Optical Waveguides and Resonators

Being the most indispensable elements in photonic devices and systems, guided
wave optical structures such as waveguides and resonators are common platforms for
the realization of non-Hermitian behavior and functionalities. Moreover, the afore-
mentioned wave propagation under paraxial approximation can be readily applied
to optical transport in guided wave structures. Therefore, in this section, we take
a further step to introduce the coupled-mode theory describing the non-Hermitian
guided wave optical structures.

Without loss of generality, let us consider a 1D coupled waveguide system
consisting of two waveguides with a difference in their uniformly distributed loss (or
gain). By finding the extremum of Lagrangian with respect to the mode amplitudes
a1(z) and a2(z), one can derive the coupled-mode equations [47–49]

i
da1
dz

= −iγ1a1 + κ12a2, (7.16)

i
da2
dz

= −iγ2a2 + κ21a1, (7.17)

with γ1 and γ2 representing the loss rates for the first and second waveguide modes,
respectively, and κ being the coupling strength between the two modes. It follows

that by writing i dadz = Ha, where a =
(
a1
a2

)
, one can derive a Hamiltonian matrix

out of the coupled-mode equations [13]

H =
(−iγ1 κ12

κ21 −iγ2

)
. (7.18)

Note that implies the non-conservation of energy induced by, for instance,
the existence of loss, even though we usually have κ12 = κ∗

21 for energy-conserved
coupling. If one waveguide is engineered to have a loss and the other has an equal
amount of gain, i.e., γ1 = −γ2 > 0, then the system respects PT -symmetry.

On the other hand, optical resonators are another set of ideal candidates for
implementing non-Hermitian potential. As a counterpart to the spatial propagation
dynamics in coupled waveguides, the coupled resonators have dynamic temporal
evolution described by temporal-coupled-mode theory [50]
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i
da1
dt

=
(
ω1 − i

γ1

2

)
a1 + κ12a2 ,

i
da2
dt

=
(
ω2 − i

γ2

2

)
a2 + κ21a1 , (7.19)

whereω1,2 are resonant frequencies of themode 1 (with field amplitude a1) andmode
2 (with field amplitude a2), γ1,2 are the intrinsic loss rates of the resonators, and κ12
(κ21) is the coupling strength from mode 2 to mode 1 (mode 1 to mode 2). For two
directly coupled resonators, we have κ12 = κ∗

21 = κ due to conservation of energy.
The phase factor of a coupling constant usually does not exhibit physical meaning
unless the relative phase between different coefficients is considered [51–53]. When
the resonant frequencies of the two resonators are aligned such that ω1 = ω2, it is
also possible to manage the two resonators to realize a PT -symmetric system by
setting a gain–loss balance, or a passive PT -symmetric system if gain and loss are
not balanced. The eigenvalues are given by

λ± = ω1 + ω2

2
− i

γ1 + γ2

4
±

√
|κ|2 −

(
γ1 − γ2

4

)2

. (7.20)

If the coupling strength κ is larger than a critical value κth = γ1−γ2
4 , then the

two eigenvalues have two real parts and identical imaginary parts, corresponding to
two supermodes with the same gain/loss feature but split resonant frequencies. If
κ < κth , however, the two eigenvalues overlap in their real parts, but have different
imaginary parts, leading to two optical supermodes with identical resonant frequency
but disparate gain/loss.At the phase transition pointwhere κ = γ1−γ2

4 , the eigenvalues
are degenerate, and the associated eigenstates also coalesce, leading to the emergence
of an EP. The aforementioned phase transition under varied coupling strength or
gain/loss rates defines different regimes for PT -symmetric systems and has been
observed in both optical waveguides [47] and resonators [54].

7.3 Spectral Singularity and Enhanced Sensing

The EP of a non-Hermitian system is characterized with the coalescence of both
eigenvalues and eigenvectors, and the behaviors of eigenvalues and eigenvectors are
of great interest when a small perturbation is introduced to the system. Generalized
perturbation theory on the eigenvalue bifurcation at an N th-order EP yields a unique
Nth-root dependence on the perturbation strength [55]. This mathematical result, if
implemented in the application of sensors, could benefit the sensing performance
by amplifying the sensor response to tiny perturbations according to the N th-root
law. However, the realization of an EP in sensors may pose a problem, because it
typically requires fine control of parameters and its status needs to be sustained for
long enough. Fortunately, microcavity sensors based on silicon photonics provide
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unprecedented tunability in terms of the system parameters and therefore become
an ideal candidate for the demonstration of EP-enhanced sensors. In this section, we
will discuss the theory on the enhancement of response in EP sensors, as well as how
EPs are experimentally realized and maintained in these silicon-photonic systems.

7.3.1 Spectral Singularity at Exceptional Points

In the systemswith non-HermitianHamiltonians, the spectral singularities associated
with EPsmanifest themselves as the simultaneous coalescence of several eigenvalues
and the corresponding eigenvectors. The Hamiltonian becomes non-diagonalizable
at these singularities and can only be transformed into Jordan canonical form by
a similarity matrix, where the order of EPs determines the length of Jordan block
within the Jordan canonical form. For example, an N th-EP corresponds to a Jordan
block of length N that takes the form below

Jλ(N ) =

⎡
⎢⎢⎢⎢⎢⎣

λ 1
0 λ

· · · 0
0

...
. . .

...

0 0
0 0

· · · 1
λ

⎤
⎥⎥⎥⎥⎥⎦

. (7.21)

It is of a natural instinct to investigate how perturbation to the system will cause a
bifurcation of eigenvalues and eigenvectors. Square-root and third-root dependence
in the bifurcation with respect to the perturbation strength have been found in the
second- and third-order EPs [56, 57], respectively. In a more general case, it has also
been shown that the perturbative behavior of a Jordan block of length N follows an
N th-root relation [55]. Under a small perturbation ε to the elements of Jordan block,
the eigenvalue can be expressed in the form of Puiseux series

λ(ε) = λ(0) + λ1
N
√

ε + O(
N
√

ε
)
. (7.22)

The above relation holds as long as the first term λ1 is not vanishing, which is
usually the case formost physical perturbations that could affect the systems in reality.
Since the bifurcation response proportional to the N th-root of a sufficiently small
perturbation is much larger than the linear case ( N

√
ε 
 ε when ε → 0), steering

the sensor system to an EP was proposed as a novel method to enhance the response
of sensors to small signals [58–64]. In practice, EPs of lower order are easier to
implement, and their enhancing effects have been demonstrated in several different
types of photonic sensors, including nanoparticle sensors [65], gyroscopes [66],
thermal sensors [67], and even an immuno-assay nanosensor in a plasmonic system
[68]. The great flexibility of parameters in the silicon photonic systems facilitates
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the realization of EPs and paves a new way to improve sensor performance, which
will be discussed in the following sections.

7.3.2 EP-Enhanced Nanoparticle Sensor

The unique N th-root topology in the vicinity of an EP can be utilized to enhance
the sensor performance, for example, EP-enhanced nanoparticle sensing based on
an optical microcavity [65]. To understand the amplification of sensor response at
EPs, let us consider the conventional case (a microcavity without EP) first. When
a conventional microcavity is subject to a perturbation induced by some scatterers,
like nanoparticles, the Hermitian degeneracy (also known as a diabolic point, DP)
between clockwise (CW) and counterclockwise (CCW) traveling modes is lifted,
leading to a mode-splitting in the microcavity [28, 69–72]. The strength of mode-
splitting at DPs is proportional to the strength of perturbation, which can be derived
from the Hamiltonian: Starting from a general scenario—an unperturbed system
consisting of a microcavity and M scatterers. The (M + 1)th scatterer is introduced
as a perturbation, then the total effective Hamiltonian is [58, 73]

H =
[

�(M) A(M)

B(M) �(M)

]
+

[
V +U (V −U )e−i2mβ

(V −U )ei2mβ V +U

]
. (7.23)

The first term describes the unperturbed system, with the off-diagonal elements
A(M) and B(M) representing the intrinsic backscattering. The second term is the
Hamiltonian of perturbation. 2V and 2U are the complex frequency shifts for
positive- and negative-parity modes due to the perturbation; m is the azimuthal
mode order and β is the relative angle of the (M + 1)th scatterer. Conventional
microcavity sensors working at DPs have no intrinsic backscattering between CW
and CCWmodes, i.e., A(M) = B(M) = 0. Therefore, the complex frequency splitting
caused by a perturbation can be computed as ��DP = 2(V −U ) = 2ε. Here we
define (V −U ) as the complex perturbation strength ε, so we show that the surface
of eigenfrequencies for conventional sensors has a linear (cone-shaped) topology
around DPs (Fig. 7.3a).

However, sensors operating at EPs have a completely different topology, which
can help enhance sensitivity for small perturbations. Considering the same 2 × 2
Hamiltonian matrix above, if the system is at an EP, its backscattering will be fully
asymmetric. There is either no backscattering from CCW to CWmodes (A(M) = 0),
or from CW to CCW modes (B(M) = 0). In the case of B(M) = 0, for example, the
complex frequency splitting at a second-order EP will be

��EP = 2ε

√
1 + A(M)ei2mβ

ε
≈ 2eimβ

√
A(M)ε, (7.24)
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Fig. 7.3 a-b, Surfaces of the eigenfrequencies of a DP sensors and b EP sensors. c Measured EP
enhancement factor upon the variation of perturbation strength. The inset shows the log-log plots
of the mode-splitting in the EP and DP sensors. Figures from Ref. [65]

which gives rise to a square-root topology (Fig. 7.3b). As long as the intrinsic
backscattering is much larger than the perturbation (

∣∣A(M)
∣∣ 
 |ε|), EP sensors will

have a larger response compared to conventional DP sensors

|��EP| = 2
√
A(M)ε > |��DP| = 2ε. (7.25)

This implies that the sensitivity of sensor to sufficiently small perturbation can be
enhanced by operating the sensor at EPs.

EP-enhanced nanoparticle sensing has been demonstrated in a silica microcavity-
scatterer system [65]. To steer themicrocavity to an EP, two silica fiber tips (nanotips)
were used as scatterers. The nanotipsweremounted on two translation stages, respec-
tively, which can adjust their positions finely and thus tune the backscattering. The
EP sensor is realized when the mode-splitting by the first nanotip disappears in the
presence of the second nanotip, judged by observing unidirectional suppression of
reflection signal [29, 74]. Then, a third nanotip was introduced as the target perturba-
tion to characterize the sensor, and the perturbation strength is varied by tuning the
position of the third nanotip within the optical mode volume. The observed mode-
splitting in the EP sensor is larger than that in the DP sensor for any perturbation that
is weaker than 25MHz, and the enhancement factor can go up to 2.5 for perturbation
strength less than 5MHz (Fig. 7.3c). The inset shows the log-log plots of the amount
of mode-splitting as the perturbation strength varies for the EP (blue dots) and DP
sensor (red dots). The log-log plot for EP sensor has a slope of 1/2, which validates
the existence of a second-order EP and its square-root topology.
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7.3.3 EP-Enhanced Gyroscope

The sensitivity enhancing effect at EPs has also been exploited in silicon-photonic
gyroscope based on a Brillouin laser [66], which consists of a silica disk resonator on
a silicon chip coupled to a fiber taper. Brillouin scattering is an important nonlinear
process that describes the scattering of photons from phonons. It occurs sponta-
neously at a low-power level, and its stimulated emission excited by a high-power
pump can even lead to stimulated Brillouin lasers (SBLs). In silica disk resonators,
first- and higher-order SBLs can be excited at a milliwatt pump power, thanks to the
ultrahigh optical quality (Q)-factor and the fine control of the resonator size [75].
Conventionally (without EPs), when the whole system rotates, the Sagnac-induced
frequency shifts for counter-propagating SBLs are opposite, leading to the formation
of a beat note in the emissionfield,with the beating frequency proportional to the rota-
tion rate [76, 77]. In the EP gyroscope, CW and CCW SBLs in the same cavity mode
are excited by sending two pump waves with opposite directions into the resonator
(Fig. 7.4a). To achieve a second-order EP, it is critical to induce dissipative coupling
(with purely imaginary coupling strength) between these two counter-propagating
lasing modes, which is achieved by the scattering at the fiber-taper waveguide.

To analyze the EP-enhanced Sagnac effect predicted by previous theoretical work
[61, 62], we consider the Hamiltonian that governs the time evolution of CW and
CCW SBL modes subject to an angular rotation rate of �:

H =
[

ω0 + γ

Γ
��1 iκ

iκ ω0 + γ

Γ
�Ω2

]
+

[− 1
2�ωsagnac 0

0 1
2�ωsagnac

]
, (7.26)

where ω0 is the Stokes cavity mode without pump, γ is the cavity damping rate,
� is the bandwidth of Brillouin gain, κ is the dissipative coupling rate, �� j =
ωpj − ωs − �phonon, for j = 1, 2, is the frequency mismatch of Brillouin scattering

Fig. 7.4 a Schematic of an EP gyroscope. Two SBL modes (red and yellow arrows) excited by
two pumps (green and blue arrows) have dissipative coupling with each other. b Experimentally
measured Sagnac scale factor as a function of pump detuning (blue dots), compared with the
theoretical results (red curve). The inset is a log-log plot near the EP. Figures from Ref. [66]
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corresponding to CWandCCW lasingmodes [78], whereωpj is the pump frequency,
ωs is the Stokes lasing frequency and �phonon is the Brillouin shift frequency. The
second term describes the Sagnac effect that induces a frequency difference between
CW and CCWmodes �ωsagnac = 2πD�/(ngλ), where D is the resonator diameter,
ng is the group index of the unpumped cavitymode and λ is the laser wavelength. The
beating frequency is evaluated from the difference ofHamiltonian’s eigenfrequencies

�ωs = γ /�

1 + γ /�

√(
�ωp + Γ �ωsagnac/γ

)2 − �ω2
c , (7.27)

where �ωp = ωp2 − ωp1 is the pump detuning and �ωc = 2Γ κ/γ is the critical
pump detuning to reach an EP. To quantify the EP enhancement, the Sagnac scale
factor for a low rotation rate is defined as

S = ∂�ωs

∂�

∣∣∣∣
�→0

= 1

1 + γ /Γ

�ωp√
�ω2

p − �ω2
c

2πD

ngλ
. (7.28)

Therefore, if the gyroscope operates near an EP, i.e., �ωp → �ωc in the regime
of

∣∣�ωp

∣∣ > �ωc, its small-signal Sagnac scale factor will be much larger than the
conventional value 2πD/(ngλ).

In the experiment, the disk resonator is packaged in a box and experiences a low
rotation rate of 410°/h produced by a piezoelectric stage. The measured Sagnac scale
factor upon the variation of pump detuning is shown in Fig. 7.4b. The experiment
result (blue dots) matches well with the theoretical prediction (red curve), and the
Sagnac factor can be enhanced by a factor of 4 near the EP compared to the conven-
tional value (black dash line). Additionally, a log-log plot of five data points near
the EP (inset of Fig. 7.4b) exhibits a slope of −1/2, which confirms the existence of

1/
√

�ω2
p − �ω2

c factor in the Sagnac scale factor predicted by the theory.

It is also worth noting that EP gyroscope demonstrated here is only exceptional
in its large response compared to conventional ones. But the achievement of an
exceptional signal-to-noise ratio (SNR) in EP sensors is not straightforward [79, 80].
Recently, it has been experimentally demonstrated that the SNR of EP gyroscope is
not improved [81], as the enhanced Sagnac scale factor and the Petermann linewidth
broadening cancel each other. This is essentially because the non-orthogonality of
mode at an EP will lead to a broadening of SBL linewidth. The enhancement of laser
linewidth near an EP is assessed with the Petermann factor [82–85], which poses a
fundamental limit to the improvement of EP gyroscope based on SBLs. However,
by adopting quantum quadrature measurement scheme or nonreciprocal approach,
it is expected that EP amplifying sensors can exhibit enhanced SNR that breaks the
quantum noise limit [86, 87].
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7.4 Mode Interactions and Lasing Effects

It is not hard to see that the interactions between optical modes have played critical
roles in non-Hermitian photonic devices and systems. Conversely, the non-Hermitian
features can exert significant influence on the optical modes and their interactions. As
discussed above, by couplingopticalmodeswith gain/loss features in confinedoptical
structures, non-Hermitian optical systems render not only complex eigenspectra but
also non-orthogonal eigenmodes, i.e., the eigenstates of the systems are no longer
orthogonal. This is true even for PT -symmetric systems in the unbroken regime
where real eigenfrequencies are obtained. What is most interesting is the eigenstate
behavior at an EP, where two eigenstates not only coalesce but also possess a special
chirality, as will be discussed in this section.

One of the most intriguing results of mode interactions can be found in lasing
and emission behavior of non-Hermitian optical systems. Silicon photonic platforms
have provided versatile designs of microlasers with high efficiency and low threshold
[88]. However, the design of lasers with single-mode operation, controllable emis-
sion direction, and stability remain challenging and highly rely on the development
of novel physics and optical structures. We will examine several counterintuitive
phenomena in lasing and emission, which leverage unconventional physical prop-
erties of optical modes such as chirality and non-orthogonality, as well as singular
behavior in eigenspectra evolution around the phase transition points.

7.4.1 Chiral Modes at Exceptional Points

The most exotic phenomena arising from the interaction of optical modes in non-
Hermitian systems can be found at EPs. When two eigenstates of a non-Hermitian
system coalesce at an EP, one can obtain a self-orthogonal eigenstate which is a
superposition of the original eigenvector. For the system comprising of two modes,

the eigenstate is typically in the formof

(
1
±i

)
, with a typical±π

2 phase shift between

the two components (either the positive or negative sign is taken depending on the
condition of the system). Such form of eigenstate possesses a particular handedness,
which can be defined as chirality [89]. One can visualize the concept of chirality by
postulating that the wavefunctions in the original basis consist of two perpendicular
polarization directions, and then at an EP, the eigenstate takes the form of a circularly
polarized wave and rotates in either CW or CCW direction.

In optical resonators, EPs with specific chiral eigenmodes have been engineered
and verified experimentally [90]. Intrinsically, a whispering gallery mode (WGM)
microresonator made in silica supports degenerate optical modes propagating along
the circular boundary of the device in both CW and CCWdirections. A nanotip made
by etching a fiber-taper end into a cone shape is positioned close to the rim of the
resonator and perturbs the evanescent field, inducing backscattering (with strength ε1)
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of the optical field and thereby coupling theCWandCCWopticalmodes. The system
under perturbation supports symmetric and antisymmetric standing wave super-
modes, each constituting CW and CCW components. A second nanotip separated
from thefirst by an azimuthal distanceβ can be exploited to break the chiral symmetry
of the optical structure by introducing an additional perturbation ε2 to the evanescent
field. The non-Hermitian Hamiltonian of the system under the perturbation of the
two nanoscatters can be derived [58, 73]

H =
(

ω0 − i γ0
2 + ε1 + ε2 ε1 + ε2e−2imβ

ε1 + ε2e2imβ ω0 − i γ0
2 + ε1 + ε2

)
, (7.29)

where the CW and CCW modes with azimuthal mode number m have identical
resonant frequency ω0 and intrinsic loss rate γ0. The supermodes are given by ψ± =√
Aψccw±√

Bψcw, where A = ε1+ε2e−2imβ and B = ε1+ε2e2imβ . Bymanipulating
the position of the second nanotip, one can engineer one of the non-diagonal element
(A or B) to becomezero, leading to anEPwith a singular formof H (one non-diagonal
element vanishes) and only one eigenstateψEP = √

Aψccw orψEP = √
Bψcw. Such

eigenstate is purely chiral with one propagation direction, by which we can define
chirality −1 for a CCW eigenmode and chirality 1 for a CW eigenmode [90]. By
tuning the relative phase angle β, one can change the value of chirality continuously
and periodically between −1 and 1, due to the periodic variation in the phase of the
non-diagonal coupling element in the Hamiltonian (Fig. 7.5b).

7.4.2 Unidirectional Lasing

The chirality at an EP can manifest itself with the assistance of optical modes oper-
ating beyond the lasing threshold which exhibits directional laser emission. The
chiral mode at an EP which rotates in one direction has been demonstrated in a silica
microresonator with gain, and unidirectional lasing behavior has been observed [90,
91]. The gain medium is introduced by spin coating sol-gel solutions containing Er3+

ions to a siliconwafer and forming a layer of silicamaterialwith about 2 μmthickness
by thermal annealing [34, 92–94]. The silica microtoroid is then made in the stan-
dard photolithography, wet and dry etching, and reflow procedures. In experiments,
the device is characterized by coupling to double fiber-taper waveguides with the
configuration shown in Fig. 7.5a. By injecting pump light in the 1450 nm band from
port 1, the device can lase around the wavelength of 1550 nm with detectable lasing
emission from port 3 (Fig. 7.5c). Once the microlaser is perturbed by a nanotip, bidi-
rectional laser emission can be collected from port 3 and port 4, because the scatterer
induces coupling between the CW and CCW optical modes and forming standing
wave lasing fields (Fig. 7.5d). However, if a second nanotip is applied and tunes the
resonator to an EP where backscattering from CW to CCW directions vanishes, then
the only surviving eigenstate is in the CW direction, and thereby the laser emission
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Fig. 7.5 Chiral modes and unidirectional lasing at an EP. a Schematic diagram for realizing chiral
modes at EPs in a silica microresonator. The resonator is coupled to two fiber-taper waveguides
and perturbed by two silica nanotips which can adjust the backscattering between CW and CCW
modes. b, Measured chirality as a function of the relative phase angle between the two nanotips.
c-e Measured light intensity from port 3 (red) and port 4 (blue), for (c) no nanotip perturbation,
(d) one-nanotip perturbation, and (e) an EP achieved by two-nanotip perturbation. Figures from
Ref. [90]

is only detected from port 3 (Fig. 7.5e). Further adjusting the position of the second
scatterer to engineer another EP with CCW eigenmode and reversing the chirality
will lead to unidirectional lasing in only the CCW direction.

The chiral mode can also be exploited to generate vortex beam and orbital angular
momentum lasers if the amplifying mode emits vertically out of the plane of the
circular optical path in the cavity [95]. In addition, some behavior opposite to what
is described in this part has also been reported. For instance, in a system where the
backscattering ratio between CW and CCWmodes can be designed precisely, spon-
taneous emission of emitters can be coupled to a Jordan vector of the EP microcavity
instead of the channel aligned with the eigenstate [96].

7.4.3 Single-Mode Lasers

Cavities in lasers, which provide wavelength selection and coherent amplification
of light, usually support multiple resonances and optical modes [97]. Due to the
homogeneous broadening of gain spectrum of the active medium [98], adding gain
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to the desiredmode is often accompanied by generating lasing in the adjacent modes,
giving rise to mode competition and laser instability. Therefore, to achieve single-
mode operation for lasers is one of the critical tasks in the design and management
of lasing systems.

By leveraging the threshold of PT -symmetry breaking, single-mode lasing oper-
ations can be established in microcavities which support multiple modes in the gain
spectrum [99, 100]. The system is composed of coupled active and passive microres-
onators with identical geometry, thus with the same resonant frequencies in the
spectra. Due to the inhomogeneously broadened gain profile, the different modes in
the active resonator will experience a different amount of gain. The strong coupling
between the opticalmodes in the two resonatorswill cause frequency splitting, gener-
ating pairs of modes in the eigenspectra of the whole system. The maximum gain is
first tuned to be equal to the loss in the other resonator, so that the system stays in
the PT unbroken phase, where each pair of mode will remain non-amplifying, due
to the fact that the two supermodes have the same imaginary part of the eigenfre-
quency and remain below the lasing threshold. By increasing the pump power and
the gain in the active resonator, one pair of mode with the largest gain will pass the
PT -transition threshold and enter the PT -broken regime, leaving one supermode
with amplification and the other with dissipation. Therefore, only the supermode
with net gain will lase, whereas the supermodes in other mode pairs still remain in
the PT -unbroken regime and stay below the lasing threshold. Such lasers have been
realized in various semiconductor platforms [99, 100] and provide novel routes to
laser mode management and control in silicon photonics.

7.4.4 Revival of Lasing by Loss

More unconventional lasing behaviors can be engineered by leveraging non-
Hermiticity of open lasing systems, where the phase transition at EPs is the root
cause of bizarre lasing effects. One example can be found in a photonic molecule
with two coupled microresonators, where increasing the loss rate of one microres-
onator can induce the suppression and even the revival of laser emission in another,
contradictory to the common sense that loss always acts as a negative and detrimental
factor to laser operations [35].

In the experimental demonstration of this effect, two silica microtoroid resonators
are coupled via evanescent field and probed by fiber-taper waveguides (Fig. 7.6a).
One resonator is active with the assistance of Raman gain. The Raman nonlinear
effect which is commonly found in silica material induces frequency shift of the
pump light, and, with the help of a cavity, can induce coherent amplification of the
Raman signal light, leading to stimulated Raman emission, i.e., the Raman lasing
[88]. The other resonator is purely lossy and subject to external loss exerted by a
chromium (Cr) absorber. The Raman laser in this scenario is thus embedded in a non-
Hermitian context with the interaction between optical gain and loss units. It will
undergo unconventional enhancement and reduction with the change of the external
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Fig. 7.6 Revival of Raman laser by external loss. a Schematic diagram of the coupled microtoroid
resonators μR1 and μR2 coupled to two waveguides. A Chromium (Cr) absorber (inset on the
right) is used to tune the loss of μR2. b Raman lasing spectra when the loss of μR2 is increased by
adjusting the position of the Cr absorber. c Variation of Raman laser power with the pump power
for different loss of μR2. The inset shows the transmission spectra near the pump frequency with
loss increase from top to bottom. Each color in b and c corresponds to a value of an induced loss
on μR2. Figures from Ref. [35]

loss on one of the resonators. When the loss rate of the second resonator is increased,
the Raman lasing threshold first increases corresponding to the suppression of lasing,
and then decreases, leading to the revival of lasing (Fig. 7.6b, c). The change from
laser suppression to laser revival occurs around the phase transition point, i.e., the
EP. One can understand the phenomenon based on the field distribution in the two
resonators. When the loss in the second resonator is relatively small, the system
supports two supermodes with identical loss rates but different resonances, and the
energy distribution in the two resonators is symmetric. With more loss introduced
to the lossy resonator by the Cr absorber, the system will undergo a phase transition
passing the EP and enter the broken regime where the supermodes with amplification
and dissipation are localized in the active and the lossy resonator, respectively. The
higher contrast of gain and loss between the two units intensifies the mode local-
ization. Therefore, when the external loss increases, the field intensity in the lossy
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resonator becomes even smaller while that in the active resonator is enlarged. Such
redistribution of the optical energy among the system vividly presents the process
where the field in a lossy unit sacrifices for the survival of the active counterpart as
the imbalance of dissipation among the system is amplified.

Such unconventional lasing behavior managed by the loss is a direct result of the
interaction between optical modes with gain and loss, as well as the redistribution of
optical field among the whole system combined with the phase transition. A similar
observation has also been made in other optical structures and platforms [49, 101].

7.4.5 Petermann Factor and Laser Linewidth

The linewidths of lasers determined by quantum noise can be significantly influenced
by modal coupling in laser systems. With the interaction between the optical modes
with different gain/loss features, non-Hermitian systems render non-orthogonal
eigenmodes and consequently have nontrivial effects on the laser linewidths. It has
been predicted and demonstrated that the non-orthogonality of the eigenmodes could
lead to amplified quantumnoise in lasers, aswell as a significant enhancement of laser
linewidth quantified by the Petermann factor beyond the Schawlow–Townes quantum
limit [82–85, 102]. Moreover, at an EP where eigenmodes are self-orthogonal, the
laser linewidth is predicted to be extremely broadened [103].

Such effect has been investigated for a phonon laser operating at anEP realized in a
silica microresonator [104]. Microtoroid structures with silica microdisks supported
by a silicon pillar can support mechanical oscillations, which can be excited by
radiation pressure induced by intracavity optical fields [105]. A phonon laser is
based on the coherent amplification of a mechanical mode by the mechanical gain,
can be provided by the two optical supermodes with split frequencies that form a
two-level structure [106]. If the split eigenspectrum has certain linewidths covering
a range that can trigger the mechanical oscillation supported by the microtoroid
structure, then the two-level system acts as a gain medium and interacts coherently
with the mechanical mode, thus building a phonon laser scheme (Fig. 7.7a). In such
a phonon laser system, an EP for the optical modes can be engineered by tuning the
optical loss rate of one resonator, and subsequently it will lead to intriguing phonon
lasing behavior. When increasing the loss of a resonator externally by a Cr nanotip,
the phonon lasing threshold is first lifted and then falls abruptly around the EP
(Fig. 7.7c), before finally reviving slowly. Besides, the linewidth of the phonon laser
is significantly broadened near the EP (Fig. 7.7d). The broadening of the linewidth
around theEPoriginates from the excessive noise in the optical gainmedium resulting
from the strongly non-orthogonal eigenstates.

The enhanced noise in EP laser systems has a significant influence on the perfor-
mance of EP sensorswhich rely on enhanced lasingmode-splitting. It has been shown
in a high-Q silica microresonator that the ring-laser serving as a gyroscope does not
offer enhanced signal-to-noise ratio compared to conventional ones, as a result of
the mode non-orthogonality and Petermann-factored noise [81]. However, a novel
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Fig. 7.7 A phonon laser at an EP. a Schematic diagram for coupled microtoroid resonators
supporting WGMs with field amplitudes a1 and a2 coupled to a fiber-taper waveguide. The green
resonator μR1 supports mechanical oscillation with a resonant frequency �m . The blue resonator
μR2 is perturbed by a Cr nanotip so that the optical loss rate can be tuned externally. b Optical
supermode and spectrum when the system is at the EP. c The measured threshold of the phonon
laser varying with the external loss induced by the nanotip. d The measured phonon laser linewidth
as a function of the external loss induced by the nanotip. Figures from Ref. [104]

detection scheme that acquires full information of quadratures presents opportuni-
ties for overcoming the limitations of signal-to-noise ratio imposed by the excessive
noise [87].

7.4.6 Other Non-Hermitian Lasing Behavior

The inverse operation of a laser, which is referred to a coherent perfect absorber
(CPA), can also exhibit intriguing features in the non-Hermitian setting. It is proposed
and demonstrated that a PT -symmetric waveguide with gain/loss modulation oper-
ating in the broken phase could simultaneously function as a laser and a CPA [107,
108]. Furthermore, the degenerate CPA solutions coalescing to an EP can exhibit
anomalous lineshape in the absorption spectrum and chiral absorbing feature [109].

Phonon laser operation is also investigated theoretically for an PT -symmetric
opticalmedium [110], where EPs are found to enhance the intracavity photon number
and thus the optical pressure, leading to a lower threshold in phonon lasing. More-
over, it is proposed that optical amplifiers operating at EPs can show a better gain-
bandwidth scaling [111]. In addition, EPs are also predicted to be able to control
and turn off coherent emission above the lasing threshold in laser systems [112].
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We expect a near-future demonstration of these predictions in the silicon photonic
platforms.

7.5 Scattering Properties and Light Propagation

Scattering properties of light describe the relation betweenship output and input
optical signals in optical devices and systems, laying the foundation of a great many
applications in optical communication and information processing. Optical devices
in silicon and silica material such as optical fibers, on-chip waveguides, microres-
onators, and photonic lattices have played indispensable roles in guiding light trans-
port due to their transparency and low material loss. Furthermore, silicon/silica
photonic structures allow for strong nonlinear optical effects [113–115] such as
Kerr effect, optothermal effect, Raman scattering and optomechanics [105], which
significantly influence optical propagation anddynamics.By leveragingEPs and PT -
symmetry in optical structures, several unconventional scattering properties emerge
such as unidirectional reflection and modulated electromagnetically induced trans-
parency (EIT). In addition, the integration of PT -symmetry with nonlinear optical
effect [13] enables novel methods of designing nonreciprocal light transport with
high performance.

7.5.1 Unidirectional Zero Reflection at Exceptional Points

We consider a one-dimensional PT -symmetric photonic heterostructure, where
complex index modulation yields spatial separation of gain and loss regions. The
relation between the output and input electromagnetic waves can be described by a
scattering (S) matrix as

(
aout,L
aout,R

)
= S

(
ain,L
ain,R

)
=

(
rL t
t rR

)(
ain,L
ain,R

)
, (7.30)

where ain,L(R) represents the input optical wave from the left (right), and aout,L(R)

is the output optical wave from the left (right). The identical off-diagonal elements
represent reciprocity of light transport. Generalized unitary relation leads to the
conservation relation [116]

|T − 1| = √
RL RR, (7.31)

where T = |t |2, RL = |rL |2, and RR = |rR|2. Specifically, the transmission rate T is
smaller than 1 when the system is in the PT -symmetric unbroken regime, and larger
than 1 when the PT -symmetric phase is broken. Peculiar scattering phenomena can
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happen at the phase transition point, i.e., the EP, in the PT -symmetric 1D scattering
potential, where the eigenspectra turned from real to complex and the transmission
T is equal to 1. As a result, the vanishing left-hand side of the conservation relation
yields a zero reflection rate for either RL or RR , leading to unidirectional reflectionless
light transport [117]. The theory can also be extended to passive PT -symmetric
systems.

Such a phenomenon can be observed in synthetic silicon photonic structures with
modulation of complex refractive index along the light propagation direction. For
instance, Feng et al. demonstrated a unidirectional reflectionless Bragg grating struc-
ture based on a Si waveguide that is embedded inside SiO2 (Fig. 7.8a) [118]. The
realization of a passive PT -symmetric potential is achieved by introducing a periodic
modulation of dielectric permittivity in the z direction �ε = cos(qz) − iδ sin(qz),
where q = 2k1 and 4nπ/q + π/q ≤ z ≤ 4nπ/q + 2π/q, with k1 being the
wavevector of the fundamental mode. An EP occurs when the parameter δ is equal

Fig. 7.8 Unidirectional reflectionless light propagation at exceptional points. a A passive PT -
symmetric Brag structure made of a 800-nm-wide Si waveguide embedded in SiO2 with periodic
modulation of the complex refractive index engineered by periodically structured Ge/Cr and Si
layers. b Measured reflection spectrum for the device in (a) from both forward and backward
directions. c PT -symmetric photonic lattice made of a periodic layout of fiber loops with gain (red)
and loss (blue). The phase shift ±ϕ0 imposes a symmetric real part of the potential. d Probing the
grating at an EP by left and right incoming light beams. The structure is invisible from the left,
but visible from the right. Color scale: logarithm, red for high intensity and blue for low intensity.
Figures a and b from Ref. [118], and figures c and d from Ref. [119]
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to 1. The changes of the real and imaginary parts of the refractive index are, respec-
tively, introduced by depositing Si and germanium (Ge)/chrome (Cr) bilayer combo
structures on the Si waveguide. An on-chip waveguide directional coupler made of
Si is fabricated along with the PT -symmetric waveguide to measure the reflection
rates from both forward and backward directions. The measured forward reflection
is much larger than the backward reflection over a broad telecom band (Fig. 7.8b),
verifying the unidirectional reflectionless light transport at an EP.

The suppression of reflection from a direction indicates that the object is invis-
ible from that particular direction. Conventionally, invisibility can be engineered by
encompassing an objectwith a cloakmedium.Here the suppression of reflection from
one side at EPs can be exploited to create optical structures with complete unidirec-
tional invisibility over a broad frequency range [120, 121]. It has been experimentally
demonstrated that a temporal PT -symmetric photonic lattice consisting of optical
fiber loops can be made invisible from one side (Fig. 7.8c, d) [119]. Furthermore, the
phenomenon is found to be robust against Kerr nonlinearity and perturbations [120]
and has been proposed in two-layer slab structures [122], one-dimensional photonic
crystals [123, 124], and various other platforms [125].

7.5.2 Nonreciprocal Light Transport in Nonlinear
Parity-Time Symmetric Systems

Nonreciprocal light propagation breaks the symmetry of the scattering matrices,
creating asymmetric transmission of light propagating in opposite directions,
allowing light to propagate only in onedirection and completely blocking the opposite
transmission [126]. Nonreciprocal phenomena have found widespread adoption in
photonic applications such as building isolators protecting lasers from the damaging
effect of reflection signals, as well as designing circulators that route directional
light propagation among different ports. To realize nonreciprocal light transport,
the Lorentz reciprocity must be broken [127], typically with the assistance from
magneto-optic effect, optical nonlinearity, or temporal modulation of materials. As
the magneto-optical effect is weak in many materials, bulky structures are needed,
which add difficulty to the integration of nonreciprocal devices. As a result, much
attention has been paid to nonlinear [128–132] and time-dependent [133–135] effects
in the attempt to break Lorentz reciprocity.

The nonreciprocal light transport is observed in a PT -symmetric nonlinear system
as a result of the strongly enhanced nonlinearity in the PT -broken regime [54]. The
system is composed of coupled WGM microtoroid resonators made of silica with
different gain/loss features and two fiber-taper waveguides as input and output chan-
nels. Resonators are fabricated on the edges of two substrates so that the coupling
strength between them can be adjusted by manipulating their spatial gap via nanopo-
sitioners (Fig. 7.9a, b). The gain is introduced to the first resonator by Er3+ ion
dopants and tuned by the pump light so that the net gain balances the intrinsic
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Fig. 7.9 Nonreciprocal light propagation in nonlinear PT -symmetric photonic molecules. a-b
Top view (a) and side view (b) of the coupled silica microtoroid resonators with gain and loss.
c Schematic for the forward light propagation and the measured forward transmission spectrum in
the PT -broken regime. d Schematic for the backward light propagation and themeasured backward
transmission spectrum in the PT-broken regime. Figure from Ref. [54]

loss in the second resonator. The PT phase transition can be observed by varying
the coupling strength via adjusting the gap between the two resonators. Nonlinear
effects such as gain saturation and Kerr effects can happen in silica microresonators
and be triggered by large intracavity optical intensity. In the PT unbroken regime, the
system has two supermodes without amplification or dissipation, and thus exhibits
linear response and reciprocity in the transmission when probed by small power
signals (Fig. 7.9c). However, in the PT -broken regime, the system supports two
supermodes with amplification and dissipation which are localized in the active and
passive resonators, respectively, regardless of the input direction. As a result, the
nonlinearity in the active resonator is significantly enhanced by the localized optical
field, giving rise to strong nonreciprocity. A strong contrast occurs in the forward
and backward transmission signals where the output signals are collected from the
lossy and active resonator sides, respectively (Fig. 7.9d). A complete suppression of
the forward transmission is observed, with the threshold of the nonreciprocal light
transport as low as 1μW .

Due to the giant nonlinearity enhanced by gain medium and PT -phase breaking
[136], the PT -symmetric resonator systems which operate near the boundary of
stability is an ideal platform to study versatile nonlinear static or dynamic behavior.
The rich tuning degrees of freedom such as waveguide–resonator coupling, probe
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power and frequency detuning, make it possible to engineer actively controlled
optical isolators [137, 138]. The nonreciprocal wave transport enabled by PT -
symmetry has been explored in mechanical [136], acoustic [139], and electronic
[15] systems as well.

7.5.3 Electromagnetically Induced Transparency
in Non-Hermitian Systems

Electromagnetically induced transparency (EIT) describes the phenomenon that light
can pass through an opaque dielectric medium due to the destructive interference
established by strong coherent light-matter interaction. The strong cancellation of
absorption enabled by EIT leads to a vast change of material dispersion which gives
rise to slowing down of the group velocity of light [140–142]. Such slow light
behavior plays an indispensable role in optical memory and storage [143]. EIT was
first proposed and demonstrated in atomic systems that supportΛ-type energy levels
[144, 145], where the absorption of probe light resonant with atomic electron tran-
sition between two energy levels can be eliminated due to the presence of the strong
coupling light which couples the excited level to another metastable level. Optical
analogues of EIT has been studied in various linear optical systems [146–150], with
the advantage of on-chip integration and room temperature operation. Typically,
coupled optical elements are involved in order to mediate photon absorption via
destructive interference of optical fields. For example, coupled microresonators with
contrasted Q factors can be utilized to create a photon energy level structure that
mimics Λ-type atomic energy levels, which allow for EIT operation without the
need of strong coherent coupling light [151–153]. Furthermore, optomechanically
induce transparency (OMIT) can be found in optomechanical cavities thanks to the
interaction between red-detuned pump light, probe light on resonancewith the cavity,
and the mechanical oscillation [154–156]. As we will see, the non-Hermitian prop-
erties of the system can offer large degrees of freedom for technical implementation
and operational capability in EIT studies.

EPs have been found to offer a novel approach to control EIT in non-Hermitian
silica optical structure. The eigenmode atEPswith certain chirality has been exploited
to realize switching on/off EIT in an indirectly coupledWGMmicroresonator system
[157]. The two microtoroid resonators with disparate Q factors are coupled to the
same fiber-taper waveguide and probed by injecting single-mode laser with contin-
uous wavelength scanning (Fig. 7.10a). In an ideal situation where no scatterer exists
in both resonators, they are not coupled to each other, due to the fact that light can
propagate only in one direction so that any light coming out of the first resonator
cannot return back into its cavity mode. Nevertheless, backscattering in resonators
is ubiquitous due to particle accumulation and surface roughness. Therefore, the
optical field in each resonator can be reflected from CW into CCW direction (or
inversely) so that an optical path loop is formed in the system. With an optimized
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Fig. 7.10 Electromagnetically induced transparency (EIT) controlled by chiral modes at excep-
tional points. a Indirectly coupled microresonators for realizing the optical analogue of EIT. By
tuning the phase θ , destructive interference can happen in the optical path loop established by
backscattering on the two resonators. μR1 has a smaller optical loss than μR2, and is perturbed by
a nanotip so that its chirality can be adjusted and exceptional points can be realized. b Transmission
spectrum under the condition that μR1 is at an exceptional point with chirality −1. c, Transmission
spectrum under the condition that μR1 is at an exceptional point with chirality 1. The inset on the
lower panel shows a close up of the central transparency window. Figure from Ref. [157]

phase accumulation on the loop, which can be tuned by the distance between the two
resonators, destructive interference can occur, leading to suppression of cavity field
and transparency in the forward transmission spectrum. The transparency window
exhibits splitting due to the lift of degeneracy in the resonator with the higher Q
factor. By an additional nanotip, one can tune μR1 to an EP with a chirality of −
1 and a CCW eigenmode, or another type of EP with a chirality of 1 and a CW
eigenmode, which affects EIT very differently.

For a chirality of−1, the reflection fromCCWtoCWvanishes, and the optical path
loop is broken. Thus, EIT is switched off, and a narrow absorption dip appears in the
transmission spectrum (Fig. 7.10b). Such an effect is named asEP-assisted absorption
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(EPAA). By adjusting the position of the nanotip and reversing the chirality to 1,
the reflection from CCW to CW becomes present and destructive interference can
occur with precise tuning of the distance between the two resonators. As a result of
the degenerate eigenmode at the EP, a narrow transparency window appears in the
transmission spectrum, leading to a standard EIT phenomenon (Fig. 7.10c), which
is named as EP assisted transparency (EPAT). Therefore, this scheme provides a
method of leveraging non-Hermitian eigenstates for the control of the all-optical
analogue of EIT in optical resonators.

Non-Hermitian features have also been proposed to modify OMIT processes in
cavity optomechanical systems. For example, OMIT can be engineered in a WGM
resonator with its chirality being adjusted by two scatterers [158]. By adjusting the
position of one scatterer, one can change the chirality of the optical field which
modifies the group velocity of light and enable switching between slow and fast
light. In a system of coupled active and passive resonators, the requirement of the
driving amplitude and the optomechanical coupling strength for OMIT can be greatly
relaxed due to the fact that the intracavity optical field is enhanced by the presence of
optical gain [159]. The non-Hermitian properties thus offer a wealth of new avenues
in the realization of dispersion modification, slow light manipulation, and optical
storage [160, 161].

7.6 Topological Features and Mode Switching

The special topological features of EPs not only attract attention in the applications
of sensors but also unveil profound physics in the dynamical behavior of eigenstates
under variation of parameters. For example, the neighborhood of a second-order
EP in the parameter space was found to resemble the Riemann surface of

√
z. Any

cyclic parametric loop around the EP has a 4π periodicity, and adiabatic evolution
along such loop is predicted to have many interesting effects, such as state transfer
[162–164] and geometric phase [165]. More significantly, it was also shown with
both numerical and theoretical methods, that anti-adiabatic jump is bound to happen
in a bidirectional encircling of an EP. No matter how smooth the evolution is, there
will always be a breakdown of adiabaticity at least for one mode, leading to a chiral
exchange of modes. Hence, the final state is only determined by the encircling direc-
tion in parameter space, regardless of the initial state. Experimental demonstration
of this phenomenon has been done in several systems, including a silicon-waveguide
system where the time evolution of parameters can be conveniently implemented.
Asymmetric mode switching by encircling EPs paves a new way to manipulate the
evolution of modes in non-Hermitian systems.
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7.6.1 Dynamics of Encircling EPs

An adiabatic process, in the context of quantum mechanism, is a process that allows
the system to stay in the instantaneous eigenstates when the variation of time-
dependent Hamiltonian H(t) is sufficiently slow. As the quantum adiabatic theorem
states [166, 167], if the system is initially at the nth eigenstate of the initial Hamil-
tonian H(0), it will always be at the nth eigenstate of H(t) at any given time t in
the adiabatic process, only picking up some phase factors. In a more general case,
the Hamiltonian is defined by some parameters λ(t) that evolve with a time period
of T , that is, λ(0) = λ(T ). Adiabatic evolution of λ(t) forms a closed loop in the
parameter space, and the state of the system will acquire an additional phase (Berry
phase) that is connected to the geometric property of the loop [168–171].

In the context of non-Hermitian Hamiltonian, the study of adiabatic processes
predicts new phenomena. In the vicinity of a second-order EP associated with a non-
Hermitian Hamiltonian, the parameter space has a self-intersecting topology with
a 4π periodicity [172]. This can be shown using Puiseux series to express the two
orthogonal states near an EP [5],

ψ±(λ) ≈ A±
(
ψEP ± √

λψ1

)
, (7.32)

where λ is the parameter and EP is defined at the origin (λ = 0). Here we only
investigate a second-order EP, so the system parameter λ is assumed to be a complex
number instead of a vector with more elements. To satisfy the orthogonality and
unitary normalization conditions, the amplitudes are evaluated as A+ = −i A− =[
2
√

λ(ψ1|ψEP)
]−1/2

. It seems straightforward that under stationary condition, encir-

cling an EP (by choosing a circle of radius R around the EP, that is, λ = Reiϕ) will
result in an exchange of eigenstates and acquisition of Berry phase [165],

ψ±(λ(ϕ = 2π)) = ∓ψ∓(λ(ϕ = 0)),

ψ±(λ(ϕ = 4π)) = eiπψ±(λ(ϕ = 0)), (7.33)

which has been verified experimentally in various systems [173, 174]. Further work,
however, found that the small non-adiabatic coupling would inevitably lead to an
abrupt transition between the states, preventing adiabatic mode switching to be
accomplished in both directions of the closed loop [175–177].

Taking a non-Hermitian two-mode system for example, its dynamics is described
by a Schrödinger-type equation idψ/dt = Hψ , where ψ is the amplitude of the
modes. The system has a Hamiltonian in the form

H =
[

ω1 − i γ1
2 κ

κ ω2 − i γ2
2

]
, (7.34)
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whereω j andγ j , for j = 1, 2, are the resonant frequencies and loss rates of themodes,
respectively, and κ is the coupling rate between two modes. Then the parameter
conditions for an EP are �ω ≡ ω2 − ω1 = 0 and κ = |γ2 − γ1|/4. The surface
of eigenfrequencies with respect to �ω and κ has two Riemann sheets, on which
dynamic encircling the EP with different initial states and directions is considered.
If the initial state is on the red sheet (Fig. 7.11a), counterclockwise encircling the
EP can be overall adiabatic and yields a state exchange, while the clockwise one
experiences a breakdown of adiabaticity and goes back to the original state; similar
phenomenon also happens when the initial state is on the blue sheet (Fig. 7.11b).
Therefore, encircling an EP gives rise to a unique chirality that the final state is
determined by the encircling direction, regardless of the initial state.

The chiral exchange of states by encircling EPs was first demonstrated in two
kinds of platforms. The first one is based on the metallic microwave waveguide
[178], in which spatial deformation of the waveguide and a special absorption region
are designed to steer the system around its EP. The second experiment is conducted
in an optomechanical system [179], where themechanical EP of amembrane inside a
cryogenic optical cavity is enclosed by changing laser parameters. These experiments
not only inspire more theoretical work and application proposals [180–184], but also
provide practical ideas to precisely vary system parameters while maintaining the
EPs. On the other hand, silicon photonics offers huge flexibility in the tuning of
parameters and thus is also a promising candidate in the realization of topological
operation around EPs. As we will discuss in the next section, demonstration of chiral
mode switching can be done in a silicon platform, without the need of any cryogenic
condition or complicated absorption region.

Fig. 7.11 Encircling a second-order EP starting from the state in a the lower or b the upper sheets.
Due to the breakdown of adiabaticity, encircling the EP in both directions yields a chiral switching
of modes. Figures from Ref. [178]
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7.6.2 Asymmetric Mode Switching

The demonstration of chiral exchange of states by encircling EPs relies on precise
control of system parameters, which was also achieved in the silicon-based waveg-
uides [185]. The system consists of two coupled channel waveguides and a slab-
waveguide patch on a silica-encapsulated silicon platform (Fig. 7.12a). Each of the
channel waveguides supports a fundamental guided mode, and the slab-waveguide
patch is coupled to second channel waveguide to control the radiation loss. The time-
dependent non-Hermitian Hamiltonian that governs the mode evolution dψ/dt =
i H(t)ψ is taken to be traceless by a gauge transformation, that is,

H(t) =
[
p(t) + iq(t) 1

1 −p(t) − iq(t)

]
. (7.35)

Fig. 7.12 a Schematic of the Si waveguides system. b Numerical results of the dynamical loop
around EP in both directions. ACW loop experiences an anti-adiabatic transition while CW loop is
overall adiabatic. c Measured complex amplitude ratio (dots) compared with the theory (curves).
The output mode of ACW loop is almost the same as the input, while the output of CW loop is an
asymmetric mode. d Measured power ratio of symmetric mode with different device lengths and
different light sources (laser and supercontinuum source). Figures from Ref. [185]
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Since the temporal behavior is now transferred to the propagation behavior along
the waveguide system, the reduced parameters p(t) and q(t) denote the real and
imaginary wavevectors, representing the difference in propagation constant and loss,
respectively. The unitary off-diagonal terms correspond to the constant coupling rate.
The parameters are controlled by the spatial profile of waveguides to form a loop
that smoothly encloses the EP at p = 0, q = 1. The dynamics of encircling the EP
is numerically computed in both anticlockwise (ACW) and CW orientations, over a
broad wavelength range from 1.25 μm to 1.70 μm. Shown in Fig. 7.12b, the ACW
loops for different wavelengths are all characterized by an anti-adiabatic jump and
return to the initial state. On the other hand, the CW loops result in an exchange of
states and overall have an adiabatic result, despite that they do not strictly follow the
ideally stationary route in the parameter space.

In the experiment, standard nanolithography techniques are used to fabricate the
devices for ACW and CW operations. The initial state is always chosen to be a
symmetric state | s〉 = |ψ1〉 + |ψ2〉 , and the final state is measured by fitting the
diffraction patterns of the output light. The final state |ψfinal〉 = a1|ψ1〉 + a2|ψ2〉 is
assessed by two quantities: the complex amplitude ratio ρ12 = a1/a2, and the power
ratio of symmetric mode that is defined as

ηs =
∣∣∣∣ 〈s|ψfinal 〉
〈ψfinal|ψfinal 〉

∣∣∣∣
2

= |1 + ρ12|2
1 + |ρ12|2

. (7.36)

Themeasurements are repeatedwith devices in different lengths L = 0.5, 1.0 mm
and under various laser wavelengths ranging from 1.48 to 1.58 μm. The results
show that the complex amplitude ratio matches well with the theory (Fig. 7.12c).
Over this 100 nm band, the final state for ACW loop is mostly symmetric, but for
CW it is switched to be asymmetric, and the spectrally averaged extinction ratio
of both directions [ηs]ACW/[ηs]CW is computed to be as large as 20.1 dB for L =
1.0 mm. If the device length is reduced such that adiabaticity is always broken,
the mode transfer should not happen and the experimental power ratio deviates a
lot from the theoretical curve (cyan and orange dots in Fig. 7.12d, corresponding
to L = 0.1, 0.05 mm). Besides using the laser as excitation, a supercontinuum
source is also used in the experiment. Themeasured power ratio under the continuum
excitation exhibits the same trend of chiral mode transfer, but now in a broader
spectrum that covers the entire optical communication bands (purple and green dots
in Fig. 7.12d). The broadband asymmetric mode switching demonstrated in the Si
waveguides systems shows the potential of more applications utilizing the dynamics
around EPs in the optical telecommunication.
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7.7 Conclusion and Outlook

In this chapter,we have summarized and reviewed the initial studies of non-Hermitian
optics based on silicon photonic platforms, emphasizing throughout the funda-
mental physical phenomena and the associated novel applications. Transforming
from quantummechanics to classical electromagnetic waves, the broken Hermiticity
of a Hamiltonian has brought forth rich opportunities for engineering photonic
systems with unconventional optical behavior by judicious design of optical ampli-
fication/dissipation and coupling between photonic structures. The silicon photonic
platforms fabricated with standard techniques, full integrability, and strong scal-
ability breed the optical structures to meet those requirement, including coupled
guided wave structures with gain/loss distribution, scatterer perturbed microres-
onators, Bragg gratings with periodic index modulation, synthetic photonic lattices,
etc. Grounded on the rich light-matter interactions and versatile approaches ofmanip-
ulating material properties in these devices and systems, numerous counterintuitive
non-Hermitian properties have been revealed and demonstrated ranging from spectral
singularities, chiral modes, non-orthogonal eigenstates, field localization, to unidi-
rectional reflection/invisibility, enhanced nonlinearity and exotic topology. Conse-
quently, significant progress has taken place in photonic applications such as ultrasen-
sitive optical sensors, unconventional lasing behavior, unidirectional/nonreciprocal
light propagation, modified EIT, asymmetric mode switches, and so on.

Though vast achievement has been witnessed, we envision that great potential
opportunities of future development of non-Hermitian silicon photonics lie in its
incorporation with quantum optics domain and topological photonics.

Integrated photonic circuits fabricated on silicon chips have become an important
platform that enables the implementation of quantum optical devices and networks
for quantum sensing, computation and communication [186]. The introduction of
non-Hermitian physics into quantum silicon photonics will not only shed interesting
light on the true quantum nature of non-Hermitian notions but also pave the way for
the development of important cutting-edge quantum technology.

PT -symmetry has been implemented in the quantum optics domain based on an
on-chip waveguide directional coupler fabricated by the cutting-edge femtosecond
direct laser writing on a fused silica wafer [187]. The directional coupler has been
conventionally leveraged to generate the two-photon Hong–Ou–Mandel (HOM)
interference, where the two photons become indistinguishable marked by a HOM
dip in the coincidence when the propagation distance equates the coupling length
[188]. Here, the system renders passive PT -symmetry with disparate dissipation in
two waveguides, where additional bending loss is introduced to the left waveguide
by a slight sinusoidal modulation of the geometry. The result shows a shifted position
of HOM dip to a shorter propagation distance, which is attributed to the modified
quantum dynamics by the possibility of photon loss.

Up to now, the non-Hermitian physics in quantum optics remains as a nontrivial
issue. There have been numerous proposals and open questions along this route.
First, it has been shown that it is impossible to introduce full PT -symmetry to
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quantum optics in a similar fashion to that in classical optics, because the noise intro-
duced by quantum gain medium will break the PT -symmetry [189]. However, it is
possible to exploit asymmetric dissipation to realize passive PT -symmetry [190,
191], or even leverage unitary physics of squeezing to implement non-Hermitian
quantum setting in absence of dissipation [192]. Second, non-Hermitian singularity,
i.e., EPs, may generate exotic effects in the quantum dynamics and fluctuation such
as quantum decoherence [193, 194], entanglement [195], information retrieval [196],
and quantum noise behavior [80, 86, 87, 197]. Third, it would be interesting to adapt
the non-Hermitian setting to nonlinear properties of silicon/silica material, such as
Kerr effect [198] and optomechanical interaction [199, 200], which may signifi-
cantly affect photon dynamics and light-matter interaction within the quantum limit
[201]. With the development in silicon photonic technique especially the capability
ofmanipulating nonclassical light such as single-photon sources, squeezed states and
entanglement, the in-depth exploration into these questions and experimental imple-
mentationwill attract increasing attention and bring revenue to the fundamental study
of non-Hermitian physics and quantum optics, as well as the engineering design of
integrated quantum devices and networks.

Topological photonics [202, 203] is an emerging branch of photonic research that
revolutionizes our understanding of the transport and control of light. The essential
ideas of topological photonics are adopted from the studies of electronic topological
insulators [204], the latter of which is a new phase of matter with insulating bulk and
conductive, robust edge states. The earliest demonstrations verifying the feasibility of
topological photonicswere performed in the platforms of photonicwaveguide lattices
[205] and resonator arrays [206]. It is not hard to anticipate that the rich physics in
non-Hermitian systems will bring more intriguing stories in topological photonics.
Recent years havewitnessed a rapid burgeoning of the researchwork on incorporating
these two fields. PT -symmetric systems, as demonstrated before, can support their
own topological interface modes [207], or selectively enhance the interface mode
while suppressing the extended modes [208]. In a more recent experiment based on
the silicon photonic platform, the reappearance of interface mode via PT -symmetric
phase transition has also been observed in a lattice of siliconwaveguides [209]. These
non-Hermitian topological states can be classified in amore general framework [210],
which is helpful for finding new topological phases in future experiments. In the non-
Hermitian context, conventional bulk-boundary correspondence may be broken, and
the topological charges associated with EPs are half-integers [211–213], and new
kinds of topological transition could be realized without closing the gap or breaking
usual symmetries.

On the other hand, the combination of topological photonics and active media
provides innovative ideas in the design of optical components. Topological photonic
lasers have been achieved in a greats variety of systems [214–220], which have
advantages including robustness to scattering, high efficiency and single-mode oper-
ation. Follow-up theoretical proposals predict more novel effects and applications,
such as robust extended modes [221], phase transition to multimode operation [222],
and frequency comb generation [223]. Another recent experiment on the reconfig-
urable topological light steering demonstrated the ability to control the flow of light
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at will [224], which could further facilitate novel designs of optical circuitry with
arbitrary light routing. Since silicon/silica materials offer convenient hybridization
with gain/loss, we expect more complex optical networks to be built based on silicon
photonic platforms in the future.
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74. J. Zhu, Ş.K. Özdemir, L. He, L. Yang, Opt. Express 18, 23535 (2010)
75. H. Lee, T. Chen, J. Li, K.Y. Yang, S. Jeon, O. Painter, K.J. Vahala, Nat. Photonics 6, 369

(2012)
76. F. Zarinetchi, S.P. Smith, S. Ezekiel, Opt. Lett. 16, 229 (1991)
77. J. Li, M.G. Suh, K. Vahala, Optica 4, 346 (2015)
78. J. Li, H. Lee, T. Chen, K.J. Vahala, Opt. Express 20, 20170 (2012)
79. W. Langbein, Phys. Rev. A 98, 23805 (2018)
80. N.A. Mortensen, P.A.D. Gonçalves, M. Khajavikhan, D.N. Christodoulides, C. Tserkezis, C.

Wolff, Optica 5, 1342 (2018)
81. H. Wang, Y.H. Lai, Z. Yuan, M.G. Suh, K. Vahala, Nat. Commun. 11, 1610 (2020)
82. K. Petermann, IEEE J. Quantum Electron. 15, 566 (1979)
83. A.E. Siegman, Phys. Rev. A 39, 1264 (1989)
84. Y.J. Cheng, C.G. Fanning, A.E. Siegman, Phys. Rev. Lett. 77, 627 (1996)
85. M.V. Berry, J. Mod. Opt. 50, 63 (2003)
86. H.K. Lau, A.A. Clerk, Nat. Commun. 9, 4320 (2018)
87. M. Zhang,W. Sweeney, C.W.Hsu, L. Yang, A.D. Stone, L. Jiang, Phys. Rev. Lett. 123, 180501

(2019)
88. H. Rong, A. Liu, R. Jones, O. Cohen, D. Hak, R. Nicolaescu, A. Fang, M. Paniccla, Nature

433, 292 (2005)
89. W.D. Heiss, H.L. Harney, Eur. Phys. J. D 17, 149 (2001)
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104. J. Zhang, B. Peng, Ş.K. Özdemir, K. Pichler, D.O. Krimer, G. Zhao, F. Nori, Y. Liu, S. Rotter,

L. Yang, Nat. Photonics 12, 479 (2018)
105. M. Aspelmeyer, T.J. Kippenberg, F. Marquardt, Rev. Mod. Phys. 86, 1391 (2014)
106. I.S. Grudinin, H. Lee, O. Painter, K.J. Vahala, Phys. Rev. Lett. 104, 083901 (2010)
107. Y.D. Chong, L. Ge, A.D. Stone, Phys. Rev. Lett. 106, 093902 (2011)
108. Z.J. Wong, Y.L. Xu, J. Kim, K. O’Brien, Y. Wang, L. Feng, X. Zhang, Nat. Photonics 10, 796

(2016)



7 Non-Hermitian Physics and Engineering in Silicon Photonics 361

109. W.R. Sweeney, C.W. Hsu, S. Rotter, A.D. Stone, Phys. Rev. Lett. 122, 093901 (2019)
110. H. Jing, S.K. Özdemir, X.Y. Lü, J. Zhang, L. Yang, F. Nori, Phys. Rev. Lett. 113, 053604

(2014)
111. Q. Zhong, S.K. Özdemir, A. Eisfeld, A. Metelmann, R. El-Ganainy, Phys. Rev. Appl. 13,

14070 (2020)
112. M. Liertzer, L. Ge, A. Cerjan, A.D. Stone, H.E. Türeci, S. Rotter, Phys. Rev. Lett. 108, 173901

(2012)
113. Y. Li, X. Jiang, G. Zhao, L. Yang, ArXiv Prepr. ArXiv1809.04878 (2018)
114. T. J. A. Kippenberg, Nonlinear Optics in Ultra-High-Q Whispering-Gallery Optical Micro-

cavities, California Institute of Technology, 2004
115. G. Lin, A. Coillet, Y.K. Chembo, Adv. Opt. Photonics 9, 828 (2017)
116. L. Ge, Y.D. Chong, A.D. Stone, Phys. Rev. A 85, 23802 (2012)
117. C. Shi, M. Dubois, Y. Chen, L. Cheng, H. Ramezani, Y. Wang, X. Zhang, Nat. Commun. 7,

11110 (2016)
118. L. Feng, Y.L. Xu, W.S. Fegadolli, M.H. Lu, J.E.B. Oliveira, V.R. Almeida, Y.F. Chen, A.

Scherer, Nat. Mater. 12, 108 (2013)
119. A. Regensburger, C. Bersch, M.A. Miri, G. Onishchukov, D.N. Christodoulides, U. Peschel,

Nature 488, 167 (2012)
120. Z. Lin, H. Ramezani, T. Eichelkraut, T. Kottos, H. Cao, D.N. Christodoulides, Phys. Rev. Lett.

106, 213901 (2011)
121. M. Sarısaman, Phys. Rev. A 95, 13806 (2017)
122. Y. Shen, X.H. Deng, L. Chen, Opt. Express 22, 19440 (2014)
123. J. Gear, F. Liu, S.T. Chu, S. Rotter, J. Li, Phys. Rev. A 91, 33825 (2015)
124. K. Ding, Z.Q. Zhang, C.T. Chan, Phys. Rev. B 92, 235310 (2015)
125. Y. Huang, Y. Shen, C. Min, S. Fan, G. Veronis, Nanophotonics 6, 977 (2017)
126. W. Chen, D. Leykam, Y.D. Chong, L. Yang, MRS Bull. 43, 443 (2018)
127. D. Jalas, A. Petrov, M. Eich, W. Freude, S. Fan, Z. Yu, R. Baets, M. Popović, A. Melloni, J.D.
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Chapter 8
Topological Photonics with
Microring Lattices

Shirin Afzal, Tyler James Zimmerling, and Vien Van

Abstract Topological photonic insulators have attracted considerable attention due
to their unique ability to transport light via topologically-protected edge states that are
immune to defect scattering. Among the various potential applications, this property
can be exploited to engineer robust photonic devices that are insensitive to fabrication
imperfections. This chapter reviews the key concepts of topological insulator systems
in one and two dimensions and their realizations using coupled microring resonator
lattices. Particular emphasis will be placed on the treatment of microring lattices
as periodically-driven systems and their Floquet topological characteristics. Experi-
mental efforts in realizing Floquet microring lattices and demonstrating anomalous
Floquet insulator behaviors will also be reviewed.

8.1 Introduction

The discovery of the quantum Hall effect [1] revealed the existence of a new class of
electrical insulators, called topological insulators, whose electrical properties depend
on the topological properties of their energy bands. Kohmoto and Thouless were the
first to relate the quantized Hall conductance to one of the topological invariants, the
Chern number, which also directly corresponds to the number of edge states that can
exist at the sample boundary [2, 3]. In 2008, Haldane and Raghu formally extended
topological insulator concepts to photonic systems by proposing a photonic crys-
tal structure which could theoretically support topological edge states at photonic
frequencies [4, 5]. In 2009, Wang et al. reported the first experimental observation
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of topological behavior at microwave frequencies in a 2D periodic lattice of gyro-
magnetic ferrite rods [6]. Their work has since initiated many other theoretical and
experimental studies exploring topological behaviors in various bosonic systems,
spanning a broad frequency range from acoustics to photonics [7–17].

A distinguishing feature of topological insulators is the existence of topologically-
protected edge states at the material boundaries that are immune to defect scattering.
This has led to the proposal of photonic devices based on topological photonic insu-
lators (TPIs) that can transport light via edge modes that are insensitive to fabrication
imperfections [18, 19]. In addition, the unique properties of TPIs provide novel ways
to manipulate and control electromagnetic waves over a wide range of frequencies.
Some of the potential applications of topological photonics are robust optical delay
lines, optical isolators, and topological lasers [13, 20–25].

Various types of photonic lattices have been used to achieve topological behaviors,
includingmetamaterials, coupledwaveguide arrays,microring resonators, quasicrys-
tals, and photonic crystals [11, 15, 26–29].Among these structures,microring lattices
are particularly suitable for implementing 1D and 2D TPIs since it is relatively easy
to vary both the coupling strengths between adjacent resonators and the resonant
frequencies (to realize on-site potentials) of individual elements of the lattice. Addi-
tionally, as we will show, these structures can be used to emulate periodically-driven
quantum systems. This allows us to realize Floquet insulators, which are bandgap
structures governed by periodically-varying Hamiltonians [14, 30, 31]. Floquet TPIs
can exhibit nontrivial topological behaviors, such as anomalous Floquet insulator
behavior, not present in static systems.

In this chapter, we will first introduce the key concepts of a topological insulator
by examining 1D topological systems based on coupled microrings in Sect. 8.2. We
will then show how amicroring array can be described as a topological systemwith a
periodically-varying Hamiltonian. Section8.3 will be devoted to the treatment of 2D
microring Floquet TPIs, with a review of our experimental efforts in realizing these
systems in silicon photonics. We conclude the chapter in Sect. 8.4 with an outlook
on future research directions in topological photonics.

8.2 Topological Photonic Insulators in 1D Microring
Lattices

8.2.1 1D Microring Lattice as an SSH Topological Insulator

The simplest topological insulator is the Su-Schrieffer-Heeger (SSH) system, which
describes electrons hopping along a 1D lattice with alternating hopping ampli-
tudes [32]. We can emulate such a system by a 1D chain of microrings with identical
resonant frequencies and alternating energy coupling rates μa and μb, as shown in
Fig. 8.1a. Each unit cell in the lattice consists of two microrings, labeled A and B,
with lattice constant � ∼ 4R, where R is the microring radius. Let ãn(t) and b̃n+1(t)
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Fig. 8.1 a Schematic of a 1D SSH microring lattice with alternating coupling strengths μa and μb
and b its energy band diagram, labeled for μa < μb

denote the instantaneous energy amplitudes in resonators n and n + 1, respectively.
The coupled mode equations for each unit cell are

dãn
dt

= −iω0 ãn + iμbb̃n−1 + iμab̃n+1 (8.1)

db̃n+1

dt
= −iω0 b̃n+1 + iμaãn + iμbãn+2 (8.2)

whereω0 is the resonant frequency of the microrings. Letting ãn(t) = an(t)e−iω0 t and
b̃n+1(t) = bn+1(t)e−iω0 t , we can rewrite the above equations in the rotating frame of
reference as

dan
dt

= iμbbn−1 + iμabn+1 (8.3)

dbn+1

dt
= iμaan + iμban+2 (8.4)

Since the lattice is spatially periodic (along the x-direction in Fig. 8.1a), we can
apply Bloch theorem to write an+2 = aneik� and bn−1 = bn+1e−ik�. Substituting
these expressions into (8.3) and (8.4), we get

i
d

dt

[
an
bn+1

]
= −

[
0 μa + μbe−ik�

μa + μbeik� 0

] [
an
bn+1

]
(8.5)

We recognize the above equation as having the form of the Schrodinger equation:

i
d

dt
|ψ(k)〉 = H (k)|ψ(k)〉 (8.6)
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where H is the Bloch Hamiltonian of the periodic lattice of the form

H (k) =
[

0 h(k)
h∗(k) 0

]
(8.7)

with
h(k) = hx(k) + ihy(k) = −[μa + μb cos (k�)] + iμb sin (k�) (8.8)

We note that the SSH system has chiral symmetry, since its Hamiltonian satisfies the

relation �H� = −H for � =
[
1 0
0 −1

]
(i.e., the Pauli matrix σz). Chiral symmetry

restricts the Hamiltonian of the system to being anti-diagonal.
The energies of the Bloch states are given by the eigenvalues of the Hamiltonian,

which for the 1D microring chain are

E±(k) = ±|h(k)| = ±
√

μ2
a + μ2

b + 2μaμb cos (k�) (8.9)

The energy diagram of the lattice thus consists of two bands, separated by a bandgap
�E = 2|μa − μb| (see Fig. 8.1b). Each energy band is periodic in k with periodicity
of 2π/�. If we define h in (8.8) as a 2D vector in the hx − hy plane, then as we
sweep k from −π/� to π/�, the tip of the h(k) vector traces out a circle of radius
μb centered at (−μa, 0) in the hx − hy plane. Figure8.2 depicts this trajectory of h
for the three cases, μa > μb, μa = μb and μa < μb. Since the energies of the two
eigenstates are equal to ±|h|, it is clear that the bandgap closes only when μa = μb

since the corresponding circle passes through the origin in this case. In other words,
the lattice behaves as an insulator for μa �= μb. We also note that the circle excludes
the origin for the case μa > μb but includes the origin for the case μa < μb. We
can specify this difference by defining a winding number W , which is an integer
indicating the number of times the tip of the vector h winds around the origin as k is
swept over one Brillouin zone. We thus have

W =
{
0, μa > μb

1, μa < μb
(8.10)

Suppose we now subject an insulatingmicroring lattice to small adiabatic changes
in the coupling rates μa and μb such that the bandgap always remains open. The
energy bands may become deformed but the energies of the two eigenstates never
vanish. The path which the vector h traces out in the hx − hy plane may no longer
be a circle but it is still a closed loop. Furthermore, the condition that the circle
does not cross the origin (|h| �= 0) implies that the winding number of the loop
remains unchanged under these adiabatic variations. We call the winding number a
topological invariant of the lattice.
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Fig. 8.2 Trajectory of the tip of the vector h(k) in the hx − hy plane as k is swept over one Brillouin
zone

In general, for a 1Dchiral latticewithHamiltonian of the form in (8.7), thewinding
number can be computed from [33]

w[h] = 1

2π i

∫
BZ

d

dk

(
ln

h

|h|
)
dk (8.11)

The lattice is a normal insulator if its winding number is zero and a topological
insulator if its winding number is nonzero. As discussed above, the winding number
remains unchanged under continuous adiabatic deformation of the lattice Hamilto-
nian. It also cannot change abruptly at an interface between two different insulators.
A consequence of this is that at the edge of a truncated topological lattice, or at the
interface between a topological insulator and a normal insulator, the bandgap must
close, giving rise to an edgemode. It can be shown that the number of edgemodes that
can exist at a truncated end of a topological insulator is equal to its winding number.
This relationship between the number of edge modes and the topological invariant
of the bulk lattice is called the bulk-edge correspondence. This allows us to predict
the behavior at the edge of an insulator based solely on the topological property of
the bulk. Furthermore, the edge modes are said to be topologically protected since
they depend only on the topological invariant of the bulk lattice and are unaffected
by local variations at the interface. Thus, fabrication defects or other variations at
the surface of the TPI do not affect the edge modes. This property of topological
insulators, called topological protection, can be exploited to realize photonic devices
that are robust to fabrication imperfections [13].

For the 1D microring lattice, we can determine the field distributions of the edge
modes by considering an array with μa < μb having a finite length of N unit cells.
Using (8.3) and (8.4), we obtain the matrix equation for the eigenstates of the array
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−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 μa

μa 0 μb

μb 0 μa

μa 0 μb

. . .
. . .

. . .

μb 0 μa

μa 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1
b2
a3
b4
...

a2N−1

b2N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= E

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1
b2
a3
b4
...

a2N−1

b2N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.12)

Since the edge modes exist in the bulk bandgap, they have energies close to zero.
Setting E = 0 in the above equation, we solve for the amplitudes an and bn+1 to
get [32]

an+2 = −μa

μb
an, n = 1, 3, 5, . . . , (2N − 3)

a2N−1 = − E

μa
b2N ≈ 0

(8.13)

bn+3 = −μb

μa
bn+1, n = 1, 3, 5, . . . , (2N − 3)

b2 = − E

μa
a1 ≈ 0

(8.14)

The above expressions show that for a finite lattice of length N , there are no eigen-
modes with zero energy. However, for small non-zero E, there are two sets of
solutions: a decaying alternating geometric sequence {an} with boundary condition
a2N−1 ≈ 0 representing the edge mode on the left boundary, and a growing alternat-
ing geometric sequence {bn+1} with boundary condition b2 ≈ 0, which corresponds
to the edge mode on the right boundary. As the array length N −→ ∞, the sequence
of amplitudes {|an|} can be approximated by the equation

d|a(x)|
dx

= − 1

�

(
1 − μa

μb

)
|a(x)| (8.15)

where |a(x)| is the mode amplitude at position x = (n − 1)�/2 (n = odd integer).
The solution of the above equation gives the field distribution for the left edge mode:

an = (±)a1e
−(n−1)/ζL , n = 1, 3, 5, . . . , 2N − 1 (8.16)

where ζL = 2/(1 − μa/μb) is the decay length (in unit of�/2) of the left edge mode
and the ± sign indicates an alternating sequence. Similarly we can obtain the field
distribution for the right edge mode as

bn+1 = (±)b2Ne
−(2N−n−1)/ζR , n = 1, 3, 5, . . . , 2N − 1 (8.17)

where ζR = 2/(μb/μa − 1) is the decay length of the right edge mode.
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Fig. 8.3 Light intensity distribution of the a left edge mode and b right edge mode of a finite 1D
microring lattice (N = 10 unit cells) withμa/μb = 0.5. Dots are approximate solutions from (8.16)
and (8.17) respectively; open circles are the exact solution from (8.12). c Energy spectra of a finite
1D microring lattice (N = 10 unit cells) with trivial (open circles) and nontrivial (dots) winding
numbers

Figure8.3a and b shows the plots of light intensity distributions |an|2 and |bn+1|2,
respectively, for a finite 1D microring lattice of length N = 10 unit cells with
μa/μb = 0.5. The dots are the approximate solutions of (8.16) and (8.17) while
the open circles are the exact solutions of the matrix equation in (8.12). It is clear
that the solution for |an|2 in Fig. 8.3a corresponds to the left edge mode while the
solution for |bn+1|2 in Fig. 8.3b gives the right edge mode. Both modes have intensity
decaying exponentially into the bulk lattice. Figure8.3c shows the energy spectrum
of the lattice forμa/μb = 0.5 andμa/μb = 2. For the caseμa < μb, two gap modes
can be seen appearing in the bulk bandgap near zero energy whereas for the case
μa > μb, the bulk bandgap remains open with no gap modes. The two gap modes
have equal energies but opposite sign, each corresponding to a hybrid combination
of a left edge mode (|an|2) and a right edge mode (|bn+1|2).

To summarize this section, we examined a simple 1D topological system that
can be implemented using a chain of coupled microring resonators. We introduced
several key concepts of topological insulators: topological invariants, the existence
of edge modes in bulk bandgaps, and the bulk-edge correspondence linking the
number of edge modes to the topological invariants of the bulk lattice. The 1D
SSH microring lattice has been used to demonstrate topological lasers [21, 34,
35]. Other ways of realizing 1D microring TPIs include introducing periodically-
varying coupling strengths along themicroring chain and periodic resonant frequency
detunings to emulate on-site potentials. A variant of the latter is a circular array
of coupled microring resonators with periodic resonant frequency detunings [36],
which can emulate Harper’s equation describing electrons in a 2D lattice subjected
to a perpendicular magnetic field, a problem intimately related to the quantum Hall
effect and topological insulators.

The treatment of the 1D microring TPI in this section is based on the so-called
energy coupling formalism [37], or tight binding approach in solid state physics. In
thismodel themicroring chain is described by a time-independentBlochHamiltonian
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so the system is considered to be static. In the next section, we treat the microring
array using the more rigorous field coupling formalism, which tracks the field in each
microring as it propagates around the resonator. This approach leads to the description
of the microring array as a periodically-driven system, with a Hamiltonian which
varies in the direction of light propagation in the microrings. This allows us to use
coupledmicrorings to realize Floquet insulators, which can exhibit richer topological
behaviors than static systems, as will be shown in Sect. 8.3.

8.2.2 1D Microring Lattice as a Floquet Topological
Insulator

We consider again a 1D microring array with alternating field coupling coefficients
κa and κb, defined such that κ2

a and κ2
b give the fractions of power coupled between

adjacent microrings. We assume that each microring supports only a clockwise or
counterclockwise propagating wave, as shown in Fig. 8.4a. As in the SSH model,
each unit cell in the lattice consists of two microrings, which are labeled A and B. As
light circulates around each microring, it periodically couples with its neighbors via
coupling coefficients κa and κb. The lattice can thus be regarded as a periodically-
varying system with a period equal to the microring circumference, L = 2πR. In
order to derive its Hamiltonian, we transform the microring lattice into an equivalent
array of coupled waveguides by cutting the microrings at the points indicated by the

Fig. 8.4 a Schematic of a 1D microring lattice as a periodically-driven system. b Equivalent
coupled waveguide array of the microring lattice. c Hopping sequence showing 3 coupling steps in
one period of evolution
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small open circles in Fig. 8.4a and unrolling them into straight waveguides. In this
manner, we obtain an array of periodically-coupled straight waveguides, as shown
in Fig. 8.4b, with the direction of light propagation denoted by z and each period
equal to the microring circumference L. The shaded regions between waveguides
indicate the regions of coupling between adjacent microrings. For simplicity, we
have assumed that couplings between adjacent microrings are distributed over half a
microring circumference with constant coupling strengths per unit length, ka and kb,
such that κa = sin(kaL/2) = sin θa and κb = sin(kbL/2) = sin θb, where θa and θb
are the coupling angles. This assumption simplifies the computation of the evolution
operator of the system and represents only an adiabatic change, so it does not alter
the topological characteristics of the lattice.

Over each period L, the fieldsψA
n andψB

n+1 in resonators A and B of each unit cell
execute three coupling steps, as shown in Fig. 8.4c. Using the CoupledMode Theory,
we can write the equations of motion for the fields [ψA

n , ψB
n+1] along the direction of

propagation z over one period L as:

dψA
n

dz
= iβψA

n + ika(1)ψ
B
n+1 + ikb(2)ψ

B
n−1 + ika(3)ψ

B
n+1 (8.18)

dψB
n+1

dz
= iβψB

n+1 + ika(1)ψ
A
n + ikb(2)ψ

A
n+2 + ika(3)ψ

A
n (8.19)

where β is the propagation constant and k(a,b)(j) = k(a,b) in step j but is 0 otherwise.
Since the waveguide array is periodic in x with period � ∼ 4R, we apply the Bloch
conditions ψA

n+2 = ψA
n e

ik� and ψB
n−1 = ψB

n+1e
−ik� to obtain

i
d

dz
|ψ(k, z)〉 = [−βI + HFB(k, z)]|ψ(k, z)〉 (8.20)

where |ψ〉 = [ψA, ψB]T , I is the identity matrix and HFB is the Floquet-Bloch (FB)
Hamiltonian given by

HFB(k, z) = −
[
0 ka
ka 0

]
≡ H1, for 0 ≤ z < L/4 and 3L/4 ≤ z < L (8.21)

HFB(k, z) = −
[

0 kbe−ik�

kbeik� 0

]
≡ H2, for L/4 ≤ z < 3L/4 (8.22)

We note that the FB Hamiltonian is periodic in z with a period of L, i.e.,HFB(k, z) =
HFB(k, z + L). In addition, it also satisfies the chiral symmetry condition,

�HFB(k, z)� = −HFB(k,−z) (8.23)

with � = σz.
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The solution of the Schrodinger equation in (8.20) can be expressed as

|ψ(k, z)〉 = U (k, z)eiβz|ψ(k, 0)〉 (8.24)

where U (k, z) is the evolution operator1 given by

U (k, z) = T e−i
∫ z
0 HFB(k,z′)dz′

(8.25)

with T being the time-order operator.2 Using the expressions for the FBHamiltonian
in (8.21) and (8.22), and the fact that the Hamiltonian is constant in each step, we
obtain

U (k, z) =
⎧⎨
⎩
U1(k, z), 0 ≤ z < L/4
U2(k, z − L/4)U1(k,L/4), L/4 ≤ z < 3L/4
U1(k, z − 3L/4)U2(k,L/2)U1(k,L/4), 3L/4 ≤ z < L

(8.26)

where

U1(k, z) = e−iH1z =
[
cos (kaz) i sin (kaz)
i sin (kaz) cos (kaz)

]
(8.27)

U2(k, z) = e−iH2z =
[

cos (kbz) i sin (kbz)e−ik�

i sin (kbz)eik� cos (kbz)

]
(8.28)

Over one period L, the evolution operator is

U (k,L) = U1(k,L/4)U2(k,L/2)U1(k,L/4) ≡ UF(k) (8.29)

which is called the Floquet operator. The Floquet operator provides a stroboscopic
snapshot (at every interval L) of the state of the system. For the microring lattice, the
Floquet operator can be expressed as

UF(k) =
[
u iv
iv∗ u

]
(8.30)

u = τaτb − κaκb cos (k�)

v = κaτb + τaκb cos (k�) − iκb sin (k�)

where τa = cos θa and τb = cos θb.

1For simplicity we have excluded the phase factor eiβz from the evolution operator since it does not
affect the topological behavior of the system.
2The time-order operator is defined as:

T e−i
∫
H (z′)dz′ = lim

δz→0
e−iH (z)δze−iH (z−δz)δze−iH (z−2δz)δz . . . e−iH (0)δz

.
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Since the evolution is periodic in z, we can apply the Floquet theorem to write

|ψ(k, z + L)〉 = UF(k)|ψ(k, z)〉 = e−iεL|ψ(k, z)〉 (8.31)

where λ = e−iεL = e−iφ is an eigenvalue of the Floquet operator and ε is called a
quasienergy of the lattice. The phase φn(k) of the nth eigenvalue λn(k) thus gives the
quasienergy band εn(k), which is periodic in k with periodicity of 2π/�. Moreover,
since we can add an integer multiple of 2π to the phase φn without changing the
eigenvalue λn, we obtain an infinite number of quasienergy bands εn(k) + 2mπ/L,
m ∈ Z, associated with each eigenvalue λn of the Floquet operator.

For the Floquet operator in (8.30), the eigenvalues are

λ± = u ± i|v| = e±iφ (8.32)

where φ = cos−1 (u). We can also define an effective Hamiltonian, Heff, in terms of
the Floquet operator such that

UF(k) = e−iHeff(k)L (8.33)

The eigenvalues of Heff thus give the quasienergy bands εn(k). For the microring
lattice, the effective Hamiltonian is given by

Heff(k) = −
[

0 εe−iχ

εeiχ 0

]
=

[
0 heff(k)

h∗
eff(k) 0

]
(8.34)

where ε = φ/L and e−iχ = v/|v|.Wenote that the effectiveHamiltonian has the same
form as the Hamiltonian of the SSH system in (8.7) with its associated chiral symme-
try. The eigenvalues of Heff are given by ±|heff| = ±ε(k) = ± cos−1(u)/L, yielding
two quasienergy bands in every [(2m − 1)π/L, (2m + 1)π/L] interval,m ∈ Z. Thus,
unlike the SSH system, the 1D Floquet microring lattice has an infinite number of
quasienergy bands, and within each period there are two bandgaps, centered at 0 and
π/L, which we label as the 0 bandgap and π bandgap, as depicted in Fig. 8.5. The 0
bandgap closes when κa = κb.

The winding numbers of the quasienergy bands can be computed using (8.11)
with h(k) replaced by heff(k). Specifically, since heff = −εv/|v| and ε is real, we get

W = w[heff] = w[v] =
{

0, θa > θb
±1, θa < θb

(8.35)

Thus, the lattice behaves as a normal insulator for κa > κb and as a topological
insulator for κa < κb, which is the same behavior as predicted by the SSH model.

Dynamical Topological Invariant: The winding numbers for the quasienergy bands
in (8.35) are computed from the effective Hamiltonian (or equivalently, the Floquet
operator), which does not depend on the propagation distance z. These winding
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numbers, which may be called static topological invariants, do not capture the exact
details of the system evolution over one period and thus may not completely charac-
terize the topological behaviors of the system. Another topological invariant, called
the gap winding number, which depends on the complete evolution history of the
system, is required to capture the full topological characteristics of the system [30,
38]. The gap winding number is computed for each bulk bandgap using the evolution
operator and may thus be called the dynamical topological invariant of the system.

In order to determine the winding number associated with a bandgap, we first
periodize the evolution operator by requiring that U (k,L) = U (k, 0) = I , i.e., the
system must return to exactly the same state it was in after each period L. This is
achieved by deforming the Hamiltonian of the system in an adiabatic manner without
closing the bandgap.More specifically, if ξ is some quasienergy value in the bandgap,
the Hamiltonian should be deformed in such away that there is always a gap around ξ

at every point z in an evolution period. A common approach to periodize the evolution
operator is to multiply it by an operator Vξ [30, 38],

Uξ (k, z) = U (k, z)Vξ (k, z) (8.36)

where
Vξ (k, z) = eiHeff,ξ (k)z (8.37)

with the eigenvalues ofHeff,ξ chosen between ξ and ξ + 2π/L. It can be verified that
Uξ (k,L) = I and Uξ (k, z) maintains a bandgap around ξ for all values of z. Due to
the chiral symmetry of the system, the periodized evolution operatorsUξ for ξL = 0
and ξL = π satisfy the following relations at the midpoint of the evolution period
(z = L/2) [38]

�U0(k,L/2)� = −U0(k,L/2) (8.38)

�Uπ (k,L/2)� = Uπ (k,L/2) (8.39)

The above relations imply that U0(k,L/2) is anti-diagonal and Uπ (k,L/2) is diag-
onal:

U0(k,L/2) =
[

0 U+
0 (k)

U−
0 (k) 0

]
; Uπ (k,L/2) =

[
U+

π (k) 0
0 U−

π (k)

]
(8.40)

The winding numbers associated with the 0 and π bandgaps are then given by the
winding numbers of U+

0 and U+
π , respectively [38].

For the 1D microring lattice, the operator V0 for ξL = 0 (with quasienergies
chosen as ε(k) and 2π/L − ε(k)) is

V0(k, z) =
[

cos(εz − πz/L) −i sin(εz − πz/L)e−iχ

−i sin(εz − πz/L)eiχ cos(εz − πz/L)

]
eiπz/L (8.41)
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The operator Vπ for ξL = π (with quasienergies −ε(k) + 2π/L and ε(k) + 2π/L)
is

Vπ (k, z) =
[

cos(εz) −i sin(εz)e−iχ

−i sin(εz)eiχ cos(εz)

]
ei2πz/L (8.42)

At the midpoint of the evolution period, the periodized evolution operator is

Uξ (k,L/2) = U (k,L/2)Vξ (k,L/2) (8.43)

where

U (k,L/2) =
[
a ib
ib∗ a∗

]
(8.44)

a = cos(θa/2) cos(θb/2) − sin(θa/2) sin(θb/2)e
−ik�

b = sin(θa/2) cos(θb/2) + cos(θa/2) sin(θb/2)e
−ik�

Substituting the expressions for V0 and Vπ from (8.41) and (8.42) into (8.43), we
obtain the periodized evolution operators at L/2

U0(k,L/2) =
[
0 f0
f ∗
0 0

]
; Uπ (k,L/2) =

[
fπ 0
0 f ∗

π

]
(8.45)

where

f0 = −a cos(φ/2)e−iχ − b sin(φ/2)

fπ = −a cos(φ/2) − b sin(φ/2)eiχ = f0e
iχ

The winding numbers associated with the bandgaps at quasienergies 0 and π/L
can be computed using (8.11) to give3

w0 = w[f0] =
{
0, θa > θb
1, θa < θb

(8.46)

3Alternatively, using the relations e−iχ = v/|v|, v = 2a∗b and |v| = sin φ, we can write f0 as

f0 = −
[ |a|2
sin(φ/2)

+ sin(φ/2)

]
b

Since the terms in the square brackets are real, the winding number w[f0] is the same as w[b], which
can be obtained from the expression for b in (8.44) to get the result in (8.46). For the winding
number w[fπ ], using the relation w[y1y∗

2] = w[y1] − w[y2] for any two functions y1 and y2, we get

w[fπ ] = w[f0eiχ ] = w[f0] − w[e−iχ ] = w[f0] − w[v] = 0

for θa �= θb.
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Fig. 8.5 Quasienergy band
diagram of a 1D Floquet
microring lattice with
θa < θb. The band invariants
Wξ,ξ ′ and gap invariants wξ

are also indicated

wπ = w[fπ ] = 0, θa �= θb (8.47)

Thus the 0 bandgap behaves like the bandgap in the SSH lattice, being topologically
nontrivial when κa < κb. On the other hand, the π bandgap is always topologically
trivial, i.e., it always behaves as a normal insulator bandgap and does not support an
edge mode.4

The winding numbers of the quasienergy bands (the band invariants) and those
of the bandgaps (the gap invariants) are related. For the 1D chiral system, it can be
shown [38] that wπ − w0 = W0,π , where W0,π = w[heff] is the winding number of
the quasienergy band between the 0 andπ bandgaps. This relationship can be verified
for the band diagram of the microring lattice in Fig. 8.5.

8.3 Topological Photonic Insulators in 2D Microring
Lattices

One-dimensional microring lattices are simple systems that are useful for demon-
strating the key concepts of topological insulators. However, since the edge states
of a 1D lattice are localized at the two ends of the array, they are not useful for
optical transport. On the other hand, 2D topological lattices can support edge modes
that propagate along the sample boundaries, making them more useful for device
applications. In addition, since these edge modes are topologically protected, they

4If we allow the coupling angles θa and θb to exceed π/2 (in which case τa < 0 and τb < 0), the
winding number wπ can become nontrivial for θa < θb, indicating that the π -bandgap can support
edge modes in this case. The existence of these edge modes has been confirmed in 1D Floquet TPIs
based on periodically coupled waveguide arrays [39].
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are immune to lattice imperfections, such as those caused by fabrication variations,
suggesting that they can be used to realize fabrication tolerant photonic devices [25].
As in the case of 1D microring arrays, 2D microring lattices can be treated as static
systemswith time-independent Hamiltonians, or as periodically-driven systems. The
latter case can lead to the prediction of new topological behaviors not observed in
static systems, such as anomalous Floquet insulators (AFIs).

In this section we will first review various realizations of TPIs using 2Dmicroring
lattices as static systems. We will then provide a detailed treatment of a general
2D microring lattice as a Floquet system, covering both its static and dynamical
topological behaviors. We will also present our experimental effort in realizing 2D
microring lattices on the Silicon-on-Insulator (SOI) platform.

8.3.1 2D Microring Lattices as Chern Insulators

The first TPI based on 2Dmicroring lattices was proposed in 2011 and demonstrated
in 2013 by Hafezi et al. [13, 26]. These lattices sought to emulate the quantum Hall
effect in a 2D electron gas subject to a perpendicular magnetic field. The system con-
sists of a square lattice of microrings supporting light propagation in the same clock-
wise or counter-clockwise direction (i.e., single-spin site rings),with adjacentmicror-
ings connected via off-resonant link rings, as shown in Fig. 8.6a. The magnetic field
is emulated by introducing a synthetic gauge field in the form of a gradient in the hop-
ping phase between site rings in one direction (y direction in Fig. 8.6a), and constant
hopping phase in the other direction (x direction). The net phase accumulation around
each plaquette (shown by the red dashed line in Fig. 8.6a) is thus 2πα, where the
value of α can be set to represent the ratio of the magnetic flux penetrating each pla-
quette to one flux quantum [40]. The Hamiltonian of the system can be derived using
the tight-binding approximation with the effect of the link rings neglected to give

−J
(
ψx,y−1 + ψx,y+1 + ψx−1,ye

i2παy + ψx+1,ye
−i2παy

) = Eψx,y

where J is the hopping rate. The above equation has the same form as the discrete
Harper equation for electrons in a 2D lattice subjected to a perpendicular magnetic
field [41].

A disadvantage of the above TPI microring lattice is that it is not translationally
invariant along the y direction,which couldmake it less useful for device applications.
More recently, it was shown by the same group that nontrivial topological behavior
in a 2D microring lattice can also be observed by introducing next-nearest neighbor
couplings between single-spin site rings using off-resonant link rings, as shown in
Fig. 8.6b. The lattice has translational symmetry in this case. Although the net gauge
flux is zero, the combination of next-nearest neighbor (NNN) hopping and directional
nearest neighbor (NN) hopping between site rings emulates a staggered local gauge
flux that breaks the time-reversal symmetry between the two pseudo-spin states of
the lattice and gives rise to nontrivial topological behaviors [42].
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Fig. 8.6 Realizations of Chern insulators in 2D microring lattices using a a synthetic magnetic
field, adapted by permission from Nature Publishing Group, Nature Physics [13], copyright (2011)
and b a staggered local gauge flux, adapted by permission from [42], Copyright (2019) by the
American Physical Society

Both types of lattices described above are static 2D systems whose topological
behaviors can be characterized by an invariant called the Chern number. Their Chern
insulator behaviors are achieved by imposing a synthetic local gauge flux on the
lattice via the phase detunings of the link rings. However, a synthetic magnetic field
is not necessary for observing nontrivial topological behaviors, as shown by Liang
and Chong in [43]. The authors instead showed that microring lattices consisting of
strongly coupled single-spin site rings can also support edgemodes in a bulk bandgap,
even though the Chern numbers of all energy bands are trivial. Pasek and Chong later
used Chalker-Coddington network theory [44] to show that these edge states are
similar to those in a Floquet insulator [45], although they did not explicitly compute
the dynamical invariants characterizing the Floquet TPI behaviors of the lattice.

In the next section, we treat the 2D microring lattice as a Floquet system with a
periodically-varying Hamiltonian. In contrast to previous microring lattices, which
assume that all site rings support the same pseudo-spin state and require link rings for
coupling between site rings, our lattice is formed using direct-coupled microrings
and is thus more compact and allows for the natural spin flipping which occurs
between adjacent resonators.We compute the topological phasemap of themicroring
lattice and show that the system can exhibit rich topological characteristics, including
normal insulator (NI), Chern insulator (CI) and anomalous Floquet insulator (AFI)
behaviors.
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Fig. 8.7 a Schematic of 2D Floquet microring lattice with each unit cell (dashed square) consisting
of four resonators and characterized by two coupling angles θa and θb. b Equivalent coupled waveg-
uide array for one unit cell. Reprinted by permission from [27], Copyright (2020) by the American
Physical Society

8.3.2 2D Microring Lattices as Floquet Insulators

Our Floquet lattice is a square lattice of direct-coupled microring resonators with
identical resonant frequencies, as shown in Fig. 8.7a. The coupling strength between
adjacent microrings is defined by the coupling angle θ , so that κ2 = sin2 θ gives the
fraction of power coupled between the two resonators. We assume that each micror-
ing supports only a clockwise or counter-clockwise propagating wave; however, due
to evanescent coupling, neighbor resonators have opposite directions of wave prop-
agation (or pseudo-spin flipping), as depicted in Fig. 8.7a. We define a unit cell of
the lattice to consist of four microrings labeled A, B, C, and D, as indicated by the
dashed square in the figure. Since a square microring lattice with uniform coupling
strength is topologically trivial, in order to realize nontrivial topological behaviors,
we allow the coupling angle between microring A and its neighbors (denoted by θa)
to be different from the coupling between microring D and its neighbors (denoted
by θb). The microring lattice is thus characterized by two coupling angles (θa, θb).
The lattice is translationally invariant, with periodicity of � ∼ 4R in the x and y
directions.

Floquet-Bloch Hamiltonian of a 2D Microring Lattice: To determine the Hamil-
tonian of the microring lattice, we follow the same approach in Sect. 2.2 and convert
the lattice into an equivalent coupled waveguide array. This is accomplished by
cutting the microrings at the points indicated by the open circles in Fig. 8.7a and
unrolling them to form a 2D array of periodically-coupled waveguides, as shown in
Fig. 8.7b. Lines connecting adjacent waveguides indicate direct couplings between



382 S. Afzal et al.

Fig. 8.8 a Coupling sequence in one period (L = 2πR), reprinted with permission from [46] ©
The Optical Society. b Driving protocol of the 2D microring lattice in the limit of perfect coupling
(κa → 1) and (κb → 0). The localized bulk mode is shown by the red arrows and edge modes along
the top and bottom boundaries are shown by the purple arrows, Reprinted by permission from [27],
Copyright (2020) by the American Physical Society. Inset figure shows the corresponding trajectory
of a bulk mode in the microring lattice

the corresponding microrings. Within each period L = 2πR, light in each waveguide
undergoes four coupling steps, as shown in Fig. 8.8a. This coupling (or hopping)
sequence guarantees that light will partially return to its initial point after three peri-
ods. Figure8.8b illustrates this for the simple case of perfect coupling (κa = 1 and
κb = 0). Starting from point A in the bulk of the waveguide array, light follows the
trajectory shown by the red arrows and returns to the initial point after 3L. The
corresponding trajectory in the microring lattice is shown by the red arrows in the
inset figure. The fact that light propagation forms localized loops in the bulk of
the lattice implies that light is expelled from the bulk for certain frequencies and
forms propagating edge modes in the presence of boundaries, as shown by the pur-
ple arrows in Fig. 8.8b. This behavior suggests that the lattice has the characteristics
of a topological insulator.

Following the coupling sequence in Fig. 8.8a,we canwrite the equations ofmotion
for the fields [ψA

m,n, ψ
B
m+1,n, ψ

C
m,n+1, ψ

D
m+1,n+1] in each unit cell over one period as:
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∂ψA
m,n

∂z
= iβψA

m,n + ika(1)ψ
B
m+1,n + ka(2)ψ

C
m,n+1

+ ika(3)ψ
B
m−1,n + ika(4)ψ

C
m,n−1

∂ψB
m+1,n

∂z
= iβψB

m+1,n + ika(1)ψ
A
m,n + ikb(2)ψ

D
m+1,n+1

+ ika(3)ψ
A
m+2,n + ikb(4)ψ

D
m+1,n−1

∂ψC
m,n+1

∂z
= iβψC

m,n+1 + ikb(1)ψ
D
m+1,n+1 + ika(2)ψ

A
m,n

+ ikb(3)ψ
D
m−1,n+1 + ika(4)ψ

A
m,n+2

∂ψD
m+1,n+1

∂z
= iβψD

m+1,n+1 + ikb(1)ψ
C
m,n+1 + ikb(2)ψ

B
m+1,n

+ ikb(3)ψ
C
m+2,n+1 + ikb(4)ψ

B
m+1,n+2 (8.48)

where k(a,b)(j) = k(a,b) = 4θ(a,b)/L in step j and equals 0 otherwise. Since the waveg-
uide array is periodic in x and y, we apply Bloch’s condition to get ψ

A,B,C,D
m±l,n±v =

ψA,B,C,D
m,n ei(±lkx,±vky)�/2 where l and v are integers. Equation8.48 can be written for

the state vector |ψ〉 = [ψA
m,n, ψ

B
m,n, ψ

C
m,n, ψ

D
m,n]T of each unit cell in the form

i
∂

∂z
|ψ(k, z)〉 = [−βI + HFB(k, z)]|ψ(k, z)〉 (8.49)

where k = (kx, ky) is the momentum vector and I is the identity matrix. The FB
Hamiltonian HFB is given by

HFB(k, z) =
4∑

j=1

H (j) (8.50)

where H (j) = Hj in step j and zero otherwise. The Hamiltonian in each step is

H1 = −

⎛
⎜⎜⎝

0 kaeikx� 0 0
kae−ikx� 0 0 0

0 0 0 kbeikx�

0 0 kbe−ikx� 0

⎞
⎟⎟⎠

H2 = −

⎛
⎜⎜⎝

0 0 kaeiky� 0
0 0 0 kbeiky�

kae−iky� 0 0 0
0 kbe−iky� 0 0

⎞
⎟⎟⎠
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H3 = −

⎛
⎜⎜⎝

0 kae−ikx� 0 0
kaeikx� 0 0 0

0 0 0 kbe−ikx�

0 0 kbeikx� 0

⎞
⎟⎟⎠

H4 = −

⎛
⎜⎜⎝

0 0 kae−iky� 0
0 0 0 kbe−iky�

kaeiky� 0 0 0
0 kbeiky� 0 0

⎞
⎟⎟⎠

The FB Hamiltonian is periodic in z with a periodicity equal to the microring
circumference, i.e., HFB(k, z) = HFB(k, z + L). We note that unlike the 1D Floquet
microring lattice, the FBHamiltonian in (8.50) does not have chiral nor time-reversal
symmetries.

Noting that the Hamiltonian Hj is independent of z in each step, we can obtain
the evolution operator using (8.25) as (dropping the eiβz term)

U (k, z) =

⎧⎪⎪⎨
⎪⎪⎩

e−iH1(k)z, 0 ≤ z < L/4
e−iH2(k)(z−L/4)e−iH1(k)L/4, L/4 ≤ z < L/2
e−iH3(k)(z−L/2)e−iH2(k)L/4e−iH1(k)L/4, L/2 ≤ z < 3L/4
e−iH4(k)(z−3L/4)e−iH3(k)L/4e−iH2(k)L/4e−iH1(k)L/4, 3L/4 ≤ z ≤ L

(8.51)
The Floquet operator is then

UF(k) = U (k,L) = e−iH4(k)(L/4)e−iH3(k)L/4e−iH2(k)L/4e−iH1(k)L/4 = e−iHeff(k)L

(8.52)

whereHeff is the effective Hamiltonian. The Floquet operator is a unitary matrix with
complex eigenvalues of unit magnitude. Its eigenstates are obtained from

UF(k)|ψn(k)〉 = e−iεn(k)L|ψn(k)〉 (8.53)

Over each Floquet Brillouin zone, the Floquet spectrum consists of 4 quasienergy
bands εn(k) with 3 bandgaps, which we label I, II and III, as shown in Fig. 8.9a.
Bandgaps I and III are symmetric with respect to εL = π .

Figure8.9a shows the Floquet spectrum of quasienergy bands over one period
(0 ≤ εL ≤ 2π) of an infinite lattice with θa = 0.48π and θb = 0.1π . Three distinct
bandgaps (I, II, and III) can be seen,with bandgap II centered at εL = π and bandgaps
I and III symmetric about this energy. Figure8.9b shows the regions where bandgaps
I and II are open as functions of the coupling angles. Bandgap II (π bandgap) is
always open except for coupling angle values on the dashed lines.

Topological Invariants of 2D Microring Lattices: Since the quasienergy bands of
the 2D microring lattice are periodic in kx and ky, the surface of each band over
one Brillouin zone can be wrapped around in kx and ky (so that the points at kx = 0
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Fig. 8.9 a Band diagram over one Floquet Brillouin zone of an infinite 2D microring lattice with
θa = 0.48π and θb = 0.1π . Floquet bands (n = 1, 2, 3, and 4) and bulk bandgaps (I, II, and III) are
labeled in the figure (there is no gap between bands n = 1 and n = 4). b Map of coupling angles
θa and θb showing the regions where bandgaps I and II are open. Bandgap II is always open except
for the dashed lines. Bandgap I is open only in the cyan regions

join the points at kx = 2π/� and so on) to form a torus. The integral of the Berry
curvature of the nth Bloch mode, |ψn(k)〉, over the torus surface defines the Chern
invariant of the quasienergy band n [32]:

Cn = 1

2π

∫
BZ

(∇k × A · k̂z)dkxdky = 1

2π

∫ ∫
(∂kxAy − ∂kyAx)dkxdky (8.54)

where ∂k is the partial derivative with respect to k, ∇k × A is the Berry curvature
(∇k is the gradient with respect to k) and A is the Berry phase connection defined as

A = −i〈ψn(k)|∇k|ψn(k)〉 (8.55)

Equation8.54 can also be expressed as [30]

Cn = C[Pn] = 1

2π i

∫
BZ

Tr{Pn[∂kxPn, ∂kyPn]}dkxdky (8.56)

where [., .] is the commutator and Pn(k) = |ψn(k)〉〈ψn(k)| is the projector onto
eigenstate |ψn(k)〉 of the Floquet operator.

The topological behavior of a 2D static system is characterized by the Chern
number. Specifically, the number of edge states Nξ in a bandgap at energy ξ is equal
to the sum of the Chern numbers of all the energy bands below that bandgap:
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Nξ =
∑
En<ξ

C[Pn] (8.57)

The lattice is thus a NI ifNξ = 0, otherwise it is a CI. The relation in (8.57), however,
applies only to static systems, which have a finite number of energy bands. For a
Floquet system, whose quasienergy spectrum is periodic, the Chern number only
represents the difference between the number of edge states in the bandgaps above
and below that quasienergy band. Notably, edge states can still exist even if the Chern
numbers of all the Floquet bands are zero. Thus the Chern number cannot be used
to establish the bulk-edge correspondence of a Floquet insulator.

As in the case of periodically-driven 1D systems, to completely characterize the
topological behaviors of a 2D Floquet system, we need to determine the dynamical
gap invariant, orwinding number,which depends on the complete evolution history of
the system over each driving period. For a 2D lattice, the winding number associated
with a bandgap at quasienergy ξ is given by [30]

w[Uξ ] = 1

8π2

L∫
0

dz
∫
BZ

dkxdkyTr
{
U−1

ξ ∂zUξ [U−1
ξ ∂kxUξ ,U

−1
ξ ∂kyUξ ]

}
(8.58)

whereUξ is the periodized evolution operator with an open bandgap around ξ . As in
the 1D case, we can periodize the evolution operator U (k, z) by multiplying it with
an operator Vξ [30]

Uξ (k, z) = U (k, z)Vξ (k, z) (8.59)

where
Vξ (k) = eiHeff,ξ (k)z (8.60)

with the eigenvalues of the effective Hamiltonian Heff,ξ chosen to be between ξ and
ξ + 2π/L. The winding number is equal to the number of edge modes that can exist
in the bandgap. In addition, the Chern number of the nth Floquet band is related
to the winding number of the lower (ξ ′) and upper (ξ ) bandgaps via the equation
Cn = w[Uξ ] − w[Uξ ′ ].

To investigate the topological behaviors of the 2D microring lattice, we com-
puted the Chern numbers of the energy bands and winding numbers of the bandgaps
for four lattice samples, labeled M ,N ,O, and P, with coupling angles (θa; θb)
= (0.146π; 0.019π ), (0.315π; 0.016π ), (0.397π; 0.304π ), and (0.473π; 0.026π ),
respectively. Figure8.10 shows the projected band diagrams of the samples with 10
unit cells in the y direction and infinite extent in the x direction. The Chern num-
bers and winding numbers are also indicated for the energy bands and bandgaps,
respectively. We observe that bandgap II is open in all four samples. The winding
number wII in bandgap II of samplesM and N are trivial, indicating that these sam-
ples behave as NIs in this bandgap. This is also confirmed by the absence of edge
modes in bandgap II of the projected band diagrams of these samples.
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Fig. 8.10 Projected band diagrams of semi-infinite microring lattices with 10 unit cells in the y
direction and infinite extent in the x direction: a sampleM with coupling angles θa = 0.146π, θb =
0.019π ; b sampleN with θa = 0.315π, θb = 0.016π ; c sampleOwith θa = 0.397π, θb = 0.304π ;
and d sample P with θa = 0.473π, θb = 0.026π . The Chern numbers C of the Floquet bands and
winding numbers w of the bandgaps are also shown [47]

On the other hand, samplesO andP behave as topological insulators in bandgap II
because they have nontrivial winding numbers (wII = 1). The topological behavior of
these samples can be verified by the existence of the edge states that cross bandgap
II in the projected band diagrams in Fig. 8.10c and d. The two edge states in the
bulk bandgap correspond to the two orthogonal pseudo-spin states with opposite
directions of light propagation in each microring. We note that the Chern numbers
of all the quasienergy bands of these samples are zero. Thus as static systems, these
lattices are topologically trivial. However, their dynamical invariants are non-zero,
indicating that their nontrivial topological behavior arises from the periodic nature
of the system evolution. These lattices are thus classified as AFIs.
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Fig. 8.11 Topological phase map of 2D microring lattices characterized by coupling angles θa
and θb . NI indicates normal insulator behavior in bandgap II; CII is Chern insulator in bandgap I;
AFII and AFIII indicate AFI behavior in bandgaps I and II, respectively. The markers M , N , O, P
correspond to the four samples in Fig. 8.10. Reprinted with permission from [46] © The Optical
Society

With respect to the topological behaviors of bandgap I (and III), Fig. 8.10b and d
shows that these bandgaps are open for latticesN andP, both with nontrivial winding
numbers wI. These lattices thus behave as topological insulators in these bandgaps.
For lattice N , the Chern number of band n = 2 is also nontrivial and satisfies the
relationC2 = wI − wII. In this case, the lattice is classified as a Floquet CI. However,
since lattice P has zero Chern numbers for all the energy bands, its topological
behaviors in bandgaps I and III are of the AFI type.

A complete topological characterization of the 2Dmicroring lattice is summarized
by the topological phase map in Fig. 8.11, which predicts the various topological
behaviors of the lattice over the range of coupling angle values 0 ≤ θa, θb ≤ π/2.
The four samples M ,N ,O, and P are also marked on the map. In the white region,
the lattice has only one bulk bandgap, bandgap II, which is a NI. In the cyan regions,
the lattice behaves as a CI in bandgap I and NI in bandgap II. In the green regions,
the lattice again only has bandgap II open, which behaves as an AFI. In the purple
regions, the lattice behaves as an AFI in all three bandgaps. The topological phase
map is symmetric with respect to the line θa = θb since exchanging the two coupling
angles does not change the lattice.

For direct verification of the edge modes predicted by the topological phase map,
we computed the light intensity distribution in a finite sample of 5 × 10 unit cells
of lattice P using the field coupling method in [48]. Light enters the sample via an
input waveguide coupled to microring A of a unit cell on the left boundary and exits
the sample via an output waveguide coupled to microring B of a unit cell on the right
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Fig. 8.12 Schematic for light excitation and intensity distribution of the a counter-clockwise and
b clockwise edge modes at quasienergy ξ = πL in an AFI microring lattice with 5 × 10 unit cells
and coupling angles θa = 0.473π, θb = 0.026π

boundary. Figure8.12a and b shows the excitation schematics and light intensity
distributions of the two chiral edge states at the center of bandgap II (ξ = πL).
The counter-clockwise edge mode is excited by injecting light into port 1 of the
input waveguide while the clockwise edge mode is excited using port 2. Figure8.12a
shows that the edge mode corresponding to the counter-clockwise pseudo-spin state
inmicroringA travels in the counter-clockwise direction along the sample boundaries
and exits from port 4 of the output waveguide. On the other hand, the edge mode with
the clockwise pseudo-spin in microring A travels in the opposite direction along the
sample boundaries to exit from port 3 of the output waveguide, as seen in Fig. 8.12b.
Similar edge mode field patterns are also obtained for light excitation in bandgaps I
and III for both CIs and AFIs of samples N , O, and P.

8.3.3 Experimental Realization of 2D Floquet Microring
Lattices

In this section, we review our experimental effort in realizing 2D Floquet microring
TPIs on a silicon photonics platform [27]. To realize a square lattice of microrings
with identical resonance frequencies, the microrings must be identical with identical
evanescent coupling gaps between adjacent resonators. However, we also have the
requirement that in each unit cell, the coupling strength between microring A and
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Fig. 8.13 a Schematic of a unit cell of the Floquet microring lattice consisting of octagons with
alternating widths W1 and W2. Octagon D is rotated by 45◦ with respect to the other resonators to
achieve asynchronous coupling. b Optical microscope image of a fabricated octagon lattice with
5 × 10 unit cells. c SEM images of octagon resonators A and D, with zoomed-in views of the
synchronous and asynchronous coupling sections. Reprinted by permission from [27], Copyright
(2020) by the American Physical Society

its neighbors must be different from the coupling strength between microring D and
its neighbors. To realize such a lattice, we used octagonal resonators with the sides
having identical lengths but alternating widthsW1 andW2, as shown in Fig. 8.13a. To
maintain a square lattice, we set the coupling gaps between adjacent octagons to be
identical. Different coupling strengths between adjacent octagons can be achieved
by exploiting the difference between synchronous coupling between waveguides
of the same widths and asynchronous coupling between waveguides of different
widths. In the lattice design, octagons A,B, and C are oriented in the same way such
that coupling between resonator A and its neighbors B and C occurs synchronously
between waveguides of the same width W1. By rotating octagon D by 45◦ with
respect to the other three resonators, different coupling strengths between resonator
D and its neighbors are obtained due to asynchronous coupling between waveguides
of different widths W1 and W2.

We fabricated 2D microring lattices on an SOI substrate with a 220 nm-thick sili-
con layer on a 2 µm-thick SiO2 layer. The devices were designed to operate with the
TE polarization at 1550nmwavelength. The octagons were designed to have sides of
length Ls = 16.06 µm and alternating widthsW1 = 400 nm andW2 = 600 nm. The
coupling gaps between adjacent octagons were g = 225 nm. Using Finite Difference
TimeDomain simulation in the Lumerical software [49], we determined the coupling
angles to be θa = 0.473π and θb = 0.026π 1620nmwavelength, which corresponds
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Fig. 8.14 aMeasured power transmission of AFI microring lattice. b Simulated transmission spec-
trum of a lattice with 5 × 10 unit cells and coupling angles θa = 0.473π and θb = 0.026π . The
red trace is the normalized transmission of the ideal lattice with 3 dB/cm propagation loss in the
waveguides. The hatched area shows the possible variations in transmission due to a ±5% devia-
tion in the coupling parameters and round-trip phases of the microrings. Reprinted by permission
from [27], Copyright (2020) by the American Physical Society

to lattice P in the topological phase map in Fig. 8.11. We fabricated a lattice sample
consisting of 5 × 10 unit cells, with an input waveguide coupled to resonator A of a
unit cell located at the left boundary for edge mode excitation, and an output waveg-
uide coupled to resonator B of a unit cell on the right boundary for transmission
measurements. The coupling angles between the input/output waveguides and the
octagon resonators were set equal to θa. Figure8.13b shows an optical microscope
image of the fabricated lattice. Figure8.13c showsSEM images of octagon resonators
A and D, with zoomed-in views of the synchronous and asynchronous coupling sec-
tions. The two smaller octagons inside each octagon are dummy structures to achieve
more uniform pattern density over the lattice.

We measured the transmission spectrum of the lattice by coupling TE-polarized
laser light into port 1 of the input waveguide and measured the transmitted light at
port 4 of the output waveguide. Figure8.14a shows the normalized transmitted power
over one free spectral range (FSR ∼ 5 nm) of the octagon resonators. We observe
three regions where the transmission is high and relative flat, which we identify as
the three bandgaps I, II and III. The high transmission is evidence of AFI edge modes
being excited, as predicted by the projected band diagram for lattice P in Fig. 8.10d,
which transported light along the lattice boundaries to the output waveguide. On
the other hand, the regions where the transmission is low correspond to the bulk
transmission bands (the passbands of the lattice). The low transmission measured at
the output port is due to light spreading out into the bulk lattice and being partially
reflected back into port 2 of the input waveguide.We also observe sharp transmission
dipswithin these passbands, which are caused bymultiple interferences and localized
resonances of light in the bulk lattice.
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Table 8.1 Parameters of fabricated octagon lattice samplesM , N and O [47]
Sample Ls (µm) W1 (nm) W2 (nm) g (nm) θa(π) θb(π) Wavelength Edge mode type

M 13.14 400 600 275 0.146 0.019 1516nm NI (bandgap II)

N 16.06 400 600 225 0.315 0.016 1533nm CI (bandgap I)

O 16.06 400 410 225 0.397 0.304 1554nm AFI (bandgap II)

To verify the measured spectrum, we computed the power transmission of the
lattice sample using the field coupling method in [48]. The red trace in Fig. 8.14b
shows the simulated transmission power assuming 3dB/cm propagation loss in the
silicon octagon waveguides. To account for fabrication variations, we also simulated
the transmission in the presence of ±5% random variations in the coupling strengths
andmicroring round-trip phases. The range of expected transmission values is shown
by the hatched area in the plot. Comparing the simulated and measured transmission
spectra shows good qualitative agreement between the two plots, including the char-
acteristic high and flat-band transmission in the bulk bandgaps, and low transmission
and sharp dips in the passbands.

To obtain direct evidence of AFI edge modes in the bulk bandgaps, we injected
light at 1623nm,which is located in bandgap II, into port 1 of the inputwaveguide and
imaged the scattered light intensity distribution using a near-infrared (NIR) camera.
The camera image is shown in Fig. 8.15a, which clearly shows light being localized
along the bottom boundary of the lattice as it propagated from the input waveguide
on the left to the output waveguide on the right. For more clarity, the lower left plot of
the figure shows the map of scattered light intensity reconstructed from the raw NIR
camera data. The lower right plot shows the simulated distribution of light intensity in
the resonators, which shows good agreement with the imaged scattered light pattern.
When light at the same wavelength was injected into port 2 of the input waveguide,
the edge mode corresponding to the opposite pseudo-spin state was excited, which
propagated along the top edge of the lattice. This is evident from the NIR camera
image and simulated light intensity in Fig. 8.15b. When we tuned the input light
wavelength to 1624nm, which is located in the bulk passband, the camera image
in Fig. 8.15c shows light spreading into the bulk of the lattice and no edge mode is
observed.

To observe topological behaviors of 2D microring lattices in other regions of the
topological phase map, we also designed and fabricated octagonal resonator lattices
corresponding to samplesM ,N , andO in Fig. 8.11 [47]. These lattices have different
waveguide widths W1, W2, octagon side length Ls and coupling gap g as listed in
Table8.1. The simulated values of the coupling angles θa and θb are also shown in the
table along with the operating wavelength and the expected topological behaviors of
the samples.

The measured transmission spectra of the fabricated lattices are shown in
Fig. 8.16a–c. We observe that these spectra correlate well with the projected band
diagrams in Fig. 8.10. In particular, the transmission is high and flat in nontrivial
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Fig. 8.15 Direct NIR imaging of scattered light patterns from the AFI microring lattice: a counter-
clockwise AFI edge mode excited from port 1 of input waveguide at λ = 1623 nm (in bandgap
II), b clockwise AFI edge mode excited from port 2 of input waveguide at the same wavelength; c
bulk mode excitation at λ = 1624 nm (in a passband). In each figure, the lower left plot shows the
map of scattered light constructed from the raw data of the NIR camera. The lower right plot shows
the simulated distribution of light intensity in the microrings. Reprinted by permission from [27],
Copyright (2020) by the American Physical Society

bandgaps, which support edge modes, and low in trivial bandgaps, where the lattice
behaves as a NI. In the bulk passbands, the transmission has an irregular pattern since
light is spread out throughout the bulk lattice and partially reflected back. For the
nontrivial bandgaps, the types of edge modes (CI or AFI) can be identified based on
the computed Chern numbers and winding numbers in the projected band diagrams
and indicated in the transmission spectra.

We also performed NIR imaging of the scattered light patterns from the lattices
at the wavelengths indicated by the black arrows in the transmission spectra. These
images are shown in Fig. 8.16d–f. For lattice M , which is a NI, Fig. 8.16d shows
that input light at λ = 1516 nm is reflected and cannot propagate into the lattice
bulk. For lattice N , which is a CI in bandgaps I and III, the scattered light pattern
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Fig. 8.16 a–cMeasured transmission spectra of fabricated samplesM ,N and O. d–f NIR camera
images of scattered light intensity distributions taken at the wavelengths shown by the black arrows
in plots (a–c) [47]

in Fig. 8.16e clearly shows the formation of an edge mode along the bottom sample
boundary when excited by input light at λ = 1534.67 nm (in bandgap III). For lattice
O, although bandgap II is almost closed, it can still support an AFI edge mode, as
can be verified by the image in Fig. 8.16f for input light at λ = 1554.08 nm. These
results provide additional evidence that our octagonal resonator lattices behave as
predicted by the topological phasemap.We also note that by exploiting the frequency
dispersion of the coupling angles θa and θb, it is possible to observe quantum phase
transition across a boundary on the topological phase map, e.g., from a NI to an
AFI [27].

8.4 Conclusion

In this chapter we reviewed the basic concepts of topological photonic insulators and
presented methods for analyzing the topological behaviors of 1D and 2D microring
lattices. In particular, we focused our attention on the treatment of microring lattices
as periodically-driven quantum systems,which are found to exhibit richer topological
characteristics than their static counterparts. We also reviewed our recent effort in
realizing Floquet insulators based on octagonal resonator lattices in silicon photonics,
which provides a versatile nanophotonic platform for exploring potential applications
of Floquet TPIs.
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Topological photonics is an active area of research with promising potential for
breakthroughs in both fundamental science and engineering applications. New topo-
logical phenomena such as light trapping in high-Q bulk mode resonance [50] and
corner states [51–53] could lead to novel lasers and optical filter devices. Floquet
systems provide the flexibility of engineering the driving protocol, either spatially or
temporally, to achieve new types of 2D TPIs, such as those protected by time reversal
symmetry [54]. Non-Hermitian photonics represents another interesting approach for
realizing topological insulators [55–57]. By introducing nonlinear materials in TPIs,
novel nonlinear topological devices could be realized, including robust nonlinear
optical isolators, switches, and enhanced harmonic generation [20, 58–60]. Finally,
there are also many interesting applications of TPIs in quantum photonics, such as
topologically-protected transport of single photons and photon entanglements, as
well as robust quantum light sources and amplifiers [29, 61, 62].
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Chapter 9
Parallel Digital Gradient Search
Technique for Rapid Automated
Alignment of Devices on Silicon
Photonics Integrated Circuits

Scott Jordan

Abstract Silicon photonics has emerged as an essential technology for the world
moving forward. Colliding needs for escalating data consumption versus environ-
mental sustainability drive the shift from copper-based networking architectures
to photon based. New technologies for implementing photonic devices on semi-
conductor substrates have ignited an explosion of innovation in support of these
trends, and while the energy efficiencies of the transition are clear and are rooted in
fundamental physics, the economic realities of manufacturing these devices at the
necessary scale have posed significant challenges. In particular, the step of aligning
photonic elements such as lasers, chips and fibers to maximize transmission has been
a time-consuming (and therefore costly) requirement that even more unfortunately
must be repeated many times in the test-and-assembly process, starting even before
the chips are diced off of the wafer. There is no analog to this step in conventional
microelectronic manufacturing. The challenge grows worse as devices grow more
complex, for examplewhen adding array channels or additional discrete components,
as this introduces physical and geometric dependencies and necessitates optimization
across multiple degrees of freedom. Formerly, time-consuming iterative procedures
were required to accommodate this, leading to escalating costs. As we discuss here,
new technology eliminates this by performing these alignments in parallel across
elements, channels, inputs/outputs and degrees of freedom, reducing overall align-
ment times by typically a factor of 100, resolving these vexing production-economics
issues and enabling the industry’s development and growth.

9.1 An Application-Driven Challenge

Even before the COVID-19 pandemic, the world’s appetite for data drove bandwidth
consumption at rates that, per some studies, long ago exceeded Moore’s law (the
semiconductor industry’s truism that forecasts a doubling of transistors in integrated
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circuits every two years). Steven Alexander, CTO of networking giant Ciena, docu-
mented in 2019 how Internet traffic growth had eclipsed Moore’s law [1], and that
was before 2020s global viral emergency forced professional and clerical workers
and their employers to adapt to working from home, among many other social inter-
actions that suddenly shifted online. This tragic circumstance abruptly turbocharged
the world’s data consumption, to the point that Telefónica, one of the world’s largest
multinational network operators, saw a year’s worth of traffic growth in the single
month of April 2020 [2]. Since at least some of this will stick as the new normal, it
is evident that Internet growth has left Moore’s law in the dust by now.

9.2 Photonics to the Rescue: Energy, Speed, Fidelity,
Scalability and Sustainability?

The shift to mobile computing is particularly striking. According to UN data, it only
took about twenty years for the number of cell phone subscriptions to approximately
match the number of humans on earth. Landline telephones never achieved 25%
penetration of global humanity, but mobile broadband exceeded that in just six years
[3]. Today’s exponentiating demand for data has been driven by applications as
diverse as:

• Video conferencing
• Genomics
• Smart cars
• The Internet of Things
• Manufacturing 4.0
• Streaming media
• Selfies
• Personal medicine
• Big data
• Facial recognition, and of course,
• Social networks.

Incidentally, the evident variety of today’s applications has an un-obvious conse-
quence: unlike the first photonics industry boom of 1997–2001, which was driven by
essentially one application (long-haul telephony, replacing satellite telephone links),
the diversity and mushrooming nature of today’s applications makes a 2002-style
industry collapse hard to imagine. Indeed, the severe economic dislocations of the
COVID-19 pandemic came against a background of booming demand for bandwidth,
for which photonics is a key enabler.

All these applications reduce to data that is stored, processed and conveyed in
bits. Conventionally, to transmit a bit from point A to point B fundamentally requires
charging and discharging a wire, even the microscopic ones in CPU and RAM chips.
Per Stanford’s David A.B. Miller, “Most energy in information processing is in
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communications, not in logic, even at the gate level. Most energy dissipation in
information processing is in charging and discharging wire capacitance, which is
~200 aF/μm” [4, 5].

The promise of photonics in computing and communications is multifold. Scal-
ability, capacity, parallelism, speed: all these benefits are obvious. But, the promise
of eliminating wires, especially the short ones in data centers, yields the promise of
sustainability compared to the charge/discharge losses of bit-conveyance over copper
at all scales.

The problem is practicality. Such devices need to be invented, developed, engi-
neered and manufactured. Fortunately, thanks to clever device engineering and some
groundbreaking micro-robotic industrial automation technology, the world is well
on its way to mainstream adoption of high-throughput photonic interconnects, from
the data center to the home. Soon, we expect this trend to proceed down to the level
of on-chip interconnects [6].

Viewed from a zoomed-out perspective, it is clear that the history of photonics is
a fascinating tale of progressively shorter link scales, from transoceanic to transcon-
tinental to regional to metro, and now within-and-between data center installations,
and progressing farther down to within the chip itself.

9.3 Silicon Photonics

In the late 1990s, when photonics technology was first massively deployed to replace
satellite links in long-distance telecommunications, the challenge of manufacturing
quickly emerged. To couple one of the then-novel laser diodes into a newfangled
single-mode fiber required laborious adjustment of those components’ mutual posi-
tion to ensure that the laser’s light was efficiently coupled into the fiber. An analog
technology called a gradient search was a partial solution, as it allowed the posi-
tioning system to quickly reach optimum, at least for the case of a single fiber with
a smooth modal profile. But, these positioning systems had significant limitations:
They could be fragile, have limited travel ranges, be drifty, and otherwise be not-
well-suited to industrial deployment. To address these drawbacks, the digital gradient
search was developed [7]. This was deployed on industrial-class motion hardware
thatwas already proven in semiconductormanufacturing processes. The combination
provided a path forward for repetitive manufacturing of the devices of the day.

Today, the functionalities of photonic data devices have progressed significantly
in sophistication and complexity. The key has been the aforementioned integration
of photonic technologies onto the same wafers as used for microelectronics. This
leverages the world’s vast, mature and efficient manufacturing capability. It allows
thousands of photonic integrated circuits to be minted on a single wafer, alone or
alongside microelectronic elements. Silicon photonic (SiPh) is the single most revo-
lutionary development in semiconductors since the invention of the integrated circuit:
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The rest of the semiconductor industry’s evolution (world-changing as it has been) is
basically a tale of different wafer sizes, different coatings, different etching strategies
and so on.

Importantly, photonic integrated circuits offer the tantalizing potential for
processing multiple channels of light at once. So photonics ICs today routinely inte-
grate multichannel and multi-wavelength structures and offer multiple inputs and
outputs arranged in arrays.

The familiar challenge from the late 1990s arises: Those chip-level photonic
inputs and outputs need to be coupled to other elements, from optical fibers and
fiber arrays and laser diodes to lenses, gratings and similar bulk elements and even
other chips.Manyof these couplings requiremeticulous alignment, accurate to tens of
nanometers, not only in the sensitive transverse plane (by convention referred to as the
“XY” plane) but in other degrees of freedom as well. Importantly, any array situation
requires precise orientation of the devices not only in XY (the plane transverse to
the optical axis) but also in theta-Z (rotation about the optical axis, fundamental to
bringing multiple array channels into correspondence and often required in other
degrees of freedom (DOFs) as well. Only measurement of the actual coupling could
do the job; machine-vision approaches are too coarse, and passive approaches such
as precision V-grooves and interposers have typically required impractical device
replication tolerances (though diligent and clever advancements have borne fruit
recently, such as Teramount’s “Wide Band PhotonicBump” technology).

The 1990s digital gradient search technology could still be utilized for industrial-
class manufacturing processes, and in fact, it is still the foundation of successful
tool architectures that continue to assemble photonic products today. But when
confronted with array elements and other situations requiring multi-DOF optimiza-
tion, the overall process of global optimization can be slow—often too slow to be
practical for testing and packaging those thousands of devices each SiPhwafer repre-
sents. This is because of the geometric coupling of the various DOFs. A motion in
theta-Z, for instance, inevitably causes a de-alignment in XY due to the mechanical
rotation axis not being precisely coincident with the optical axis. Consequently, a
looping process has been needed: Align in XY, make a small theta-Z improvement,
go back and re-align in XY and repeat over and over until you converge on a global
optimization. The situation is similar for the other DOFs, increasing convergence
time in exponential fashion as a function of number of DOFs. Also, many devices
(such as the short, multimode waveguide structures common in silicon photonics)
exhibit interactions between channels and between inputs and outputs: Optimize the
input, optimize the output, but now the input is no longer optimized. Consequently,
one must loop XY alignments and theta-Z (etc.) motions until a consensus optimum
is achieved. From there, the same technology can track the alignments, ensuring
optimization in the face of drift from thermal changes and even curing stresses.
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9.4 The Dinosaur Falls: Extinction of the Loops

Most recently, a revolutionary re-thinking of the three-decade-old digital gradient
search has allowed industrial positioners to performmultiple gradient searches across
multiple channels, inputs and DOFs simultaneously, even if they interact optically
or geometrically. This reduces or eliminates the loops just mentioned. For instance,
instead of iteratively making small theta-Z motions interleaved with XY corrections
over a span of minutes, perform the XY and theta-Z alignments at the same time
using two gradient search processes in parallel and get the job done in a second.
This approach can be scaled up to the full 6 degrees of freedom for each element,
and multiple positioners can work cooperatively on multiple inputs and outputs of a
device even if interactions between the inputs, outputs and channels occur.

This represents time savings, and not a small amount: Process time reductions of
99%ormore are common.For example, asmentioned, themulti-minute serial process
of looping XY and theta-Z alignments of an array device collapses to a typically 1-
second-scale parallel process. Intriguingly, the parallelism of the technology means
the overall process time is almost independent of the number of processes performed,
so the cost savings multiply with device complexity.

Implemented at the command level entirely in the firmware of industrial-class
6-DOF hexapod microrobots (Fig. 9.1) and other precision mechanisms, this tech-

Fig. 9.1 Alignment micro-robots perform multiple alignment processes simultaneously across
degrees of freedom, elements, inputs and outputs, even if they optically or geometrically interact
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nology is key to resolving unfavorable economics for the manufacturing of silicon
photonics devices (and of course devices based on other wafer technologies such as
InGaAs).

9.5 Operating Principle

Gradient searches depend on a small cyclic motion (“dither”) of one device with
respect to another. The position of the dithered element and the coupled optical
power (or other figure-of-merit) is monitored synchronously in real time. Per (9.1),
this dither motion causes a small, similarly cyclic modulation of the figure-of-merit:
ε(θ ), a function of the instantaneous dither phase angle θ. While it is possible to
perform these tasks with all motion and metrology performed by a PC or PLC, it
is much faster if a specialized motion controller performs this work, with internal
algorithms that deduce the phase and amplitudeof themodulation causedby the dither
process. This information guides the controller to efficiently drive position uphill to
the optimum for the involved axes, where the amplitude of the modulation drops
to zero by definition and alignment motion is complete. The dithering process can
be continued, however, to provide real-time compensation of drift and disturbances.
This is the approach utilized in PI’s Fast Multichannel Photonic Alignment (FMPA)
micro-robot systems.

Figure 9.2 depicts this process in the simple case of aGaussian coupling.However,
wise implementations are mathematically founded on analytics that do not require
or depend on a tidy Gaussian coupling—many SiPh applications yield rather messy,
multimode coupling cross sections characterized by local maxima and saddle points.

Fig. 9.2 Graphical depiction of gradient determination via a circular dither, which modulates the
observed coupled power (or other figure-of-merit). The phase of the modulation with respect to the
dither indicates the direction toward maximum while its amplitude falls to 0 at optimum



9 Parallel Digital Gradient Search Technique for Rapid … 405

The gradient search optimization can be preceded by an efficient, virtually vibra-
tionless single-frequency area scan (either a rectangular sinusoid or a circular spiral)
to select the main mode. In the referenced FMPA implementations described in the
next section, both the area scan and parallel lock-on each require only a few hundred
milliseconds.

|ε(θ)| = ∇ I = (
Imin − Imax

)
/Imin (9.1)

9.6 It is 1985 All Over Again: An Ecosystem Rises

In the 1980s, today’s robust and global ecosystem of semiconductor manufacturing
toolmakers did not exist. Today, you can construct a fab just by issuing P.O.s, but
players in that era had to either build their own production machinery or commission
custom manufacturing-automation tooling [8].

Until recently, the situation in the silicon photonics industry has been unfolding
in much the same way.

Analogous to the 1980s semiconductor industry, the parallel alignment technology
has, since its introduction, been successfully adopted by captive manufacturing-
automation integrators internal to some of the industry’s largest players. Recently,
a global toolmaker ecosystem has started to emerge, again replaying the script of
1980s-era semiconductor manufacturing.

Consider the very first process a SiPh device is subjected to: testing, while it is still
on awafer. The reason is familiar from conventionalmicroelectronicsmanufacturing:
The costs of minting the wafer are a small part of the finished price of a packaged
chip. The costs of packaging even a conventional microprocessor can comprise the
majority of the final cost of the finished product [9]. So, packaging faulty chips has
grave economic consequences. Since yields can be problematic, this means only
known-good chips should proceed from wafer into the packaging process. The vali-
dation is performed by specialized manufacturing tools: wafer probers. These cycle
wafers through, subjecting each chip to contact from precise, needle-like electrodes
that electronically stimulate the chip and observe its response, often via racks of
sophisticated instruments.

Probing a photonic chip means coupling to its embedded photonic circuitry is
also required. Simply making electrical contact is insufficient. Optical connections
must be provided, and optical measurement of the chip’s performance is required.
Worse, while the smallest electrical contacts for probing are typically on the order of
20–30 μm square (meaning probe positioning accuracy must only be on this order),
photonic couplings can require alignment accuracies about 1000 times better. And
with thousands of SiPh chips on a wafer, this is clearly a costly process, so speeds
are paramount.

The parallel gradient search technology provides the answer. It allows rapid opti-
mization of each device’s optical I/O across its multiple channels and degrees of
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Fig. 9.3 FormFactor’s pioneering cascade CM300 photonics-enabled engineering wafer prober
integrates PI’s fast multichannel photonics alignment systems for high throughput, wafer-safe,
nano-precision optical probing of on-wafer silicon photonics devices. Courtesy FormFactor, Inc.

freedom. It is no surprise that the first OEM implementations of the advanced
microrobots with the parallel gradient search were in wafer probers [10] (Fig. 9.3).

Probing chips on-wafer is, of course, just the first step in their birthing process.
The chips must next be singulated and then assembled into their final package, often
with intermediate testing steps to validate the components’ continued good health.
At each of these assembly-and-test steps, alignment must again be performed.

(As mentioned, passive-alignment approaches which attempt to eliminate this
need by substituting physical-fit techniques provide niche solutions for certain
devices and process steps, but these often rely on narrow dimensional tolerances that
are, themselves, costly and time-consuming to produce. In any case, they present
fresh challenges for the crucial wafer-probing step upon which so much economic
feasibility depends.)

The first adoption of the parallel alignment technology in a commercially available
assembly-automation tool recently emerged fromamicro-assembly toolmaker inThe
Netherlands, Tegema [11, 12]. Their solution, as illustrated in Fig. 9.4, implements
the parallel alignment microrobots in a novel physical layout. The resulting tool is
reportedly ten times faster and requires 50% less floor space than competitive entries
based on legacy alignment technology.
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Fig. 9.4 Fast parallel alignment technology is the enabler behind Tegema’s groundbreaking
automated-assembly tool for photonic devices, with 10 times higher throughput and 50% of the
floorspace of legacy tools

9.7 Down Deep: Implementing the Parallel Alignment

Any axes in an FMPA system can perform any of these types of alignments (subject
to the physical capabilities of the axes, of course). So, area scans can be performed
with long-travel motorized-stage axes, which can be very handy for finding first
light and accommodating device and fixturing reproducibilities. Gradient searches
are most familiar from transverse optimization, but they can also be performed (for
example) in a single linear axis, which is useful for localizing the beam waist in a
lensed coupling, or in a gimbaling fashion to optimize an angular orientation, or in
combinations of processes operating in parallel. There are many possibilities. These
are general-purpose algorithms suitable for all kinds of optimizations, including bulk
optic, cavity and pinhole alignments, using figures-of-merit ranging from familiar
optical power metrology to photon counts, fast received signal strength indication
(RSSI) queries, measures of beam quality in the case of laser-cavity optimization
and modulation-transfer function (MTF), 2D Fourier transform and other measures
of image quality in imaging optic assembly.
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9.7.1 Area Scans

Scanning an area to determine the approximate location of the highest coupling peak
is useful for a variety of tasks:

• First light seeking
• Profiling for dimensional characterization of a coupling. This can be an important

process-control step
• Localizing the mainmode of a coupling for subsequent optimization by a gradient

search. This hybrid approach helps prevent locking-onto a local maximum and is
very powerful.

Traditionally, raster and serpentine scans have been used for this purpose, but they
pose several disadvantages. In both, a sweep in one axis is followed by an increment
in the orthogonal axis. Each axis must settle at the conclusion of its motion. The
stopping and starting can excite resonances in the devices and fixturing, so the settling
can take some time.

More recently, scan approaches based on single-frequency sine waves were devel-
oped. These do not drive system resonances as raster and serpentine scans do, so they
require no settling with every scan line.

In addition to reducing single-frequency rectangular and spiral area scans to a
single command, FMPA controllers have automatic curve-fitting capabilities built
in, plus a data recorder that can capture the profile on-the-fly for later retrieval,
analysis or databasing. These area scans (Fig. 9.5) are very fast, 300 ms or so for
typical NanoCube applications (100 × 100 μm area) and loads. The internal curve-
fitting capability can fit a Gaussian to a fairly sparse scan (meaning an especially fast
scan), allowing good localization of the optimum coupling point without taking time
to do a really fine scan. Another capability of the firmware-based FMPA area scan is
finding the centroid of a flat-top (“top-hat”) coupling, such as seen when probing a
deposited photodetector with a single-mode fiber (Fig. 9.6). This allows the scan to
terminate with the fiber at the geometric center of a flat or tilted top-hat coupling,
maximizing robustness.

A constant-velocity spiral scan may also be selected, allowing data to be acquired
with constant spatial density across the spiral.

9.7.2 Gradient Search

A new enabling technology for the industry is the gradient search optimizations that
can be performed in parallel. This allows (for example) an angular optimization to
be performed while an XY optimization runs to keep everything locked-on and as a
Z optimization also runs to maintain a focus.

Transverse optimizations tend to be the most sensitive and also the most affected
by other alignments. Thus, transverse routines tend to be relegated to high-speed,
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Fig. 9.5 Simulated optical power distribution showing local maxima. A sinusoidal, rectangular-
format area scan or a circular-format spiral scan are both single-frequency and thus do not drive
resonances in thefixturing.This allows fast localizationof themainmode.Curvefitting, an automatic
option, allows accurate localization of peaks that lie between scan lines, allowing good localization
with especially fast (typically 300 ms) scans

Fig. 9.6 Flat or tilted top-hat couplings (seen, for example, when a fiber is aligned to a photodiode
of larger transverse dimension) can be accommodated by an area scan with automatic centroid
fitting. The resulting alignment targets the center of the plateau, the most robust place to terminate
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high-resolution piezoelectric flexure stages such as PI’s P-616 NanoCube. The
speed,wear-free flexure construction and continuous tracking capability allows trans-
verse optimization to be maintained during Z and angular optimizations that would
ordinarily require the time-consuming, legacy looping approach.

9.7.3 Example Case: Array Device Alignment

In the example just mentioned, an array device must be rotated in theta-Z while
aligned in XY. If the mechanical Z-axis were perfectly colinear with the optical axis
of one channel, then the job would be done. However, even when a hexapod is used
(allowing, as it does, the rotational centerpoint to be placed anywhere in space by
software command), as a practical matter chances are 100% that the mechanical and
optical axes will not be colinear to the necessary precision to avoid de-alignment in
XY during motions in theta-Z. This is where the parallel processing of (1) the XY
lock-on and (2) the theta-Z optimization pays particular benefits.

In the example applications, we have spotlighted here (FormFactor’s wafer prober
and Tegema’s automated-assembly tool), the low-level implementation provided by
the PI controllers is straightforward. In each case, the overall alignment task is
divided into processes just as we have done in the previous paragraph: “Process
1” is defined by the system developer as the XY transverse lock-on. Various param-
eters are established in the definition process (including mechanical-axis identifiers,
desired frequency, target alignment tolerance, optical input channel, etc.); these may
be subsequently changed at any time. The same step is performed for “Process 2” to
identify the mechanical axis for theta-Z and so on. Later, with the processes having
been defined, they can be commanded to operate simultaneously by issuing the Fast
Routine Start command, specifying processes 1 and 2: FRS 1 2.

In the case of applications with multiple micro-robotic stations (hexapods,
NanoCubes, stage stacks), the start command can be issued virtually simultane-
ously to each of the controllers via Ethernet interfacing. These interfaces are fast
enough that the commands are received, processed and activated with millisecond-
scale determinacy and processes across the stations proceed in parallel as intended,
cooperatively, so that overall optimization of elements, inputs/outputs and degrees
of freedom is achieved quickly.

Physical considerations might limit the parallelism available in an application.
First among these is the speed of the figure-of-merit. For SiPh applications, the
figure-of-merit being optimized tends to be optical power, eithermeasured by a power
meter or a photodiode/transimpedance amp (perhaps embedded in the device), or via
rapid, continuous RSSI queries (perhaps protocol converted via a simple “Arduino”-
style microcontroller for compatibility with the micro-robotic controllers). Consider
the case of an optical power meter: Unfortunately, the world is rife with low-cost
power meters with analog bandwidths on the order of 2 Hz. These are far too
slow to drive millisecond-scale fast-automation processes, especially when several
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processes are desired to run at once! Similarly, for camera- and lens-assembly appli-
cations driven by a figure-of-merit based on some measure of image quality such as
sharpness or contrast (MTF, 2DFF, etc.), the frame rate and computation speed of the
computer performing the analysis is one determinant of how many processes can be
achieved in parallel. In the same way, the physical speed capabilities of the motion
devices can cap the number of processes possible at one time.

9.8 Alignment Enables the Quantum Era

The bizarre physics of the quantum world is the next disruptor for the high tech. It
has the attention of government, corporate and venture investors, with major plays by
significant companies such as Google and IBM and a venture pace that has quickened
from $7 million for two deals in 2015 to over $300 million for seven deals in the
first four months of 2020 [13, 14]. The bet here is that the indeterminate state of
quantum computing elements (qubits) and their ghostly interactions can be leveraged
to perform operations impractical in the rigidworld of 1s and 0s. In the related field of
quantum communications, the notion is that entanglement can convey information
instantly without a wire, fiber or stream of electromagnetic radiation required to
wend its way from sender to receiver, hindered by intervening obstacles and that
pesky speed-of-light limitation.

The field is a Wild West of concepts and approaches, many of them cryogenic in
implementation, which would suggest you would not find those in your next iPhone.
As the rest of this book demonstrates, it is far too early to declare the victors among
these competing ideas, but one thing is certain: Photonics will play a role.

For one thing, information, interrogation and stimulation can be carried in and
out of a cryogenic system by photons, adiabatically and without being affected by
or generating noise or interference. So, even applications that do not rely on the
quantum properties of photons will benefit from utilizing them for connectivity.
Then, of course, there are the approaches which do leverage the quantum properties
of photons.

We see this emerging already as a signature of the most promising early imple-
mentations. For example, in the press releases heralding five-year-old Palo Alto
startup PsiQuantum’s $215 million venture round in April, 2020, front-and-center
was a FormFactor photonic wafer prober (just like the one discussed here earlier),
probing a PsiQuantum wafer [15]. Besides the staggering sums lofting the company,
perhaps the most impressive aspect of this news was that wafers were being probed
at all! That, after all, is what one does when approaching production status. That in
turn suggests that quantum computing is not distant, it is not science fiction, it is not
something our grandchildren might see decades hence: Instead, it is imminent.

Generating photons with useful quantum properties is another fertile field of
research and development. For example, researchers at Purdue University and the
University of Illinois have built workstations integrating inverted microscopes and
FMPA-capable piezoelectric nanopositioning stages. These leverage the systems’
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Fig. 9.7 In this slide from several of the author’s presentations, a software workstation utilizes
a large/fine area scan to map atomic-scale single-photon emitters, with a scriptable, mouse-able
interface to allow selection and tracking of emitters of interest for long-term characterization

fast scanning, optimization and tracking to localize, lock-onto and characterize
fluorescing, atomic-scale defects in diamond crystals. Photons emitted by these
nanoscale emitters have valuable quantum properties, and the emitters are long-
lived, making them a fruitful focus of intensive research aimed at developing
manufacturing-friendly elements for future quantum devices.

Figure 9.7 shows a slide featured in several ofmy industry presentations (e.g., [16])
that describes this workstation and shows a screenshot of the open-source software
workstation constructed to support these studies. The large blue box is the output
of a large, fine area scan. The dappled dots are the atomic-scale emitters. So what
you see here are, essentially, atoms. Further, we constructed the software to allow
the user to select an emitter of interest, click it with the mouse, and the system will
lock-onto it, compensating for drift and allowing long-term characterization. The
workstation is scriptable, for example in Python or MATLAB, allowing remote or
unattended operations with the screen serving as a live dashboard. The high speed of
the system allows it to churn through a multitude of tasks in coordination with other
instrumentation. Recent work by these researchers has yielded not only the world’s
brightest single-photon emitters but chip-compatible approaches for integration into
quantum devices and photonic integrated circuits [17].
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9.9 Conclusion

From the early days of fiber optics 3–4 decades ago to the latest quantumexplorations,
a recurring theme is the sheer painfulness of working with photonic elements due to
their insistence on being aligned to sub-submicron and even nanoscale accuracies.
This is a recurring requirement for research, testing and multiple steps in manu-
facturing. The time-consuming legacy alignment technologies that served the field
for all these years got us this far, but the mainstreaming of photonic connectivity
means many thousands of devices, gaudily appointed with multiple functionalities
and arrays of inputs and outputs, must be manufactured each day. Today, alignment
processes that require minutes are roadblocks to the industry’s success.

Fortunately, the industry now benefits from a new generation of alignment
micro-robotic technology, a readily implemented approach that reduces the formerly
lengthy and repetitive loops of alignment steps into as few as one parallel operation.
Embedded in a wide and modular line of mechanisms spanning nanopositioners to
hexapods to large stacks of stages to gantries, this has emerged as an essential tool
from foundational research to volume production.
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Chapter 10
Neuromorphic Silicon Photonics for
Artificial Intelligence

Bicky A. Marquez, Chaoran Huang, Paul R. Prucnal, and Bhavin J. Shastri

Abstract Recent investigations in neuromorphic photonics, i.e. neuromorphic archi-
tectures on photonics platforms, have garnered much interest to enable high-
bandwidth, low-latency, low-energy applications of neural networks in machine
learning and neuromorphic computing. Although electronics can match biological
time scales and exceed them, they eventually reach bandwidth limitations.Neuromor-
phic photonics exploits the advantages of optical electronics, including the ease of
analog processing, and fully parallelism achieved by busingmultiple signals on a sin-
glewaveguide at the speed of light. In this chapter, we summarize silicon photonic on-
chip neural network architectures that have been widely investigated from different
approaches that can be grouped into three categories: (1) reservoir computing; recon-
figurable architectures based on (2) Mach-Zehnder interferometers, and (3) ring-
resonators. Our scope is limited to their forward propagation, and includes potential
on-chipmachine learning tasks and efficiency analyses of the proposed architectures.

10.1 Introduction

In the past few years, analog computing has gained important attention due to hard-
ware acceleration-related milestones. Analog hardware has been known as a way to
perform efficient operations—since those operations are embedded in the hardware
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itself. Each analog system can only implement operations for which it has been built.
Therefore, the design of analog machines for specialized task acceleration can be
achieved if the task can be broken down into a physical model.

In the field of artificial intelligence (AI), analog computing has been considered
as a potential venue to decrease energy and time requirements to run algorithms
such as deep neural networks. Analog special-purpose hardware for artificial neural
networks (ANNs) would require the construction of a machine that will physically
model every single individual component of such networks. This expensive demand
should be fulfilled if all neurons are expected to be used in parallel—which is indeed
what is required. Considering that current deep networks sizes scale up to thousands
or even billions of neurons to solve complexAI related tasks, such a requisite becomes
a challenge. For instance, AlexNet requires 650,000 neurons to solve ImagNet [1].

Electronics and photonic platforms are currently the most promising technologies
to tackle the expensive calculations performed by deep networks. The analog elec-
tronics approach is based on space-efficient topologies such as the resistive crossbar
arrays [2]. Despite the fact that passive resistive arrays have been associated with
low power consumption, crossbar arrays show fundamental performance flaws when
used to model large neural networks. Large crossbar arrays are associated with high
energy costs and low bandwidth. Overall, the power consumption, scalability and
speed can be greatly affected when working with large networks [3].

The optical platform based on silicon photonics offers high scalability, great band-
width and less energy consumption for longer distances than its electrical counterpart.
This recent expanse in the demonstration of silicon photonic structures for photonic
processing belongs to the second wave of optical computing. The first wave occurred
in the early 1990s, where photonic processing of optical neural networks were con-
sider slow and bulky. In fact, optical computing never reached the market due to the
bulky size of free-space optical systems and to the intensive, low-bandwidth opto-
electronic processing of the time. The rejuvenation of the field was possible due to
the many advances in optical processing, higher bandwidth achieved and accessible
fabrication facilities. As the second wave of analog optical computing comes with
important advances for hardware acceleration, this chapter will be focused on the
most relevant photonic processing demonstrations. Due to their speed and energy
efficiency, photonic neural networks have been widely investigated from different
approaches that can be grouped into three categories: (1) reservoir computing [4–7];
reconfigurable architectures based on (2) Mach-Zehnder interferometers [8, 9], and
(3) ring-resonators [10–13].

Reservoir computing successfully implements neural networks for fast informa-
tion processing. Such an advantageous concept is found to be simple and imple-
mentable in hardware, however the predefined randomweights of their hidden layers
cannot be modified [7]. We will describe how to build and utilize a silicon photonic
reservoir computer for machine learning applications. This on-chip reservoir will be
trained off-line to solve an on-line classification task of isolated spoken digits based
on the TI46 corpus [14].

The first reconfigurable architecture that we explore is based onmeshes of tunable
silicon Mach-Zehnder interferometers (MZIs) that can implement fully connected
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neural networks. Such architectures are known to demonstrate their versatility to
perform unitary matrix operations. In particular, some arrangements of MZIs can be
used to implement singular value decomposition on a given layer of an ANN. Such
a process is known as a method to reduce the dimensionality of data. Therefore, if
applied on each layer of any given ANN, the most computationally expensive parts
of AI processing would be alleviated. Here, we will show how to use a 4 × 4 MZI-
based network to recognize 11 vowel phonemes spoken by 90 different speakers.
The training of the network will be performed off-line via backpropagation and the
inference stage on-line [15].

Finally, we present an architecture that can implement photonic convolutional
neural networks (CNN) for image recognition. The competitive MNIST handwriting
dataset [16] is used as a benchmark test for our photonic CNN. We will describe a
scalable photonic architecture for parallel processing that can be achieved by using
on-chipwavelength divisionmultiplexed (WDM) techniques [11, 17], in conjunction
with banks of tunable filters, i.e. photonic synapses, that implement weights on
signals encoded onto multiple wavelengths. Silicon microring resonators (MRRs)
cascaded in series have demonstrated fan-in and indefinite cascadability [18, 19]
which make them ideal as on-chip synaptic weights with small footprint. At first,
we train a standard two-layer CNN off-line, after which network parameters are
uploaded to the photonic CNN. Then, the on-line inference stage is set to recognize
handwritten numbers.

10.2 Background: Neuroscience and Computation

Digital computers are typically computing systems that perform logical and math-
ematical operations with high accuracy. Nowadays, such complex systems signifi-
cantly outweigh human capabilities for calculation and memory. However, no-one
could have imagined the extent that computers were going to reach when they were
first envisioned. In 1822, the British mathematician Charles Babbage created the
first mechanical computer that could work as an automatic computing machine. At
the time, this architecture was known as an analytic engine which could compute
several sets of numbers and made hard copies of the results. The core of this first
general-purpose computer contained an arithmetic logic unit (ALU), a flow control,
punch cards and integrated memory. Unfortunately, many adverse events occurred
before the machine could be physically built.

It was not until mid 1930s that a general-purpose computer reached its physical
form. Between 1936 and 1938, the German civil engineer Konrad Zuse created the
first electromechanical binary programmable computer named Z1. Z1 was capable
of executing instructions that were inputted through a punched tape that it could read.
This computer also contained a control unit, integrated memory and an ALU that
used floating-point logic.

During the same period of time, the BritishmathematicianAlan Turing envisioned
an architecture which followed similar principles. However, Turing went further and
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laid the groundwork for computational science. He defined a computing system
as a machine for matching human computing capabilities. He proposed a machine
that emulated a human agent following a series of logical instructions. The Turing
machine manipulates symbols much as a person manipulates pencil marks on paper
during arithmetical operations [20]. Turing motivated his approach by reflecting on
how an ideal human computer agent would process information. He argues that
human being’s information processing principles can be replicated as they are based
on symbolic algorithms that are being executed by the brain. Symbolic configurations
are executable mechanical procedures that can be mimicked.

In fact, when Turing posed the question “can machines think?” [21], he stated
that at least digital computers can follow the same fixed rules that we find in human
agents. Digital computers are intended to carry out any operations which could be
done by a human computer. Such rules are supplied in a book written following a
well defined finite alphabet that consists in discrete strings of elements (digits), see
Fig. 10.1. Although the alphabet is fixed, the book is not. The supplied book can be
altered whenever it is put on to a new job. As for the previous models of computers,
the Turing’s digital computer was composed of: a memory component, an executive
unit that carries out all the operations involved in calculations, and a control unit to
see that those instructions are obeyed correctly in the right order.

Ifwe are to compare a human agentwith a Turingmachine,wewould see that there
are many abstractions that should be made to perform one-to-one comparisons. Such
abstractions disclose that human cognitive processes are completely procedural and
follow any standard logic. Assumptions of this kind attempted to be human-inspired,
but in fact they ended up influencing our previous understanding of human cognitive
processes. In psychology, the computational theory of intelligence was mainly based

Fig. 10.1 Turing machine
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on the procedural type of abstraction introduced below. The logic theorists Newell
and Simon defined intelligence as the process of specifying a goal, assessing the
current situation to see how it differs from the goal, and applying a set of operations
that reduce the difference [22, 23]. However, this theory has important flaws. The
cognitive scientist Steven Pinker pointed out that the vast majority of human acts
may not need to crank through a mathematical model or a set of well defined instruc-
tions. For instance, cognitive phenomena that include intuition and beliefs cannot
be explained and these are frequently used by human agents to forecast and classify
[24]. Therefore, a one-to-one mapping between human and digital computers might
be a delusion. If so, what can be done from our side to match them?

10.2.1 Digital Versus Analog

Neuromorphic computing approaches that do not use alphabets might be more suited
to mimic brain processes. The human brain is one of the most fascinating organic
machines in our body composition. The human brain contains around 100 billion
neurons, which interact with each other to analyze data coming from an external
stimulus. Its 100 trillion set of synaptic interconnections makes the processing of
large amounts of information a task that turns out to be fast and well performed. A
biological neuron is a cell composed of dendrites, body, axon and synaptic terminals,
see the schematic illustration in Fig. 10.2a. The dendrites carry input signals into the
cell body, where this incoming information is summed to produce a single reaction.
In most cases, the transmission of signals between neurons are represented by action

Fig. 10.2 a Illustration of a brain and a biological neuron model, b action potential and c spiking
waveform
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potentials at the axon of the cell, which are changes of polarization potential of the cell
membrane. The anatomic structure where the neurons communicate with each other
is known as a synapse [25]. The cell membrane has a polarization potential of −70
mV at resting state, produced by an imbalanced concentration inside and outside of
its charged molecules. This change of the polarization happens when several pulses
arrive almost simultaneously at the cell. Then, the potential increases from −70 mV
to approximately +40 mV. Some time after the perturbation, the membrane potential
becomes negative again but it falls to −80 mV [2, 3]. The cell recovers gradually,
and at some point the cell membrane returns to its initial potential (−70 mV), as
schematically illustrated in Fig. 10.2b.

The binary nature of digital computers can also be used tomimic neural processes.
The digital logic can be compared with the all-or-nothing (“1” or “0”) process of
the action potential transmission. Nevertheless, the whole story is not being said.
This model does not include information about the times between action potential
transmissions. The frequency at which neurons spike have functional significance
that cannot be dismissed. Therefore, a complete model of neural dynamics would
specify the waveform that a series of spikes perform in time (see Fig. 10.2c). This
phenomenon has an impact in neural information encoding. For example, the strength
of a given stimulus is coded as a frequency value. The stronger the stimulus (infor-
mation) to the neuron, the smaller the time between spikes [26].

If our nervous system encodes information in such a way, then a digital only
representation of the neural functions is inherently incomplete. If we were forced to
use it, we would find out that a waveform could be described as well using a binary
alphabet, where each spike is a “1”, and each resting state is a “0” in time. For this
to work, each of the waveforms constituted by a series of spikes and resting states
should be identifiable and separable. This will ensure that they can be standardized
and used in a “reference book” of operations that describe human cognition. A task
of this kind would need an extremely large book which includes each waveform
that we detect. Then, each waveform has to be connected to others in a meaningful
manner in order to describe different human cognitive processes. This method could
be difficult and inefficient to follow if we take into account that some neurons can
also spike randomly and create random waveforms that have no meaning.

A more realistic interpretation incorporates a continuous-type model that is typi-
cally described by analog systems. This processwill create a one-to-onemap between
the neural systemand the analogmachine. For this to come true, each biological quan-
tity would be modeled by an analog quantity, i.e. a biological neuron would have its
equivalent analog artificial model. For an architecture such as the brain this could
be a demanding requirement. As previously introduced, the human brain contains
around 100 billion neurons and 100 trillion synaptic interconnections that need to be
represented in an artificial machine.

An equivalent analog machine to the brain can possibly be achieved, but we
wonder at what cost. The average human brain burns 1300 calories per day in the
resting state (54.16 kcal/h = 62.94 watts), which accounts for 20% of the body’s
energy use. For all the incommensurable amount of operations that the brain needs to
perform per day, this amount of energy looks really low. Interestingly, when the brain
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is thinking, it can burn around 300 calories (12.5 kcal/h = 14.527 watts). As human
thoughts can be used for training purposes, a brain that has training activity during
e.g. four days can burn around 120 watts in total—for training only. In contrast, a
digital machine playing Go such as AlphaGo (which simulates brain training process
using binary logic and alphabet) can do the same while burning 50,000 times more
energy in one task only [27]. A dedicated (special-purpose) analog machine per task
should resolve this problem.

10.2.2 Artificial Neural Networks

Towards the utilization of analog machines to map some of the brain circuitry, we
need to define how to model the biological neurons and synapses. Among many
others, the most commonly used neural models are spiking artificial neurons and
perceptrons.While spiking artificial neurons are significantly more biologically real-
istic, the field of artificial intelligence (AI) is currently perceptron-based. Nowadays,
most significant advances in AI have been achieved using a perceptron as an artificial
model of the neuron, therefore in this chapter we will assume that all our artificial
neuron models are perceptron-based. A perceptron is shown in its general model by
Fig. 10.3a. The output y of the neuron represents the signals coming from the axon
of a biological neuron, and it is mathematically described by

y = f (W · x + b). (10.1)

The xi inputs transmit the information to the neuron through theweightsWi, which
correspond to the strength of the synapses. The summation of all weighted inputs, and
their transformation via activation function f , are associated with the physiological
role of the neuron’s cell body. The bias b represents an extra variable that remains
in the system even if the rest of the inputs are absent. The activation function can be
linear or nonlinear, and it mimics the firing feature of biological neurons. A nonlinear
activation function can be used to set a threshold from which to define activated and

Fig. 10.3 a Schematic diagram of a perceptron and b ReLU function
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deactivated behaviors in artificial neurons. For instance, a ReLU function f (see
Fig. 10.3b) mimics a spiking neuron when its weighted addition (W · x + b) > 0,
otherwise the neuron is considered to be in a resting state.

Indeed, a perceptron can be seen as a compact model of a spiking neuron when
data is injected in its input terminals, as the neural response has a one-to-one corre-
spondence with the provided input. It means that different inputs will have different
and unique (identifiable and separable) neural responses. Such compact responses
have the same functionality of waveforms in biological neural responses.

ANNsare built usingperceptrons as neural primitives and the synaptic connections
are typically defined as real-valued numbers. Such numbers can be either positive
or negative to mimic excitatory and inhibitory neural behavior. Among many other
categorization, ANNs can be categorized in the following two main branches: feed
forward and recurrent neural networks. Recurrent neural networks (RNNs) are made
up of three layers of neurons: input, hidden and output. A RNN has a particular
architecture inwhich outputs of its individual neurons serve as inputs to other neurons
on the samehidden layer, see Fig. 10.4a. These feedback connections allownetworks’
input information to be recycled, transformed and reused. Consequently, RNNs are
able to generate internal dynamics that could be advantageous for the development
and maintenance of patterns in the networks’ high dimensional space (defined by the
neurons) [28].

The second branch is led by feed forward neural networks (FFNNs) that represent
a conceptually similar configuration to RNNs. FFNNs are also composed from input,
internal and output layers. But, different fromRNNs, they do not involve any internal
feedback between neurons as part of their architectures, see Fig. 10.4b. These net-
works usually build models that perform smooth function fits to input information.
In many cases, FFNNs are designed with more than one layer of neurons to enhance

Fig. 10.4 Schematic
diagrams of a a recurrent
neural network, b one layer
feedforward neural network
and c deep network or
multilayer neural network
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their information processing competencies. Such larger architectures are known as
deep networks (Fig. 10.4c), and they are used to solve highly complex problems
previously deemed unsolvable by classical methods in an efficient manner, such as
pattern classification [1] or human-level control [29].

10.3 Electronics and Photonic Platforms

Attempts to build efficient perceptron-based neural networks have been reported
throughout recent years. Efficiency is expected on anymachine that attempts tomatch
or outweigh human computing capabilities. An interesting computing acceleration
technique consists in the use of hardware units that perform multiply-accumulate
(MAC) operations very fast. AMAC unit performsmultiplications and accumulation
processes: a + (w × x). Multiple MAC operations can be run in parallel to perform
complex operations such as convolutions and digital filters. By comparing a MAC
unit with the concept of a perceptron, we realize that they have a similarmathematical
model. A neuron made of M inputs and synapses, one output and a bias term can
be therefore written as an array of M MAC operations (ai = ai−1 + wixi) [3]. For
instance, the weighted addition (w1x1 + w2x2 + · · · + wM xM + b) of the neuron:

y = f (w1x1 + w2x2 + · · · + wM xM + b), (10.2)

can be performed in M blocks as follows: if a0 = b, then the first MAC operation
is a1 = a0 + w1x1. The second MAC operation would be a2 = a1 + w2x2; and the
last one aM = aM−1 + wM xM . The activation function f can be applied to all the
weighted summations at the end of the process. Consequently, a neural network of
size N requiresM × N MAC operations per time step. In a fully connected network
where M = N , the number of MAC operations per time step is N 2. MAC opera-
tions are typically used in implementations of neural networks in digital electronics.
Nevertheless, the serialization of the summands to perform weighted addition makes
this process inefficient. As such operations follow a serial processing, the overall
computation efficiency will depend on the clock speed of the digital machine. Since
2014, clock rates have saturated at around 8 GHz, and chip designers are looking for
alternative solutions such as full parallelism. The most promising technologies used
for this purpose are based on specialized analog electronic and photonic platforms.

10.3.1 Electronics

The analog electronics approach is based on space-efficient topologies such as resis-
tive crossbar arrays. In Fig. 10.5a we show the layout of these devices, that consists
of tunable resistive elements at each junction that could represent a synaptic weight
element. They are typically built as a metal-insulator-metal sandwich, where the
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insulator can be made of SiOx, with x < 2. Tuning is typically performed through
the application of input voltages (or currents) to the device in order to change its resis-
tance value. In this case, each column from such a mesh can represent the weighted
addition of any neuron. Input values that are injected through voltages Vi are dis-
tributed through all the N synaptic weights, which are represented by resistors of
conductance Gj. The output of the neuron is represented by the resultant current Ii at
each column of N elements. Such currents are obtained by the Kirchhoff’s current
law, where the multiplications and summations (Ij = ∑

i Vi · Gi,j) are performed.
This architecture is advantageous as the N 2 MAC operations can be executed

in parallel. If we are to use passive arrays of resistive elements to perform MAC
operations, we need to determine howmany analog weight values can be represented
per resistive device. This decision should be taken for the sake of the entire machine
efficiency. It has been shown in [3] that for a maximum of 16 analog values (4
bits) such devices consume fairly low energy. The total energy consumption of an
electronic crossbar array is 4.0 aJ/MAC. This number stays almost unchangeable for
8 bits. However, crossbar arrays show fundamental performance flaws when used to
model large neural networks. Large crossbar arrays (L > 100µm) are associatedwith
high energy costs and low bandwidth. Overall, the power consumption, scalability
and speed can be greatly affected when working with large networks. Nowadays,
ANNs have been doubling in size every 3.5 months, therefore platforms with strong
limitations to model large neural networks will add to the problem. Accordingly, we
continue exploring different platforms in the following.

10.3.2 Photonics

The photonic platform comes as an ideal candidate due to its high scalability,
great bandwidth and less energy consumption for longer distances than its elec-
trical counterpart. In particular, silicon photonics can offer analog processing on
integrated circuits with high-speed and low power consumption. The silicon mate-

Fig. 10.5 a Electronic crossbar array and b schematic diagram of the cross-section of a rib waveg-
uide
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rial for integrated photonics offers a manufacturable, low-cost and versatile platform
for photonics. In fact, silicon photonic devices can be manufactured with standard
silicon foundries and some modified versions of their processing capabilities [30,
31]. Additionally, silicon is well-known for its high refractive index contrast, which
allows for submicrometer waveguide dimensions and dense packing of optical func-
tions on the surface of the chip, i.e. small footprint.

In order to make the light propagate in a small micrometer area, a slab waveguide
made of three layers can be designed. As shown in Fig. 10.5b, the core layer of the
slab waveguide is made of a high index material (silicon, index = 3.48) and the two
cladding layers with lower index (air, index = 1.0). In particular, the photonic waveg-
uide illustrated in the same figure is also known as a rib waveguide, which allows for
electrical connections to be made to the waveguide [32]. Such a waveguide typically
sits on silicon dioxide SiO2 whose refractive index is 1.54. Each on-chip waveguide
is designed with a width of 500 nm and a thickness of 220 nm—associated with
single mode operation. An outstanding feature of rib waveguides is their capability
for signal parallelization, in which hundreds of high speed, multiplexed channels can
be independently modulated and detected. Optical channels are defined by different
wavelengths, and can be used to transmit independent information with small optical
crosstalk.

We introduce afirst photonic devicewhich implementsweights on signals encoded
onto multiple wavelengths. Tuning a given filter on and off resonance changes the
transmission of each signal through that filter, effectivelymultiplying the signalwith a
desired weight in parallel. Silicon microring resonators (MRRs) have demonstrated
to be ideal as on-chip synaptic weights with small footprint [10], see Fig. 10.6a.
MRRs can be designed with a ring and one (all-pass) or two (add-drop) adjacent
bus waveguides. MRRs are devices capable of trapping light at certain frequencies
at which they resonate, according to their physical characteristics. The resonance
frequency can be obtained from the wavelength equation λR = 2πRneff/m, where R
is the radius of the ring and neff is the effective refractive index. A wide variety of
synaptic weights can be represented by anMRR through the tuning of the waveguide
refractive index or (aswewill see later) by tuning the amount of light that gets trapped
in the waveguide. An array ofN MRRs can emulate the weighted addition of a single
neuron if add-drop MRRs and a photodetector are added to the model as shown in
Fig. 10.6b. Each MRR implements a weight value wi, the input values xi are injected
into the neuron through a modulator (a microring [33] or a Mach-Zehnder [34]), and
the photodetector adds up all optical signals [

∑
i wi · xi].

A second design implements weights encoded onto different phases of Mach
Zehnder interferometers (MZI). As shown by Fig. 10.6c, a MZI is designed with a
splitter that splits the incoming light into two branches (the upper and lower waveg-
uide), and then a coupler recombines them again. Splitters and couplers are designed
with Y-branches or directional couplers [10, 32]. By tuning the amount of phase
delay on one of a MZI’s arms, a specific weight value can be set. This causes an
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Fig. 10.6 a all-pass and add-drop MRRs, b add-drop MRR weightbank with a balance photode-
tector, c the model of a MZI and d 2 × 2-MZIs with phase shifters and directional couplers

array of input optical signals x to be multiplied by a weight matrixW, asW · x, see
Fig. 10.6d. Therefore, each row of the matrix W represents the weighted addition
part of a neuron.

Meshes composed of N 2 MRRs (plus N photodetectors) or N 2 MZIs can accom-
plish N 2 MAC operations of the kind [wi,j · xi] each. Furthermore, both methods can
be tuned via the thermo-optic effect, where a voltage (or current) is applied to opti-
mize their weight values. For a maximum of 16 values (4 bits), such devices consume
way less energy than their electronic counterparts. The total energy consumption of
optical meshes is estimated to be around 2.0 aJ/MAC. However, as reported in [3],
the energy required to represent 256 values (8 bits) is 40 times bigger than the 4-bits
case. Thankfully, many ANNs still work well when computational precision is low
[35, 36].

The total energy consumption estimated in this section does not take into account
the amount of energy required to tune these devices to specific weight values. These
passive calculations are agnostic to the tuning technology that is used to set the
weights, the type of activation function, the control unit and the memory unit used
to build a system capable of modeling ANNs. Each of those modules will add to
the overall power consumption and speed constrains. Nevertheless, MAC operations
have been found to be the most burdensome hardware bottlenecks in ANNs as N
grows large [3]. Therefore, such afore mentioned modules should be optimized for
the sake of the machine efficiency maintenance. In the following sections, we will
describe how to build potentially efficient analog photonic ANNs.

10.4 Silicon Photonic Neural Networks

As introduced above, the high speed and parallelism property of the light allows for
optical information processing at a high data rate [37]. Furthermore, the high scal-
ability, submicrometer and dense packing of optical functions of silicon integrated
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photonics makes this a promising technology not only for accelerating AI, but also
for ultra fast special-purpose computing. In silicon photonic platforms, there are
two main approaches that leverage some (or all) of those afore mentioned features.
The first approach harnesses the coherent properties of the light. Under the coherent
approach, we present two different experiments. The first experiment is based on
MZI-based silicon integrated circuits. This circuit has the property of being fully
reconfigurable through thermo-optic tuning. The second coherent experiment dif-
feres from the MZI-based circuit in that it consists of a passive non-reconfigurable
(non-tunable) circuit for reservoir computing applications only. Finally, we introduce
an experiment under the incoherent approach that harnesses the parallelism feature
of light and is fully-reconfigurable.

10.4.1 MZI-based Processing Unit

As commented in the previous section, weighted additions (MAC operations) are
one of the most computationally expensive parts of AI processing. In order to accel-
erate these operations, a dimensionality reduction method can be applied on any
ANN weight matrix W . One of the most used methods for this purpose is known
as singular value decomposition (SVD). SVD could automatically decompose W as
W = U�V †, whereU is a unitary matrix,� is a rectangular diagonal matrix and V †

is the complex conjugate of the unitary matrix V . Additionally, if we also leverage
the high speed property of optical integrated circuits, we can accomplish ultra fast
accelerators for AI. Nevertheless, we would need to know how to implement unitary
and diagonal matrices in optics.

In fact, theoretical and experimental models have shown that certain arrangements
of beam splitter devices can be used to represent unitary matrices [38]. For silicon
integrated photonics, MZI have been tested to be equivalent replacements of beam
splitters [39]. In Fig. 10.7, we illustrate a MZI-based mesh that can implement W
decomposed in U, � and V † [15]. Each 2 × 2-MZI (Fig. 10.6(d)) is built with two
phase shifters that can be tuned to program the nanophotonic circuit to solve a task.
In this case, the Phase term 1, defined as θ , controls the power at the MZI outputs,
and the Phase term 2, defined as φ, determines the relative phases of those outputs
[40].

A 2 × 2-MZI implements the following transformation [40]:

R(θ, φ)MZI = ej(
θ+π
2 )

(
ejφ sin θ

2 ejφ cos θ
2

cos θ
2 − sin θ

2

)

. (10.3)

Such a transformation is associated with the SU(2) rotation group. Unitary matri-
ces U and V are therefore represented by sets of SU(2) transformations that can
perform all rotations on the two MZI input signals. For this purpose, the implemen-
tation of U and V matrices requires the MZIs’ phases θ and φ to be tuned. The
diagonal matrix � can be implemented as the change of power to the input signals,
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Fig. 10.7 Illustration of a MZI mesh that performs singular value decomposition

then only θ should be optimized. The resulting chip will apply a weight matrixW to
the amplitude of the input signals [15].

To program the chip, anN × N unitary matrixU (N ) is multiplied by a succession
of unitary matrices R(θ, φ)i of the same dimensionality until all its off-diagonal
elements are set to zero. This process can be viewed as the result of a rotation of each
column of the matrix U (N ). In total, m = N (N − 1)/2 rotations will be performed
with 2 × 2-MZIs. The resultant diagonal matrix is equal to the identity:

U (N )R(θ1, φ1)1R(θ2, φ2)2 . . .R(θm, φm)m = I , (10.4)

such that U (N ) can be expressed as a succession of multiplications of the R(θ, φ)i
inverses:

U (N ) = R(θm, φm)−1
m . . .R(θ2, φ2)

−1
2 R(θ1, φ1)

−1
1 . (10.5)

This representation ofU (N ) allows for its implementation as a set of phases θ ’s and
φ’s that will be determined by adjusting the voltage on each internal thermo-optic
phase shifter of MZIs from m = 1 to m = N (N − 1)/2. This process is repeated for
the unitary matrix V †. The diagonal matrix � contains the effects of photodetection
on the uncertainty of the system output [15], and it is implemented by tuning the
voltage on each internal thermo-optic phase shifter of a different set of N MZIs.

10.4.1.1 MZI-based Deep Neural Networks

This method can be extended to model large deep neural networks where each layer
will be represented by an optical inference unit, followed by a non-linear function that
can also be implemented with MZI-based circuits [41], see Fig. 10.8a. As a proof of
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concept, a 4 × 4weightmatrixW (also 4 × 4MACoperations)was implemented on-
chip [15], see Fig. 10.8b. This circuit represents matricesU and�. The matricesU is
composed ofm = 6 sets of 2 × 2-MZIs, and the matrix� is composed ofN = 4 sets
of 2 × 2-MZIs.U and � are implemented on a single pass through the chip, and V †

is implemented separately in this experiment. The authors of this work suggest that a
larger circuit would be required to perform the full matrix decomposition on a single
pass. As the unitary matricesU and V are represented by SU(2) transformations that
basically perform all rotations of the two MZI input signals, the phases θ and φ have
to be tuned on MZIs from (1) to (6). The diagonal matrix � can be implemented as
the change of power to the input signals, then only θ should be optimized on MZIs
from (7) to (10).

The first step of this experiment consists in the determination of the weight matrix
W for a specific task. The proposed task is called vowel recognition, where 11 vowel
phonemes spoken by 90 different speakers have to be recognized. The training of the
network was perform via backpropagation off-line (not on-chip but on a computer),
and the inference stage was perform on-line (on-chip). Once W is obtained, this
matrix is decomposed in U, � and V †. The unitary matrix U could be programmed
by successively multiplying it by the following array of rotation matrices until all
off-diagonal elements are set to zero [40]:

U (4)R(θ, φ)1R(θ, φ)2R(θ, φ)4R(θ, φ)3R(θ, φ)5R(θ, φ)6 = I(4), (10.6)

Fig. 10.8 a The model of a deep network with four hidden layers, and b a 4 × 4 weight matrix
represented with sets of 2 × 2-MZIs
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where,

U (4) =

⎛

⎜
⎜
⎝

U1,1 U1,2 U1,3 U1,4

U2,1 U2,2 U2,3 U2,4

U3,1 U3,2 U3,3 U3,4

U4,1 U4,2 U4,3 U4,4

⎞

⎟
⎟
⎠ ; (10.7)

and

R(θi, φi)i = e
j
(

θi+π

2

)

⎛

⎜
⎜
⎝

ejφi sin θi
2 ejφi cos θi

2 0 0
cos θi

2 − sin θi
2 0 0

0 0 1 0
0 0 0 1

⎞

⎟
⎟
⎠ . (10.8)

For instance, when the operation U (4)R(θ1, φ1)1 = A(θ1, φ1) is performed, the
element A4,1 resultant matrix can be set to zero. Therefore, θ1 is calculated from:

θ1 = 2 tan−1

(

−U4,2

U4,1

)

. (10.9)

We incorporate A4,1 = 0 to the resultant matrix A(θ1, φ1), and multiply it by the
second rotation R(θ, φ)2 to obtain a new matrix B(θ2, φ2). If the element B4,2 is set
to zero, then θ2 can be obtained as well. After we incorporate the element B4,2 = 0 to
the resultant matrix B, we proceed to multiply it by R(θ, φ)4. This operation allows
us to obtain θ4 once the element C4,3 of the resultant matrix C(θ4, φ4) is set to zero.
Once all elements of the last row except the one on the diagonal in C(θ4, φ4) are set
to zero, the next step consists in setting all the elements of its last column to zero—
except the diagonal. Since all applied transformations are unitary, the last column
will contain only zeros, and the diagonal element will be set to one:

C(θ4, φ4) = U (4)R(θ, φ)1R(θ, φ)2R(θ, φ)4 =
(
U (3) 0
0 1

)

, (10.10)

where the last step already reduced the effective dimension of U to 3.
We repeat this process with the rest of the rotation matrices until the resultant

matrix is equal to the identity. This process will provide the remaining phases to
fully program the chip that implement W . The inference stage of this experiment
was successfully performed on-chip and the recognition task achieved an accuracy of
76.7%. According to the energy calculations performed by the authors of this exper-
iment, a four neuron system would dissipate approximately 8 mW. In the inference
stage, this system can perform such calculations quite efficiently, but the heaters used
to program each individual MZI burns an important amount of power.
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10.4.2 Photonic Reservoir Computing

Reservoir computing is a term that encompasses some types of RNNs that can solve
complex tasks with a simplified training methodology. This trend started with echo
state networks (ESNs) [42] and Liquid State Machines (LSMs) [43]. These two
network architectures come from the fields of machine learning and computational
neuroscience, respectively. More recently, a delay echo state network appeared as a
novel computational machine. Such an advantageous concept is found to be simple
and implementable in hardware [7].

Reservoir computers can also be seen as a random RNN, where the synaptic
weights areGaussian or uniformly [44] distributed. Although the brain’s connectivity
cannot be assumed to be fully random, there is experimental evidence supporting the
assumption that some parts of the brain are described by stochastic architectures. For
example, in insects’ olfactory systems the odour recognition process is performed
by olfactory receptor neurons with structureless (random) synaptic connections [45,
46]. Therefore, reservoir computers might be useful to model a few random (non-
trainable) neural dynamics, but it is limited to that.

Reservoirs consist of reservoirs of m neurons in state xn, internally connected in
this case through uniformly randomly distributed internal weights that are defined
in a matrix W of dimensionality m × m. The resulting randomly connected network
is injected with input data {b, yinn+1} according to random offset and teacher/input
weights Woff and Win, respectively. We normalize the largest eigenvalue of W to
one. The time-discrete equation that governs the network is [42]

xn+1 = fNL(W · xn + W off · b + Win · yinn+1), (10.11)

youtn+1 = W out · xn+1 (10.12)

where fNL(·) is a nonlinear sigmoid-like activation function and b a constant value
which has the role of an offset. The network is trained via a supervised learning rule,
where we estimate the output weights Wout through which we obtain the network’s
output yout, see Fig. 10.9a.

The supervised learning rule used to estimate the output weights Wout is based
on regression. The ridge regression is commonly employed to train reservoirs, and
it is executed according to

W out
op = MyT · M †

x (Mx · M †
x − λIm)−1, (10.13)

where MyT and Mx are matrices containing information about target and node
responses, respectively. λ is the regression parameter.
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Fig. 10.9 a A schematic diagram of a reservoir computer, and b a swirl on chip silicon reservoir

10.4.2.1 Swirl On-Chip Silicon Reservoir Computer

A 6 × 6 reservoir computer that can perform speech recognition is shown by
Fig. 10.9b [14]. The interconnections between neurons follow a swirl topology,
because the connections are oriented as if they were in a whirling motion. Each
neuron was designed with 2cm long waveguides with a square roll shape. The 36
neurons are arranged in a rectangular grid, allowing for nearest neighbor intercon-
nections only. Coupling and splitting between the nodes is done by multimode inter-
ferometers with low insertion loss. In order to leverage the full advantages of the
maturity of silicon processing technology, this reservoir design does not contain any
active element.

The classification task of isolated spoken digits (from 0 to 9) was based on the
TI46 speech corpus. This dataset contains 500 samples, where each digit is spoken
10 times by five female speakers. The ridge regression was used to train the network
using 75% of the TI46 dataset. Each trained output returns the value +1 whenever
the corresponding digit is spoken and −1 otherwise. The testing stage used the
remaining 25% set of digits. This circuit was simulated only with all the parameters
of the designed chip and it achieved near 100% performance.

Reservoir computing has demonstrated to be a simple and powerful tool for ana-
log AI. Reservoirs are well suited for hardware implementations as the synaptic
weights of each neuron can be set as random—they do not need to be configured
to specific values. Nevertheless, its lack of full reconfigurability makes it unable to
tackle complex machine learning problems that are being solved by reconfigurable
deep feedforward architectures.
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10.4.3 Broadcast-and-Weight Architecture

A scalable photonic architecture for parallel processing can be achieved by using
on-chip wavelength division multiplexed (WDM) techniques (see Fig. 10.10), in
conjunction with MRRs, i.e. photonic synapses, that implement weights on sig-
nals encoded onto multiple wavelengths. Tuning a given MRR on and off resonance
changes the transmission of each signal through that filter, effectively multiplying
the signal with a desired weight in parallel. Silicon microring resonators (MRRs)
cascaded in series have demonstrated fan-in and indefinite cascadability which make
them ideal as on-chip synaptic weights with small footprint.

The big advantage of using MRRs to represent weights is that they can be tuned
with a wide variety of methods: thermally, electro-optically or through light absorp-
tion (phase-change [18] or graphene [47] materials). Those tuning methods can be
categorized into two different groups: index and absorption-tuning. In order to illus-
trate the action of each tuning method, we introduce a simple experiment shown
in Fig. 10.11a. In this experiment, an add-drop MRR is fed by a laser at certain

Fig. 10.10 Illustration of the wave division multiplexing process

Fig. 10.11 a Illustration of an experiment showing how to test add-drop MRRs that have index
or absorption tuners that can be optimized through the application of a voltage. A laser feeds the
MRRs and an OSA receives the transmission at the drop port. b Transmissions at the drop (dashed
line) and the through port (solid curve)
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wavelength λ at which this MRR resonates. Under this condition, the MRR begins
trapping the incoming light that eventually partially escapes through the drop port
via evanescent waves. The output light is captured by an optical spectrum analyzer
(OSA). The MRR can perform index or absorption tuning when a certain voltage
value is applied. In Fig. 10.11b we show the transmissions at the drop port (dashed
curve) and at the through port (solid curve) without any tuning, where the MRR is on
resonance at wavelength λR. The transfer function of the through port light intensity
with respect to the input light is:

Tp(φ) = (ar)2 − 2r2 cosφ + r2

1 − 2r2 cosφ + (r2a)2
; (10.14)

and the transfer function of the drop port light intensity with respect to the input
light is:

Td (φ) = (1 − r)2a

1 − 2r2 cosφ + (r2a)2
. (10.15)

The parameter r is the self-coupling coefficient, and a defines the propagation loss
from the ring and the directional coupler. The phase φ depends on the wavelength λ

of the light and radius R of the MRR [48]:

φ = 4π2Rneff
λ

. (10.16)

In the case where the coupling losses are negligible, a ≈ 1, the relationship between
the add-drop through and drop transfer functions is Tp = 1 − Td .

In Fig. 10.12 we show the behavior of optical signals detected by the OSA when
the voltage is varied. By applying a positive voltage to the index-tuning device, we
tune the refractive index of the waveguide, leading to drifts of the natural resonance

Fig. 10.12 Transmission versus wavelength for the graphene-based MRR (a) and the n-doped
MRR, b collected from their drop port when different voltage values are applied
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frequency. As shown in Fig. 10.12a, we define this type of behavior as a photonic
synaptic weight that can be tuned horizontally on the transmission profile, since the
drive voltage causes λR to shift from 1.6250 to 1.6350µ m and beyond. A different
weighting-type of methodology is shown in Fig. 10.12b, where we show how weight
values can be defined as transmission values that decreasewith incrementing negative
voltage. We define this type of behavior as a photonic synaptic weight that can be
tuned vertically on the transmission profile. The index-tuning approach is so far the
most employed tuningmethod due to the fabrication of index-tuning devices (heaters
or NP-modulators) being compatible with standard silicon foundries. Absorption-
tuning devices based on graphene have to be manufactured with isolated processes
that are not yet standardized by any nanophotonic foundry.

10.4.3.1 Multiwavelength Weighted Additions

The broadcast and weight architecture can perform weighed additions based on
WDMtechniques as shown by Fig. 10.13. In this illustrationwe showhow tomultiply
in parallel four vectors contained in set A:

A =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(A11,A12,A13,A14),

(A21,A22,A23,A24),

(A31,A32,A33,A34),

(A41,A42,A43,A44);
(10.17)

with four vectors contained in set set B:

B =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(B11,B12,B13,B14),

(B21,B22,B23,B24),

(B31,B32,B33,B34),

(B41,B42,B43,B44).

(10.18)

All vectors are composed of positive real-valued numbers. Vectors from sets A and
B are implemented as arrays of 8 MRRs cascaded in series. For this implementation
we use input and through ports only of add-drop MRRs.

The elements of a given setA can be mapped to voltage values Vaij that tune each
individual MRR(Aij). Each voltage value has a one-to-one correspondence with a
MRR transmission profile Tij. The same principle holds for matrix B with voltage
values Vbij. The experimental implementation of this method requires the use of
four lasers with different wavelengths λi (with i = 1, 2, 3, 4) that represent four
channels. Each channel will represent a vector element from each set through an on
resonance MRR. For instance, channel λ1 represents A11 from A and B11 from B at
the same time. This property allows for optical interactions between the two MRRs
that result in the product of the two of them. In Fig. 10.14 we show an illustration
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Fig. 10.13 Photonic architecture for 4 × 4 vector-to-vector multiplications between sets of vectors
A and B, containing 4 vectors each

(a) (b)

Fig. 10.14 a Transmission versus wavelength curves of two differentMRRs [RR(A11), MRR(B11)]
performing element-to-element optical multiplications, and b the product of such multiplication

of the multiplication between two vector elements A11 and B11, and how the result
R is obtained. Let’s suppose that the element A11 was tuned to have the maximum
optical transmission whereas B11 was tuned to have half of it. In order to implement
A11, we leave the MRR(A11) on-resonance with λ1, and we tune MRR(B11) to be
half off-resonance with the same wavelength. They represent real-valued numbers
1 and 0.5, respectively. The result of such multiplication is R = 0.5. Two MRRs
with different on and off resonance configurations at the same wavelength λi will
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therefore perform element-to-element multiplications. A similar process is followed
with all other vector elements of sets A and B.

Furthermore, to perform a full vector-to-vector multiplication of the form:

C1 = (
A11 A12 A13 A14

) ·

⎛

⎜
⎜
⎝

B11

B12

B13

B14

⎞

⎟
⎟
⎠ , (10.19)

all the sets of multiplications AijBij, performed per array of eight MRRs, are all
summed up by a photodetector located in the end of the array. The photonic cir-
cuit shown in Fig. 10.13 performs four weighted additions in parallel by leveraging
the signal parallelization property of the light in which hundreds of high speed,
multiplexed channels can be independently modulated and detected. Therefore, this
architecture can perform four MAC operations in parallel consuming 23.956 Watts
of energy—taking into account the tuning process.

10.4.3.2 Convolutions and Convolutional Neural Networks

The efficient parallelism of broadcast and weight architectures for matrix multipli-
cation can be leveraged to perform operatons such as convolutions. A convolution is
a weighted summation of two discrete domain functions f and g:

(f ∗ g)[t] =
∞∑

t=−∞
f [τ ]g[t − τ ], (10.20)

where (f ∗ g) represents a weighted average of the function f [τ ]when it is weighting
by g[−τ ] shifted by t. The weighting function g[−τ ] emphasizes different parts of
the input function f [τ ] as t changes.

In this subsection we will learn how to utilize convolutions to do operations on
images. Convolutions arewell known to perform a highly efficient and parallelmatrix
multiplication using kernels [49]. Let us introduce the convolution of an image A

with a kernel B that produces a convolved image O, see Fig. 10.15(a). An image is
represented as a matrix of numbers with dimensionality H × W × D, where H and
W are the height and width of the image, respectively; and D refers to the number of
channels within the input image. Each element of a matrixA represents the intensity
of a pixel at that particular spatial location. A kernel is a matrix B of real numbers
with dimensionality R × R × D. The value of a particular convolved pixel is defined
by:

Oi,j =
D∑

h=1

iS+R∑

q=0

js+R∑

p=0

Bq,p,hAiS+q,jS+p,h. (10.21)
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Fig. 10.15 a Illustration of a convolution between and image A and B, that generates output O,
and b the block diagram that describes a typical CNN, which contains convolutions, activation
functions, pooling and fully connected layers

The additional parameter S is referred to as the “stride” of the convolution. The
dimensionality of the output feature is:

⌈
H − R

S
+ 1

⌉

×
⌈
W − R

S
+ 1

⌉

× K, (10.22)

where K is the number of different kernels of dimensionality R × R × D applied to
an image, and �·� is the ceiling function.

The efficiency of convolutions for image processing is based on the fact that they
lower the dimensions of the outputted convolved features. Since kernels are typically
smaller than the input images, the feature extraction operation allows efficient edge
detection, therefore reducing the amount of memory required to store those features.

As efficiency and parallelism are properties that can be expected from convolution
operations, let us incorporate such operations in ANNs for image processing. In
particular, wewill build convolutional neural networks (CNNs) for image recognition
tasks. A CNN consists of some combination of convolutional, nonlinear, pooling
and fully connected layers [50]. CNNs are networks suitable to be implemented in
photonic hardware since they demand fewer resources to do matrix multiplication
and memory usage. The linear operation performed by convolutions allows single
feature extraction per kernel. Hence, many kernels are required to extract as many
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features as possible. For this reason, kernels are usually applied in blocks, allowing
the network to extract many different features all at once and in parallel.

In feed-forward networks, it is typical to use a rectified linear unit (ReLU) acti-
vation function. Since ReLUs are linear piecewise functions that model an overall
nonlinearity, they allow CNNs to be easily optimized during training. The pooling
layer introduces a stage where a set of neighbor pixels are encompassed in a single
operation. Typically, such an operation consists of the application of a function that
determines themaximumvalue among neighboring values. An average operation can
be implemented likewise. Both approaches describe max and average pools, respec-
tively. This statistical operation allows for a direct down-sampling of the image, since
the dimensions of the object are reduced by a factor of two. From this step, we aim to
make our network invariant and robust to small translations of the detected features.

The triplet, convolution-activation-pooling, is usually repeated several times for
different kernels, keeping invariant the pooling and activation functions. Once all
possible features are detected, the addition of a fully connected layer is required for
the classification stage. This layer prepares and shows the solutions of the task.

CNNs are trained by changing the values of the kernels, analogous to how feed-
forward neural networks are trained by changing the weighted connections [51].
The estimated kernel weight values are required in the testing stage. In this work, we
trained theCNN to perform image recognition on theMNISTdataset, see Fig. 10.15b.
The training stage uses the ADAM optimizer and back-propagation algorithm to
compute the gradient function. The optimized parameters to solve MNIST can be
categorized in two groups: (i) two 5 × 5 × 8 different kernels and (ii) two fully
connected layers of dimensions 800 × 1 and 10 × 1; and their respective bias terms.
These kernels are then defined by eight 5 × 5 different filters. In the following we
use our photonic CNN simulator to recognize new input images, obtained from a
set of 500 images, which are intended to be used for the test step. Our simulator
only works at the transfer level and does not simulate noise or distortion from analog
components. As it can be seen in the illustration (Fig. 10.15b), a 28 × 28 input image
from the test dataset is filtered by a first 5 × 5 × 8 kernel, using stride one. The output
of this process is a 24 × 24 × 8 convolved feature, with a ReLU activation function
already applied. Following the same process, the second group of filters is applied
to the convolved feature to generate the second output, i.e. a 20 × 20 × 8 convolved
feature.

10.4.3.3 Photonic Deep Convolutional Neural Networks

In general, the elements of the kernel matrix are defined as real-valued numbers,
and the elements of the input matrix are typically integer positive numbers. In order
to map convolutions onto photonics we need to consider how to represent nega-
tive numbers in our photonic circuits. This can be done by using the through and
drop ports of the MRRs at once connected to a balance photodetector (BPD). In
Fig. 10.16a we show how to represent a single negative number in a photonic circuit.
The through and drop ports of the MRR(Bi) are connected to the BPD, and then
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Fig. 10.16 a Add-drop configuration and O/E conversion and amplification. b Transmissions of
the drop and though ports and c output of the balance photodiode

linked to a TIA with gain equal to one. The transmissions of those ports can be seen
in Fig. 10.16b, and the output of the BPD can be represented as a waveform shown by
Fig. 10.16c. The result of the subtraction of the two optical signals performed by the
BPD results in an electrical signal whose range is in [−1, 1]. Therefore, any weight
value among [−1, 1] can be represented on-chip. The addition of the TIA will allow
for the representation of numbers out of this range.

This stage can be performed by an on-chip photonic version of the simulated
CNN. Figure10.17 shows a high-level overview of the proposed testing on-chip
architecture. First, we consider an architecture that can produce one convolved pixel
at a time. To handle convolutions for kernels with dimensionality up to R × R × D,
we will require R2 lasers with unique wavelengths since a particular convolved pixel
can be represented as the dot product of two 1 × R2 vectors. To represent the values
of each pixel, we require DR2 add-drop modulators (one per kernel value) where
each modulator keeps the intensity of the corresponding carrier wave proportional
to the normalized input pixel value. The R2 lasers are multiplexed together using
WDM, which is then split intoD separate lines. On every line, there are R2 add-drop
MRRs (where only input and through ports are being used), resulting in DR2 MRRs
in total. Each WDM line will modulate the signals corresponding to a subset of R2

pixels on channel k, meaning that the modulated wavelengths on a particular line
correspond to the pixel inputs (Am,n,k)m∈[i,i+R]n∈[j,j+R] where k ∈ [1,D], and S = 1.

The D WDM lines will then be fed into an array of D photonic weight banks
(PWB). Each PWB will contain R2 MRRs with the weights corresponding to
the kernel values at a particular channel. Each MRR within a PWB should be
tuned to a unique wavelength within the multiplexed signal. The outputs of the
weight bank array are electrical signals, each proportional to the dot product
(Bm,n,k)m∈[1,R2]n∈[1,R2] · (Ap,q,k)p∈[i,i+R2]q∈[j,j+R2],where k ∈ [1,D], andS = 1. Finally,
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Fig. 10.17 Photonic architecture for producing a single convolved pixel. We use an array of R2

lasers with different wavelengths λi to feed the MRRs. The input and kernel values modulate the
MRRs via electrical currents proportional to those values. Once the matrix parallel multiplications
are performed, the voltage adder has the function to add all signals from weight banks. Here, R are
resistance values. Then the output is the convolved feature

the signals from the weight banks need to be added together. This can be achieved
using a passive voltage adder. The output from this adder will therefore be the value
of a single convolved pixel.

Here, the testing input images modulate the intensities of a group of lasers with
identical powers but unique wavelengths. These modulated inputs would be sent into
an array of PWBs, which would then perform the convolution for each channel. The
kernels obtained in the training step are used tomodulate these weight banks. Finally,
the outputs of the weight banks would be summed using a voltage adder, which
produces the convolved feature. This simulator works using the transfer function
of the MRRs, through port and drop port summing equations at the BPDs, and
the TIA gain term to simulate a convolution. The simulator assumes that MRRs
transfer functions design is based on the averaged transfer function behavior validated
experimentally in prior work [34]. The control accuracy of theMRRs is 6-bits as that
has been empirically observed [52]. The MRR self-coupling coefficient is equal to
the loss, r = a = 0.99 [53] in (10.14) and (10.15).

The interfacing of optical components with electronics would be facilitated by the
use of digital-to-analog converters (DACs) and analog-to-digital converters (ADCs).
The storage of output and retrieving of inputs would be achieved by using memories
GDDR SDRAM. The SDRAM is connected to a computer, where the information
is already in a digital representation. Then, the implementation of the ReLU non-
linearity and the reuse of the convolved feature to perform the next convolution
can be performed. The idea is to use the same architecture to implement the triplet
convolution-activation-pooling on hardware.
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The results of the MNIST task solved by our simulated photonic CNN, for a test
set of 500 images, obtained an overall accuracy of 97.6%. This result was found to
be 1% better than on-chip MZIs-based theoretical CNNs [54]. These results were
obtained with 7 bits of precision. As described in [33], assuming that a maximum
of 1024 MRRs can be manufactured in the modulator array, a convolutional unit
can support a large kernel size with a limited number of channels, R = 10, D =
12, or a small kernel size with a large number of channels, R = 3, D = 113. We will
consider both edge cases to get a range of energy consumption values. For the smaller
convolution size, we will have R2 lasers, R2 MRRs and DACs in the modulator array,
R2DMRRs and D TIAs in the weight bank array and one ADC to convert back into
digital signal. With 100 mW per laser, 19.5 mW per MRR, 26 mW per DAC, 17 mW
per TIA [55] and 76 mW per ADC, we get an energy usage of 112W for the large
kernel size and 95W for the smaller kernel size.

10.5 Summary and Concluding Remarks

We have outlined the architectures and motivations behind the use of three photonic
integrated circuits that can implement ANNs on-chip. Despite the fact that reservoir
computers are simple hardware solutions for machine learning problems that can-
not be efficiently solved with classical methods, reconfigurable approaches such as
MZI-based meshes and broadcast-and-weight circuits have demonstrated even more
versatility. Reconfigurable architectures can be used not only for special-purpose
analog tasks, but potentially for general-purpose analog computing as they can be
utilized formatrixmultiplications, SVDand convolutions. Therefore, it will not come
as a surprise if in the future we find a way to create a general-purpose analogmachine
that is highly optimized for machine learning and neuromorphic computing, but also
tackles other more simpler classical tasks.

The reconfigurability of such photonic processing units promise many exciting
developments in AI, but there are many challenges that remain with the future imple-
mentations of those machines. Such challenges are related to control of the whole
processing unit and efficient memory access to the data that needs to be processed.
Just like in digital computers, the control unit shall ensure that those data sets are
uploaded correctly and in the right order to the processing unit. Since we are work-
ing with analog machines, the control unit is particularly important because accurate
real-valued numbers only should be inputted to the photonic circuit. The first chal-
lenge would be focused on the accurate representation of analog values in photonic
processors.

The second critical element is thememory unit. The processes of reading from and
writing to memory should not constitute a bottleneck to the processing and control
units. This unit has to be optimized in order to receive and deliver information
accurately, fast and with low power consumption. Currently, the memory unit is
accessed through DACs and ADCs, which slow down the processor considerably.
Therefore, the development of analog memories is a crucial step that we need to
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pursue. For instance, crossbar arrays can be a good solution to this. Crossbar array
modules that do not exceed the length limit L = 100 μm should help to create an
optimized photonic processor. By adding a crossbar-based memory to our machine,
we could store analog voltage values on it and tune our MZIs or MRRs with them.
The only flaw of this solution is that the cost of transferring information through
electric paths has been considered as a bottleneck for power efficiency. In practice,
most of the system-energy is lost in data movement between the processor and the
memory [56]. However, photonics has been found to efficiently reduce such data
movement problems. In fact, optical loss is nearly negligible for intrachip distances
[3]. The development of optical memories [57] are a potential solution in the case
where analog optical information can be used to tune a device. Such a device should
be tuned with light instead of electrons. Unfortunately, this technology has not been
developed yet for neuromorphic computing.

In general, the overall system-speed and power remain as challenge points. Many
groups and companies have targeted research directions on some of the afore men-
tioned issues, but it is currently unknown how these problems will be overcome
and how a fully working special (or general) purpose photonic processor can be
successfully built.
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Chapter 11
Quantum Processors in Silicon Photonics

Stefano Paesani and Anthony Laing

Abstract Machines that can exploit their hardware to process quantum information
can solve certain problems exponentially faster than purely classical (conventional)
computers. To harness the potentially groundbreaking applications of quantum com-
puters, these machines will be required to control and process quantum systems at a
very large scale, potentially involving millions of high-quality quantum information
carriers. While a number of challenges must be overcome before silicon photonics
can support quantum computing at scale, the capabilities of mature semiconductor
fabrication process to integrate large quantum photonic circuits on single devices,
means this is a promising and emerging platform for quantum information process-
ing. In this chapter, we will review recent results in developing key building blocks
for chip-scale photonic quantum devices and discuss the progress towards useful
large-scale quantum computers in the silicon quantum photonics platform.

11.1 Introduction

The field of quantum mechanics has provoked deep and philosophical questions
about the nature of our universe: Are the outcomes of measurements truly random?
Can a particle simultaneously occupy two different states? Can the uncertain states of
two separated particles instantaneously become certain and correlated? The field of
quantum technologies took hold when, rather than worrying about these questions,
scientists instead began to explore how the counter intuitive features of quantum
mechanics might be used as resources.
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We now know how the combination of particle superpositions and uncertain mea-
surement outcomes enables secret quantumcommunication.Wehave discovered how
particular quantum states of light can enhance themeasurement sensitivitywhen used
asmeasurement probes. And, perhapsmost excitingly, we know how entangled states
of particles can be used to run quantum algorithms to solve problems exponentially
faster than is possible with classical computers.

Silicon photonics is an appealing platform for quantum information processing.
The mature fabrication tools from the microelectronics industry, together with cut-
ting edge techniques from academia, allow the design and lithography of large and
complex, yet stable photonic circuits. Reproducible photonic circuitry enables near-
identical sources of photons and high-quality interferometers, key elements to the
implementation of photonic entangling operations.

The scale of the circuitry required for general purpose photonic quantum comput-
ing might seem beyond the capabilities of today’s technology. Yet, here we discuss
important proof-of-concept demonstrations for photonic quantum processors at sig-
nificant leaps of complexity over what had been reported only a few years before.

11.2 Photonic Quantum Information Processing

We start with a brief background on photonic quantum information processing. The
interested readers can find more details, for example, in [1–3].

11.2.1 Quantum States of Light

In the second quantisation formalism, light in a single optical mode is described
as an harmonic oscillator with Hamiltonian Ĥ = �ω(â†â + 1/2), where ω is the
mode frequency and â† (â) is the bosonic creation (annihilation) operator for the
single quantum excitations of the electromagnetic field: photons. If k labels different
optical modes, Fock states for photon configurations n describe states with fixed
number of photons in the different modes:

|n〉 = |n1n2 . . . nm〉 = |n1〉1 ⊗ |n2〉2 ⊗ . . . ⊗ |nm〉m , (11.1)

where the quantum states |nk〉 represent nk photons in the k-th mode and are given
by |nk〉k = (â†k )

nk/
√
nk ! |∅〉k , with |∅〉k the vacuum state on mode k. Quantum states

can also contain a coherent superposition of different photon numbers, such as the
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single-mode squeezed vacuum (SMS) and two-mode squeezed vacuum (TMS) states,
described in term of Fock states as

|SMS(ξ)〉 = 1√
cosh r

∞∑

n=0

(−eiϕ tanh r)n
√

(2n)!
2nn! |2n〉 , (11.2)

|TMS(ξ)〉 = 1

cosh r

∞∑

n=0

(eiϕ tanh r)n |n〉1 |n〉2 , (11.3)

where ξ = reiϕ is the squeezing parameter [1].

11.2.2 Encoding Qubits and Qudits in Photons

While all quantum states of light introduced above can be used to encode and process
quantum information [3], in this chapter we will focus on using single photons. A
qubit, the quantum equivalent of a classical bit, is a two-level quantum system which
can be encoded in the state of a single photon in two optical modes. Although these
modes can represent many different photonics degrees of freedom (e.g. polarisation,
wavelength, time, orbital angular momentum, etc.), the typical choice in integrated
quantum photonics is to use the path of the photon, i.e. the different waveguides
the photon can travel in. The qubit is then encoded in a single photon as pictured
in Fig. 11.1, where the mapping between the computational state of the qubit and
the Fock state is defined as follows: the qubit is in the computation state |k〉 if the
single photon passes through the k-th waveguide, with k ∈ {0, 1}. Furthermore, this
definition can be straightforwardly generalised to go beyond qubits and encode d -
dimensional quantum systems—qudits—by using d different paths, as also shown
in Fig. 11.1 [4, 5].

Fig. 11.1 Encoding of a
qubit (left) and a qudit (right)
on the spatial modes of a
single photon propagating
through integrated
waveguides



452 S. Paesani and A. Laing

11.2.3 Processing Photons with Linear Optics

The typical approach to process photons in integrated quantum circuits is via the use
of linear-optical interferometers: linear evolutions conserving the number of photons.
Evolutions in a linear-optical system with mmodes are described via m × m unitary
matrices,where the unitarity ensures energy conservation (non-unitarity can appear in
presence of losses). Linear-optical operations can be constructed using two building
blocks: phase shifters and beam-splitters (see Fig. 11.2a), described via the unitaries

UPS(φ) =
[
1 0
0 eiφ

]
, UBS(η) =

[ √
η i

√
1 − η

i
√
1 − η

√
η

]
, (11.4)

whereφ is the phase applied by the phase shifter, andη is the beam-splitter reflectivity.
While these components act on single and two modes, they can be combined into
Mach–Zehnder interferometers (MZIs, see Fig. 11.2b) and networked to build m-
mode circuits implementing an arbitrary unitary evolution U , known as universal
linear-optical schemes. A variety of universal schemes has been developed [6, 7,
9], with two prominent examples by Reck et al. [6] and Clements et al. [7] shown
in Figs. 11.2c, d, respectively. Reconfigurable circuits able to implement arbitrary
unitary operations on six modes with high fidelity have been recently demonstrated
on a silica chip (see Fig. 11.2e) [8]. Such circuits can be used to implement arbitrary
single-qubit or single-qudit gates with high precision [5, 10–12].

Fig. 11.2 aBuilding blocks for linear-optical circuits: the beam-splitter mixes amplitudes of differ-
ent modes, the phase shifter inserts an optical phase φ in the associated mode. b Beam-splitters and
phase shifters are combined to form generalised beam-splitters via Mach–Zehnder interferometers
and networked to build universal interferometers. Examples of universal linear-optical schemes are
shown in (c) (Reck scheme [6]) and in (d) (Clements scheme [7]). e Implementation of a universal
scheme via integrated quantum photonics. Image e is from [8]
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11.2.4 Scalable Photonic Quantum Computing Architectures

While single-photon operations can thus be performed deterministically and with
high precision in linear optics, the main challenge for photonic quantum processors
is to perform entangling operations between different photons. Such operations are
required to perform two-qubit gates in universal quantum computing circuits [16].
This difficulty comes from the fact that photons do not directly interact, and therefore
photon–photon nonlinearities are highly suppressed (although interesting integrated
hybrid approaches are emerging to mediate photon-photon nonlinearities through
interfaces with solid-state systems [17]). Nevertheless, universal quantum comput-
ing can be scalably implemented in photonics by inducing photon–photon entangling
gates through measurements [14, 18]. Due to the probabilistic nature of quantum
measurements, such entangling gates are inherently probabilistic, but their success
can be heralded via the measurement of auxiliary photons. The heralding enables
multiplexing schemes to boost the success probability of such probabilistic entan-
gling operations to near-unity to make them scalable. [14, 18–20].

An example of an heralded entangling gate for the generation of three-photon
entanglement, in particular the Greenberger–Horne–Zeilinger (GHZ) state (|000〉 +
|111〉)/√2, is shown in Fig. 11.3a [13]. Such states play an important role in mod-
ern linear-optical quantum computing (LOQC) architectures as they can be fused
together to form larger entangled states via fusion gates [14, 19]. An example of a

Fig. 11.3 a Optical interferometer for the generation of a three-photon heralded GHZ entangled
state (|000〉 + |111〉)/√2, with success probability 1/32 [13]. b Photonic circuit to perform type-II
fusion gates (with success probability 1/2), fusing different photonic entangled states to form larger
entanglement resources [14]. cModular LOQC architecture for generating universal resource states
forMBQC, e.g. states as shown in (d). Eachmodule includes GHZ generators (black squares), type-
II fusion gates (circles), delay lines and single-photon detectors. Image c is from [15]
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fusion gate (type-II) circuit is reported in Fig. 11.3b, which has a success probability
of 1/2 [14]; this success probability can be boosted to 3/4 via the use of additional
auxiliary photons [21].

Modular architectures for scalable universal quantumcomputingwith linear optics
can be built, for example, by fusing a large number of GHZ states to form entan-
gled resource states for universal measurement-based quantum computing (MBQC),
known as cluster states [14, 15, 19, 22, 23]. As shown in Fig. 11.3c, each module in
such architecture fuses GHZ states to make a single computational photonic qubit
and connects it to other qubits in the lattice of a universal cluster state [14, 19], such
as the square lattice of entangled qubits shown in Fig. 11.3d. These types of universal
LOQC architectures also enable fault-tolerant photonic quantum computation [15],
which is crucial to suppress the exponential amplification of photon loss and com-
putational errors that prevents scaling quantum computation on non-error-corrected
quantum devices beyond few tens of qubits [24]. However, the resource costs for such
architectures [25] mean that a hardware platform able to integrate millions to bil-
lions of components is required to reach a scale where useful fault-tolerant photonic
quantum computing applications can become practical. Nearer-term special-purpose
photonic quantum devices are possible and will be discussed in Sects. 11.4 and 11.5.
Although the prefault-tolerant applications for such devices are significantly more
limited, the hardware requirements are reduced to thousands of components [26]; a
scale achievable with the current silicon quantum photonic technology.

11.3 Silicon Quantum Photonic Technology

To reach the scale required for computationally interesting applications, photonic
quantum processors must integrate at least thousands of high-quality components to
generate, process and measure quantum states of light. Thanks to its compatibility
with mature fabrication facilities, and together with more advanced components,
silicon quantum photonics might reach such a scale. Silicon photonics circuits com-
prising thousands of components are in fact already routinely used for classical appli-
cations [27]. Quantum photonic circuits, however, need additional components and
generally have stringent performance requirements (for example in term of losses)
with respect to purely classical devices. As shown in Fig. 11.4, silicon photonics can
integrate all such components into a single platform.

11.3.1 Integrated Photon Sources

Quantum states of light can be generated via spontaneous nonlinear processes arising
from the interaction of a pump light with a nonlinear-optical medium [1]. Although
silicon does not naturally posses a χ(2) due to its centro-symmetric crystal structure,
preventing the use of spontaneous parametric down-conversion (SPDC) processes
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Fig. 11.4 Blueprint of a typical quantum photonic processor in the silicon platform, which includes
waveguide (a) and ring (b) SFWM sources. Beam-splitters based on MMIs (c) or directional cou-
plers (d), phase shifters (e) and delay lines (f) are networked to form reconfigurable linear-optical
circuits. Filters (g) are used to suppress the pump light and on-chip detectors (h) are used to measure
the processed single photons. Classical control electronics can be interfaced with the device via
wire-bonding to a PCB (i) or via a homogeneous integration or direct chip-to-chip bonding with
CMOS electronics (j)

for photon generation, it posses a strong χ(3) nonlinearity. Pairs of photons can
thus be generated via the spontaneous four-wave mixing (SFWM) χ(3) process that
naturally arise when a bright laser pump field propagates through silicon [28–30]. In
order to be suitable for scalable quantum photonic architectures, the key qualities to
be considered for spontaneous photon-pair sources are [30]:

• Indistinguishability: Photons emitted from different sources need to be indistin-
guishable in order to interfere.

• Purity: The state in each degree of freedom (frequency, polarisation, etc.) of
the individual photons emitted needs to be pure in order to ensure high-quality
quantum interference.

• Heralding efficiency: the intrinsic losses in the source have to be low to avoid
photon loss. In other words, for a spontaneous photon-pair source, if one of the
photons (the idler) is detected to herald the emission of the other photon (the
signal), the probability that the signal photon is actually present needs to be high.

• Brightness: photon emission with low pump power requirements is desirable to
limit the power consumption when scaling to large arrays of sources, as well as
for facilitating pump-rejection filtering.

11.3.1.1 Waveguide Sources

In the bright-pump approximation, the SFWM process in a silicon waveguide can be
described via the Hamiltonian [1]
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Ĥ =
∫

dωidωs F(ωi, ωs)â
†(ωi)â

†(ωs) + h.c., (11.5)

where h.c. indicates the Hermitian conjugate, ωs (ωi) represent the signal (idler)
frequency and â†(ωs) (â†(ωi)) the associated photon creation operation. F(ωi, ω2)

is the joint spectral amplitude (JSA) of the emitted pairs of signal and idler photons,
given by

F(ωi, ωs) = N
L∫

0

dz
∫

dωp1dωp2

αp1(ωp1)αp2(ωp2)δ(ωi + ωs − ωp1 − ωp2) exp(−i
kz). (11.6)

Here, N is a normalisation factor, L is the waveguide length, αp1 and αp2 are the
spectral envelops for the two pump fields, and 
k(ωi, ωs, ωp1 , ωp2) is the phase mis-
match between the four fields. The factor δ(ωi + ωs − ωp1 − ωp2) ensures energy
conservation, while the phase-matching term exp(−i
kz) ensures momentum con-
servation.

The Hamiltonian in 11.5 describes a squeezing process where two photons are
absorbed from the pump light at frequencies ωp1 and ωp2 , generating a photon pair
at frequencies ωi and ωs [1]. Depending on the choice of frequencies for the pump
field and for the emitted photons, SFWM can be operated in two different regimes,
illustrated in Fig. 11.5a:

• Non-degenerate SFWM: ωp1 = ωp2 and ωi �= ωs. In this case, the photons are
generated in two separate spectral modes, and two-mode squeezing is obtained
(see 11.3).

• Degenerate SFWM: ωp1 �= ωp2 and ωi = ωs. In this case, photons are generated
in the same spectral mode, and single-mode squeezing is obtained (see 11.2).

In the low-squeezing regime (i.e. low pump energy), the TMS state generated
with non-degerate SFWM approximates the state

|ψ〉i,s 	 |0〉i |0〉s − iγLP
∫

dωidωsF(ωi, ωs) |1〉i,ωi
|1〉s,ωs

(11.7)

which describes the probabilistic generation of a photon-pair with an approximate
probability p = γ 2L2P2, where γ is the nonlinear parameter of the silicon waveguide
and P is the pump power [31].

Both degenerate and non-degenerate SFWM regimes have been demonstrated
in silicon single-mode waveguide sources [32, 33]. The typical length for standard
single-mode 220 nmSOIwaveguide sources is approximately 1 cm, usuallywrapped
in a spiral shape to reduce the component footprint, as shown in Fig. 11.4a. Being
fully passive devices and easily reproduciblewith standard semiconductor fabrication
facilities, waveguide sources are very practical and with high indistinguishability,
resulting in a wide usage in silicon quantum photonic processors [5, 32–34]. The
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Fig. 11.5 a Spontaneous four-wave mixing schemes. Non-degenerate SFWM (top) generates TMS
with photons at difference frequencies, while degenerate SFWM generates SMS with pairs of
degenerate photons. b Exemplary joint spectra produced in waveguide sources via non-degenerate
SFWM. Using spectral filters (shaded areas), the photon spectral purity is increased from 30 to 96%

intrinsic heralding efficiency in waveguide sources is only limited by transmission
losses in the waveguide. However, phase-matching conditions in waveguides imply
very strong spectral correlations between the photons in each pair, as manifested in
the typical JSA shown in Fig. 11.5b. Such spectral correlations imply that the spectral
state of the individual photons is highly impure [35]. The single-photon purity can be
improved to values >90% via spectrally filtering the photons (see Fig. 11.5b), which
comes at the cost of significantly reducing the heralding efficiency of the source [36].

11.3.1.2 Multimodal Waveguide Sources

Multimodal SFWM (mmSFWM) approaches have been recently demonstrated to
be capable of solving the limitations of standard waveguide sources in silicon [37,
38]. As shown in the schematic in Fig. 11.5a, in mmSFWM the nonlinear interaction
is performed between different transverse modes propagating through a multimode
waveguide. Via the use of beam-splitters and mode converters, the pump light is
injected into the multimode waveguide in a superposition between different trans-
verse modes, e.g. the TM0 and TM1 modes in the device in Fig. 11.5, with the
signal and idler photons also emitted in different transverse modes. By tailoring the
group velocities dispersion of the different modes through the design of the multi-
mode waveguide cross section, the phase-matching conditions can be engineered to
reduce the spectral correlations between the emitted photons [38]. Moreover, a time
delay can be inserted between the pump modes so that, due to the different group
velocities of the modes, the temporal overlap between the pump modes gradually
increases and decreases along the waveguide, as shown in Fig. 11.5a. This adia-
batic switching of the nonlinear interaction further suppress the spectral correlations
enabling a near-unit spectral purity [37, 39, 40]. Moreover, due to the lower losses in
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Fig. 11.6 a Schematic of a multimodal source in silicon, where the input pump is prepared in a
superposition between theTM0andTM1 transversemodes via a beam-splitter and amode converter.
A time delay τ is inserted to increase the source purity. Photons are emitted in the TM0 and TM1
modes via intermodal SFWM along the waveguide and separated at the output by a second mode
converter. b Microscope image of a multimodal SFWM source in silicon. c Joint spectra of the
emission from two different multimodal silicon sources show highly uncorrelated spectra (purity
of 99%) and high overlap between the sources (indistinguishability > 98%). Images from [37]

multimode waveguides, the heralding efficiency is also significantly improved com-
pared to single-mode waveguide sources. Sources based on mmSFWM have been
recently demonstrated on commercial silicon-on-insulator (SOI) photonic devices
(see Fig. 11.5b), exhibiting a near-ideal spontaneous photon source performance:
spectral purities of 99%without any spectral filtering of the photons (see Fig. 11.5c),
source indistinguishability>98%, and intrinsic heralding efficiency>90%. All such
performances resulted in the demonstration of a record-high on-chip heralded quan-
tum interference visibility of 96% without spectral filtering of the photons, making
this type of sources excellent candidates for photonic quantum information process-
ing [37]. Moreover, mmSFWM has been also recently used to generate photonic
entanglement between the transverse modes of photons in silicon multimode waveg-
uides [41].

11.3.1.3 Ring Cavity Sources

Waveguide sources are cavity-free elements. To improve the source brightness, reso-
nant structures such as ring resonators [42–52] or photonic crystal waveguides [53–
55] can be used. Ring sources (see Fig. 11.4b) are particularly appealing due to their
high miniaturisation and the capability to achieve high Q factors (up to the 104–105

range for standard single-modewaveguides). Significant benefits to the source bright-
ness are possible when operating SFWM in a cavity: in principle, the photon-pair
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emission probability is enhanced by a factor F6, with F being the field enhancement
in the cavity [56]. However, when using telecom wavelengths in silicon waveguides,
the strong pump field inside the ring can induce large nonlinear losses due to effects
such as two-photon absorption, which can significantly limit the ring source [57, 58].
These limitations can be avoided by moving to mid-infrared (≥2 μm) wavelengths
in silicon [59] or using wider band-gap materials, such as silicon nitride [60–63],
where two-photon absorption is suppressed.

Because the photon emission, as well as the pump fields, need to be resonant
with the ring cavity, the narrow-band photon emission reduces spectral correlations
between the photons, and thus purities above 80% are readily achieved [49, 51, 56].
Although for standard Gaussian pump spectral envelopes the photon purity from ring
resonator sources is limited to be below 93% [64], approaches where more complex
pump spectral shapes [65] or dispersive coupling to the resonator, via auxiliary rings
or asymmetric MZI structures [64], can boost the purity to near-unity. Such schemes
have been recently implemented in silicon devices [52]. The active control of ring
resonances via thermal phase shifters has also been demonstrated to ensure a good
indistinguishability betweenmultiple ring sources [50, 51].Moreover, ring structures
have also been proposed and demonstrated to mitigate noises when operating SFWM
in the degenerate regime for the generation of single-mode squeezed states [63, 66].

11.3.2 Linear-Optical Components

Identically to classical laser light, single photons can be guided in silicon photonic
chips through waveguides and manipulated through linear-optical components such
as multimode interference (MMI) couplers and evanescent directional couplers (DC)
(see Fig. 11.4c, d). In the quantum regime, however, it is crucial to minimise the
insertion loss of all linear-optical components in order to reduce the probability
of losing single photons—one of the main sources of errors for photonic quantum
computing. Linear losses in waveguides have been shown to reach values as low as
0.3 dB/cm at telecomwavelengths, with interesting prospects for building delay lines
(see Fig. 11.4f) in silicon, required for multiplexing schemes in linear-optical quan-
tum computing architectures [67, 68]. Beam-splitters implemented by evanescent
coupling can offer minimal additional loss, but exhibit less robust splitting ratios,
being more sensitive to waveguide fabrication variations. MMI structures are much
more robust to fabrication imperfections, but with slightly higher losses (typically
≥ 0.1 dB insertion loss) [69].

Phase shifters are commonly realised as thermal heaters (see Fig. 11.4e), which
present extremely low losses but are limited to KHz bandwidths [70–74]. High-
speed modulation of quantum states can be achieved with carrier-injection or carrier-
depletionmodulators, showing typical 10GHz bandwidths [75]. However, their char-
acteristic high and phase-dependent loss can severely reduce their functionality for
quantum circuits. Moreover, they have limited functionality to operate at cryogenic
temperatures due to carrier freeze-out. Recent developments in thin-film barium
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titanate on silicon show great potential for the development of on-chip fast modula-
tors, with demonstrated losses below 0.5dB, speed of tens of GHz [76], and compat-
ible with cryogenic temperatures for full-system integration with superconducting
single-photon detectors [77].

Beam-splitters with tunable reflectivities can be built by cascading MMIs and
phase shifters into Mach–Zehnder-type structures [78]. Extremely high-precision
control of such linear-optical two-mode operations has been demonstrated with
extinctions exceeding 60 dB, corresponding to single-qubit computational errors
below 10−5 [79, 80].

11.3.3 Detection Systems

The integration of high-efficiency photon detectors is important to reduce losses due
to off-chip coupling, as well as for reducing the system latency (implying less losses
in delay lines) and enabling scalable detection of large quantum systems. Super-
conducting nanowire single-photon detectors (SNSPDs, see Fig. 11.4h) can perform
near-ideal single-photon detection with extremely low jitter, death time and dark
counts [81–83] and have been integrated in a variety of integrated quantum pho-
tonic platforms [84]. The high-yield fabrication of SNSPDs in the NbN material
in silicon photonic devices has been demonstrated [85], as well as arrays of up to
240 detectors suitable for the detection of large-scale circuits [86]. Furthermore, the
integration of superconducting transition edge sensors (TES), capable of performing
photon-number-resolving detection, has also been recently reported in Ti:LiNbO3

waveguides [87], with prospects also for silicon integration. However, supercon-
ducting detection systems require the photonic device to operate at cryogenic tem-
perature, typically at<2K temperature for standard SNSPDs, and few tens ofmK for
TES detectors. Recent engineering efforts have also showed that few-photon num-
ber resolution, sufficient for a large part of LOQC applications, is achievable with
impedance-matched single standard nanowire superconducting detectors [88].

Apart from single-photon detectors, integrated homodyne detectors have also been
recently demonstrated in the silicon quantum photonic platform [89]. In contrast to
SNSPDs, these systems can operate at room temperature. A record-high detection
bandwidth of up to 9GHz has been recently reported for on-chip homodynemeasure-
ments in silicon [90]. These systems are promising for on-chip continuous-variable
photonic quantum applications such as on-chip quantum metrology, quantum ran-
dom number generation and continuous-variable photonic quantum computing
[89, 91, 92].

11.3.4 Single-Photon Filters

The simultaneous integration of single-photon sources and single-photon detectors
necessarily requires the integration of filtering structures for high-extinction pump
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suppression. Such components must suppress the pump below the typical noise
level of SNSPDs (less than kHz typical dark counts values), thus providing extinc-
tions above 100 dB. While in most current silicon quantum photonic experiments
pump rejection is performedoff-chip using standard telecommunication components,
devices showing on-chip pump filtering have been realised combining Bragg grating
structures and add-drop filters (see Fig. 11.4g), or coherently cascaded unbalanced
Mach–Zehnder interferometers. Currently, such filters can achieve up to 150 dB
pump suppression when implemented between two silicon chips [44, 93]. For a
monolithic integration of pump filters with sources and detectors on a single device,
a challenge for filtering comes from the pump light scattered off the waveguides,
which might limit the total extinction [93]. The full monolithic system integration of
SFWMsources, filters and detectorswould represent amajor technologicalmilestone
for silicon quantum devices, but has yet to be demonstrated.

11.3.5 Optical and Electronic Packaging

When expanding the complexity of photonic quantum processors in microscale sil-
icon devices, a scalable optical and electronic packaging of the system becomes
increasingly important. Fortunately, chip packaging methods developed for classical
applications can in principle be readily adapted to quantum photonic processors [94].
Optical access to silicon quantum photonic devices is typically achieved via coupling
single-mode fibres and fibre arrays via edge-couplers or grating couplers, with sub-
1dB coupling losses demonstrated in both approaches [95–99]. For the electronic
packaging, most experiments in silicon quantum photonics currently use direct elec-
trical probing [32, 48] or wire-bonding to an external PCB (see Fig. 11.4i) [5, 11, 33,
34, 51, 100, 101]. To decrease the latency of the electronic classical control and read-
out systems, crucial to decrease photon losses in feed-forward operations, impressive
improvements have been recently shown via direct wire-bonding of quantum pho-
tonic chips to microelectronics [90]. Hybrid integration of photonic and electronic
CMOS systems [102] as well as flip-chip bonding techniques [103, 104] hold great
promise for further speed and scalability enhancements for the classical control of
quantum photonic devices (see Fig. 11.4j).

11.3.6 Scaling Silicon Quantum Photonic Circuits

The silicon photonics platform enables to scale quantum photonic circuits where the
large number of the components described above can be interconnected on single
silicon devices. As shown in Fig. 11.7, this has allowed a rapid scaling of quantum
photonic experiments in silicon quantum photonics in recent years, both in terms
of circuit complexity [5, 11, 34, 107] and number of photons and qubits generated
and processed on-chip [33, 34, 101], which shows a good potential for developing
large-scale quantum processors on this platform.
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Fig. 11.7 Progress in the number of components (top) and number of photons and qubits (bottom)
for silicon quantum photonic processors. Exemplary devices from some of the reported experiments
are shown. Images are from the following references: a [48], b [11], c [5], d [100, 105, 106], e [33],
f [34]

11.4 Silicon Photonic Quantum Processors

In the past five years, remarkable improvements for quantum photonic processors in
silicon have been reported: starting from the first on-chip generation and processing
of qubit entanglement using two photons and approximately 10 components in 2015
(see Fig. 11.7), we are now at the stage where experiments with ten or more photons
and qubits processed via thousand of optical components are conceivable. While
such experiments are still far from the scale required for general purpose quantum
computers, they are a good indication of the potential scaling capability of the sili-
con quantum photonics platform. In this section, the aforementioned recent silicon
quantum photonic results are reviewed.
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11.4.1 Entanglement Generation and Processing in Silicon
Photonics

The first demonstration of path-encoded entanglement between two photonic qubits
in silicon photonics was achieved in 2015 using the device shown in Fig. 11.7a.
In this integrated photonic circuit, schematised in Fig. 11.8a, a pair of ring sources
are coherently coupled to generate a photon pair in superposition between the two
sources via non-degenerate SFWM. Such superposition corresponds to a maximally
entangled path-encoded state of two qubits (i.e. a Bell pair), obtained after the two
emitted photons, which possess different frequencies, are separated and grouped via
ring-based filters and a crosser. The generated entanglement was characterised via
the use of two integrated MZIs to perform arbitrary local measurements (detection
was performed via off-chip SNSPDs) and verified through the violation of a Bell
inequality (see Fig. 11.8b). Note thatwith this approach the two-photon entanglement

Fig. 11.8 a Silicon quantum device for the generation andmeasurement of two-qubit path-encoded
entanglement via ring resonators sources. b Characterisation of the generated on-chip two-qubit
entanglement via Bell inequality violation. c Silicon device for the generation of two-qubit entangle-
ment and the operation of a post-selected CNOT entangling gate. d Silicon device for the operation
of arbitrary two-qubit controlled operations. e Implementation of a witness-assisted variational
quantum simulation algorithm on the device. f Large-scale silicon quantum photonic processor for
the implementation of arbitrary two-qubit gates. g Reconstruction of an exemplary two-qubit gate
on the device using quantum process tomography, showing a fidelity of 95%. Images a and b are
from [48], c is from [108], d is from [106], e is from [105] f and g are from [107]
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is generated directly at the sources, where the nonlinearity of SFWM converts the
coherent pumping of different sources to the correlated superposition of the photon
pair, without the need of entangling gates. Similar ideas have also been used to
obtain two-photon entanglement in other degrees of freedom using on-chip sources
in silicon, such as frequency entanglement [45, 109–113], time-bin entanglement [46,
114], polarisation entanglement [115] and transverse-mode entanglement [41].

The increase in the complexity of linear-optical circuits has opened the possibility
to perform on-chip probabilistic post-selected entangling gates in silicon quantum
photonics. A six-mode circuit embedding a post-selected controlled-NOT entangling
operation was demonstrated using the device in Fig. 11.8c to add arbitrary tunability
to the two-photon entanglement generated and processed on-chip [108]. Amore gen-
eral circuit was reported in the silicon device used in [100, 105, 106] (see Fig. 11.7a
for a photo of the chip, and Fig. 11.8d for a circuit schematic), which was able to per-
form on-chip arbitrary and reconfigurable controlled operations between two qubits.
Using such a circuit, a number of proof-of-principle implementations of novel quan-
tum algorithms were demonstrated on this device, such as the quantum simulation
of small chemical systems via witness-assisted variational quantum algorithms (see
Fig. 11.8e) [105] and via Bayesian approaches to quantum phase estimation [100],
and quantum Hamiltonian learning techniques for the efficient characterisation of
quantum systems [106]. A fully programmable two-qubit silicon photonic quantum
processor able to implement universal two-qubit quantum operations was demon-
strated in 2018 using the large-scale circuit shown in Fig. 11.8f [107]. High-precision
performance of arbitrary two-qubit operationswas demonstratedwith this device (see
Fig. 11.8g), which was also used to perform some small-scale quantum algorithms,
such as the quantum approximate optimisation algorithms [116] and the simulation
of Szegedy quantum walks [117].

While the silicon photonic quantum processors described so far display a remark-
able increase in the circuit complexity, they are limited to two-qubit generation and
processing. Generating multiphoton entanglement adds important difficulties com-
pared to the two-photon case due to the need of probabilistic multiphoton entangling
gates, a significant decrease in the SFWM-based generation rate for four or more
photons compared to the two-photon case, and the appearances of noise effects, such
as single-photon spectral impurities, which are not significant in two-photon exper-
iments. Thanks to the development of lower-loss silicon components, the last two
years have seen a remarkable increase in the number of qubits and photons in silicon
quantum photonics (see Fig. 11.7). The first multiphoton experiments with four pho-
tons generated and processed on silicon chips have been reported in 2018 [49, 101].
The current state of the art is silicon quantum photonics experiments with up to eight
photons [33] (see Fig. 11.7e) and eight qubits (see Fig. 11.7f) [34], as described in
the following sections.
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11.4.2 High-Dimensional Quantum Entanglement in Silicon

Recent experiments have exploited the capability of silicon photonics to integrate
extremely complex circuits to enlarge the quantum information processing capability
for quantum devices with limited number of photons, via the use of high-dimensional
quantum systems. In particular, the device in Fig. 11.7c was used to demonstrate the
on-chip generation and processing of high-dimensional entanglement between a pair
of photons [5]. Qudits, with local dimensionality up to 16, were encoded in the paths
of each photon, as described in Fig. 11.1, andmaximally entangled states were gener-
ated via the coherent pumping ofmultiple SFWMwaveguide sources. The large-scale
reconfigurable silicon circuit used, which embedded more than 500 optical compo-
nents (see Fig. 11.9a), was demonstrated to be able to process the high-dimensional
photonic entanglement with very high precision, with the reconstructed entangled
states showing unprecedented quality for high-dimensional entangled systems. The
reconstructed entangled state for a pair of two qudits in dimension 12 is shown
Fig. 11.9b.

Although silicon quantum photonics can enhance the complexity of current pho-
tonic quantum processors, increasing the photon number is ultimately required to
build up scalable quantum photonics devices. Nevertheless, the resource savings it
enables are of potential interest for both near-term applications on prefault-tolerant
quantumdevices andmore efficient large-scale architectures. In a recent silicon quan-
tum photonic experiment, Vigliar et al. have demonstrated such resource savings for
the generation of quantum states of up to eight qubits by using four photons, each one
encoding two qubits in its four-dimensional Hilbert space [34]. The silicon device,
shown in Fig. 11.10a, used a circuit where eight SFWM sources were pumped to gen-
erate four photons in two pairs of maximally entangled ququarts (four-dimensional
qudits). Using the circuit schematised in Fig. 11.10b, post-selected fusion operations
were used two perform entangling gates between the two pairs of qudits, generating
a multiphoton high-dimensional entangled states (see Fig. 11.10c). Such four-photon
state was able to encode the equivalent of up to eight qubits. By reconfiguring the

Fig. 11.9 a Circuit schematic for the generation and measurement of high-dimensional photonic
entanglement on a reconfigurable large-scale silicon quantum photonic device. b Entangled states
of two qubits of local dimension 12 reconstructed on the silicon chip via quantum state tomography.
Images from [5]
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Fig. 11.10 a Silicon chip embedding the photonic circuit in b for the generation and processing of
eight-qubit entangled states via the use of multiphoton high-dimensional entanglement. c Recon-
structed entangled state of the four photons, with each photon representing a four-dimensional qudit.
d Fidelities for different classes of entangled graph states of up to eight qubits that can be generated
reconfiguring the circuit in (b)

photonic circuit, the device was able to explore a wide range of entanglement classes,
so-called graph states, as shown in Fig. 11.10d.

11.4.3 Measurement-Based Quantum Computing in Silicon
Quantum Photonics

The generation of highly entangled multiphoton states represents the fundamental
resource for measurement-based quantum computation (MBQC), the most relevant
quantum computing paradigm for quantum photonics [14, 15, 23]. The scale reached
with current silicon quantum photonic devices enables the implementation of sim-
ple MBQC protocols fully on-chip. A proof-of-principle MBQC implementation in
integrated quantum photonics was firstly reported using a laser-written glass device
passively operating a four-qubit state, demonstrating an MBQC implementation of
the Grover search algorithm for a four-bin register [118, 119]. The eight-qubit silicon
quantum processor shown in Fig. 11.10 demonstrated more complex MBQC proto-
cols on-chip, demonstrating also the embedding of simple quantum error-correcting
codes in the measurement-based quantum model [34]. In particular, MBQC opera-
tions were implemented using graph states formed of both logical (error-corrected)
qubits as well as physical (non-error-corrected). For various single-qubit MBQC
operations, increased fidelities were observed when adopting error-protected codes.
Such improvements resulted in a significant performance enhancement in theMBQC
implementation of the quantum phase estimation algorithm.
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11.4.4 Networking Silicon Quantum Devices

One of the most important advantages of quantum photonics compared to other
quantum platforms is the capability of photons to travel long distances and effi-
ciently interconnect different and distant processors. In silicon quantum photonics,
this capability has enabled a number of demonstrations for integrated systems for
quantum key distribution with weak-coherent states of light, which can greatly lever-
age on silicon components developed for classical communications [120–122]. The
chip-to-chip distribution of quantum entanglement is a key task in networking quan-
tum processors, with prospects for the development of modular quantum computing
architectures [123, 124] and the quantum internet [125]. The first entanglement dis-
tribution between two silicon quantum photonic devices was achieved in 2016, where
a path-encoded qubit from an entangled pair was converted into a polarisation qubit
via a two-dimensional grating coupler, and sent via a fibre to a second chip to convert
it back to path and measure the entanglement [126]. Quantum teleportation between
two silicon chips has also been recently demonstrated using the devices schema-
tised in Fig. 11.11a [51]. A qubit from an entangled photon pair was distributed from
a silicon Chip A to a second chip B via a path-polarisation interconversion and a
fibre link. The state of a third heralded photon in chip A was then teleported to the
photon in Chip B via a Bell measurement on the two photons left on Chip A. The
teleported states, shown in Fig. 11.11b for few exemplary states, achieved fidelities
of approximately 90%.

11.5 Applications for Near-Term Photonic Quantum
Processors

In previous sections, we discussed how silicon quantum photonics enables a scalable
approach to build large-scale photonic quantum processors, with hundreds of quan-
tum optical components linked together in optically stable interferometers. However,
a crucial challenge in photonics is to increase the number of quantum information
carries, i.e. photons, that can be processed in such large circuits. In fact, the num-
ber of photons is a key parameter to determine the computational complexity of the
photonic quantum computation performed. However, optical loss in integrated com-
ponents, as well as non-deterministic photon generation and entangling operations,
suppress the computation rate exponentially when increasing the photon number on
preloss-tolerant devices. This renders the efficient scaling of photonic architectures
challenging. Note that these errors are unique to quantum photonics, as in other
quantum platforms (solid-state qubits, superconducting circuits, trapped ions, etc.)
the possibility that a quantum information carrier disappears is typically negligible.
Fault-tolerant architectures, as the ones mentioned in Sect. 11.2, are tolerant to pho-
ton loss and key to enable scalable photonic quantum hardware [15, 19]. However,



468 S. Paesani and A. Laing

Fig. 11.11 a Schematic of silicon photonic devices used to perform chip-to-chip quantum telepor-
tation. Two pairs of photons are generated onChipA.A photon from an entangled pair is sent to Chip
B via path-polarisation interconversion which allows to transmit the qubit via a 10m-long optical
fibre. A post-selected Bell measurement between two photons on Chip A performs the single-qubit
quantum state teleportation fromChip A to Chip B, and the circuit on chip is used to characterise the
teleported state. b Reconstruction of the teleported states on Chip B for some exemplary one-qubit
states. Images from [51]

the highly demanding overheads required for fault-tolerance will necessitate consid-
erable technological progress before making such scalable and universal photonic
quantum machines accessible.

A nearer-term goal is the development of non-universal machines that perform
specialised algorithms on non-fault-tolerant quantum machines [24, 26]. We will
here focus on boson sampling [26, 127], a promising approach for such special
purpose quantum photonic devices, describing different boson sampling protocols
and reviewing recent implementations in silicon photonics and possible applications.

11.5.1 Boson Sampling Machines

Fault-tolerant quantum computation is well beyond current quantum technologies.
On the other hand, there are already quantum systems currently accessible, e.g.
ultra-cold atomic systems, that allow some degree of control and whose behaviour
seems to be intractable to simulate on classical machines [128–130]. It is, however,
difficult to interpret these systems in terms of computational machines, i.e. with
some well-specified inputs and outputs, as well as to theoretically assess the classical
computational complexity for their simulation.
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Fig. 11.12 Schematic representation of the boson sampling computational problem

Boson sampling has been proposed by Aaronson and Arkiphov as an intermediate
situation: a well-defined computational model that is provably intractable on clas-
sical machines but realistic using near-term experimental capabilities [26]. The use
of sampling protocols inspired by boson sampling has recently enabled the ground-
breaking demonstration of the first quantum computational advantage, obtained by
Google in the superconducting qubits platform [130]. The boson sampling compu-
tational model is pictured in Fig. 11.12 and can be schematised as follows.

• Inputs: an initial multimode photonic state |ψ〉 and a linear-optical network with
m input modes and m output modes, described by a m × m unitary transformation
U randomly sampled from the Haar random distribution.

• Experiment: The input state |ψ〉 is propagated through the linear-optical circuitU
and single-photon detection is performed on the evolved state, using m detectors
on the output modes. (Here, we will focus on single-photon detection, although
the protocol can be further generalised to include Gaussian measurements as
well [131]).

• Outputs: the observed n-photon coincidence pattern at the single-photon detectors.

The computational model is a sampling problem: given the input state and the unitary
transformation, the experimenter is required to sample measurement outcomes from
the resulting output distribution of the detection patterns. Clearly, this model is quite
simple from a technological point of view; no feed-forward, optical nonlinearity or
adaptivity is required, making boson sampling machines much more realistic than
fault-tolerant quantum hardware for near-term experiments. Still, it has been demon-
strated to be intractable to simulate, even approximately, on classical computers if
the number of photons is large enough (n � 50 photons) [26, 132, 133]. The price
to pay is universality: the boson sampling computational model is strongly believed
to be non-universal.

In recent years, a range of boson sampling variants has been developed and imple-
mented [8, 134–143] to enhance the scalability in practical devices and open a wider
set of applications, with the main difference being the input photonic state |ψ〉. Here,
we discuss three of the main protocols.
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11.5.1.1 Standard Boson Sampling

In its original proposal [26], boson sampling assumed as input state |ψ〉 a Fock state
of n photons in n different modes, as schematised in Fig. 11.13a. Considering the
case where the n photons are injected in modes j = {j1, j2, . . . , jn} of a m × m linear
interferometer described by a transfer unitary matrixU , the probability of obtaining
an n-photon detection pattern k = {k1, k2, . . . , kn} is given by [144]

pU (k|j) = 1[∏m
i=1 s(j)i!

][ ∏m
i=1 s(k)i!

]
∣∣Perm

(
Uj,k

) ∣∣2. (11.8)

Here, s(j) and s(k) represent the mode occupancies for the two configurations, i.e.
s(k)i indicated how many photons are present in the i-th mode for the configuration
k. The matrix Uj,k is the submatrix of U obtained by taking its rows and columns
associated with k and j, respectively [144], and Perm(·) is the matrix permanent
function.

Aaronson and Arkiphov showed that, under mild conjectures, approximate sam-
pling of output states k from the distribution pU (k|j) is intractable on classical
machines for large values of n [26]. Current estimates predict that n ≈ 50 are required
to enter a regime where a classical simulation of boson sampling would no longer be
possible on supercomputers [132]. However, non-deterministic photon sources and
losses limit the scalability of this approach. In fact, if n sources with an efficiency
ε are used to produce the n-photon input Fock state in the standard boson sampling
configuration, the probability of generating such state is thus pBS(n) = εn. There-
fore, if the sources are non-deterministic (0 ≤ ε < 1), the experimenter would need
to wait an exponentially long time before observing an n-photon event. Although
significant progress has been achieved in high-efficiency solid-state single-photon
emitters, this issue has so far limited current implementations of standard boson
sampling to systems with less than 15 photons [143].

Fig. 11.13 a Schematic representation of the standard boson sampling protocol, where n photons
are prepared in the configuration j and injected into a m × m interferometer described by the uni-
tary transformation U . The detection pattern k is recorded at the output of the interferometer. b
Schematic of scattershot boson sampling. Weak TMS states are generated and separated. The n-
photon configuration j injected into the interferometer is now random but heralded upon detection of
the idlers modes (blue modes). c Schematic of Gaussian boson sampling, where the single photons
at the input are replaced with SMS states
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11.5.1.2 Scattershot Boson Sampling

The scattershot approach to boson sampling, developed by Lund et al. few years
after the original boson sampling proposal [145], represents a way to increase the
complexity of photonic experiments with probabilistic sources based on spontaneous
parametric processes, such as SFWM-based sources in silicon waveguides. The pro-
tocol is represented in Fig. 11.13b. To perform n-photon boson sampling, m0 ≥ n
parametric sources are used, each generating a TMS state (see 11.3). The total state
is then a product of TMS states produced from the array of sources:

|ψ〉 =
m0⊗

j=1

|TMS(ξ)〉j , (11.9)

where the two-mode squeezing parameter ξ is for simplicity considered uniform
across the sources. Half of each TMS, i.e. the idler modes, are sent directly to a
photon counter, while the other m0 ≤ m signal modes are injected into an m × m
interferometer described byU . Due to the perfect correlations of the photon number
in TMS states, the photon state j injected into the interferometer corresponds directly
to the pattern measured at the idler modes, and a standard boson sampling scenario
is thus recovered. Note, however, that now the input state is random but, crucially,
heralded. In particular, an n-photon input state is generated whenever n out of them0

probabilistic sources fire, which provides a combinatorial enhancement with respect
to the standard boson sampling case. In fact, the probability to generate an n-photon
input state is now given by [145]:

pSBS(n) =
(
m0

n

)
εn(1 − ε)m0 (11.10)

where ε = | tanh(ξ)|2 is the photon-pair emission probabilities for each TMS source
(in the low-squeezing regime). Considering m0 = n2, such combinatorial enhance-
ment can now provide a polynomial n-photon generation probability scaling as
pSBS ∝ 1/

√
n, even if the efficiency ε of each source is very low. In contrast to stan-

dard boson sampling, the scattershot approach enables an efficient scaling also in
presence of probabilistic sources, at the cost of increasing the number of sources and
detectors used [138]. It is therefore well-suited for integrated photonics approaches,
and in particular silicon quantum photonics, where large arrays of probabilistic
sources and detectors are accessible [5, 86].

11.5.1.3 Gaussian Boson Sampling

In scattershot boson sampling, the squeezed states from the sources is collapsed to
single-photon states before the interference by measuring the idler modes. Gaussian
boson sampling is instead another variant of boson sampling where such collapse
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happens only after the interference [146, 147]. As schematised in Fig. 11.13c, m0

SMS states, generated for example, via degenerate SFWM in silicon waveguides
(see 11.2), are directly injected in the interferometer, followed by single-photon
detection at the output. In this situation, the input photon configuration is a coherent
superposition of many different possible Fock states, and the probability to detect an
output pattern k is given by [147]:

pξ (k) = 1[ ∏m
i=1 s(k)i!

]√
det(σQ)

∣∣Haf
[
Bk(ξ)

] ∣∣2, (11.11)

where

B(ξ) = U

(
m⊕

i=1

tanh(ξi)

)
U�, (11.12)

with ξi the SMS parameter of the ith source, and Bk the submatrix obtained from
the rows and columns {k1, k2, . . . , kn} of B [147]. The functions det(·) and Haf(·)
are, respectively, the determinant and the Hafnian of a matrix [148], while σQ =
σ + 1 and σ is the total covariance matrix of the input SMS states [149, 150]. Also,
for Gaussian boson sampling, the probability to detect n photons at the output is
combinatorially enhanced [147]:

pGBS(n) =
(
n + m0/2 − 1

n

)
εn(1 − ε)m0/2, (11.13)

which, for m0 = n2 scales as pGBS ∝ 1/
√
n similarly to scattershot (with an asymp-

totic additional speed-up by a constant factor of e 	 2.71) [147]. In addition, Gaus-
sian boson sampling is also more resource efficient compared to scattershot, for
instance, because no auxiliary detectors are required for heralding. However, as
the computation time for the calculation of a permanent and a Hafnian of a n × n
matrix are O(n2n) and O(n2n/2) respectively [151], it is expected that 2n photons
are required for a Gaussian boson sampling protocol to achieve a classical run time
comparable with a n photon standard boson sampling experiment [146, 147].

11.5.2 Scaling Boson Sampling with Silicon Quantum
Photonics

Achieving a regime of quantum computational advantage with boson sampling
requires a photonic platform able to generate and process states with tens of photons
in hundreds of modes. While significant improvements in quantum dot sources inter-
faced with low-loss passive interferometers (generally based on bulk optics) have
enabled experiments with up to 14 detected photons [139–141, 143], reconfigurable
integrated quantum photonics circuitry will be required for practical applications at
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scale. Although a number of the initial boson sampling demonstrations have been
performed via integrated laser-written interferometers in glass chips, they relied on
bulk photon sources and were limited to less than 6 photons, presenting significant
scaling challenges [8, 135–138, 142, 152–154].

11.5.2.1 Implementing Boson Sampling in Silicon Quantum Photonics

Silicon quantum photonics, enabling the integration of large arrays of high-quality
sources [5, 37] and large-scale reconfigurable interferometers [5, 11, 34, 107], offers
a promising photonic platform to scale up boson sampling experiments. Recently, the
first boson sampling experiment with fully on-chip photon generation and processing
(off-chip detection)was reported in a silicon quantumphotonic device, where up to 8-
photon stateswere operated to performscattershot andGaussianboson sampling [33].
The device used is schematised in Fig. 11.14a and the silicon circuit is shown in
Fig. 11.14b.Thedevice consisted of fourSFWMsources, reconfigurable asymmetric-
MZI-based filters to reject the pump and separate the idler and signal photons, a
12-mode low-loss random walk interferometer and low-loss grating couplers [95] to
couple photons off-chip and send them to high-efficiency (>90%) off-chip SNSPDs.
To implement different boson sampling protocols, the sources were operated in two
different regimes, as shown inFig. 11.14b. In thefirst regime, theywere pumpedusing
a single-wavelength laser in order to generate weak TMS states via non-degenerate

Fig. 11.14 a Schematic of the silicon boson sampling device. Four integrated SFWM sources
are used for photon generation, and two layers of asymmetric MZI interferometers are used to
filter out the pump light from the photons and to separate the idler and signal photons. A 12-mode
unitary transformation is implemented via a low-loss randomwalk, obtained by coupling together 12
waveguides of length ∼ 110 µm, to interfere the signal photons. Finally, photons are fibre-coupled
off-chip via low-loss grating couplers [95] (∼ 1dB loss) and detected off-chip. bOptical microscope
image of the silicon photonic circuit. c Pumping schemes used to generate SMS and TMS states via
degenerate and non-degenerate SFWM, respectively. The generated TMS (SMS) states are used to
implement scattershot (Gaussian) boson sampling within the same silicon quantum photonic device
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Fig. 11.15 a Input/output scattershot boson sampling experimental and theoretical distributions for
six-photon events (three heralded signal photons). bOutput Gaussian boson sampling experimental
and theoretical distributions for four-photon events. cOptimal event rate (top) and associated circuit
size (bottom) estimated for different numbers of signal photons in the scattershot (red) and Gaussian
(blue) boson sampling regimes. Shaded areas represent impractical experiments,where the threshold
is set to be 1 event/week

SFWM. In this case, signal and idler photons are emitted at different wavelengths. In
the second regime, a dual-wavelength pumping scheme was used to generate weak
SMS states via degenerate SFWM. In this second case, all photons are emitted at
the signal frequency. The first pumping regime allows scattershot boson sampling,
based on TMS states, while the second implements Gaussian boson sampling, based
on SMS states. The switching between the two different regimes can be performed
within the same chip, by reprogramming the nonlinear effect operated in the sources
(degenerate or non-degenerate SFWM) via the choice of the pumping scheme.

Thanks to the low-loss silicon photonic components used in the device, up to 8
photons were generated and processed in the scattershot regime (4 heralded signal
photons), the current record in integrated quantum photonics, although at low 8-
photon event rates (few per hour). Experimental results for scattershot and Gaussian
boson sampling implementations are reported in Fig. 11.15a, b, respectively, where
the observed input/output probability distributions are shown to be consistent with
the theoretical expectations.

Recently, another boson sampling experimentwas reported in the silicon platform,
where a bright off-chip source of squeezing was coupled into a passive silicon circuit
to perform quantum interference of up to 5 photons [155].

11.5.2.2 Scaling with Near-Term Silicon Devices

While the device discussed above provides an architecture for implementing various
boson sampling protocols in silicon quantum photonics, the scale of the protocols
implemented is still small, meaning that they can be easily simulated on classical
computers. However, we can investigate how the computational complexity of the
protocols implementable with such architecture scale when increasing the size of the
silicon photon circuits. To represent the capability of near-term silicon quantum pho-
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tonic devices, we consider low-loss components as those implemented and charac-
terised in the chip of Fig. 11.14a [33], high-quality SFWMsources as in Fig. 11.6 [37],
and arrays of integrated SNSPDs [86]. The protocols we consider are scattershot
and Gaussian boson sampling. In terms of N -photon event rates, the combinatorial
enhancement obtained in both protocols when increasing the number of sources (and
modes) is compensated by the additional losses obtained when increasing the depth
of the interferometer [33]. A trade-off between these two effects is required to achieve
high rates. The optimal circuit size and rates with the device parameters described
above are shown in Fig. 11.15c for different photon numbers and for both scattershot
and Gaussian boson sampling. It can be observed that experiments at a scale of up to
≈70 signal photons are estimated to be possible with Gaussian boson sampling, and
of ≈50 signal photons for scattershot. These values are expected to be at the limit of
what is tractable with classical supercomputers [132]. Note that the circuits require
hundreds of sources, modes in the interferometer, and detectors; a scale impractical
for bulk optical experiments.

To further increase the complexity, e.g. to target experiments with hundreds of
photons, significant technological progress is required. A first improvement would
be to develop materials with lower transmission losses and more efficient sources of
squeezed light. In this direction, promising alternatives are being investigated in the
SiN, LiN, LNOI and LiNbO3 integrated photonic platforms [60–63, 66, 156, 157].

11.5.3 Quantum Simulation via Boson Sampling

While boson sampling is an interesting quantum computing model to reach quantum
advantages with photonics, the task of sampling the output photons from a ran-
dom interferometer is a specialised problem with no direct application. However,
in recent years, a wide number of applications, from quantum chemistry to graph
theory problems, have been shown to be solvable on boson sampling machines, with
potential prospects to achieve quantum speed ups in industrially relevant applications
with boson sampling. We describe some of these applications, with special focus on
molecular quantum chemistry simulations.

11.5.3.1 Simulation of Molecular Quantum Dynamics

The reason why complex quantum chemical systems are intractable on classical
machines was described by Dirac already in the early days of quantum mechan-
ics [159], namely he noted that the wavefunction of a quantum system grows expo-
nentially with the number of particles, making classical computers unable to exactly
simulate quantum systems in an efficient way. This problem led Feynman in 1982 to
propose the development of controllable quantum hardware for efficient simulation
of complex chemical systems [160]. Quantum chemistry can thus be considered as
the original motivation that led to the field of quantum computing in the first place.
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The particular systemwe here focus on are vibrational quantummolecular dynam-
ics. Quantum vibrations in molecules, due to atomic oscillations perturbing a stable
molecular configuration, are important, for example, in the study and design of effi-
cient molecular dissociation pathways [161–163]. However, evolving a multiexcita-
tion state across many vibrational modes is computationally inefficient on classical
computers even for the basic models based on independent quantum harmonic oscil-
lators. The general idea to map such systems into boson sampling machines is to
map the evolution of the bosonic vibrational modes (phonons) to the evolution of
bosonic excitations of the electromagnetic field (photons) in optical interferometers.

In more detail, vibrational dynamics in a molecule are essentially small oscil-
lations of the nuclei around a local minimum in the potential energy surface of the
molecule. The energy surface depends on the electronic structure of themolecule and
the nuclear positions, but, in the Born–Oppenheimer approximation, it is indepen-
dent from the vibrational state of the molecule. For a general molecule with N atoms
the energy surface lives in a 3N − 6 space (3N − 5 for linear molecules), so that
3N − 6 vibrational modes are possible. In the harmonic approximation, a quadratic
form is assumed for the potential energy surface near the stable configuration (see
Fig. 11.16a), and 3N − 6 independent normal vibrational modes can be defined (see
Fig. 11.16b, top panel), with associated bosonic creation operations â†i and normal
frequencies {ωi}. Another set of vibrational modes that are of practical interest are
the so-called localised modes, described by bosonic creation operations b̂†i . These

Fig. 11.16 a Example of a molecular potential energy surface and its harmonic approximation. b
Representation of the normal (top) and localised (bottom) vibrational modes in the H2CS (Thio-
formaldehyde) molecule. The change of basis between the localised and normal modes is performed
via the unitary matrix UL. c Mapping of the quantum evolution of the localised vibrational modes
into a reconfigurable boson sampling machines. Such a machine can be implemented and scaled
up using universal integrated quantum photonics circuits. d Example of experimentally simulated
quantum dynamics in the H2CS (Thioformaldehyde) molecule, reported in [158]
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are modes where the vibrational energy is spatially localised on single atoms of the
molecule, as shown in Fig. 11.16b bottom panel. Localised modes are of practical
importance for understanding many molecular phenomena, such as energy transport
and dissociation, and single excitations of these modes can be prepared in quantum
chemistry experiments [164]. We therefore focus on simulating quantum dynamics
of molecules prepared and measured in localised modes. To describe the dynamics
of localised modes, it is convenient to define the basis transformation between the
normal and localised modes, given by unitary matrix UL such that

â†� �→
3N−6∑

k=1

ULk,� b̂
†
k . (11.14)

The unitary evolutionU (t) of the localisedmodes can then be obtained by converting
them into the normal modes, which in the harmonic approximation are independent
and evolve according to ⊕�e−iw�t/�, and then convert back into the localised modes
basis (see Fig. 11.16c):

U (t) = UL

(
⊕

�

e−iw�t/�

)
UL

†. (11.15)

Due to the analogy between bosonic vibrational modes and photons, the ingredients
described so far can be mapped into a photonic scenario in the following way [158]:

• Vibrational modes ↔ Optical modes.
• Vibrational mode � initialised with n excitations↔Optical mode � initialised with
n photons.

• Evolution of the molecular vibrations described by U (t) ↔ Evolution of the pho-
tons in a linear interferometer described by U (t).

• Measurement of the final vibrational configuration ↔ Photon number detection at
the output of the interferometer.

The experimental scenarios described above can be directly mapped into boson sam-
pling machines: photons need to be prepared in an input state that matches the initial
vibrational state of the molecule, and output configurations are sampled after the
evolution according to U (t) implemented via a reconfigurable integrated interfer-
ometer (see Fig. 11.16c). Standard boson sampling corresponds to the case where
the molecular state is initialised in Fock vibrational states, i.e. with a fixed number
of excitations, while if molecules are prepared in squeezed states (or other Gaussian
states) the simulation is mapped into Gaussian boson sampling.

Integrated quantum photonics is a very promising platform to implement these
simulations and scale them up into computationally interesting regimes. The first
photonic quantum simulation of molecular quantum dynamics was implemented
using a fully reconfigurable 6-mode integrated interferometer on a silica chip [8, 158].
In this experiment, the molecular quantum dynamics for a wide range of molecules
were simulated with up to four photons (see Fig. 11.16d for an example), both in
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the harmonic approximation and in the anharmonic regime. A proof-of-principle
demonstration of how these simulators could be used for the design of more efficient
molecular dissociation processes was also reported [158]. The scalability of the silica
photonic platform used was, however, limited due to the large footprint of the silica
device and the use of bulk off-chip sources. As discussed above, silicon quantum
photonics has huge potential to overcome such limitations.

11.5.3.2 Calculation of Molecular Franck-Condon Profiles

A different quantum chemistry problem that can be mapped to boson sampling is
the calculation of molecular vibronic (vibrational and electronic) spectra, known as
Franck–Condon profiles. While the molecular vibrations discussed in the previous
section considered fixed potential energy surfaces, vibronic transitions represent the
transition from an initial set of vibrational modes to a new set of vibrational modes
that arise when the potential energy surface is modified following a modification
in the electronic structure (see Fig. 11.17a). While the spectra for such transitions,
i.e. the Franck–Condon profiles, are useful to investigate chemical properties of the
molecules, such as their performance as solar cells [165] or as dyes [166], their
prediction using classical approaches is computationally challenging already for
molecules of modest size [167–169]. On the other hand, Huh et al. have shown how
such calculations can be implemented on a variant ofGaussian boson sampling [170].

The mapping makes use of the Doktorov transformation to describe the transition
of the molecular vibrational operators â†i [171] in vibronic processes, given by the
operator

Fig. 11.17 a Simplified schematic of a vibronic transition. Themolecule is initially in an electronic
configuration with normal vibrational modes (in the harmonic approximation) q associated with
the energy surface. When a process, e.g. photon absorption, induces a change in the electronic
structure, the energy surface is modified, defining a new set of normal vibrational modes q′. In the
Franck-Condon approximation, the transformation between the two sets of vibrational modes is
given by a linear mapping UDok. b Schematic of the photonic circuit required for the calculation of
Franck-Condon profiles. c Reconstructed Franck-Condon profile for a synthetic molecule with the
silicon quantum photonic boson sampling device in Fig. 11.14
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UDok = UL
[⊗m

i=1S(ξi)
]U†

R

[⊗m
i=1D(αi)

]
, (11.16)

where D(αi) represents single-mode displacement operators with amplitudes αi,
S(ξi) represents a single-mode squeezing operator with squeezing parameter ξi, and
UR and UL are unitary evolutions. If we consider for simplicity the molecule to be
initially at zero-temperature (i.e. the initial vibrational state of the molecule in the
vacuum state), the Franck–Condon probability for a vibronic transition to a final
vibrational configuration |k〉 is then given by [172, 173]

pFC(k) = |〈k|UDok|0 . . . 0〉|2. (11.17)

Because, as for the simulation of molecular quantum dynamics, the vibrational oper-
ators â†i have direct analogy to photonic operators, the vibronic transformation in
11.16 is analogous to the optical circuit shown in Fig. 11.17b, with the Franck–
Condon probabilities pFC(k) corresponding to the probability to detect the photon
configuration |k〉 at the output.

Note that the circuit required to calculate Franck–Condon probabilities is a Gaus-
sian boson sampling circuit (boxed in Fig. 11.17b), with the addition of coherent
states and a first unitary transformation UR. In practice, such additional resource
implies weak laser light injected in the signal modes of the interferometer, which is
easy to implement. If the particular molecule under study does not require displace-
ment, the quantum simulation circuit reduces exactly to a Gaussian boson sampling
machine [174].

Proof-of-principle demonstrations of the quantum simulation of Franck–Condon
profiles via Gaussian boson sampling have been recently reported in a variety of
platforms, including fibre-optical set-ups [174], trapped ions [175], superconducting
cavities [176], as well as in the silicon quantum photonic processor discussed in
Sect. 11.5.2.1 [33]. A Franck–Condon profile experimentally reconstructed on the
silicon quantum photonic processor is shown in Fig. 11.17c. In this case, because
the interferometer in the chip is not reconfigurable (see schematic in Fig. 11.14a),
the calculation was performed for a synthetic molecule associated with the passive
circuit used, and with no displacement. Reconfigurable large-scale silicon quantum
photonic circuits, such as those reported in Sect. 11.4, are promising to scale this
implementation to larger applications, and recent ring-based schemes can be used to
reduce computational errors arising from noises in the on-chip SFWM single-mode
squeezers [63, 66].

11.5.3.3 Other Boson Sampling Applications

Apart from the quantum simulations applications already discussed, boson sampling
has been recently mapped also to other types of problems, including the simulation
of spin Hamiltonians [177], molecular docking [178], the enhancement of classical
optimisation heuristics [179], certain graph theory calculations [180, 181] and quan-
tum identification and cryptography protocols [182]. This wide portfolio of differ-
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ent near-term applications for reconfigurable photonic devices represents a valuable
motivation for the development of large-scale integrated boson sampling photonic
hardware.

11.6 Outlook

While the mature fabrication tools of the silicon industry have enabled a series of
demonstrations of photonic quantum processors with successively more complex
circuitry, a powerful general purpose quantum computer remains a highly ambitious
goal. As with all current proposals for quantum computing hardware, a number of
challenges must be overcome before silicon photonics can support quantum comput-
ing at scale. These challenges include filtering strong pump light and full system inte-
gration with SNSPDs, developing fast low-loss switches for photonic feed-forward
operations, improving the quality of spontaneous photon sources, decreasing photon
loss, and enhancing the success probability for probabilistic entangling gates.

The technological journey to general purpose quantum computing is perhaps
foreshadowed by that of experimentally demonstrating a Bose–Einstein condensate.
Also, a quantum state of matter, seventy years elapsed between its prediction, made
in 1925, and its experimental demonstration in 1995. Feynman famously proposed
quantum computers in 1982, and a similar 70year development would mean we
have just over thirty years to wait for a general purpose quantum computer, at time
of writing.
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Chapter 12
An Open Silicon Photonics Ecosystem for
Computercom Applications

Marco Fiorentino, Zhihong Huang, Di Liang, Sagi Mathai, M. Ashkan Seyedi,
and Raymond G. Beausoleil

Abstract We present progress toward an open Silicon photonics ecosystem targeted
at computercom applications. The ecosystem is centered around a development kit
comprising verified devices that can be laid out and simulated using industry-standard
tools and fabricated in a commercial foundry. The ecosystem includes partners for
testing, attaching fiber, and packaging of the finished photonics integrated circuits.

12.1 Introduction

The push to build bigger, better, and faster computers has accelerated in recent times
thanks to the advent of technologies like big data and machine learning. In high-
performance computing (HPC), the push to exascale performance (i.e., building a
computer with 1018 floating-point operations per second) has put a strain on exist-
ing technologies. Systems with up to 100,000 sockets are now being built as the
other avenues to improve performance are being limited by other factors. To achieve
such scales, HPC systems will require affordable interconnects. Photonics networks
are already widely deployed because they provide the bandwidth and reach that is
required to build modern HPC systems. However, in its current implementation,
HPC photonics relies on very expensive active optical cables (AOCs) and therefore
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its reach is limited by overall system cost considerations. In addition to lowering the
system costs, low-cost photonic links enable new, high-performance architectures
[1]. Silicon photonics (SiPh) is considered one of the most promising technologies
to enable low-cost optical links. The reason for this is twofold. Firstly because SiPh
allows the integration of multiple components in a single photonic integrated circuit
(PIC), the fabrication and assembly costs are much lower compared to a solution
that uses discrete optical components. Secondly SiPh uses a material platform that
has been widely developed by the semiconductor industry and can therefore lever-
age large investments made in developing materials and fabrication tools for tight
control in high-resolution fabrication and can adopt successful model of the highly
standardized design flow in EDA tools. With these advantages SiPh has shown, in
the past few years, a significant market penetration in data centers and HPCs. How-
ever, all the companies that have successfully entered the SiPh business have done
so using a vertically integrated model whereas they exclusively own much of the
intellectual property involved in the design and assembly of SiPh components. This
vertical model is significantly different to the foundry and outsourced assembly and
test (OSAT) model that has been common in the semiconductor industry. We believe
that the vertical model has stifled innovation by creating a steep entrance barrier for
innovative companies and reduced the impact of SiPh for application where the total
addressable market (TAM) is too small to justify the investment for developing a
design kit from scratch. A more open and diverse range of solutions would stimulate
competition and innovation and encourage system integrators to adopt SiPh more
widely. For this reason, HPE in collaboration with a number of partners has started
building an open SiPh industrial ecosystem targeted at computercom applications in
datacenters and HPCs. The open SiPh ecosystem would make available to the design
community a new way to design, build, test, and assemble SiPh PICs using verified
IP, industry-standard tools, and verified fabrication and assembly processes. In the
following sections, wewill outline the progress we havemade toward an open-source
SiPh ecosystem as well as point out open questions and issues. In Sect. 12.2, we dis-
cuss the process requirements for an open-source SiPh foundry. We will outline a
list of required components and their process requirements and also review the status
of process verification and control. In Sect. 12.3, we describe the process toward a
set of tools designed for a SiPh open ecosystem. These include device design tools,
place and route tools, and device models that allow for co-simulation of photonic
and electronic components. In Sect. 12.4, we share a list of devices currently avail-
able in the design kit and some of the directions of development that our partners
and us are considering. Before concluding, in Sect. 12.4.5, we describe our progress
toward an innovative fiber attach solution as well as the prospects for SiPh interposer
integration.
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12.2 Process

The main requirement for the SiPh fabrication process is that it has to be compatible
with the required Product Design Kit (PDK) components while having a high yield
in order to keep fabrication costs low. With a view toward standardizing devices and
processes, changes in the fabrication parameters, requiring requalifications of the
components, are discouraged as they are both expensive and can affect the stability
of the standard process. It should be noted that the choice of some of the parameters
is somewhat arbitrary and is sometimes dictated by compatibility with previous
devices. Here, we present a list of process components and steps and some indicative
parameters.

Silicon wafer Production-level SiPh is currently almost exclusively based on
300mm diameter wafers. The larger wafers allow for a cost reduction compared
to the smaller formats as many of the fabrication operations (e.g., spin coating,
depositions, implants, and etching) happen in parallel for all the dies on a wafer.
Also, fabrication equipment for the 65 and 45nm nodes is fully depreciated and
increasingly available for processes like SiPh. High-quality 300mm silicon on
oxide (SOI) wafers are available from several supplier thus reducing supply chain
issues. Top silicon thicknesses of 220–270nm provide a good support for a range
of high-quality devices. The thickness of the buried oxide is subject to a number
of constraints. On one side thicknesses in excess of 1 µm are required to insure
low waveguide losses, especially for the multimode waveguides used for long-
range transport. But very thick oxides in excess of 3 µm are difficult to fabricate
and create thermal effects during fabrication that can affect yields. Edge coupling
requires thick oxides in order to avoid coupling the expanded beams at the coupler
into the silicon substrate. Based on these requirements, oxide thicknesses between
1 and 3 µm are typically used.

Etches A number of silicon etches are required for a functional PIC. There are
typically threewaveguide etches to that allowone to fabricate a shallowmultimode
waveguide (25–30% of the top silicon), a shallow single-mode waveguide (�50%
of the top silicon) and a deep single-modewaveguide (�75% of the top silicon). A
full etch of the top silicon, sometimes called a trench etch, is used for electrical an
thermal insulation of the devices. A grating etch is also needed albeit sometimes
one of the waveguide etches can be used for the gratings as well.

Implants To implement plasma-effect modulators at least four implants are
required: n++ and p++ for the contacts n+ and p+ for the PN and PiN junc-
tions. The highly doped layers are also used to build resistive heaters embedded
in the top silicon.

Ge block Germanium photodetectors (PDs) are key components for SiPh PICs.
Foundries selectively grow silicon–germanium in cavities etched in the top silicon
and then do p and n implants in the germanium to create the PN detector junction.
To contact the photodiodes, two strategies can be adopted. Directly contacting
the germanium reduces the number of interfaces where charges can be trapped
but requires the development of a new metal–semiconductor contact. Contacting
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the Ge p and n interfaces through highly doped silicon is more prone to trapping
but leverages high-quality contacts available on silicon. As detailed below we are
also exploring avalanche photodiodes (APD) as means to improve sensitivity and
link budgets [2]. The APD process comprises several additional implant steps
and silicon epitaxy to create the absorption, multiplication, and charge layers.
Compatibility of these steps with high-volume high-yield foundry platforms is a
current subject of study.

Laser integration Integrating III-V lasers in a SiPh PIC platform is very attractive
because of the expected reduction in the cost, complexity, integration density, and
power that such integration promises. This integration is fairly complex from the
process point of view because of the fundamental incompatibility of the silicon
and III-V material systems. We have focussed on a selective bonding of III-V
onto Silicon as this heterogeneous technology has given very good performance
[3, 4], while initial tests have proved encouraging the integration of III-V bonding
with the SiPh process at a volume foundry is still under investigation. It is worth
noticing that establishing a heterogeneous integration platform would open the
way to a great increase of the SiPh platform capabilities. If the integration push
is successful, in addition to lasers we would have access to integrated amplifiers,
photodetectors [5], and various types of modulators [4].

Process verification A key component of a successful CMOS microelectronics
has been a tight control of the relevant process parameters and SiPh should fol-
low the same path. In addition to the tools available for standard semiconductor
fabrication, there are new tools that can specifically address some of the require-
ments of SiPh process verification, for example, control of the etch depth greatly
affects the performance of devices especially in gratings and microring-based
dense wavelength division multiplexing (DWDM) links [6]. Variations as small
as 1nm can cause significant changes in the microring resonant wavelength and
therefore affect power consumption and yields. Quantifying and controlling the-
ses variations therefore is a key task in the SiPh process deployment. As shown
in Fig. 12.1, we have developed some innovative measurement and analysis tech-
niques that allow us to carefully quantify foundries’ parameter control and give
feedback on areas of improvement.

12.3 Design Tools

A robust set of design tools is a key ingredient for a successful SiPh open ecosys-
tem. The goal of the design tools is to enable different technologist to access the
underlying technologies easily and transparently. The first technologists involved in
the design tools are the SiPh device designers. This group is tasked with designing,
parameterizing, testing, and modeling devices as well as with defining the devices
PDK cells. The cells are collected in a foundry-specific design manual and are used
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Fig. 12.1 Comparison of two foundries etch depth control for microring resonators. By using
optical testing,wewere able to determine the etch depth variations acrosswafers from two foundries.
Foundry 1 has more random variation whereas foundry 2 has a systematic “donut” shaped variation
but lower random variations

by SiPh system designers to build schematics and layouts for SiPh PICs. These
designers design functional PICs based on system requirements and use verifica-
tion and simulation tools to insure correctness and performance. SiPh designers also
need to interface with designers of the driver and receiver electronics that interface
with the photonic PICs. The models of the optoelectronic response of SiPh devices
created by the device designers need to be compatible with commonly used elec-
tronic simulation tools in order to allow an end-to-end simulation of photonic links.
Finally, if complex packaging is required for the optoelectronic devices, thermal and
mechanical simulations will be required to correctly design the packages in order
to guarantee performance across all the required environmental conditions. Pieces
of this ecosystem exist in the industry and others are being designed but a fully
integrated workflow is still being developed. Here, we describe some of the existing
tools and the work we have been doing to fill some of the gaps we have observed.

Device design tools In the past few years, there has been an explosion of tools that
allow the simulation and optimization of photonic devices. Many of these tools
are especially suited for a particular type of device or analysis. From the point of
view of the SiPh ecosystem, we are mostly interested in a collection of tools that
are integrated and help streamlining the device designer workflow from device
conception and layout to the initial simulation through to test, verification, and
model build. We currently use the Ansys/Lumerical DeviceSuite [7] because it
combines a set of photonic device simulation tools with the ability to simulate
optoelectronic response with the possibility to build a compact model library
(CML) of the devices that can be widely distributed. These models can be then
used in a system simulation tool to ensure end-to-end performance.

Device optimization and models Our group has been active in the design and
optimization of individual devices, for example, we have used adjoint methods
[8] as an effective and powerful tool for optimizing photonic devices such as
grating couplers that comprise a large number of parameters. The adjoint method
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simplifies the exploration of large parameter spaces by calculating the gradients
of the problem figure-of-merit (FoM) in an efficient manner.We have also worked
on models for devices we designed such as APDs [9]. By building APD models
that are valid for a large range of gains, we can include APDs in our link-level
simulations and optimize performance across various scenarios. We also used
data mining techniques to classify and parameterize the resonance of multiring
transceivers [10]. The data thus obtained allowed us to construct functionalmodels
for microring modulators and filters/switches.

System design Design automation is one of the key requirements for the system
design tools. Ideally the SiPh system design workflow should be similar to the
electronic design workflow. The designer starts with a schematic of the circuit,
verifies the functionality of the circuit using compact models, and then is guided
through the layout by an automated layout tool. Once the layout is complete,
a layout-versus-schematic tool verifies that the final layout reflects the original
design intent. The final step before tapeout is the verification that the layout
complies with the process design rules. This workflow has been at least partially
realized thanks to tools likeMentorGraphics Lightsuite [11] that allows schematic
driven layout of complex photonic circuits. The integration of LightSuite with the
Caliber verification tool also simplifies compliance with the design rules.

12.4 Devices

Devices are the heart of the open ecosystem as they enable users to create functional
circuits. In the early versions, our device library will be primarily intended to support
WDM-based links for multiple wavelengths on a fiber, using a grating coupler for
top-down light input and output. The block diagram in Fig. 12.2 shows a typical link
implementation. There are also cells for Mach–Zehnder modulators and add-drop
filters. Numerous extensions are expected including nitride waveguides for low-loss
transport and edge couplers. Further extensions are discussed below.

12.4.1 Passives

12.4.1.1 Waveguides

Shallow single-mode waveguide This TE (transverse electric) waveguide is used
for optical routing between devices using shallow single-mode waveguides to
reduce system losses. Propagation losses are expected to be around 1.5 dB/cm.

Deep single-mode waveguide This TE waveguide is used for coupling in and out
of resonators to optimize mode matching. Given the high losses of 3 dB/cm it is
not recommended for routing.
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Fig. 12.2 Typical DWDM ring-based link architecture with various test points throughout (red
diamonds)

Shallow multimode waveguide This TE waveguide is designed for optical rout-
ing over longer distances, typically more than 1mm. Losses of 0.5 dB/cm are
expected.

Nitride waveguide Thiswaveguide is being considered for very low-loss transport
and as a transition waveguide for edge couplers. Loss and other parameters are
not defined at this time.

12.4.1.2 Waveguide Transitions

In addition to the various types of waveguides listed above, we require low-loss
adiabatic transitions and bends for the waveguides.

Single-mode Shallow to Multimode Shallow Taper This taper is used to transi-
tion between the two transport waveguides. Losses are expected to be less than
0.1 dB per transition with reflections of less than −40 dB.

Single-mode Shallow to Single-Mode Deep Taper This taper is used mainly in
conjunction with ring resonator and to introduce sharp bends. Losses are expected
to be less than 0.1 dB with reflections of less than −25 dB.

Silicon to Nitride Taper This taper is used for vertical coupling of light from top-
silicon to the nitride waveguide. Losses are expected to be less than 0.02 dB with
reflections of less than −25 dB.

Single-mode Shallow Bend A 90◦ bend in the single-mode shallow waveguide.
Propagation losses are 1.5 dB/cm and the minimum bend radius is 20 µm.
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Multimode Shallow Bend A 90◦ bend in the multimode shallow waveguide.
Propagation losses are 1.5 dB/cm and the minimum bend radius is 50 µm.

Single-mode Deep Bend A 90◦ bend in the single-mode deep waveguide. This
bend is used to create ring resonator cavity and is not recommended for individual
use. Propagation losses are 3 dB/cm and the minimum bend radius is 4 µm.

12.4.1.3 Splitters

Single-mode Shallow optical tap An optical tap from a single-mode shallow
waveguide. This directional tap is available in tap ratios −10/−13/−16 dBs with
reflections ≤−30 dB.

Single-mode deep optical tap An optical tap from a single-mode deep waveg-
uide. Tap ratios −10/−13/−16; reflections ≤−30 dB.

1× 2 MMI Multimode interferometer in a 1× 2 configuration using single-mode
shallow input/output waveguides. Splitting ratio −3 dB; insertion losses 0.2 dB;
reflections ≤−30 dB.

Polarization Beam Rotator and Splitter This device is under investigation for
inclusion. The rotator is intended for use with nitride-based edge coupler, which
is currently not the primary optical I/O scheme.

12.4.1.4 Fiber Couplers and Crossings

1D DWDM Grating Coupler Single-polarization grating coupler (GC) for off-
surface emission of light for coupling into a single-modefiber for usewithDWDM
links. Expected: Insertion loss 1.5 dB; optical bandwidth (1 dB) 21nm; angle of
emission 8 degrees; center wavelength 1300–1320; reflection −15 dB.

1D CWDM Grating Coupler Single-polarization grating coupler for off-surface
emission of light for coupling into a single-mode fiber for usewithCWDM(coarse
wavelength division multiplexing) links for wider channel spacing. Expected:
Insertion loss 3 dB; optical bandwidth (1 dB) 80nm; angle of emission 8 degrees;
center wavelength 1300–1320 nm; reflection −20 dB.

2D DWDM Grating Coupler Double-polarizationgrating coupler for off-surface
emission of light for coupling into a single-mode fiber for use with DWDM links.
Expected: Insertion loss 2.5 dB; optical bandwidth (1dB) 20nm; angle of emission
8 degrees; center wavelength 1300–1320 nm; reflection −40 dB.

Nitride Edge Coupler Dual-polarization edge coupler using anitride-basedmode
converter and taper. Expected: Insertion loss 1 dB; optical bandwidth (1dB)
100nm; angle of emission 90◦; center wavelength 1310nm; reflection −20 dB.

4-way optical crossing Four-port optical crossing using shallow single-mode
waveguides. Expected: Insertion loss 0.2 dB; optical crosstalk −30 dB; reflec-
tion −25 dB.
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12.4.2 Active Components

Ring-Based Filter Here, a single ring is used as a spectral filter. The parametric
device cell allows for user-input FSR and spectral linewidth and generates the
shape with a correct radius. This filter is used to statically route wavelengths
inside of a circuit. The filters are not intended for use as demux on the receiver
(where the PIN ring modulator described below is the recommended device)
but, e.g., for wavelength routing in an optical crossbar switch implementation.
Expected specifications: insertion loss 0.05 dB; extinction ratio >3 dB; tuning
range 15nm; spectral linewidth 0.3–1nm (user-defined); drop port loss 1.5 dB;
free spectral range (FSR) 1–20 nm (user-defined); thermal wavelength control
power 3 mW/nm; thermal control bias range<4 V; thermal control current range
< 25mA; carrier-injectionwavelength control power 10µW/nm; carrier-injection
control bias range <1 V; carrier-injection control current range <5 mA.

On-chip SOI Arrayed Waveguide Grating An on-chip AWG for CWDMappli-
cation designed with a 20nm channel spacing. Expected specifications: insertion
loss 4 dB; footprint 0.7mm2; drop port loss 1.5 dB. Design for 25nm channel
spacing also on-going.

Mach–Zehnder Interferometer (MZI) lattice for CWDM We also plan to
include a nested MZI lattice for CWDM filtering. Expected specifications: chan-
nel spacing 20nm; footprint 0.01mm2. Other specifications like insertion loss and
tuning power are still under definition.

Quadrature bias diode PIN junction integrated into waveguide for plasma-effect
phase shift. Expected specifications: insertion loss 1 dB; plasma wavelength con-
trol power 10 µW/GHz; plasma control bias range <1 V; plasma control current
range < 5 mA.

Resistive Heater Resistive heating element integrated into the top silicon and
intended for use with ring resonator cavities. Expected specifications: thermal
wavelength control power 3 mW/nm; bias range <4 V; current range <25 mA

PIN Ring Modulator Single ring used as a modulator for carrier-injection diode.
Figure12.3 shows a typical ring modulator with corresponding pads for driving
the RF diode for modulation, receiving photocurrent from the integrated PD/APD
and two pads for controlling the integrated resistive heater. Optical insertion loss
0.1 dB; extinction ratio 12 dB; tuning range 15nm; linewidth (FWHM) 0.11nm;
drop port loss 1.5 dB; FSR 13nm; thermal wavelength control power 3 mW/nm;
thermal control bias range<4 V; thermal control current range<25 mA; thermal
time constant 4–5 µs; plasma wavelength control power 10 µW/GHz; plasma
control bias range <1 V; plasma control current range <5 mA; RF drive voltage
Vdc 0.4 V; RF drive voltage VPP 2 0.5 V; electrical S11 3 dB bandwidth 1.5 GHz;
optical S21 3 dB bandwidth 16 GHz.

PN Ring Modulator This device comprises a single ring used as a modulator for
carrier-depletion diode. This ring has a similar configuration and PIN ring but
has a PN junction inside the ring waveguide. Expected specifications: optical
insertion loss 2.5 db; extinction ratio 4 dB; tuning range 15nm; linewidth 0.3nm;
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Fig. 12.3 Layout of a ring
cell. The pads are intended
for probing or wire-bonding

drop port loss 2 dB; FSR 13nm; thermal wavelength control power 3 mW/nm;
thermal control bias range<4 V; thermal control current range< 25 mA; thermal
time constant 4–5µs; plasma wavelength control 10µW/nm; plasma control bias
range<1 V; plasma control current range<5 mA; RF drive voltage Vdc 1 V; RF
drive voltage VPP 2 V; electrical S11 3 dB bandwidth 15 GHz; optical S21 3 dB
bandwidth 30 GHz.

PN MZI Modulator An integrated MZI with segmented PN junction for PAM-4
modulation is also planned for inclusion but the devices specifications are not
available at the time of writing.

12.4.3 Lasers

In a SiPh link, the laser represents one of the most expensive components thanks
to the fact that most other components are integrated in the SiPh PIC and therefore
benefit from the economies of scale associated with the silicon industry. Possible
laser configurations are sketched in Fig. 12.4. Figure12.4a shows a common off-
chip configuration where the laser is independently fabricated and packaged and is
then coupled through a fiber to the PIC chip. This configuration has the advantage of
being able to leverage existing laser packages and fabrication technologies as well
as being able to isolate the laser in an environment that has smaller temperature
variations. However, it is the most expensive solution and has the highest losses. In
the second on-chip configuration Fig. 12.4b, the laser is independently fabricated
and then it is attached to the SiPh PIC. Light from the laser is coupled to the PIC
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Fig. 12.4 Laser integration evolution

via either a vertical or an edge coupler. This configuration has the advantage of
simplifying the packaging and reducing losses (because there are fewer interfaces
between the laser and the PIC) while still keeping the laser fabrication separated
from the PIC fabrication. In the third integrated configuration Fig. 12.4c, the laser
is directly fabricated on the PIC and light is usually coupled between the laser and
the PIC though evanescent coupling. This configuration is the most efficient for cost
and power but requires the processing of III-V compound semiconductors that are in
general incompatible with CMOS silicon fabrication lines. Our group has explored
several options for the lasers and we expect that these solution will be available to
users through ecosystem partners. In particular, here we focus on multiline comb
lasers engineered for DWDM applications.

Off-chip lasers Multiline comb lasers based on quantum dots have been demon-
strated in the past [12, 13]. These lasers are packaged separately and are procured
as a qualified part. Qualified lasers are included in the development kit asmodels to
allow full link simulations. In our first implementation, lasers will be available as
a butterfly-packaged test component. Other packages may be possible. Expected
specifications: bias current 175 mA; bias voltage typical 2 V; saturable absorber
reverse bias 1 V; operating temperature 10–80◦ C; spectral channel spacing 50
GHz; number of channels 16; relative intensity noise <−140 dB/

√
Hz; typical

optical power per line at the fiber facet 4 dBm; typical wall plug efficiency 7%.
On-chip Single-line laser chips that can be directly attached to a PIC have been

demonstrated in the past [14]. We foresee a solution where a multiline comb
quantum dot laser can be directly attached to a PIC using solder ball or copper
pillars that are used both for mechanical attachment and electrical connection.
Light from the laser can be coupled into the PIC through an off-surface grating.
Because the laser chip is in many ways similar to the one used in the off-chip
laser solution, we expect similar properties with a considerable increase in the
efficiency of power delivery to the chip thanks to the reduction in the number of
optical interfaces in the optical path.

Integrated The ultimate goal of laser integration is to build the laser in the same
platform as the rest of the PIC. Our group [3, 4] has worked extensively to develop
this solution. As shown schematically in Fig. 12.5, such a system would include a
comb laser evanescently coupled to aSiPhPIC.The lasers are built using a bonding
process to attach III-V coupons onto a SiPh wafer followed by lithography and
etch steps to define the laser structures. In addition to CW (continuous wave) laser
combs, this platform supports photodiodes [5] (bothPINandAPD) aswell as high-
speed modulators based on a MOS capacitor built at the interface between the top
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Fig. 12.5 Vision for a fully integrated PIC with on-chip comb laser

silicon layer and the III-V bonded material [15]. This platform further reduces the
laser interface losses and potentially reduces individual laser costs as thousands
of lasers can be built in parallel using standard photolithographic techniques.

12.4.4 Detectors

Several foundries have developed Ge PIN detectors that can be integrated in the SiPh
platform and are efficient at both the conventional (1550nm) and the short (1300nm)
telecom window. Such detectors are usually built using silicon–germanium selective
growth and implants. Themainprocessing issue is to overcome themismatchbetween
the Si and Ge lattice spacing using appropriate SiGe buffer layers. Once the detector
material is defect-free and the detector dark noise is low it is easy to build detectors
with high efficiency and bandwidth. This is an effect of the detectors’ waveguide
configuration where the responsivity is primarily dictated by the detector length
along the waveguide axis and the bandwidth is dictated by the detector width. Our
group has researched detectors beyond the standard SiGe PINs. In particular, we have
demonstrated low-voltage SiGe avalanche photodiodes that are compatible with both
the SiPh fabrication process and the power supplies typically present in computing
environments. We have also explored quantum dot APDs as an alternative to SiGe
APDs that are compatible with our integrated laser platform.

PIN This is the standard waveguide-based germanium PD for 1300nm. This pho-
todiode will be available to users as a p-cell. The expected typical responsivity is
0.8 A/W at an operating bias of −1 V with a sensitivity of at least −10 dBm and
optical 3 dB bandwidth of 16 GHz.

Silicon–Germanium Avalanche PD Ourgrouphas extensively studied avalanche
photodiodes ([2, 16–18]) because of their ability to improve link sensitivity with-
out a corresponding increase in the power consumption. We are actively pursuing
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the inclusion of SiGe waveguide APDs in the standard SiGe platform. To ensure
the compatibility of the APD bias voltage with computer power supplies, we have
designed three-terminal APDs with breakdown voltages as low as 6 V [2]. In
addition to the low bias voltage, these devices have a bandwidth of 18.9 GHz, a
DC photocurrent gain of 15, and sensitivity of −11.4 dBm at a data rate of 25
Gb/s.

Quantum dot PD and APD The rationale behind the development of quantum
dot detectors is that, if the SiPh platform is expanded to include quantum dotmate-
rials for lasers, the samematerials can be used for PD andAPD that have excellent
properties, for example, our group has demonstrated [5] an avalanche photodiode
by bonding indium arsenide (InAs) QDs on an SOI platform. Our demonstration
has shown encouraging performance with dark currents of 1 µA/cm2, responsiv-
ities of 0.34 A/W at 1310nm and 0.9 A/W at 1280nm, and a 3 dB bandwidth of
15 GHz. These device are also able to function at temperatures up to 60 ◦C. We
are considering the inclusion of these devices in the platform in later releases.

12.4.5 Packaging

The main goal of our packaging effort is to enable close integration of the SiPh
devices with network switches, network interface cards (NICs) and other network-
ing, compute, and memory components. The integration improves signal integrity
and power consumption. As shown in Fig. 12.6, the industry has been moving from
front-panel active optical cables to on-board optics with the final goal of integrating
photonics in the same package with the logic components. There are two main ele-
ments to achieve this integration: the fiber attach and the co-packaging of SiPh and
CMOS circuits. For the fiber attach in addition to the requirements related to optical
performance, yield, and reliability, there are additional requirements, for example, it
is important to make the fiber attach compatible with reflowing complete optoelec-
tronic assemblies in a workflow that is compatible with the existing infrastructure.
It is also important to allow components to be separated on the field for service.
This requirement excludes the option of pig-tailing the fiber to the assembly, as a
pig-tailed assembly with tens or hundreds of fibers would be impractical. The main
requirement for the co-packaging is the compatibility with the fiber attach process.
This is a particularly stringent requirement if 3D integration of the SiPh and CMOS is
the goal. Our group, in collaboration with ecosystem partners, has started addressing
these requirements.

Fig. 12.6 Evolution of photonic packaging
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Fiber attach Our approach to fiber attach is delineated in [19]. A common
approach to fiber attach for SiPh PICs is to pigtail the circuit, i.e., bonding fiber/v-
groove arrays to on-chip grating couplers. This approach precludes the standard
approach to the assembly of transceivers and other optoelectronic devices, i.e.,
the surface mount and reflow of the devices on standard system printed boards.
To obviate this, we have developed a 1× 8 single-mode (SM) optical interface
for DWDM SiPh PICs. Our approach is based on a low profile, small form fac-
tor, detachable, and expanded-beam optical connector. The connector consists of
four parts: a GC array, a surface-mount glass microlens array chip, an injection-
molded solder-reflowable optical socket, and an injection-molded single mode
light-turn ferrule. On-wafermeasurements of theGCcoupling loss to SMF28fiber
at 1310nm is 1.4 dB with a 1 dB bandwidth of 22nm. The fiber-to-fiber insertion
loss through the light-turn ferrule, two microlenses and GCs, and a looped back
SOI waveguide ranged from 4.1–6.3 dB, with insertion loss repeatability of 0.2
dB after multiple mating cycles. Users of the open ecosystem will have access
to this solution through a design cell for the coupler array that includes the GCs
as well as the structures necessary for connector alignment. Partner OSATs will
then be able to attach the other on-chip components. Jumpers and cables that can
connect the PICs to other optoelectronics devices will be available through other
ecosystem partners.

Packaging A small transceiver chip like the one depicted in Fig. 12.7 can be in
principle realized by wire-bonding the SiPh interposer to the organic substrate. In
contrast this solution is not feasible for assemblies involving large logic chips and
multiple connectors. The electronic industry has developed systems to co-package
multiple chips on a silicon through-silicon-via (TSV) interposer (see e.g. [20]).
The fabrication techniques used in those processes can be adapted to a SiPh TSV

Fig. 12.7 Fiber attach and
package. We thank USConec
for permission to use the
image of their connector [21]
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interposer although the assembly process will need changes in order to ensure
that the optical surfaces are not damaged. Our group is working with partners in
the ecosystem to enable a solution for large-size TSV-enabled interposers.

12.5 Conclusions and Future Work

In this chapter, we have outlined an open SiPh ecosystem for computercom applica-
tions. This ecosystem centers around a design kit comprising a number of functional
devices that have been fabricated and verified at a major foundry. The device catalog
is expanding but in its first release would allow to design, verify, and build functional
high-performance circuits for DWDM and CWDM links. Ecosystem partners would
also allow one to test the PIC, assemble the known good PICs with logic circuit fab-
ricated in a different process and attach a fiber array using a detachable, reflowable
connector. This subassembly could be then handed off to an electronic assembly
house for final assembly on an organic substrate. Substantial progress in all the areas
of this process has been demonstrated and we expect to continue to share additional
progress toward our goal.
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