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Oldřich Starý
Czech Technical University in Prague
Dejvice, Czech Republic

ISSN 2198-4182 ISSN 2198-4190 (electronic)
Studies in Systems, Decision and Control
ISBN 978-3-030-68102-9 ISBN 978-3-030-68103-6 (eBook)
https://doi.org/10.1007/978-3-030-68103-6

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Switzerland AG 2021
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0002-6108-8419
https://doi.org/10.1007/978-3-030-68103-6


Foreword

Non-destructive testing technology methods are usually used for detection, location
and sizing of both surface and internal defects of different nature. The School of
Non-Destructive Testing of the Tomsk Polytechnic University, Russia, is promoting
scientific research and industrial applications of non-destructive testing technology,
which includes microwave, acoustical (ultrasonic), infrared, magnetic, vibration,
radiography, visual and other testing and related methods, for safety of operation of
medical and industrial processes.

Today, there is a need for educational materials that will help in the formation
and continuous training of their specialists in non-destructive testing. This tutorial
can be used as a complementary technical document to enhance the skills of NDT
professionals and as a basic resource to educate managers and decision makers in
the industry about the future of NDT.

The current timely book presents recent advantages and perspective directions in
scientific investigations and industrial applications of non-destructive testing in
different areas including medicine, quality assurance, sensors and engineering
systems: ultrasionic tomography, infrared inspection and spectral analysis, surface
material control, diagnostics of metal nanopowders, biomedical engineering.

NDT takes centre stage in our technological world, books that highlight what is
possible are both welcome and instructive. I am delighted to see this comprehensive
book take shape and promote the field to the next generation of researchers looking
for new avenues to explore.

March 2021 Prof. Oleg V. Minin, Ph.D., D.Sc. (Hab)
Academician

Tomsk Polytechnic University
Tomsk, Russia
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Informative Potential of Eddy Current
Tomography

Aleksandr Goldshtein and Evgeny Yakimov

Abstract Applicability of methods used in tomography for reconstruction of elec-
trically conductive objects of complex structure to increase the information content
of eddy current testing is evaluated based on physical modeling of the interaction
of the eddy current transducer magnetic field with electrically conductive objects.
Methods considered imply scanning the surface of an object using an eddy current
transducer with a local test area and obtaining measurement information at different
angles of mutual spatial orientation of the excitation magnetic field strength vector
and the test object.

1 Introduction

Tomography is one of the most informative methods in non-destructive testing and
diagnostics, which provides data on each elementary volume of the object under
study.

Tomography (Greek tomos slice, section + graphō write, describe) is layer-by-
layer imaging of the internal structure of an object.

The application scope includesmedical tomography (as a type ofmedical imaging
and medical diagnostics), industrial tomography (as a type of defectoscopy), and
tomography of macro-objects (e.g., a significant part of the atmosphere).

With regard to the type of the physical field used, tomography can be divided into
radiation, optical, ultrasonic, radiowave, andmagnetic resonance imaging. Radiation
imaging [1] uses high-energy electromagnetic waves with frequency exceeding 3
× 1016 Hz, optical imaging [2] uses electromagnetic waves of the visual range,
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4 A. Goldshtein and E. Yakimov

ultrasonic imaging [3] uses ultrasonic waves, radio wave imaging [4, 5] uses ultra-
high frequency electromagnetic waves, and magnetic resonance imaging [6] uses
high-frequency electromagneticwaves in combinationwith strong constantmagnetic
fields.

In [5], it is shown that eddy current testing based on excitation of eddy currents in
the electrically conductive parts of the test object by low-frequencymagnetic fields in
the range of (101 to 107) Hz can be effectively used to solve a number of tomography
problems in engineering.

These methods can be used to obtain detailed data on the structure of composite
metal objects. Eddy current testing is superior to other physical methods used in
tomography due to high test performance, safety and ability to obtain data with one-
way access to the test object (compared to radiation methods), higher penetrating
power and ability to obtain data on electromagnetic properties of the object (compared
to optical and radio wave methods), ability to obtain data on the object structure
with gaps (compared to acoustic methods), and ability to test objects made of high
electrically conductive materials (compared to magnetic resonance tomography).

Reconstruction of objects of a complex structure (design) based on the data
obtained in eddy current testing is performed similarly to that used in the tomog-
raphy types listed above, employing mainly two methods to increase the information
content of testing.

Thefirstmethod implies scanning the object surfacewhendetecting the interaction
zone of the exciting magnetic field of the eddy current transducer (ECT) and the test
object.

In the second method, data are obtained at different angles of mutual spatial
orientation of the field strength vector of the exciting magnetic field and the test
object. In contrast to the first method, the second method employs an ECT with high
uniform sensitivity to the object in the entire test area.

Thus, in terms of tomography, we can assert that ‘multi-angle’ interaction of a
physical field with an object can be used to increase the information content.

We agree with the authors of the monograph [5] on the fundamental applicability
of low-frequency magnetic fields for tomography of technical objects, however, we
suggest the term ‘magnetic tomography’ for this type of tomography. With regard
to the specifics of the physical interaction of the exciting field and the test object, it
is more logical to use the term ‘eddy current tomography’. The conclusions of the
authors of the monograph should be supplemented on the applicability of this type of
tomography for reconstruction of primarily plane objects using only the first method
of increasing the information content of testing. Further, the effectiveness of the
second method to increase the information content for reconstruction of volumetric
local objects of a complex structure will be shown.
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2 Experiments and Results

Consider the problem of reconstructing a plane electrically conductive object via
scanning the surface of an ECT object with a local zone of interaction between the
exciting magnetic field and the test object as an example.

Figure 1 shows a removable ECT over three metal plates located close to each
other as a composite object: duralumin plate of (60 × 60 × 1) mm, duralumin plate
of (60 × 60 × 2) mm and steel plate of (60 × 60 × 0.3) mm. The upper surfaces of
the plates are in the same XY plane.

The design parameters of the removable transformer differential ECT used in the
experiment were as follows: the diameter of the excitation winding (EW) middle
turn was 36 mm; the diameter of the measuring winding (MW) and compensation
winding (CW)middle turn was 32mm; the distance between the planes of themiddle
turns of the MW and CW located symmetrically relative to the EW was 22 mm. The
gap between the ECP and the XY plane was 8 mm. The excitation current frequency
was 250 Hz.

The eddy current measuring system used in the experiment was based on the IVN-
03 applied voltage meter developed in the Laboratory for Electromagnetic Testing,
TPU, which enables measuring the amplitudes of the complex components of the
ECT applied voltage with a relative error not exceeding ± 1%.

Before the experiment, the initial ECT voltage was automatically compensated
for in the absence of the test object. During the experiment, the ECT was moved
parallel to the XY plane in the range of (−105 to 105) mm along the Y axis and in
the range of (−45…45) mm along the X axis with an increment of 5 mm.

Figure 2 shows the dependences of the amplitude A* and phase ϕ of the relative
applied voltage of the ECT on the X and Y coordinates. The maximum value of the
amplitude A* was 0.08. The phase variation range was (–19 to 86)°.

The analysis of the obtained results on the interaction of the ECT magnetic field
and the composite plane object (the results of direct eddy current transformation)
shows that the test object can be reconstructed with a certain degree of reliability
(the inverse problem of eddy current transformation has been solved). In particular,
the pattern of the dependences in Fig. 2 indicates that the test object consists of three

90 
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0 

-30 

30 

Z 

X, mm 

Y, mm 

CW 

EW 

M

Fig. 1 A removable ECT over a plane composite metal object
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Fig. 2 Dependence of the amplitude A* and phase ϕ of the relative applied voltage of the ECT on
the X and Y coordinates

plane square-shaped components, two of which are made of non-magnetic material,
and one is made of magnetic one. In this case, it can be concluded that, although
non-magnetic parts are located relative to each other gapless, they are not one whole.

If necessary, the distance from the ECT to the metal plates and the thickness and
electrical conductivity of non-magnetic components can be determinedusing conven-
tional methods of eddy current testing, for example, the three-frequency method of
eddy current testing of non-magnetic metal objects described in [7, 8]. According to
this method, the first frequency is selected as a negligibly small value of the pene-
tration depth of the magnetic field in comparison with the plane object thickness.
The second frequency is selected from the condition that the penetration depth of the
magnetic field is approximately equal to half the thickness of the object The third
frequency is selected from the condition that the penetration depth of the magnetic
field exceeds the object thickness. In this case, the applied voltage of the ECT at the
first frequency depends on the gap h between the transducer and the test object only.
The applied voltage at the second frequency depends on the gap h and the specific
electrical conductivity σ of the material. The applied voltage at the third frequency
depends on the gap h, the specific electrical conductivity σ of the material and the
object thickness T.
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The h value is determined by the value of the applied voltage amplitude of the
first frequency. The values of the complex components of the applied voltage of the
second frequency and the calculated gap value are used to determined the σ value. The
values of the complex components of the applied voltage of the third frequency and
the calculated values of the gaph and thematerial specific electrical conductivityσ are
used to determine the object thickness T. The functions of the inverse transformation
obtained in the numerical analysis of the functional dependences of the applied
voltages of the ECT on the specified parameters of the object are used to determine
the test object parameters: the gap h, the material specific electrical conductivity σ

and the object thickness T.
Thus, a detailed reconstruction of the composite test object can be carried out.

Moreover, testing can be performed even if there is an electrically conductive shield
between the ECT and the test object (reconstruction of a multilayer object).

Figure 3 shows the dependences of the amplitude A* and phase ϕ of the relative
applied voltage of the ECP on the X and Y coordinates for the object in Fig. 1 in the
presence of a duralumin plate 1.2 mm thick located directly above the XY plane. The

Fig. 3 Dependence of the amplitude A* and phase ϕ of the relative applied voltage of the ECT on
the X and Y coordinates when using the shield
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Fig. 4 Dependences of the amplitude A* and phase ϕ of the relative applied voltage of the ECT
on the X coordinate at Y = 0 without (solid line) and with (dashed line) the shield

effect of the shield was minimized by balancing the ECT in the absence of the test
object but in the presence of the shield.

The maximum amplitude A* in this case was 0.065. The phase variation range
was (–57 to 48)°.

A comparative analysis of the interaction results for the cases of absence and
presence of the shield shows that the results are qualitatively similar. Figure 4 illus-
trates the quantitative difference between the results. It shows the dependences of the
amplitudeA* and phaseϕ of the relative input voltage of the ECT on theX coordinate
at Y = 0 for the cases of absence and presence of the shield. The differences in the
values of the amplitude and phase are of natural character and can be compensated in
the first case by multiplicative corrections, and in the second case by additive ones.

It should be noted that the decreased diameter of the ECT windings can enlarge
the test area and, accordingly, provide more data on the properties of an electrically
conductive test object. However, in this case, the maximum distance from the ECT
to the object reduces.

Another way to increase the information value of eddy current testing and to
provide more data on the results of eddy current tomography is measurement at
different angles ofmutual spatial orientation of the field strength vector of the exciting
magnetic field and the test object [9]. As an example, consider the problem of recon-
structing volumetric local electrically conductive objects in the form of rotating body
for single objects located in the test area, and for pairs of objects with coaxial and
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non-coaxial orientation. The appearance and characteristics of the objects are shown
in Fig. 5.

Figure 6 illustrates the transformer ECT with a two-section EW w1 and MW
w2 located coaxially with the EW sections and at similar distance from them. The
diameter of the middle turn of the windings is 320 mm, and the distance between the

Fig. 5 Volumetric local electrically conductive objects: rotation bodies (a–c) and their pair
combinations in the non-axial orientation (d, e)

Fig. 6 Electrically conductive object in the ECT test area
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windings is 120 mm. This ratio of the ECT geometric parameters in the middle zone
of the test area ensures highly uniform sensitivity of the transducer to an electrically
conductive object. Thus, when an electrically conductive object of a spherical shape
moves within a spherical region with a diameter of 160 mm located in the center of
the ECT, the relative change in the applied voltage amplitude does not exceed 5%.

The ECT comprises a special device for rotating the object in the XY plane and
fixing the rotation angle α to ensure measurement at different mutual orientations
of the exciting magnetic field (directed along the X axis) and the test object. The
orientation angle α was changed in the range of (0–180)° with an increment of 15°.

During the experiments, the excitation current frequency was 1 kHz. The ampli-
tudes of the complex components of the applied voltage of the ECT were measured
using the previously mentioned IVN-03 meter.

Figure 7 shows the hodographs of the relative applied voltage for changes in the
orientation with respect to the force lines of the magnetic field of objects in the form
of rotation bodies. Hodographs of U̇ ∗

INS for changes in the orientation of these objects
with respect to the force lines of the ECT magnetic field are straight lines with the
ends corresponding to the longitudinal and transverse orientations in the magnetic
field.

Thus, the reflection of the parameters of the rotation bodies are two complex
values Ȧ and Ḃ equal to the values U̇ ∗

INS for the longitudinal (α = 0) and transverse.
(α = 90°) orientations of the object in the magnetic field, respectively. As shown

in [10], modules of complex values Ȧ and Ḃ are proportional to the cube of the
characteristic size of the test object. These are the size of the object in the corre-
sponding direction of the magnetizing field for ferromagnetic objects and the size
of the object in the plane orthogonal to the direction of the magnetizing field for
nonmagnetic objects. The ratio of the moduli of Ȧ and Ḃ shows the ratio of the
longitudinal and transverse dimensions of the object, and the phase values indicate
the electromagnetic properties of the material.

Figure 8 shows the hodographs of the relative applied voltage for changes in the
orientation relative to the force lines of the magnetic field of pairs of objects in the
form of rotation bodies in their coaxial orientation. In this case, the hodographs of
U̇ ∗

INS for changes in the orientation of these composite objects relative to the force
lines of the ECT magnetic field are straight lines with the ends corresponding to the
longitudinal and transverse orientations in the magnetic field.

Figure 9 shows the hodographs of the relative applied voltage for changes in the
orientation with respect to the force lines of the magnetic field of the same pairs
of rotation bodies in non-axial orientation (angle β between the direction of the
longitudinal axes was set equal to 30°). Hodographs for changes in the orientation
of such composite objects with respect to the force lines of the ECT magnetic field
are not straight lines but ellipses.

The ratio of the axes of the ellipses shows the degree of non-axiality of the test
objects. To illustrate this, we experimentally determined the dependence of the ratio
of the axes of the ellipse ε on the angle β for a pair of rotation bodies—a ferromagnetic
cylinder and a duralumin ring (Fig. 10). Analysis of this dependence shows that for
coaxial (β = 0°) and orthogonal (β = 90°) mutual orientation of rotation bodies, the
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Fig. 7 Hodographs of U̇∗
INS

for rotation of the objects in
the form of rotation bodies

ratio of the ellipse axes (the minor axis-to large axis length ratio) is zero. When the
angle β changes in the range of (0–90)°, the ratio ε for this asymmetric object changes
in the range of (0–0.5). The maximum value ε corresponds to the non-axiality angle
β ≈ 40°. The ε(β) dependence is almost cosinusoidal one.
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Fig. 8 Hodographs of U̇∗
INS for rotation of the composite objects in the form of rotation bodies in

coaxial orientation

Thus, measurements of U̇ ∗
INS in different mutual orientations of the exciting

magnetic field and the test object provide more data on the shape, material, dimen-
sions, and orientation of the electrically conductive object in space. For asymmetric
objects, a quantitative assessment of the asymmetry can be carried out.

The described example is a particular case of the orientation of the longitudinal
axes of the test objects in the XY plane. In the case of arbitrary orientation, the
objects should be rotated in at least two orthogonal planes to achieve reliable results
of reconstruction.

In addition, practical implementation of themulti-angle interaction of the physical
field with the object should be considered. In the first case considered, the ECT was
mechanically displaced relative to the plane object, and in the second case, the most
local electrically conductive object was mechanically rotated in the ECT magnetic
field. However, as shown in [9], electrical methods of scanning objects are more
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Fig. 9 Hodographs of U̇∗
INS for rotation of the composite objects in the form of rotation bodies in

non-axial orientation

suitable due to the appropriate control of the field winding currents and signals of
the measuring windings of a multi-winding ECT. These are matrix ECTs [11] and
transducers of systems for selective detection of metal objects.
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Fig. 10 Dependence of the ratio of the axes of the ellipse ε on the angle β for a pair of rotation
bodies—a ferromagnetic cylinder and a duralumin ring

3 Conclusion

Thus, eddy current testing methods can be effectively used to solve a number of
technical tomography problems associatedwith obtaining detailed information about
the structure of composite metal objects.

The reconstruction of complex objects can be carried out based on the results
of eddy current testing using two methods for increasing the information content of
testing. The firstmethod implies scanning the object surfacewhen detecting the inter-
action zone of the exciting magnetic field of the ECT and the test object, and can be
used formonitoringmainly plane electrically conductive objects. The secondmethod
provides measurement information at different angles of mutual spatial orientation
of the excitation magnetic field strength vector and the test object, and can be used
for reconstruction of volumetric local electrically conductive objects.

In the first case, information about the shape, material, dimensions, and conti-
nuity of the parts of a plane metal object can be obtained. In the second case, the
shape, material, size, and space orientation of an electrically conductive object can
be determined. For asymmetric objects, quantitative information can be obtained on
the degree of their asymmetry, which can be used, in particular, to control the relative
position of the parts.
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Abstract The article discusses a proposed method that allows to reduce the amount
of transmitted data from the receiving and data preprocessing to a personal computer,
as well as the amount of digitized information and the time of its processing. The
method is based on the main property of the ellipse. The developed data processing
algorithm for a systemwith amulti-element sensorwas tested in theMatLab software
package. A block diagram and data processing algorithm have been developed for
practical implementation on FPGAs. The amount of digitized information has been
reduced by more than 10 times.
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1 Introduction

Currently, ultrasonic non-destructive testing has entered a new stage of development.
The possibility of obtaining a three-dimensional image of the test object with a high
scanning speed in real time has been developed due to the use of multi-element
sensors. Recently, the sampling phased array method (SPA), developed at the Fraun-
hofer Institute of nondestructive testing in Germany, is actively used to solve many
problems of nondestructive testing. The essence of this method is the alternate exci-
tation of the elements that make up the sensor, and the parallel reception of signals
by all elements. The received ultrasonic signals are stored for each element of the
phased array and serve as the initial data for 2D and 3Dvisualization of the test object.
Thus, even after one cycle of transmission and reception, all angles of propagation of
ultrasonic signals over the entire probing depth can be carried out, which will make
it possible to reproduce the image of the object under study. Since the focusing of
the ultrasonic beam is carried out not physically, but during the processing of the
received data, a high scanning speed can be achieved.

The complexity of the development of devices containing multi-element sensors
involves the need to transfer and process a large amount of data. Therefore, reducing
the amount of recorded and transmitted information is an urgent task. With the
increase in the number of the antenna array elements, the system becomes more
complex and the amount of transmitted information increases. Conversion of an
analog signal froman acoustic sensor into a digital sequencewith a different sampling
clock cycle can significantly reduce the amount of information transmitted to a
personal computer or display device, as well as reduce the processing time.

2 The Principle of Constructing an Image of the Tested
Object

The scanned area of the test object, located under the phased antenna array, is deter-
mined by the distance between adjacent radiating elements, the radiation pattern of
the array and the frequency of the ultrasonic signal.

At the first step of the device operation, the first emitter is excited (Fig. 1), after
which all elements of the array begin to receive the reflected signal [1, 2]. The received
signals are fed through an amplifier to an analog-to-digital converter (ADC). The
ADC, in the classic method, operates at a constant frequency clock. In this case, as
will be shown below, the device memory is filled with information, some of which
will not participate in image reconstruction. At the second step, the second element
of the sensor is excited, after which all elements of the array receive the reflected
signals. This procedure continues until all the elements of the array have been iterated
over. In this case, with the increase in the number of elements in the acoustic array
[3], the amount of digitized information increases in proportion to the square of their
quantity.
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Fig. 1 The operational cycle
of a 4 element sensor

To scan the area under the sensors, only four cycles of ultrasound “transmission-
reception” are required for a phased array consisting of four elements, which
increases the scanning speed compared to focusing the beams at each point of the
tested object.

The recorded signal amplitudes at discrete times ofA-scans for all emitter-receiver
combinations are used in imaging. According to the calculated propagation time of
the signal to the current calculated point of the tested object, the required amplitudes
are sampled from each A-scan. The amplitudes for a point from all A-scans are
summed together and interpreted as an image.

It is more convenient to set the point of the inspected object N by its x–y coordi-
nates. To process one of the recorded A-scans, with the help of the emitter number
Ne and the receiver number N r, the ultrasound propagation time from the emitter to
the receiver through the calculated point is calculated [4–7].

tN (x,y)
∑ = tE RN (x,y) + tREN (x,y); (1)

where tERN(x,y)—propagation time of ultrasound from the emitter to the point j;
tREN(x,y)—propagation time of ultrasound from point j to the receiver.

For the classical implementation of the SPA method, all distances calculated
from each sensor to each point and from each point to each receiver are (Fig. 2). As
a result, there is a table that contains information about the distances traveled by the
ultrasound, depending on the point number, the number of the emitting sensor and
the number of the receiving sensor [8]. Such a matrix will have the form shown in
Table 1. In fact, there is a three-dimensional matrix for physical storage, but a two-
dimensional matrix is used in this case, where the numbers of receivers and emitters
are encoded by one variable.

The high demand for information processing speed leads to the necessity to
perform a large number of operations simultaneously [9]. Either several high-
performance processes for solving problems in parallel, or using programmable
matrices, can allow for a large number of operations to be carried out in parallel
on one chip.
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Fig. 2 Determination of the distance traveled by the signal from the source to the receiver through
the calculated point

For the formation of a tomographic image of the tested object, a long post-
processing time is required, because of the large number of distances determinations
of signal reception and transmission by piezoelectric transducers through each digital
focal point of the unltasonic signal. For example, to construct a tomographic image
of the internal structure of a tested object with a size of 100 × 100 focal points of
the ultrasonic signal and using an antenna array of 16 piezoelectric transducers, it is
necessary to determine 2,560,000 distances.

To build an image of the tested object, it is necessary to calculate the resulting
matrix, in rows and columns of which the total values of the amplitudes at a given
point will be located [10–13].

The dimension of the matrix designed to store the resulting amplitude for each
given point of the tested object coincides with the dimension of the image of the
tested object. Therefore, with an increase in the resolution of the inspected area, the
amount of stored and transmitted information increases proportionally.

3 Application of Ellipse Properties in Processing, Storing
and Transmitting Information of a Tested Object

To implement the proposed processing algorithm, it is necessary to divide the scanned
area of the tested object into separate scan points, as shown in Fig. 3. In this case,
the same number of scanned points must be placed between adjacent sensors [14].

The essence of shortening the matrix is that the ultrasonic signal propagates radi-
ally, therefore, for any pair of emitter/receiver, there will be a set of points located
at the same distances. These points will lie on the ellipse, as shown in Fig. 4. In this
case, the selected transmitter and receiver will be in the focus of the ellipse. The
distance between the selected emitter and receiver will determine the focal distance.
The semi-minor axis of the ellipse will determine the probing depth [15].
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Fig. 3 The location of the pixels in the testing aria

Fig. 4 Sample capture of pixels in the testing aria by using the ellipse method

It is possible to store information about the signal amplitude only for points that
are a small radius of the ellipse (Fig. 5). In this case, it is possible to carry out analog-
to-digital conversion of the received signal only at fixed points in time corresponding
to a distance equal to the minor axis (Fig. 6).

Equally spaced points for a given combination of emitter and receiver lie on the
line of the ellipse, therefore, by dividing the image of the tested object not into points,
but rather into sectors of the ellipse, it is possible to sample the amplitudes from the

Fig. 5 Sample capture of pixels located on a small radius of an ellipse
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Fig. 6 An example of sample capture amplitudes of pixels located on a small radius of an ellipse

Table 2 Abbreviated matrix
of distances (times) by the
method of ellipses

Point number Distance

0 L0

1 L1

2 L2

3 L3

4 L4

5 L5

… …

m Lm

A-scan memory only for points that are at an equal distance from the centers of the
ellipse [16, 17].

As a result, we will have a matrix-column (Table 2), which will be completed to
a complete picture of the tested object in the image processing unit.

For the data storage system, the use of the ellipse properties is very convenient,
as the load on the transmitting channel is also reduced by a large factor. However, it
is required to develop an imaging unit that implements an algorithm for calculating
the coordinates of points located on the ellipse line.

The main difficulty in implementing the described method involves organizing
the ADC clock, which requires calculating the time coordinates of the next sample
and initializing the clock signal at the right time.

The clock generator, connected to the analog-to-digital conversion start unit, sets
the frequency of the circuit. However, the use of programmable logic integrated
circuits allows these calculations to be carried out in parallel with the recording and
processing of the acoustic signal, which will make it possible to implement a system
for constructing an image of the tested object in real time [18, 19].
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4 Results of the Implementation of Ellipse Properties

Real signals from the antenna array were used to debug the data processing algorithm
and build the image. For information processing and image construction, MATLAB
programming and mathematical modeling package was selected.

The algorithm for obtaining an image using the MATLAB package is as follows
(Fig. 7).

For each emitter-receiver pair, the propagation time of the ultrasonic pulse from
the emitter to the receiver through the calculated point of the tested object, located
on the minor axis of the ellipse, is calculated and summed.

Based on the calculated time, a column matrix is formed that stores informa-
tion about the signal amplitudes at points located on the minor axis of the ellipse
corresponding to the calculated row [20].

The next step is to form the imagematrix, which is filledwith the amplitude values
by the points located on the ellipse.

After receiving image matrices from all pairs of sensors, they are summed up.
The resulting matrix is displayed as an image using the images function.

Plexiglas was used as an object of control. The main data for the construction of
the image was the distance between the sensors (0.75 mm), the sampling frequency
(40 MHz), the ultrasound speed (2800 m/s), the number of sensors (16).

As a result of information processing in the MATLAB environment, a cross-
sectional image of the examined object was built.

5 Experiment

Plexiglas with internal defects was used as an object of inspection and information
was taken from a grid consisting of 16 elements, where the distance between the 16
sensors is 0.75 mm, the sampling frequency is 40 MHz, and the ultrasound speed is
2800 m/s. After one cycle of operation of the multielement sensor, 512 A-scans are
obtained: 256 A-scans with constant sampling time (16 MHz) and 256 A-scans with
variable sampling time.

The data was processed in two ways: the classical method and the ellipse method.
Comparison of the two results was performed numerically and visually. When the
imaging zone was limited by the main lobe of the sensor directional pattern, the
discrepancieswere observedonly on the sides and amounted to less than5%.Visually,
the images obtained by the two methods did not differ. The results were visualized
in the MathLab software package.

The resulting cross-sectional image of the examined object (Fig. 8) completely
coincides with the image obtained using the existing algorithm, which confirms the
adequacy and applicability of the developed method.
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Fig. 7 Algorithm of the
program in MatLab
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Fig. 8 Cross-sectional image of the examined object

6 Conclusion

The number of A-scan points significantly influences the processing time. When
using the classical method for the object under study (plexiglass), 7818 A-scan
points are required in order to satisfy all angles of the acoustic signal propagation for
the selected resolution. However, when using the ellipse method, only 500 A-scan
points are required, which means that the memory size for storing one A-scan will
decrease 15.5 times.

The number of clock cycles per ADC cycle when processing one A-scan using
the ellipse method has decreased 15.5 times, therefore, ADCs can be used operating
at a lower frequency without losing image quality.

This significantly reduces the information that will be transmitted to the display
system or the connected computer. The load on the information channel with the
implementation of preprocessing in the programmable logic matrix will decrease by
N2 times, where N is the number of emitters in the sensor.
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Gaussian Filtered Small-Angle
Ultrasonic Computed Tomography Using
Linear Arrays
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Andrey Soldatov, Shupeng Xu, and Anatoly Chiriev

Abstract This paper describes the use of the Gauss filter to improve the quality of
the tomogram with the shadow method of ultrasonic testing. The use of a window
with different parameters was investigated on a model and tested on experimental
data, and its optimal size was determined. The simulation and experimental results
are given for one and two reflectors located in the testing zone. The resolution of the
system consisting of receiving and transmitting antenna arrays with 16 elements is
determined.
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1 Introduction

The shadowmethod has a higher sensitivity and noise immunity, and also has no dead
zone, in comparison with the pulse echo method. This method is especially effective
when testingmultilayer structures,which are currentlywidelyused invariousfields of
technology [1–3]. Traditionally, a pair of transducers is placed on both sides of the test
object. When these transducers are used to scan objects, the shadow imaging of the
internal structure of the scanning area can be obtained. In thisway, the internal defects
of the test object and the projection size of the defect on the receiving transducer
can be detected. However, this method cannot determine the location coordinates of
the defect. To solve this problem, a set of different angle projections can be used,
which is widely used in X-ray tomography [4–6]. Since the 1970s, devices based on
linear antenna arrays have also been developed, and tested [7, 8]. In many works, the
shadowmethod has been studied, which aims to test rubber products. In this case, the
transmitting and receiving linear antenna arrays are perpendicular to each other. This
reconstructed image pixel is obtained at the intersection of the transmitting element
and the receiving element. This method was further developed in bearing inspection.
This method is used to detect burnt areas during bearing heat treatment. In the past
few years, papers on small-angle ultrasonic tomography for controlling composite
materials have been published [9–13]. The acoustic wave path is shown in Fig. 1.

Transmitters

Receivers

Test object

Defect  

Fig. 1 Acoustic path of the test zone using shadow method
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The tested object is located between the two ultrasonic receiving and transmitting
arrays. The data matrix consists of m2 measurement values, where m is the number
of sensors in the linear array.

Detection of defects is determined by the coefficient kD , which is determined by
the ratio:

kD = AD/A0 (1)

where AD is the amplitude of the acoustic signal at the receiver in the presence of a
defect A0 is the amplitude of the signal at the receiver in the absence of a defect.

For linear arrays, the coefficient is determined by the formula:

kD = 1 − SD/S (2)

where SD is the area of the acoustic shadow from the defect on the receiver; S is the
area of receiver.

For a two-dimensional model, length is used instead of area. It can be seen from
the figure that the first element of the receiving array is not in the acoustic shadow
of the defect when the first element of the radiating array is probed. The second
receiving element is partially located in the acoustic shadow, the size of which is
equal to (SD). The third element of the receiving array is completely in the acoustic
shadow. The fourth element of the receiving array is partially in the acoustic shadow.
Similarly, a shadow pattern of the defect is obtained on the plane of the receiving
array for each element of the radiating array.

The algorithm for calculating of the coefficients kD is shown in Fig. 2.
The reconstruction of tomogram consists of the following two stages. The first

step is to obtain a data matrix from the receiving array. The second stage is the
reconstruction of the tomogram based on these data [9, 10]. The shape of the defect
is disc. The coordinate system is shown in Fig. 3.

According to the described algorithm (Fig. 3), a model was developed based
on the MathCad software package. The simulation results are presented as a two-
dimensional image, and the signal amplitude is color-coded (Fig. 4). To improve the
image quality of the reconstructed test area, Gaussian filtering was applied. Specific
Gaussian filtering operation uses convolution as shown in the following formula to
scan each pixel in the image, and uses the weighted average of the pixels in the
neighborhood defined to replace the central pixel.

(u, v) = 1

2πσ 2
e−(u2+v2)/(2σ 2) (3)

where u is the distance from the origin on the abscissa, v is the distance from the
origin on the ordinate, and σ is the standard deviation of the Gaussian distribution,
u and v are defined as the coordinate of the pixel with the maximum amplitude, σ is
determined from the average amplitude around the maximum amplitude.
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Fig. 2 Algorithm for
calculating of the coefficients
kD in the presence of defects
in the test zone

In Fig. 4 shows the simulation result. The simulation used a model of a disk-
shaped defect with a radius of 3 mm. The coordinates and sizes of defects on the
tomogram are determined automatically using a program written in MathCad, and
its algorithm is shown in Fig. 3. It is difficult to determine the size and location of
the defect from the initial data, so we apply Gaussian filtering.

After that, we have got amore focused image of the defect, whichmakes it possible
to more accurately determine the coordinates and dimensions of the defect (Fig. 5).

In the range of 3σ distribution, the area of the defect is 99.7% of the total area,
that is, 3σ < h, where h is the length of the test zone (in the presented example, h =
160).

The normal distribution function is:

f (x) = 1

σ
√
2π

e−(x−μ)2/(2σ 2) (4)

whereμ is themathematical expectation, x is the current coordinate, σ is the deviation
from the mathematical expectation.

For x = μ, the Gauss function (4) is: f (x)MAX = 1
σ
√
2π
.



Gaussian Filtered Small-Angle Ultrasonic … 33

Fig. 3 Algorithm for reconstruction of the test zone

Fig. 4 The calculated result of the position of a defect with a radius of 3 mm
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Fig. 5 The calculated result of the position of a defect after Gaussian filtration: a σ = 4; b σ = 20

For a relative filter coefficient: f (x)
f (x)MAX

=
√
2
2 we obtain the distribution of the

radius equal to 0.833σ , that is, 0.833σ > SEN where SEN is the sensitivity (in the
given example, SEN = λ/2).

Therefore 0.333h > σ > 0.6λ. For the considered example h = 160, λ = 5 mm,
we get 53.3 > σ > 3.

This is the theoretical range of variation if the defect has the shape of a disk with
a radius of 3.75 mm, that is, 0.833σ > 3.75, we obtain 53.3 > σ > 4.5.

Figure 5 shows that,whenσ= 4.5, the dimensions of the reflector on the tomogram
are very different from the real size. At the same time, when σ = 20, the effect of good
filtration is achieved. Therefore, we chose σ = 20 for processing the experimental
data.

2 Experimental Results

In the experimental setup, the emitting and receiving arrays were chosen to be the
same, consisting of 16 circular piezoelectric elements 3 mm thick and 6 mm in
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Fig. 6 Linear antenna
arrays: 1—transmitter,
2—receiver

diameter (Fig. 6). The distance between the centers of adjacent piezoelectric elements
is 10 mm.

These piezoelectric elements (Fig. 6) operate at a frequency of 300 kHz, at a
temperature of 25 °C, the velocity of an elastic wave in a water is 1497m/s. Radiation
wavelength:

λ = v

f
= 1497 m/s

300 kHz
= 5 mm

The experimental setup contains an immersion bath and a system for moving
antenna arrays fixed on the immersion bath (Fig. 7). One or two metal cylinders
50 mm long and 7.5 mm in diameter were used as defects.

A tomogram of the inspection area with one reflector is shown in Fig. 8.
Figure 8a shows a tomogram reconstructed from the initial data, and Fig. 8b—

based on Gaussian filtering. From the result of theoretical analysis, we used σ = 20
to process the experimental data (Fig. 8b).

Fig. 7 Experimental setup: 1—defect, 2—travaling mechanism, 3—bath, 4—linear array
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Fig. 8 Tomogram of the test zone with one reflector, 7.5 mm in size: a initial data; b after Gaussian
filtration

Table 1 Dependence of the error in determining the coordinates of the defect in different areas of
the inspection zone

Distance between reflector and transmitter 40 60 80 100 120 140 160 200 240

Coordinate determination error (%) 11.3 9.7 6.8 8.4 7.7 6.4 3.5 4.3 5.2

Comparative analysis of Fig. 8 showed that the tomogram, reconsructed from the
initial data (Fig. 8a), has amore blurred image compared to the tomogram after Gaus-
sian filtering (Fig. 8b). Therefore, the coordinates of the reflector can be determined
more accurately. The closer to the border of the test zone, will have the bigger error.
The results of experimental studies to determine the coordinates of the reflector in
different areas of the inspection zone are presented in Table 1.

It can be seen from the table that the closer reflector to the center of the test zone,
the better result, and at a distance greater than 60mm, the error does not exceed 10%.

Resolution is one of the main characteristics of testing method. An experimental
study of the resolution of the ultrasonic flaw detector was carried out by placing two
identical reflectors in different places of the test zone (Figs. 9 and 10). Figure 9 shows
two reflectors spaced 12 mm apart. On both tomograms, both reflectors are clearly
visible. Gaussian filtering of the initial data made it possible to reduce the level of
noise in the test zone (Fig. 9b), which are observed on the initial data (Fig. 9a).

In the case of two reflectors, the sum of two Gaussian convolutions, which is used
for data processing and the convolution kernel is determined through the coordinates
of two pixels with the maximum amplitude, made it possible to obtain good results
and improve the resolution.

In Fig. 10 shows the results of experimental studies of the resolution. It is impos-
sible to detect two defects on a tomogram based on the initial data (Fig. 10a). After
Gaussian filtering, two defects are detected separately, with a resolution of 12 mm
with a 400 mm distance between arrays.
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Fig. 9 Tomogram of the test zonewith two reflectors, 7.5mm in size: a initial data; b after Gaussian
filtering

Fig. 10 Tomogram of the test zone with two reflectors: a initial data; b after Gaussian filtering

3 Conclusions

This work presented a study of Gaussian filtering applied to ultrasonic computed
tomography. The limits of changing the radius of the Gaussian filtering window
have been determined, and when choosing the optimal window size, the proposed
Gaussian filtering algorithm allows for increasing the resolution by about 10% and
increasing the accuracy of determining the coordinates of the defect. In addition,
Gaussian filtering can reduce noise.
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Inspection of Transformer Mechanical
Integrity Using Sweep Frequency
Response Method

Youssef Abouellail, Ahmed Abouellail, Aleksey Soldatov,
and El-Saady Gaber

Abstract Power Transformers are the most critical and hig-hcost elements of power
network systems. They play an essential role in power transmission to the users.
They require continuous and regular monitoring and assessment, in order to increase
the power supply reliability and to avoid hazardous breakdowns. The transformer
is ordinarily exposed to high current surges in the course of service, mainly due
to short circuit, which impacts the mechanical winding formation. The proposed a
diagnostic technique, in this paper, performs a sweep frequency response analysis on
the inspected transformer. Although it is considered a highly responsive and powerful
inspection method, the critical challenge relies in the appropriate interpretation of
the measured frequency response, which remains a gray zone left for professional
experts to detect the type and location of defects. An experimental setup has been
developed for the proposed testing technique and an analytical digital simulation of
the built transformer is carried out. The simulation results could detect the defect
type and its location in the transformer winding.
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1 Introduction

Sweep frequency response analysis (SFRA) techniquemeasures the input impedance
or the driving-point impedance (DPI) of transformer windings over a wide frequency
range and compares the results with reference data and shows physical alterations [1].
The SFRA signature of the transformer is considered as a fingerprint, which helps in
the detection of mechanical deformations [2]. However, the critical challenge in this
method is to properly interpret the measured frequency response in the detection of
the defect type, whether it is a radial or axial deformation [2–4]. This paper suggests a
method of a genetic optimization algorithm to obtain a transformer equivalent circuit,
based on a given direct measurement.

2 Experimental Setup and Results

The SFRA approach is known for its accuracy, and has several advantages over other
inspectionmethods, such as the dissolved gas analysismethod, reactance comparison
method, and low voltage impulse method [1–5].

The configuration of the inspection setup is shown in Fig. 1, which is responsible
of themeasurement of the input voltage and output current to obtain input admittance
or the driving point impedance (DPI) using an LCR meter [6].

When the DPI magnitude (Fig. 2) is maximum and the corresponding phase at
the same frequency is zero (at an inverse from positive to negative), the certain
frequencies in this peak can be called open-circuit natural frequencies (OCNF).
When the DPI magnitude is at its minimum and the corresponding phase at the same

Fig. 1 LCR Meter obtaining magnitude and phase of the DPI of a single continuous winding
transformer, response frequency from 20 Hz to 2 MHz
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Fig. 2 Test results by the LCR meter showing magnitude and phase of the DPI

frequency is zero (at an inverse from negative to positive), the frequencies at these
troughs can be called short-circuit natural frequencies (SCNF).

Determining OCNF as well as SCNFwill help in forming pole-zero DPI-function
[7]. The natural frequencies changes if the transformer mechanical integrity has been
exposed to any harm [8].

3 Model of the Transformer Ladder Network

The transformer physical continuous winding can be symbolized by an electrical
network, which consists of stray capacitance (Cs) between the conductor blocks,
and ground capacitance (Cg) between conductors and ground, as shown in Fig. 3.

This network can be represented by an electrical circuit of serial discrete nodes,
starting from the line end to the neutral end as shown in Fig. 4, where (ls) is the self-
inductance and in series with the conductor resistance, (r) while (m) is the mutual
inductance between two discs (n) is the number of ladder network section which can
be determined by the number of OCNFs [9].
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Fig. 3 Transformer windings represented by an electrical network

Fig. 4 Ladder network model with n network sections

4 Proposed Algorithm for Reference Ladder Network

The SFRA test in this research is performed on a discarded isolated high voltage
winding in a transformer of a continuouswinding design (phase: 3-ϕ, power capacity:
70 kVA, frequency: 25 Hz). The transformer winding is divided to nodes and it
consists of 23 double-disks and 19 turns per disk.

Ladder network parameters can be determined by the proposed genetic algorithm
(GA) following procedures in Fig. 5 [10–15].

Algorithm 1 At first, the following parameters are measured: DC resistance (RDC)

[7], equivalent air-core inductance (Leq)(Leq) [16], effective shunt capacitance to
ground

(
Cg,e f f

)
[17]. Then SFR test is performed while neutral is grounded to obtain

DPI. Hence, the value of OCNFs (q) and SCNFs (q − 1) of the winding are deter-
mined by swept frequency measurements, and the number of sections (n) of the
equivalent circuit is defined [7]:

n ← q (1)
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Fig. 5 Proposed operational
genetic algorithm

Resistance diagonal matrix
[
Rref

]
is built with diagonal element

( RDC
N

)
[18]:

R(i, i) = r, 1 ≤ i ≤ n (2)

[R] =

⎡

⎢⎢
⎢
⎣

r1 0 . . . 0
0 r2 . . . 0
...

...
. . .

...

0 0 . . . rn

⎤

⎥⎥
⎥
⎦

The search ranges of (ls,m1,m5, . . . ,mN−1) are decided considering the
following constraints [18]:

0.3
Leq

n
≤ ls ≤ 0.5

Leq

n
(3)

0.4ls < m1 < 0.8ls (4)

0.4mi−1 < mi < 0.8mi−1, ∀i = 2, . . . , n − 1 (5)

Inductance matrix
[
Lre f

]
is, therefore, constructed:
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[
Lref

] =

⎡

⎢⎢
⎢⎢⎢⎢
⎣

l1 m1 m2 . . . mn

m1 l2 m1 . . . mn−1
...

...
. . . . . .

...

mn−1 mn−2 mn−3
. . .

...

mn mn−1 mn−2 . . . ln

⎤

⎥⎥
⎥⎥⎥⎥
⎦

(6)

The search range ofCs is calculated and the range of voltage distribution constant
(α) is estimated from similar designs [7].

Cg = Cg,e f f

n
(7)

Cs,min = N × Cg,e f f

α2
min

, Cs,max = N × Cg,e f f

α2
max

(8)

Node capacitance matrix
[
Kref

]
is built as such:

[
K ref

] =

⎡

⎢
⎢⎢
⎣

Cs1 + Cg1
2 −Cs1 · · · 0

−Cs1 Cs1 + Cg2 + Cs2 · · · 0
...

...
...

...

0 0 −Csn−1 Csn−1,n + Cgn + Csn

⎤

⎥
⎥⎥
⎦

(9)

All of the aforementioned calculations are applied to the ladder network state
space model. Winding parameter values can be obtained by GA in MATLAB, which
produces highly correlated simulated DPI to the measured one by minimizing the
GA objective function (OF) as in the next formula [11].

OF =
∑P

i=0 wi .

√[
si+

(
si+r i

2

)

si+r i
2

]2

+
[
r i+

(
si+r i

2

)

si+r i
2

]2

∑P
i=0 wi

(10)

where P is the number of points wi is the weight factor of point i . ri is the measured
point and si is the simulated point.

5 Proposed Algorithm for Axial Deformation Detection

Single disk symmetrical uniformed axial deformation is detected in the transformer
winding. This type of deformation dominantly alters mutual-inductance and ground
capacitance of the symmetrical ladder network. Assuming that the space between two
double-disks (upper and lower) increased aftermappingwinding disks to a number of
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nodes in the electrical circuit. The altered mutual inductance and ground capacitance
parameters can be identified by the following functions:

Ṁ =
k∑

i=1

n∑

j=k+1

mi, j ,m j ,i (11)

Ċ g = Cgk+1
+ Cgk+2

(12)

where (k) is the upper-node number in the electrical circuit, (n) is the number of
sections, (Ṁ) defines the altered mutual inductance parameters,

(
mi, j ,m ji

)
is the

altered mutual inductance between node (i) and node ( j), and (Cg)) is the altered
ground capacitance [19, 20].

The proposed diagnostic method will identify which node has been altered and
to what extent the axial deformation has occurred.

Algorithm 2 The reference ladder network circuit is prepared in order to compare
it to the altered ladder network, which will be calculated, and all the measuring
procedures that have been mentioned in the reference ladder network algorithm will
be repeated after a uniform axial deformation is introduced to one of the transformer
double-disk continuous windings.

The defectedmutual inductance parameters are identified for all axial deformation
cases for disk i = 1 : n and inductance matrix (n) is reconstructed considering
all cases, so that the identified defected mutual-inductance is multiplied into axial
deformation coefficient (γ ), which is figured out by GA estimation, will be less
than 1, when the distance between the two disks increases, and greater than 1, if the
distance decreases.

The identification the defected two ground capacitance parameters in
[
Kref

]
is

estimated using GA. GA minimum objective function of all (n) ladder networks is
found.

Different values for ladder network parameters are calculated, although they are
not physically capable of detecting the defect, which occurs to the transformer
[11]. Therefore, this diagnostic algorithm will help in the flaw detection weather
the transformer winding has exposed to an axial deformation or not.

6 Case Study and Simulation

Two cases will be discussed in detail. Case A is a reference model circuit and Case
B is the axial deformation circuit.

Case A: Reference Ladder Network Circuit
In this case, the reference circuit model is built based on terminal measurement of
some quantities such as DC resistance, equivalent air-core inductance, ground effec-
tive shunt capacitance, natural frequencies from DPI, and initial voltage distribution
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Table 1 Calculated values of
the reference model
parameters

Parameters GA limit GA estimation

Lower Upper

ls 0.42817 0.434041 0.4297

m1 0.22875 0.234617 0.2341

m2 0.14077 0.146635 0.1421

m3 0.08798 0.093846 0.0898

m4 0.05572 0.061586 0.0604

m5 0.04692 0.052788 0.0469

Cs 0.149 8.5 0.5976

constant for similar designs, assuming all the self-inductances (Ls), mutual induc-
tances of (M ji ) and (Mi j ), ground capacitance (Cg) and series capacitance (Cs) are
identical.

Based on the previously mentioned measurement procedure, the following results
have been achieved.

RDC = 8 �, Leq = 6.98 mH, Cg,e f f = 5.6 nF, αmax,min = 5 : 15 (13)

Csmin = 0.149 nF, Csmax = 8.4 nF (14)

The GA variables of upper and lower limits have been arranged in Table 1, which
indicates self and mutual-inductances and stray capacitances.

From the GA parameter calculated values in Table 1, as well as the parameters
that have been determined by reference measurement values in formulas (13) and
(14), an estimated DPI plot (dotted line) is produced nearly same as actual DPI plot
(solid line) with best fit value 0.0193 with only the last resonance missing in Fig. 6.

Case B: Axial Deformation Ladder Network
The introduced axial deformation flaws affectNode 2 andNode 3 of the 6-node ladder
network circuit. For k = 2, the affected mutual inductances is Ṁ = M23, M32, M24,

M42, M25, M52, M26, M62, M13, M31, M14, M41, M15, M51, M16, M61.The algorithm
proposes the minimum GA objective function error of all 5 axial deformation cases
for any two consecutive nodes (n1 − n2, n2 − n3, n3 − n4, n4 − n5, n5 − n6) with
their effected mutual inductance multiplied by γ , as well as the effected capacitance
for each certain axial location. (n2 −n3) has the lest objective function error in Table
2, which produces the most correlated frequency response for the measured axial
deformed winding as shown in Fig. 7.



Inspection of Transformer Mechanical Integrity … 47

Fig. 6 Comparison of actual magnitude and phase of DPI to those of the GA ladder network

Table 2 Objective function
error of all possible axial
deformation locations

Axial location Objective
function

Axial location Objective
function

n1 − n2 0.056 n4 − n5 0.050

n2 − n3 6.328E−4 n5 − n6 0.040

n3 − n4 0.030

7 Conclusion

GA is proceeded by the acquired reference measurement to obtain transformer refer-
ence circuit model. With the help of objective function, the variables such as mutual-
inductances, series-capacitance are estimated. Furthermore, the GA localizes and
diagnoses axial deformations by detecting the node number of the defect with the
help of the ladder network reference. The proposed GA calculated parameters are
approximately equal to both, the actual reference and deformation ladder networks
with minimal error.
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Fig. 7 Comparison of actual axial magnitude and phase of DPI to those of the GA ladder network
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Detection of Damages in Electrically
Dead Power Lines

Victor Sergeev, Vladislav Yurchenko, Galina Vavilova, Michael Belik,
and Pavel Bezkorovainy

Abstract The analysis of damages at power lines has been carried out. The tasks
of power lines status monitoring have been determined. The solving techniques of
tasks in hand have been proposed. The proposed monitoring system will let quickly
detect and locate damages at power lines. The system technical requirements have
been quoted. The characteristics of reflectometer REIS-105 have been considered.
Test results have been quoted.

1 Introduction

The ever-increasing competition in the field of energy supply leads to increased
consumer requirements for the quality and reliability of electricity supply from the
manufacturer and distributor of electricity flows. At the same time, outdated equip-
ment is still used for power supply inKazakhstan andRussia. Themost unreliable part
of electric power supply equipment is overhead power transmission lines. However,

V. Sergeev · V. Yurchenko · M. Belik
Department of Information Technology and Security, Karaganda Technical University,
56 Nursultan Nazarbayev Avenue, 100027 Karaganda, Republic of Kazakhstan
e-mail: vitya.sergeev.56@mail.ru

V. Yurchenko
e-mail: jurchenkovv@mail.ru

M. Belik
e-mail: m_belik@inbox.ru

G. Vavilova (B)
Division for Testing and Diagnostics, National Research Tomsk Polytechnic University,
30 Lenin Avenue, Tomsk, Russia 634050
e-mail: wgw@tpu.ru

P. Bezkorovainy
Department of Mechanics, Karaganda Technical University, 56 Nursultan Nazarbayev Avenue,
Karaganda, Republic of Kazakhstan 100027
e-mail: bpg82_karlion@mail.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
I. V. Minin et al. (eds.), Progress in Material Science and Engineering,
Studies in Systems, Decision and Control 351,
https://doi.org/10.1007/978-3-030-68103-6_5

51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68103-6_5&domain=pdf
mailto:vitya.sergeev.56@mail.ru
mailto:jurchenkovv@mail.ru
mailto:m_belik@inbox.ru
mailto:wgw@tpu.ru
mailto:bpg82_karlion@mail.ru
https://doi.org/10.1007/978-3-030-68103-6_5


52 V. Sergeev et al.

they are the main element of the transmission of energy and in addition they cover
vast territories both in Kazakhstan and Russia.

On this basis automatic control of power lines condition monitoring including
damage is a critical task facing the designers and operators of modern power trans-
mission lines [1, 2]. The greatest number of damages is due to wire breakage and
a short circuit which usually occurs due to adverse weather conditions as well as
unapproved dismantling of wires.

Wirebreaks due atmospheric forcing include coating of ice, breakages of power
transmission line pole and breaks caused by broken tree limbs. In addition, when
ice and hoarfrost appears on the wires functional failure of high-frequency carrier
is possible and the signals from the automatic control of emergency situations and
relay protection may be incorrectly encoded, incorrect transmission of technological
information or its absence is possible [3–5].

Unapproved removal of wires accomplish through creating an artificial short
circuit and electric transmission line cut-off from electrical power supply system
or already electrically dead power line during fault clearance.

For technical control it is necessary to develop an operational control automated
method of the appearance of ice coating on thewireswith the ability towork remotely
with sufficient sensitivity and reliability herewith an especially dedicated communi-
cation channel was not needed to transmit information and command signals to the
control room. This method should maintain control of breaks absence in these power
lines in case of a power outage on the power line wires [6–8].

The tasks that need to be solved to create this method are as follows [9–11]:

• to find the dependence of the delay period and changes in the signal amplitude in
the form of reflected pulses during sounding by the power line location method
on the thickness and length of ice accretion on the power transmission lines;

• to find support points that define the transmission lines obstacles such as high
frequency shields, cable inserts, connection points to branch lines and other
elements;

• to find responses to the transmission lines obstacles having both active and reactive
characteristics when conducting a location by applying pulses;

• to create a technique for decoding the response when impulses are applied during
sounding for real power lines;

• to develop a subsystem that implements the method of operational detection of
various types of ice on power lines.

One of the ways to find the location of the area with a malfunction is a method
of control using location and consists in the fact that the temperature of the wires is
indirectly determined by the load current, temperature and the speed of airmovement,
and thus it is possible to find both wire breakage and short circuit [12].

Probing by the location method allows in a timely manner with high quality with
a high degree of reliability and sensitivity not only to detect ice on the power lines
but also to ensure the prompt organization of ice removal by the melting method. It
also becomes possible to carry out operational control of short circuits and breaks
on power lines which reduces the time for non-supply of electricity to consumers,



Detection of Damages in Electrically Dead Power Lines 53

quickly respond to possible actions for unauthorized removal of wires which reduces
the material and financial costs of energy supplying organizations for emergency
recovery work and for consumers for possible downtime.

Tools providing direct or indirect measurement of live parts temperature allow to
prevent cases of vandalism and can be mounted on the section of a power transmis-
sion line passing through the substation territory near the connection point of the
communication capacitors.

One of the effective principles of telemechanics is the “one - N” principle when
use of the location method makes it possible using a commutation switch from a
substation to connect all branch power transmission lines to reflection-coefficient
meter and by the same one equipment at short intervals determine the presence of
ice-coated occurrence or damage such as a short circuit or a break.

Costs of the probing system using the locationmethod required to rime ice control
is significantly less than the cost of the telemetry equipment used at present which is
used to determine ice-coated occurrence. Moreover, the economic efficiency is the
more significant the more power lines that are connected to the substation will be
controlled by a location device complete with a commutation switch.

Thereby main technical requirements for the system are suggested:

(1) Structure requirements:
Functional structure of the equipment can be represented following manner:
high-voltage connection unit and line monitoring unit.
High-voltage connection unit should be made as communication condensers
for corresponding voltage and having external design.
High-voltage connection unit should be intended for voltage limiting supplied
to the control unit when the line is running and to supply control voltage to
deenergized line.
Line monitoring unit should be made as device controlling rate of change of
electrical parameters of a de-energized 3-phase power line in order to determine
short circuit of wires around each other or to ground [13].

(2) Technical characteristics requirements:
It is known that electrical parameters of power transmission lines can befluently
vary during the day depending on environment temperature and humidity
changes. Abrupt parameters changes can be caused by wire tangles caused
by wind or by special jumpers for disabling line in order to quickly remove
wires.
Considering the foregoing main technical requirements that should apply to
specific line monitoring equipment has been given in Table 1:

(3) Requirements of performed functions:

Equipment of location method for ice coating detection should be digital suitable
for placing it in substation premises [10].

The equipment should generate following remote signaling signals:

• high voltage on power lines;
• equipment turning on in line monitoring mode;
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Table 1 Technical characteristics of the line monitoring equipment

Name of parameter Normal value

1 Version General purpose industrial

2 Level and type of ambient impact protection JP 43

3 Number of monitored lines, at most 1

4 Number of wires in the line, at most 3

5 Minimum length of electric transmission line, at least, km 3

6 Maximum length of electric transmission line, at most, (km) 30

7 Electric transmission line voltage, at most (kV) 35

8 Line monitoring equipment supply voltage (V) 220 ± 15%

9 Number of output signals 3 remote signaling

• alarm at wire breakage, line or one line wire is shorted to ground, short circuit of
wires around each other;

• presence ice coating on wires.

The equipment should generate following remote-control signal:

• activation of antiicing mode for wires.

These signals should be transmitted over telemechanics or other transmission
systems (GSMor otherwise) to control center for control.When conditionmonitoring
of power transmission lines it can be used Russian-manufactured digital reflectome-
ters REIS-105P and REIS-205. These reflectometers have a sufficiently high sensi-
tivity to record ice and frost deposits on conductive lines with a thickness of 5 mm
or more, with a section with ice of 3% of the total length of the wires.

Reflectometers are connected to monitored power transmission lines with a
voltage of 6–10 kVwhen they are de-energized with a piece of cable or two-wire line
up to 200 m long, in order to enable the passage of location pulses with a duration
of 0.3 µs and more [14, 15].

If the line is under a voltage of 6–10 kV then the reflectometer is connected
through an industrial filter with a bandwidth from 400 to 900 kHz which ensures the
passage of probing pulses with a length of 1 µs. Industrial filters used to carry out
probing by the pulsedmethod should be tuned to a stop band of at least 400–900 kHz.

The newgeneration of impulse reflectometers is represented by the portable digital
reflectometer REIS which was created by STELL for the purpose of using it in
practical power engineering to detect damage and diagnose power cable lines as well
as communication lines, power transmission, monitoring and control of all types. For
use in the production and transmission of electricity they can be used instead of a
significant number of obsolete reflectometers, for example, uniformity tester P5-10,
P5-13 and P5-17.

All information from thememory of theREIS-105M1device can be quickly trans-
ferred to the computer memory via this interface. And then the necessary information
is registered in the computer in the database which can be sorted, supplemented and
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saved in the form of reflectograms “library” of the lines serviced in due time. It is
possible to transfer back to the device from the computer.

The formed data “library” of serviced lines ensures the promptness of finding
the place of incorrect functioning by comparing data characterizing parameters of
damage with information about the same line located in the “library"[16]. In addi-
tion it is possible to automatically calibrate the device by comparing data from the
“library” all other things being equal.

For information exchange and the ability to work with a computer the REIS
-105M1 device is supplied with software, in particular REID -7.

2 Results

Tests of experimental prototypes of power lines monitoring equipment were carried
out in accordance with the program and methodology for preliminary tests of lines
monitoring equipment at feeder No. 8 of the “Reproductor” substation, Kurlus
settlement, Karaganda region.

The line control unit (LCU) of power lines monitoring equipment was installed in
the substation premises. Instead of high-voltage connection unit a simulator was used
which consist of LCU -3 type capacitors, it also installed in the substation premises.

The line control unit was connected to the power line and supply voltage of 220 V
in accordance with the diagram shown in Fig. 1.

Tests were carried out on a de-energized power line. The signal level on receive
line of LCU was additionally monitored by an oscilloscope (marked “H”).

The following types of damage were produced at the object:

1. Power line break at “Reproductor” substation. The breakwasmade by removing
wire from the line to the coupling capacitor.

Fig. 1 Connection diagram of line control unit to power line
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Fig. 2 Connection diagram

2. Closure of any phases pair with each other or all phases together at the
“Reproductor” substation.

3. Closure of one phase or any phases pair to ground or all phases to ground at the
“Reproductor” substation.

4. Closure of any phases pair or all phases to each other on buses of PTS 10/0.4
“Kurlus".

5. Closure of one phase or any phases pair to ground or all phases to ground on
buses of PTS 10/0.4 “Kurlus".

6. Disconnection or connection of PTS 10/0.4 “Kurlus”.

Feeder No. 8 of the “Reproductor” substation feeds four package transformer
substation (PTS) supplying Kurlus settlement with electricity as shown in Fig. 2.

3 Conclusion

The tests were carried out with two sets of line monitoring equipment. According to
the test results following conclusions were made.

The tests were carried out without use of reflectometers but based upon their
characteristics it is possible to use them for monitoring power lines in winter and
summer conditions.

The considered monitoring system provides timely identification of damage type
and location such as a short circuit and an open circuit from one control point - an
electrical substation in addition it allows to suppress possible cases of vandalism,
including unauthorized removal of wires [17].

The use of the proposed control method makes it possible to reduce the likelihood
of the most severe, so-called ice-coated accidents, and thereby increase the reliability
of power supply to enterprises and the population, as well as reduce the costs of
restoring and repairing power lines.
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Thermoelectric Quality Control
of the Application of Heat-Conducting
Compound

Ivan Vasiliev, Aleksey Soldatov, Ahmed Abouellail, Mariya Kostina,
Andrey Soldatov, Dmitry Soldatov, and Svetlana Bortalevich

Abstract The article presents the results of experiments to determine the depen-
dence of thermopower on the quality of applying a heat-conducting compound. The
data of deposition quality of the heat-conducting compound, which is obtained by
thermocouples, coincides with the data, which is obtained using thermopower, but
with a slight deviation due to the intrinsic inertia of thermocouples and fluctuations
in the ambient temperature. The analysis of the data revealed that the value of the
emerging thermopower increases linearly with the deterioration of the quality of the
thermal interface application.
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1 Introduction

Heat generation during the operation of semiconductor devices can lead to many
negative consequences. For example, a decrease in performance, reliability of the
device, or even its failure [1–3]. Today, most powerful semiconductor technology is
used in tandemwith a heatsink, which allows some of the power generated in the form
of heat to be removed from the semiconductor device. The heatsink is attached to the
body of the semiconductor device through a layer of a heat-conducting compound,
which is also called thermal interface and has heat-conducting properties that are
much higher than that of air. Displacing it from the microcracks of two connected
surfaces, consequently increases the thermal conductivity from the semiconductor
device to the heatsink. The contribution of the thermal interface to the total value of
the “crystal-heatsink” thermal resistance can range from 20 to 65%, so the paste layer
should be as thin as possible, while the minimum acceptable value is limited by the
size of air cavities [4]. The available methods of ensuring the quality of the thermal
interface have a common drawback, which is the difficulty of applying quality control
after attaching the heatsink to the device [5–7].

2 Statement of Problem

The thermal resistance RT between the semiconductor device case and the heatsink
characterizes the quality of the thermal interface. Whereas, the thermal resistance of
the body is characterized by the temperature difference in different parts of the body
caused by the passage of a heat flux through it. Thermal resistance between the body
of the semiconductor device and the heatsink is determined by the formula [8]:

RS = �T

P
= μ

λ × S
(1)

where �T is the temperature difference, P is the power flow through the body, λ

is the thermal conductivity coefficient of thermal interface, and S—the area of the
adjacent surfaces of the semiconductor device and the heatsink.

Information about the thermal resistance of the applied thermal interface is
provided by the temperature difference at the boundaries of the thermal interface
layer at known values of the contact area of the semiconductor device and the cooling
heatsink. It is necessary to install the temperature sensors to measure the temper-
ature difference at the boundaries of the thermal interface. It should be noted that
they should touch the body of the semiconductor device and the heatsink as close as
possible to the thermal interface.
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3 Problem Solution

In case of the contacting case, the composition of which is different from thematerial
of the heatsink, thermopower will appear at the junction of the semiconductor device
and the heatsink. This happens due to the difference in the number of charge carriers at
the external level betweendissimilar conductors [9].Due to the effect of the conductor
temperature on the concentration of charge carriers at the external level, the value
of the electromotive force, in this case, will directly depend on the temperature
according to the formula [10]:

E = (T2 − T1)
k

e
ln

n2
n1

; (2)

where k is Boltzmann constant, T 1,2 are hot and cold junction temperatures, e is
electron charge, and n1,2 are carrier concentrations of the first and second conductor
material.

The quantity k
e ln

n2
n1
is constant for two conductors, and is called the thermopower

coefficient or the Seebeck coefficient. It is denoted by α [11, 12]. Formula (2) can be
shortened to:

E = (T2 − T1) × α; (3)

In order to calculate the Seebeck coefficient, in addition to the above physical
constants, it is necessary to know the values of the concentration of charge carriers of
the first and second conductor materials, respectively. For metals, the concentration
of carriers depends on the number of electrons at the outer level of an atom of a
substance according to the formula [13]:

n = ρ × Na

Ma
;

where n is concentration of charge carriers, ρ is the density of the substance, Na—
Avogadro’s number, and Ma is the molar mass of a substance.

However, when the Fermi energy level is exceeded, the carrier concentration
can increase in accordance with the Fermi–Dirac distribution [14]; for ease of use
in popular literature sources, the main values of the Seebeck coefficient are given
relative to lead, as lead does not create a potential difference between its cold and
hot ends [15, 16].

At the point of contact between the heatsink and the semiconductor device, a
thermopower will also appear, in case the device has a surface covered in conductive
material of a composition that is different to that of the heatsink. By shortening T 2–
T 1 intoΔT form formula (3) and substituting it in formula (1), the following formula
can be obtained:
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RS = E

α × P
; (4)

From formula (4), it is revealed that the value of thermal resistance depends on the
value of thermopower between different contacting metals from the device body and
the cooling heatsink. The value of thermal resistance can be obtained by measuring
the thermopower between the device case and the heatsink if the power fluxP through
the body is declared.

The heat flux power represents the amount of heat passing through a certain area
of the body per unit of time and it is determined by the basic heat transfer equation
for a stationary mode [17]:

P = K S�T ; (5)

where P is the heat flux (amount of heat) transferred during heat transfer, S—is
the area of the contacting surfaces of the power device and the heatsink, F—heat
exchange surface, and K—is the heat transfer coefficient.

When transferring heat in the simplest case through a single-layer flat wall, the
heat transfer coefficient K is calculated by the formula [18]:

K = 1
1
α1

+ h
λ
+ 1

α2

; (6)

For a body consisting of several n layers of different materials, the heat transfer
coefficient K is calculated by the formula:

K = 1
1
α1

+ ∑n
i=1

hi
λi
+ 1

α2

; (7)

where h is thermal interface thickness, λ is the thermal conductivity coefficient of
the thermal interface, and α1,2 are the heat transfer coefficients, respectively, from
the heatsink to the thermal interface and from the thermal interface to the body of
the semiconductor device.

Thus, taking into account formula (6), the thermal resistance of a homogeneous
body calculated by formula (4) can be presented as:

RS =
E

(
1
α1

+ h
λ
+ 1

α2

)

α × S
; (8)

The thermal resistance of several connected bodies with different thermal
conductivity, taking into account formula (7), is determined as:

RS =
E

(
1
α1

+ ∑n
i=1

hi
λi
+ 1

α2

)

α × S
; (9)
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Fig. 1 Equivalent circuit for
measuring thermopower

Based on formulas (8) and (9), the temperature difference at the boundaries of the
thermal interface provides the value of thermal resistance of the applied thermal inter-
face between the clamped semiconductor device and the heatsink. This temperature
difference can be indicated through the thermopower, arising between the dissim-
ilar materials of the semiconductor device and the heatsink, at known values of
their contact area, thermal conductivity of the thermal interface, composition of the
coating material of the body of the semiconductor device and the coating of the
heatsink material, and their thermal conductivity [19, 20].

It should be taken into account that when monitoring thermopower, upon
measuring the potential difference between two dissimilar conductors relative to each
other, and not relative to temperature 0 °C, the resulting thermopower according to
the additivity rule [21, 22] is determined by summing up all thermopower included
in the measurement circuit. For instance, upon connecting a copper conductor to
the body of the semiconductor device and to the heatsink, a thermopower will also
appear at the connection points. In this case, it is necessary to take into account the
direction of the thermopower forming a closed measurement loop (Fig. 1).

The resulting thermopower in this case is calculated by the formula:

E =
∑

i

Ei ; (10)

4 Experimental Results

Experimental research is vital to verify the proposed method for the measurement
of thermal resistance using thermopower. The objects of study were an aluminum
cylinder-shaped heatsink and a power semiconductor device in a TO-220 casing,
which is very often used in semiconductor technology. Platinum and platinum–
rhodium thermocouples DT1 and DT2 were attached to the cylinder-shaped heatsink
and to theTO-220 casing. The distance from the thermocouple to the border of theTP-
220 case and the heatsink wasmademinimal. In the course of the experiment, boiling
water influences to the body through the heatsink, which is placed in such a way that
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water cannot reach the instrument body. The thermopower and the voltage difference
between the installed thermocouples were measured with the Agilent 34461A instru-
ment in the data recording mode. The data received from the measuring devices were
transferred to a personal computer. The experimental scheme is shown in Fig. 2.

The temperature difference characterizing the thermal resistance during the appli-
cation of the KPT-8 thermal paste, is provided by thermocouples and using ther-
mopower from the dissimilar case and the heatsink metals according to formula
(2). It should be noted that the coating of the substrate of the power element body
is made of stannum, and the heatsink is made of aluminum, as shown in Figs. 3
and 4. When partially applying the heat-conducting paste KPT-8, a polyethylene
film preliminarily fixed on the surface of the power device casing was used, which
prevented the paste from getting on the closed part of the case. Three film sizes
were prepared that covered 25, 50 and 75% of the power tool housing surface. In
the course of the research, for each variation of applying the heat-conducting paste,

Fig. 2 Schematic representation of the experimental setup
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Fig. 3 The dependence of the temperature difference on time, as the temperature difference is
identified to be between the case and the heatsink and obtained by thermocouples: awithout thermal
interface, bwith partially applied thermal interface (50%), c with applied thermal interface (100%)

Fig. 4 The dependence of the temperature difference on time, as the temperature difference is
identified to be between the case and the heatsink and obtained by the thermopower of the case and
the heatsink. a without a thermal interface, b with partially applied thermal interface (50%), c with
applied thermal interface (100%)
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a series of 10 experiments were carried out, and for all experiments the same mass
of the heat-conducting paste was used. Weighing was carried out on the laboratory
scale AS 310/C/2. Averaging by the linear filtering method was used to build the
graphs. The confidence interval does not exceed 8%.

Figures 3 and 4 show that at the initial moment of time, the temperature difference
between the case of the power element and the cooling heatsink increases for each
variation of applying the thermal interface due to the rapid heating of the heatsink
placed in boiling water and slow heating of the case of the power element. After
the heatsink has completely warmed up, the power element body begins to heat up
smoothly and the temperature difference begins to gradually decrease, reaching a
steady-state value. The duration of the transient process for each case of applying
a thermal interface is constant. That is because this value is characterized by the
heat capacity of the heatsink and the device body, and the influence of the thermal
resistance of the heat-conducting layer is extremely small. The oscillatory nature of
the change in temperature differences, shown in Fig. 3, is caused by small fluctua-
tions in the ambient temperature and the presence of uncontrolled air flows in the
experimental zone, which mainly affects the cold junction of thermocouples. These
fluctuations are also observed in Fig. 4, but they are less pronounced due to the large
thermal inertia of the body of the power element. The analysis of Figs. 3 and 4 shows
that the temperature graphs, obtained in the course of experiments using thermocou-
ples and thermopower, differ slightly. Small deviations are most likely caused by
incorrect calculation of the Seebeck coefficient of the materials used.

Experimental studies of the dependence of thermopower on the coverage area of
the body of a power element with a heat-conducting layer are shown in Fig. 5. When
fixing a semiconductor device on a cooling heatsink, a part of the heat-conducting
paste falls on the uncovered area of the body of a semiconductor device, therefore,
the coverage area was measured after removing the semiconductor device from the
cooling heatsink. The measurement was carried out on a 10×magnified photograph
of the body of the power device, on which a transparent palette with a grid was
applied. The area measurement error did not exceed 5%.

From Fig. 4 it can be seen that there is an almost linear dependence. With an
increase in the coverage area, the thermopower decreases linearly. The confidence
interval does not exceed 7%.

5 Conclusion

The obtained linear dependence of the thermopower on the coverage area of the
body of the power element with a heat-conducting layer makes it possible to use
the thermoelectric method to test the quality of the application of a heat-conducting
compound.When using heatsinks or power devices in housings made of other alloys,
it is necessary to first obtain a calibration dependence of the thermopower on the
area of the power element housing with a heat-conducting layer. It should be taken
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Fig. 5 The dependence of thermopower on the coverage area of the body of the power element
with a heat-conducting layer

into account that the thermoelectric testing method can be used directly during the
operation of electronic equipment.
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Simulation Study of an Ultrasonic Signal
Compression

Olesya Kozhemyak, Oleg Stukach, and Alexey Soldatov

Abstract The paper presents three algorithms of an ultrasonic signal compressing.
First one is a compression with linear time quantization. Second algorithm of
signal compression calculates the rate of signal change and proportionally to it sets
the sampling rate. Third algorithm of compression takes some number of random
uniformly distributed samples from the original ultrasonic signal. The results of simu-
lations for all three compressing algorithms are presented in the paper. An absolute
error andmean square deviations for awide rangeof compression ratios are calculated
and compared for different compressing algorithms.

1 Introduction

Ultrasonic phased arrays arewidely used in different fields of non-destructive testing.
Higher accuracy of defect detection demands grater resolution of the ultrasonic instal-
lation, which necessitates the increase in the array element number. The increase in
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the element number, however, leads to larger amounts of data obtained and trans-
mitted from sensors to processor unit. Large data arrays require higher transmission
capacity of communication channels, as well as higher capacity of memory devices.

The solution to the problem of reducing the amount of data without distorting the
results of testing is the use of a signal compression algorithm. Nowadays, different
algorithms of data compression are developed [1–8]. Wavelet transforms are widely
used to compress and filter signals [1–3]. A review of the use of wavelets for
processing the ultrasonic signals showed that the wavelet transform was used mainly
to improve the detection of defects by increasing the signal-to-noise ratio.

In the last decade, a newapproach to signal processing, called compressive sensing
[4–7], has become popular. This approach proposes measuring only the significant
parts of the signal instead of obtaining its values on all samples. Thus, if the signif-
icant part of the signal is small when compared to the entire signal, then you can
significantly reduce the amount of data processed and transmitted. Moreover, the
approach allows filtering out unnecessary information already at the measurement
stage, i.e. before the stages of data transmission and processing. Filtering procedure
is executed at the physical level, with no use of computing resources and, therefore,
with no time delays associated with computations [6].

In the works [7, 9] compression algorithms are described, in which inflection
points and extremes are used as significant parts of the signal. Such algorithms have
been used for processing and transmitting ultrasound data in medicine.

The compressive sensing problem arises in design of modern telecommunication
systems of transfer of telemetry information through borehole pipe as evanescent
waveguide that is not on the basic signalmode [10]. The information transfer problem
through such communication channel is initially stage of development. Sand and
drilling agent lead to sharp increase of attenuation. For deepest boreholes up to
2.5–3 km the overcoming of strong attenuation is the urgent technical problem.
Radiophysical investigations show that frequency should be above to receive the
maximum power of radiation and at the same time less for attenuation decrease in
the filling media. Therefore, ultrasonic signal is the only suitable for the considered
communication channel. But the use of the ultrasonic signal for telemetry transfer
leads to low rate transfer. It leads to necessity of investigation of algorithms and ways
of ultrasonic signal compression with losses that transferring all necessary data in
real time.

2 Compression Ratio and Quality of Signal Reconstruction

The effectiveness of the compressing algorithm is characterized, first of all, by the
compression ratio k, which determines the ratio of the number of bit symbols of the
original N and compressed signal M:

k = M

N
(1)
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To estimate the quality of the reconstructed signal, the reduced error is calculated:

γ = x(n) − y(n)

X
× 100% (2)

where n = 1…N; N is the number of signal samples in the interval; x(n) are samples
of the original signal, y(n) are samples of the recovered signal; X is the upper limit
of the scale.

Also, to estimate the accuracy of signal reconstruction, the mean square deviation
is used:

δ =

√
√
√
√
√

y∑

n=1
[x(n) − y(n)]

N
(3)

3 Signal Compression with Linear Time Quantization
Algorithm

Fist algorithm to compress an acoustic signal is a linear time quantization
compressing, i.e. sampling the signal with equivalent time intervals and fixed
sampling frequency. When decreasing sampling frequency the number of samples
also decreases and sampled signal is getting more and more compressed.

Let’s now simulate this algorithm of regular compressing usingMatLab Simulink.
For this purpose we generate example signal of sinusoidal shape to demonstrate the
proposed algorithm of compressing. Than we sample this signal with a help of pulse
generator, the pulse frequency of which we can vary. Figure 1 shows the regular
compressing algorithm: sin-wave signal, sampled sin-wave signal, reconstructed
signal, absolute error of reconstruction.

This algorithm of regular compression was applied to compress an ultrasonic
echo-signal, the model of which is presented in Fig. 2. Resulting signal is presented
in Fig. 3.

The number of samples M was varied from 8000 to 400 which corresponded
to a change of compression ratio in the range from 1 to 20. After modeling the
graphs of absolute error and mean square deviation σ of the reconstructed signal
versus compression ratio k were obtained (Fig. 4). Absolute error was calculated as
a difference between compressed and original echo-signals signals.

The results of simulation show proportional increase in absolute error and
mean square deviation with increasing compression ration k from. Therefore, the
compressing algorithm based on linear time quantization of ultrasonic signal is inap-
propriate for signal compressionwith high ratios (more than 5) since the error exceeds
10% value.



72 O. Kozhemyak et al.

Fig. 1 Regular compressing of sin-wave input signal: input sin-wave signal, sampled sin-wave
signal, reconstructed signal, absolute error of reconstruction

Fig. 2 The ultrasonic signal model

4 Signal Compression with Algorithm Based
on Calculation of the Rate of Signal Change

The next algorithm is based on the calculation of the rate of change of input signal.
In accordance with the rate of change of the signal, the sampling rate of the analog
signal into a digital code is calculated. Therefore, the higher is the rate of change of
a signal, the higher is the sampling rate, and vice versa. Thus, in the absence of a
signal and at low rates of change of the signal (rate tends to zero), the sampling rate
is very small and tends to zero; therefore, the conversion of such insignificant parts
of the signal into a digital code will not performed.
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Fig. 3 The ultrasonic signal compressed with linear time quantization algorithm

Fig. 4 Absolute error (a) and mean square deviation (b) versus compression ratio of signal (Fig. 3)

To sample input analog signal the voltage-to-frequency converter (VFC) was
implemented in the model, which provides an output frequency accurately propor-
tional to its input voltage.

Figure 5 demonstrates the performance of the algorithm of the progressive
compressing.

Progressive compressing was applied to an ultrasonic echo-signal (Fig. 2).
Resulting signal is presented in Fig. 6. The number of samples M was varied from
7000 to 350, which corresponded to a change of the compression ratio k in the
range from 1 to 20. The graphs absolute error and mean square deviation of the
reconstructed signal versus compression ratio were obtained (Fig. 7).

The modeling shows slower increase in absolute error as well as in mean square
deviation for varied compression ratio in comparison with results of compression
modeling with linear time quantization algorithm (Fig. 4). Compression ratio k = 20
showed less than 10% value of absolute error and mean square deviation less than
0.02.
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Fig. 5 Progressive compressing of sin-wave input signal: input sin-wave signal, sampled sin-wave
signal, reconstructed signal, absolute error of reconstruction

Fig. 6 The ultrasonic signal compressed with algorithm based on calculation of the rate of signal
change

Fig. 7 Absolute error (a) and mean square deviation (b) versus compression ratio of signal (Fig. 6)
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5 Signal Compression with Random Sampling Algorithm

In [9] authors offer algorithm of signal compression based on a choice in real time
key points where extremes and points of the maximum curvature of function are
presented. We will show that information losses in this case will be increased in
more times rather than more samples are presented in signal.

For example, we will consider a model of the ultrasonic pulse well described by
the formula:

y(t) = sin�t sin3 ωt,

� = 10, ω = 0.3, t ∈ [0.001; 10] (4)

Let 10,000 discrete values of this signal be total amount of the signal. We take
random uniformly distributedM samples yi(t) from this signal (Fig. 8) calculated in
Statistica 8.0 software [11].

Mean square deviation σ for 10 random samples is presented in Fig. 9. Compres-
sion ratio k is total amount of samples (10,000) divided on quantity of points in the
sampled signal. As a result of nonlinear evaluation in the “Nonlinear Estimation”
module of Statistica software it is found that mean square deviation of the restored
signal from initial is inverse proportion to compression ratio:

σ(k) = 0.0038 + 0.00019/k − 0.0036/k2 (5)

Fig. 8 The ultrasonic signal model
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Fig. 9 The mean square deviation for random samples (Fig. 8)

At reduction of M quantity that is increasing of the compression ratio, the mean
square deviation for samples will be sharply increased. Then in the domain of small
volume of samples at compression of five times and more the mean square deviation
changes a quite little, but information losses in this domain are already considerable.
If we choose the key points that authors of [11] offer, the quantity of samples will
be essential less than 2000 for our example that is compression ratio will be more
than five times. It will catastrophically affect to the signal restoring accuracy. We
will show it by restoration of the signal compressed twice. The initial values of
frequencies � and ω in the “Nonlinear Estimation” module was closed to true, �

= 10.5, ω = 0.35. If compression ratio was less than two, the exact values � and
ω have been founded, but for compression more than twice k are essentially distinct
from (4): � = 10.03, ω = 0.397 (Fig. 10).

Besides, the small deviation of the ultrasound signal amplitude from real is less
critical for restoration losses, but some weakest deviation of frequency leads to
essential distortions.

Form of curve described by (5) remains the same for any form of the ultrasonic
signal. For example, the trapeze signal (Fig. 11) follows us the dependence resulted
in Fig. 12.

Compression ratiomore than 1.5–2 times for the trapeze signal form is inexpedient
also due large error.
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Fig. 10 Signal restoration by N = 5000 samples (red graph)

Fig. 11 The signal model

6 Conclusion

Compression of the ultrasonic echo-signal with algorithm based on calculation of
the rate of signal change showed better appliance in the wide range of compression
ratios (from 1 to 20). Thus, compression ratio k = 20 showed less than 10% value
of absolute error and mean square deviation less than 0.02.

Compression algorithm with linear time quantization of ultrasonic signal showed
good appliance only for low compression ratios (up to 5). Compression ratio k = 5
showed about 10% value of absolute error and mean square deviation near 0.005.
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Fig. 12 The mean square deviation for random samples of signal (Fig. 11)

Signal compression with random sampling algorithm showed good rapid increase
of mean square deviation for the compression ratios up to 2, but in a wide range of
compression ratios (up to 22) mean square deviations does not exceed 0.0075.
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Mathematical Model of the Throughput
of an IP Network Switching Node
with a Non-constant Amount of Space
in the Router RAM

Pavel Dunayev, Yermek Sarsikeyev, Olga Galtseva, and Gufana Narimanova

Abstract This paper offers amathematicalmodel that allowsdetermining theperfor-
mance and throughput of an IP network node under conditions when the amount of
space in the router RAM is not constant, that is, in the case of overloads and a number
of other factors. The Cisco Packet Tracer software package is used as a network
emulator. The results of mathematical and simulation modeling are compared.

1 Introduction

IP network routers are important elements of the city’s telecommunications infras-
tructure. They influence the bandwidth of the transmission channel. Their param-
eters, settings, amount of RAM (random access memory), etc. to a great extent
determine the efficiency of the entire telecommunications network. Due to insuffi-
cient throughput of the IP node, the throughput of the entire network decreases, the
packet service time increases, which increases the delay time of the IPTD (Internet
Protocol Packet Transfer Delay) IP packet and the IPDV (Internet Protocol Packet
delay variation) delay variation [1, 2]. According to the authors of the Chapter, based
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on the above, increasing and evaluating the bandwidth of an IP node is a very urgent
task.

Most of the knownmethods for assessing the throughput of IP networks are based
on models in the form of a QN (Queuing Network), in which nodes display IP packet
delays [3–5].

There are several methods for modeling telecommunications networks: physical,
analytical, simulation, and combined.With the physicalmodelingmethod, the perfor-
mance of the systems under study is measured in real time, i.e. an experiment is being
performed. The result of this method is a model with high adequacy in a real system
or network. Despite the advantages, this method has a drawback, i.e. the high cost
of equipment for creating a model [6].

An analytical model is a set of analytical expressions that reflect functional depen-
dencies between the parameters of a real system during its operation. Such models
are used for simple systems with no requirements for high accuracy of the results
obtained.

A simulation model is a computer program that reproduces events occurring in
a real system. The result of the simulation model is the collected statistical data on
important network characteristics [6].

The results of the experimental verification prove the correctness of the approach
when drawing up the mathematical model, particularly, of taking into account the
number of RAM space and the size of an IP packet. This condition distinguishes the
constructed model from standard methods based on the QN.

2 Theoretical Part

In reality, IP networks show a situation when routers process a large number of IP
packets of various sizes. The service or processing time for these packets depends
on the switching matrix used. The switching matrix is the basis of any router since
it is used to transmit packets from the input data port to the output one. Switching
can be performed in several ways: memory switching, bus switching, and connection
network switching (Fig. 1).

More complex interconnecting networks perform switching in several stages,
which ensures simultaneous transmission of packets from different input ports to the
same output port through a switching matrix [7].

The router may process 2 million or more packets per second [8–11].
For example, there may be either 5 thousand 64-byte IP packets or 10 thousand

32-byte ones at the same time. It is logical to assume that at all other things being
equal if only 32-byte IP packets are used on routers, the performance will increase
by 2 times since the amount of RAM space will 2 times increase. As is known, the
throughput is measured in bits/s, thus, when talking about the number of packets per
second, the authors mean the hardware performance. Therefore, with the declared
hardware performance, the throughput should increase as the IP packet size increases.



Mathematical Model of the Throughput of an IP Network … 83

Fig. 1 Three ways to switch data

Thus, the count of the percentage of different sizes of information packets is
very important for a more accurate calculation of the parameters of the IP network
switching node.

Let us consider the simplest mathematical model of the performance of an IP
network switching node.

Let us assume that there are two sizes of IP packets being service by the router:
1024 and 32 bytes each. The standard amount of RAM for the router selected for
research, for the Cisco 2811 router in this case, is 256 MB. Therefore, the router can
process 250 thousand 1024-byte packets within a certain time or 8 million 32-byte
packets, or 200 thousand 1024-bytes packets and 1 million 600 thousand 32-byte
packets, etc. Let us assume that the router’s RAM is used as efficiently as possible.
We also assume that the delay time is equal for all IP packet sizes (10–20 ms) [12].

Now, let us take a situation when the amount of space in RAM is not a constant but
a discrete random variable. In this case, it is impossible to calculate the throughput
of the switching node accurately by using standard methods.

If the case IP packets of the same size are sent, the performance may be calculated
as follows

CI P = MRkn
1

tserv
[Packets/s], (1)

where MR is the amount of space in RAM or the number of packets being served,
taking into account the size (250 thousand 1024-byte packets, 8 million 32-byte
packets), kn is the RAM inefficiency factor, and tserv is the packet processing time
(the delay introduced by the router).
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For now, let us simplify by not taking into account the inefficiency factor of
RAM use and assume it to be equal to one. When using 1024-byte IP packets, the
performance will be equal to

CI P = MR
1

tserv
= 250, 000× 1

0.02
= 12.5× 106 [Packets/s],

and in the case of using 32-byte IP packets

CI P = MR
1

tserv
= 8, 000, 000× 1

0.02
= 400× 106 [Packets/s].

As can be seen, the performance of the switching node increased by 32 times
when using packets of a smaller information size because the RAM space 32 times
increased.

Let us determine what the performance will be if the router receives packets of
different sizes at the same time. To be briefer, let us denote them “A” and “B”.

Let us assume that the information flow of IP packets arriving at the router looks
like this (from right to left)

AABBBABAB . . . ,

where “A” is a 1024-byte packet and “B” is a 32-byte packet.
We will consider the occurrence of the current IP packet as an event independent

from the occurrence of the previous one, and the information flow itself is infinite.
The probability that a randomly selected packet will be “A” is equal to PA, and

for the “B” packet, it is PB.
Let us consider two hypotheses, H1 and H2. To simplify the calculations, let us

take the following:
H1—5 consecutive packets are of the “B” type; H2—2 out of 5 packets are of

the “A” type. In this case, the probability of hypotheses is P(H1) = P5
B , and

P(H2) = 1− P5
B . Since the total probability of hypotheses is equal to one, it means

that they form a complete group of events.
Since the amount of space in RAM in the accepted case is a random variable, let

us find its mathematical expectation

M =
∑

i

Xi Pi = 3
(
1− P5

B

) + 5P5
B = 3+ 2P5

B .

By substituting the amount of space in RAM with its mathematical expectation
in expression (1), we obtain the following.

CI P = 1

tserv

[
3+ 2P5

B

]
,
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Fig. 2 Switching node productivity when servicing type “B” IP packets

and in the general case, if the inefficiency factor of use of the router RAM servicing
space is taken into account, we obtain the following

CI P = 1

tserv

[
3k250

(
1− P5

B

) + 5k8000P
5
B

] = 1

tserv

[
3k250 + (5k8000 − 3k250)P

5
B

]

With 10%of processing of “B” packets, the performance is equal toCIP = 150.001
[Packets/s].

As a percentage of the increase in the “B” IP packet service, the performance of
the switching node is as follows (Fig. 2).

3 Experimental Part

Actually, it is almost impossible to verify the resulting mathematical model. In this
regard, to verify the obtained mathematical model, a simulation model built in the
Cisco Packet Tracer 7.3.0 data network simulator was used (Fig. 3).

The modeling process included several stages:

1. The transfer of the 1024-byte packet flow from PC2 to PC3 was provided with
the help of a traffic generator.

2. An echo request (ping) with a 32-byte packet was sent from PC1 to PC3.
3. The echo request was repeated each time the number of 32-byte packets

increased by 10%.
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Fig. 3 Simulation model

A graphical representation of the results of the router performance and throughput
simulation is shown in Fig. 4.

As can be seen from Figs. 2 and 4, the results of mathematical and simulation
modeling of the router performance coincide, which indicates the adequacy of the
obtained mathematical model. With 50% of 32-byte packets, the router performance
and throughput are almost unchanged.

As a result of the simulation and its verification, let us derive a formula for
determining the router throughput in a general form

BI P = 8
∑

i

MRkni
max

(
tserv,i

) P(Hi ) [Bit/s], (2)
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Fig. 4 Productivity and transfer capacity of the switching node in the simulation
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whereHi is the hypothesis concerning the combination of IP packets of various size,
R(Hi) is the probability of the Hi hypothesis, MRi is the amount of space in RAM
or the number of packets being serviced, max(tserv,i) is the maximum time delay
introduced by the router.

4 Conclusion

Using thismodel, it is possible to calculate the performance and throughput of a router
at a non-constant amount of RAM space. It should be noted that this model considers
the switching node of an IP network only with sequential descent of packets. It also
does not include a number of factors that significantly affect the router throughput,
such as the method used to switch packets in the switching matrix of the router and
queue formation [7], the size of the router buffer [13–16], and so on.

The development of a method for calculating the throughput of IP network
switching nodes, taking into account the influencing factors, as well as mathemat-
ical and simulation modeling, are fundamental methods in the design and use of
telecommunications networks.
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Investigation of the Liquid Flow
on Rough Surfaces to Solve the Problems
of Liquid Penetrant Testing

Irina Lobanova, Aleksey Vodopyanov, and Aleksey Kalinichenko

Abstract Cleanliness of the test surface is of particular importance in liquid pene-
trant testing. The surface cleanliness implies both the quality of surface cleaning from
polluting substances, for example, oil, and the quality of its treatment, i.e. surface
roughness. The surface roughness parameter increased to more than Rz = 20 μm
can lead to unreliable test results since each groove on a rough surface will be a
capillary for liquid spreading. Therefore, it will be difficult to completely remove the
penetrant from the surface of the test object while removing its excess, which causes
an indicator background of the surface and complicates defect detection. The study
aims to determine the effect of liquid wettability on liquid penetrant testing results
depending on the surface roughness. The paper proposes a mathematical model of
liquid spreading on the rough surface depending on physicochemical properties of
the liquid itself and material properties of the test object. The numerical modelling of
the process is performed. The modelling results are confirmed experimentally, and
statistical processing of the experimental results is performed.

1 Introduction

Liquid penetrant testing is currently one of the most effective methods of non-
destructive testing to accurately identify defects on the surface of the investigated
object, their length and direction. This method enables detection of defects with an
opening of less than 1 μm in products made from different non-porous materials,
such as plastic, glass, and magnetic and non-magnetic metals [1–3].
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The main advantages of the method are:

• independence of test effectiveness on the product shape and geometry;
• ease of work performed;
• lack of need in complex and expensive equipment;
• method mobility;
• ability to detect defects on thin-walled parts with a thickness of 0.1–50 μm.

The method implies penetration of special liquids, flaw detection materials, into
surface and through defects, which increase the light and color contrast of the
defective area relative to the defect-free area during testing [4–8].

The quality of the flaw detection materials used depends on many parameters:

• properties of the materials included in the kit;
• technology used and testing conditions;
• ability of the kit to provide the required test sensitivity;
• surface state and the type of material of the test object [9];
• flaw detection kits include penetrant, cleaner and developer.

To ensure reliable detection of defects on the surface, penetrants used in testing
should show good penetrating and wetting abilities [10, 11].

The penetration of liquids can depend on viscosity, density and polarity of the
liquid, leakage and filtration properties, and roughness of the test surface [12, 13].

The surface roughness is considered as a combination of surface irregularities
with relatively small steps within the base length.

On the one hand, the greater the roughness, the more distinctly its properties
manifest themselves, which determines attraction or repulsion of the liquid from the
surface. This effect can be attributed to the fact that at an edge angle less than 90°
(for a smooth surface), the liquid penetrates into the cavities on the surface, similar
to how it is absorbed into capillaries. This effect improves wetting of the test surface
with liquid. If the contact angle is greater than 90°, liquid does not penetrate into
cavities, which impairs wetting of the rough surface [14].

On the other hand, increased roughness improves liquid spreading, because each
groove on the rough surface is a microchannel for liquid to spread. Therefore, some
oils and fatty acids do not spread on a polished surface, but spread on the rough
surface. Crack walls exhibit higher roughness parameters than the surface treated.
Therefore, it should be expected that in clean crack cavities, liquids will show higher
degree of wetting, and hence higher penetration [15, 16].

If the surface roughness is greater than the parameterRz=20μm, excess penetrant
cannot be completely removed due to micro-grooves on the surface, which causes
formation of a false indicator background and, hence, leads to unreliable testing
results [17–20].

The study aims to determine the effect of wettability, namely, liquid spreading on
the rough surface, on liquid penetrant testing results. The proposed program code
increases the quality of studies aimed to determine the liquid flow in capillaries for
research purposes, and it can be used to develop new flaw detection materials.
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2 Program Description

A Wettability program was developed to reveal the effect of surface roughness on
liquid spreading.

The program is based on the equation of liquid spreading on the rough surface,
according to the so-called hydrodynamic viscous mode [2], in which the radius of
the spreading spot is calculated using Eq. (1).

r = 1
4

√
4× cos� × m

χ × π × ρ × η × K × σ
× t (1)

where r is the spot radius at time t (measured in m); θ is the contact angle of wetting
(measured in degrees); K is surface roughness factor (dimensionless quantity); m
is liquid droplet mass (measured in g); χ is the coefficient approximately equal to
10, which takes into account the increase in friction forces in the liquid due to the
presence of the angular velocity of its flow (since each elementary trickle expands
simultaneously when moving along the radius); ρ is liquid density (measured in
g/cm3); η is liquid viscosity (measured in Pa × s); σ is surface tension coefficient
(measured in N/m).

The surface roughness factor was determined as the reciprocal of the arithmetic
mean height of roughness Ra (2):

K = 1

Ra
(2)

Figure 1 shows a block diagram of the developed program.
If the equation parameters are incorrectly set, the program displays an error

message and asks to re-enter the data correctly.
The interface of the program for computer simulation of the effect of liquid

spreading on the rough surface is shown in Fig. 2.
The left side contains the input and output windows of the task parameters. These

windows are related to geometric andmaterial parameters of themodel and to param-
eters of the calculation method and graphical interpretation of the results. The first
block contains the following parameters:

• mass of a liquid droplet (measured in g);
• liquid density (measured in g/cm3);
• liquid viscosity (measured in Pa × s);
• wetting angle (measured in degrees);
• roughness factor (dimensionless quantity);
• time of observation (measured in s);
• surface tension coefficient (measured in N/m);
• the number of points is the parameter required to plot a common graph of

modelling results with varied task parameters.
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Fig. 1 Block diagram of the
wettability program

Fig. 2 Interface of the wettability program

An output field for intermediate results is in the lower left corner. The field is a
simplified text editor that enables viewing of all intermediate values and operating
them if necessary. The editor includes two columns—the current time value and
radius of the spreading spot.

We have studied spreading of an acetone-based penetrant on plastic surface with
various roughness areas. The roughness parameters Rz were 10, 20, and 30 μm.
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Table 1 Values of the main equation parameters

Liquid Droplet mass
[g]

Liquid density
[g/cm3]

Liquid viscosity
[Pa × s]

Wetting angle
[deg]

Surface tension
[H/m]

Acetone 0.011 0.79 0.325 21 23.7

Table 1 shows the values of the main equation parameters for acetone liquid and
plastic material.

We have studied spreading of an acetone-based penetrant on plastic surface with
various roughness areas. The roughness parameters Rz were 10, 20, and 30 μm.

These equation parameters were entered into the input windows of the Wetta-
bility program, and modeling of liquid spreading on the surface was performed with
different roughness parameters.

3 Model Experiments

Table 2 presents the modeling results of the acetone-based penetrant spreading on a
plastic plate with regard to various roughness parameters.

Graphical interpretation of the results is presented in Fig. 3.
The obtained curves indicate that the surface roughness affects the process of

liquid spreading. The increased surface roughness leads to the increased size of the
spreading spot; therefore, liquid spreads better on the rough surface.

Table 2 Modeling results of
dependence of liquid
spreading on time

D [mm]
t [s]

Rz = 10 [μm] Rz = 20 [μm] Rz = 30 [μm]

1 10.2 12.0 12.8

3 13.6 15.8 16.8

5 15.4 18.0 19.2

7 16.8 19.6 20.8

10 18.4 21.4 22.8

15 20.3 23.8 25.2

20 21.8 25.6 27.2

30 24.1 28.2 30.0

50 27.4 32.2 34.2

80 30.8 36.2 38.4

120 34.2 40.0 42.6

200 38.8 45.4 48.4

300 43.0 50.4 53.4

360 45.0 52.6 56.0
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Fig. 3 Modeling results of liquid spreading on the rough surface

4 Experimental Study of Liquid Wettability

The following experiment was conducted to test the Wettability program.
Acetone-based penetrant was applied to a plastic plate with various roughness

areas produced by machining the surface with sandpaper of different grain size, and
liquid spreadingwasmonitored for some time. The droplet volumewas constant. The
spreading time was recorded using a stopwatch. The spot diameter was measured
using a caliper.

Figure 4 shows a plate with different roughness parameters and penetrant droplets
applied.

Table 3 shows the experimental dependence of the penetrant spot spreading on
the rough surface on time.

Figure 5 shows graphical interpretation of the results presented in the Table 3.
As can be seen from the graph, the larger the surface roughness parameter, the

larger the liquid spot diameter.
The next stage was the penetrant testing performed on a plastic sample using a

flaw detection kit. At the stage of removing excess penetrant from the test object
surface, a false surface background occurred on the plate with the roughness area of
Rz= 30 μm. This can be attributed to the capillary effect, that is each groove of the
rough surface was a capillary through which the liquid propagated, which can lead
to unreliable test results.
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Fig. 4 Plate with penetrant droplets applied

Table 3 Experimental
dependence of the diameter of
the liquid spot spreading on
time

D [mm]
t [s]

Rz = 10 [μm] Rz = 20 [μm] Rz = 30 [μm]

1 9.7 9.9 11.2

3 12.2 14.5 14.6

5 13.6 17.0 17.0

7 14.6 18.9 18.9

10 15.4 20.9 20.8

15 17.1 22.8 23.3

20 18.4 24.1 25.3

30 19.9 26.1 28.0

50 21.7 28.9 31.5

80 23.8 31.4 35.0

120 25.9 33.7 38.9

200 29.8 36.3 42.4

300 31.9 38.8 45.3

360 33.5 40.7 47.4
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Fig. 5 Experimental dependence of the liquid spot spreading on time

After that, the modeling results were compared with the results of full-scale
experiments of penetrant spreading on the rough surface.

The experimental results were statistically processed to determine the average
value, standard deviation, and confidence interval. Figures 6, 7 and 8 present the
graphs.

Fig. 6 Comparison of the modeling results with the experimental values at Rz = 10 μm
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Fig. 7 Comparison of the modeling results with the experimental values at Rz = 20 μm

Fig. 8 Comparison of the modeling results with the experimental values at Rz = 30 μm

The curves obtained in modeling are within the confidence intervals, and thus
they indicate the efficiency of the proposed mathematical model of liquid spreading
on the rough surface at the initial stages of spreading.
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5 Conclusion

Mathematical model of liquid spreading on the rough surface is based on the liquid
spreading equation according to the hydrodynamic viscous mode.

Modeling of acetone-based penetrant spreading on a plastic plate with different
surface roughness parameters is performed.

Efficiency of the mathematical model is confirmed experimentally.
Increase in the roughness parameter contributes to better liquid spreading on the

surface.
Since each groove on the rough surface is a capillary throughwhich liquid spreads,

the penetrant cannot be completely removed from the surface at the stage of removing
excess penetrant from the surface of the test object, which can cause invalid results
of penetrant testing.
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Diagnostics of Metal Nanopowders
Produced by Electrical Explosion
of Wires

Olga Nazarenko and Yulia Amelkovich

Abstract The features of using standard physicochemical methods of analysis
for determining the basic characteristics of metal nanopowders are discussed. The
methods for the analysis of the shape and size of particles, the value of the specific
surface area, the particle size distributions, and parameters of chemical activity of
metal nanopowders are considered. The combination of these diagnostic character-
istics makes it possible to predict the technical properties of metal nanopowders and
evaluate their qualities for use in technology. The experimental results of diagnostics
of aluminum and tungsten nanopowders produced by the electric explosion of wires
are presented.

1 Introduction

The development of engineering and technology is characterized by the transition to
objects of the nanometer range (≤100 nm) to improve the physical, chemical, and
mechanical characteristics ofmaterials [1, 2].Reducing the size of structural elements
is one of the ways to impart qualitatively new properties to a substance, which
allows a significant increase in product quality and an increase in the productivity of
technological processes.

Nanopowders (NPs) can be obtained by various methods [3–5]. One of the
promising methods for producing nanopowders is the electrical explosion of wires
(EEW), which makes it possible to control the dispersed composition, physical,
chemical, and other properties of the powders obtained [6–11]. The EEW process is
characterized by a high energy density (>1014 W/s) and rapid heating (>107 K/s) of
the metal wire to high temperature (>104 K) [6, 8]. The formation of nanodispersed
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particles during EEW occurs under highly nonequilibrium conditions. Due to the
nonequilibriumconditions of production, electroexplosiveNPsofmetals have several
unusual properties: after passivation, they are resistant to oxidation and sintering at
room temperature and are characterized by high diffusion activity upon heating. The
combination of unusual properties of electroexplosive NPs makes it possible to use
them in the preparation of alloys and composite materials as additives that reduce
the sintering temperature and reduce the interaction time, as reagents in the prepa-
ration of complex organic compounds and biologically active drugs, as modifiers of
polymers for the preparation of functional materials, etc.

Metal NPs are metastable systems [8, 12, 13]. Even if NPs of metals are stored
in an inert atmosphere, processes of recrystallization, diffusion sintering, diffusion
of water reduction products, etc. occur simultaneously in them. The problems of the
diagnostics of the metal NPs are associated with the instability of their properties
and high reactivity, and difficulties arise in the interpretation of the results as well
[14, 15]. The choice of diagnostic methods is not only a technical but also a theoret-
ical problem. Diagnostic methods are necessary both for analysis of the properties
of the nanomaterials, studying the effect of production conditions on their phase
composition and structure, and for monitoring the characteristics of NPs as input
raw materials in various nanotechnologies.

This work aims to substantiate the use of standard physicochemical methods of
analysis and corresponding parameters for diagnostics of metal nanopowders. For
testing, we selected aluminum (Al) and tungsten (W) nanopowders obtained by the
electric explosion of wires in argon and nitrogen.

2 Experimental

Aluminum and tungsten NPs were produced on the installation UDP-4G. The oper-
ation of the installation is described in detail in [8, 16]. The conditions for the
production of aluminum and tungsten NPs (dw is the diameter of the wire, V is the
charging voltage, e/es is the ratio of the specific energy input in the wire e to the
sublimation energy of the wire material es, ea/es is the ratio of the arc stage energy ea
to the sublimation energy of the wire material, kind of gas in the discharge chamber
and pressure) and the characteristics of the dispersion of the obtained powders (Ssp
is the specific surface area, ās is the mean surface particle diameter) are presented
in Table 1. The passivation with low oxidation by working gas +0.1 vol.% air was
carried out after the production of the metal NPs to prevent their self-ignition after
the contact with air.

The ohmic shunt and the S8-17 oscilloscope were used for current measurement.
The voltage on the exploding wire was measured using the ohmic voltage divider.
The phase composition of the final products was investigated by an X-ray diffrac-
tometer DRON-3.0 using CuKα-radiation. The size and shape of the particles were
determined using a JSM-840 scanning electron microscope (SEM) and a Hitachi
H-8100 transmission electron microscope (TEM). The reactivity of the powders was
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Table 1 Electrical explosion conditions for aluminum and tungsten wires

Material of
wire

dw (mm) V (kV) e/es ea/es Gas P (Pa) Ssp (m2/g) ās (nm)

Al 0.35 24 1.5 0.4 Ar 1.5 × 105 12 120

W 0.2 22 1.1 0.5 Ar 1.5 × 105 3.9 79

W 0.3 23 0.4 1.1 N2 1.5 × 105 1.9 164

W 0.3 23 0.7 0.8 N2 1.5 × 105 1.7 183

W 0.3 23 0.4 0.9 N2 0.3 × 105 2.6 120

investigated using an SDT Q600 thermal analyzer. The thermal analysis was carried
out in a linear heating mode from 20 to 1000 °C at a heating rate of 10 °C/min in an
air atmosphere. The particle size distributions were analyzed by the laser diffraction
technique using a Malvern Mastersizer.

3 Results and Discussion

3.1 Disperse Composition and Particle Size Distribution

Disperse composition of powders is one of the most important parameters that deter-
mine their technical characteristics (bulk density, flowability, reactivity, etc.), and,
consequently, the field of application.With an increase in the dispersion ofmetal NPs
(with a decrease in the particle size below 100 nm), their activity increases [17, 18],
but the content of metals in the particles also decreases. Powder particles obtained
by the EEW method, as a rule, have a spherical shape, and the powders themselves
are polydisperse systems. The particle size of electroexplosive NPs varies in a wide
range: from 5 × 10–9 to 10–3 m. The production of metal NPs with a size less
than 30 nm is inexpedient due to the low sintering temperature, instability to oxida-
tion during passivation and agglomeration. In inert media, powders with a size less
than 30 nm are sintered by a diffusion mechanism, and in chemically active media,
they interact with an explosion. Therefore, the problem of finding the conditions
for obtaining nanopowders that provide a high dispersion and narrow particle size
distribution in the range of 30–60 nm is relevant and directly related to the problem
of diagnostics of the disperse composition of NPs.

According to the SEM images, the aluminum NP consists of the particles with
a diameter of ~100 nm (Fig. 1a) but it also contains the particles of both a larger
diameter ~200 nm and a smaller diameter ~50 to 60 nm. The shape of the particles
is close to spherical; there are separate agglomerates of particles that are partially
sintered. Tungsten nanoparticles also have a shape close to spherical with a smooth
surface [19, 20]. Figure 1b shows the SEM image of sample 3 from Table 1. It can
be seen that most of the particles have a diameter of less than 100 nm.
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Fig. 1 SEM images of aluminum a and tungsten b nanopowders

Figure 2a shows a TEM image of the aluminum nanoparticle. The aluminum
nanoparticle consists of a metal core and an outer shell [16]. During the forma-
tion of nanoparticles under highly non-equilibrium conditions typical for EEW, a
redistribution of impurities occurs in the surface layers and near-surface layers.
In the process of cooling aluminum nanoparticles, refractory impurities, which
were initially contained in the original wire (Fe, Mn, Cu), are concentrated in the
near-surface layers. When the powders are passivated by slow oxidation of air, the
gas-medium is desorbed, the air components are adsorbed, and a protective oxide-
hydroxide layer is formed. Unlike coarse powders, the thickness of oxide-hydroxide
layers on the metal nanoparticles ranges from 2 to 8 nm. Moreover, with a decrease
in the particle diameter from 100 to 50 nm, the thickness of oxide-hydroxide layers
decreases.

Figure 2b shows a TEM image of the tungsten nanoparticle (sample 2, Table 1).

Fig. 2 TEM images of aluminum a and tungsten b nanopowders
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The thickness of the oxide layer on the tungsten nanoparticle is 1.6 nm [21, 22].
At such a thickness, the oxide layers are X-ray amorphous, which makes it difficult
to determine their phase composition using X-ray phase analysis.

All electroexplosive powders are characterized by a three-modal particle size
distribution, which is associated with the mechanism of destruction of the wires in
the process of EEW and subsequent cooling of the primary products of the EEW [3,
16, 19]. Figure 3 shows the graphs of the particle size distribution for the tungsten
NPs obtained by EEW.

The graphs of the particle size distribution make it possible to judge the effect
of production conditions on the disperse composition of powders. When replacing
the working gas from argon to nitrogen at a pressure of 1.5 × 105 Pa, the particle
diameter corresponding to the first maximum on the distribution curve decreases
from 0.686 to 0.169 μm, and the average particle diameter decreases from 2.404
to 0.694 μm (Fig. 3a, b). When using nitrogen as working gas, with a decrease in
pressure from 1.5 × 105 to 0.3 × 105 Pa, the particle diameter corresponding to the
first maximum did not change and was 0.169 μm, but the average particle diameter

Fig. 3 Particle size distribution of tungsten nanopowders produced in a Ar, P = 1.5 × 105 Pa,
b N2, P = 1.5 × 105 Pa, c N2, P = 0.3 × 105 Pa
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Fig. 4 Particle size
distribution of tungsten
nanopowder

in the powder decreases from 0.694 to 0.196μm (Fig. 3b, c). The number of particles
corresponding to the first maximum on the distribution curve increases accordingly.

It should be noted that there are no nanodispersed particles in the particle size
distribution plots. This is explained by the peculiarities of the formation of elec-
trical explosion products: in the process of the scattering of the wire destruction
products, agglomerates are formed, the presence of which introduced an error in the
measurements of the particle size of the powder by the laser diffraction technique.
At the same time, electron microscopic studies (Fig. 2b) showed the presence of
particles of the nanodispersed range. These results indicate the need for preliminary
preparation of powders for the destruction of particle aggregates before analysis. The
tungsten NP (sample 2, Table 1) was previously suspended in ethanol and sonicated
(200W, 22 kHz) for 15min before analysis to determine the particle size distribution.
According to the results obtained (Fig. 4), the tungsten NP has a relatively narrow
particle size distribution in the range of 0.02–0.2 μm with a maximum of 0.06 μm
[21, 22].

3.2 Reactivity Parameters

Differential thermal analysis (DTA) is used to test the stability of nanopowders and
their mixtures to oxidation and chemical interaction [23–28]. Based on the DTA data,
four parameters of chemical activity are determined. The parameters of the chemical
activity of metal nanopowders are understood as the following values [24, 26]:

1. The temperature of oxidation onset to (°C) characterizes the thermal stability of
nanopowders in the air; it is defined as the temperature at which an increase in
the sample mass begins.

2. The maximum oxidation rate νmax (mg/s) characterizes the intensity/rate of
weight gain and heat release during oxidation.
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3. The degree of oxidation α (%) is determined for a given temperature range and
characterizes the degree of conversion of the initial nanopowder into oxidation
products.

4. Specific thermal effect or specific heat release �H (J/g) defines the amount of
the heat released normalized to the mass of the nanopowder.

The practice has shown that the use of weighed portions of NPs of active metals,
for example, aluminum, over 50 mg during DTA, led to combustion or melting of
the crucible, combustion of the holder, and other undesirable effects. To reduce the
thermal effects during the oxidation of nanopowders in air, it was recommended to
use small weighed amounts of powders less than 10 mg.

According to DTA, when heated in air, aluminum NP is highly active (Fig. 5).
The desorption of gaseous substances adsorbed on the surface of particles (~3 wt%)
at the beginning of the heating is noticeable in the thermogravimetric (TG) curve.
Then, there is a sharp increase in the rate of mass growth with a maximum at 630 °C
(TG) and the release of heat (DTA).

The oxidation process of tungsten powders included three stages [19]. The pres-
ence of two maxima of heat release is associated with the polymodal particle size
distribution: in the first place, the fraction of smaller particles is oxidized, and then
the larger fraction is oxidized. Thermal activity parameters closely correlate with the
dispersion of the studied powders and with the conditions for their preparation.

The parameters of the chemical activity of the studied aluminum and tungsten
NPs, necessary for assessing the oxidation resistance, were determined from the
data of thermal analysis and are presented in Table 2.

Fig. 5 TG–DTA curves of
aluminum nanopowder, m =
5 mg

Table 2 Parameters of chemical activity of aluminum and tungsten nanopowders

Sample to (°C) α (%) νmax (%/s) �H (J/g)

Al 450 63.8 0.13 4995

W 370 24.1 0.03 3197
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4 Conclusion

The possibility and some features of using standard physicochemical methods of
analysis for the diagnostic of metal nanopowders are shown by the example of the
analysis of aluminum and tungsten nanopowders obtained by the method of the
electrical explosion of wires. The following methods were taken into consideration:
the method of low-temperature adsorption of nitrogen, the method for determining
the particle size distribution, electron microscopy, and thermal analysis. As a result
of the application of these methods, metal nanopowders were characterized by the
following characteristics: nanostructural characteristics (particle shape, size, particle
surface condition, and specific surface area), particle size distribution, and parameters
of chemical activity. The combination of these diagnostic featuresmakes it possible to
predict the technical characteristics of metal nanopowders and to select the powders
of the required quality for use in nanotechnology.
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Influence of the Insulation Defects Size
on the Value of the Wire Capacitance

Galina Vavilova, Vladislav Yurchenko, and Li Keyan

Abstract The study focuses on detection of defects in the single-core electrical wire
insulation by changing the linear capacity of the electric wire. Numerical simulation
was performed to create defects that are difficult to implement in practice. In the study,
models of the following defects were created: local thinning of the wire insulation,
eccentricity, foreign inclusion in the wire insulation. During the study, the depth and
length of the ‘local thinning’ defect in the wire insulation, the shift of the core center
relative to wire the center, length and thickness of the ‘foreign inclusion’ defect
were varied. As a result, absolute and relative values of the geometric dimensions
of the defects that cause a significant change in the wire capacitance are revealed.
A significant deviation of the capacitance is taken at the level of 5% deviation from
the nominal value of the capacitance of a defect-free wire in accordance with the
requirements of normative and technical documentation and the accuracy of device
for in-process testing of the wire capacitance. The paper reports the results of the
initial study. Further research is required to increase the reliability of the models
used.

G. Vavilova (B)
Division for Testing and Diagnostics, National Research Tomsk Polytechnic University, 30 Lenin
Avenue, Tomsk, Russia 634050
e-mail: wgw@tpu.ru

V. Yurchenko
Department of Information Technology and Security, Karaganda Technical University, 56 Ave.
Nursultan Nazarbayev, Karaganda 100027, Republic of Kazakhstan
e-mail: jurchenkovv@mail.ru

L. Keyan
Inspection Business Department, National Lighting Test Center, No. 3 A, Dabeiyaochangpo
Village, Chaoyang District, Beijing 100020, China
e-mail: 393678364@qq.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
I. V. Minin et al. (eds.), Progress in Material Science and Engineering,
Studies in Systems, Decision and Control 351,
https://doi.org/10.1007/978-3-030-68103-6_11

113

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68103-6_11&domain=pdf
mailto:wgw@tpu.ru
mailto:jurchenkovv@mail.ru
mailto:393678364@qq.com
https://doi.org/10.1007/978-3-030-68103-6_11


114 G. Vavilova et al.

1 Introduction

Electrical wires are widely used in various industries. The wire quality has a direct
impact on the quality and safety of the products in which it is used. In the minimum
optional, a simple single-core wire is a metal core and polymer insulation applied
over it [1–3].

The main indicator of the wire quality is the absence of defects in its design [4]. A
defect is understood as any nonconformity of a productwith established requirements
[5, 6].

The presence of any even minor defect causes deviation from its nominal
geometric and electrical parameters. At the production stage, an electric wire can
include various types of defects [6–8]: local thinning or increased outer diameter of
the insulation, foreign inclusions in the insulation, porous insulation, eccentricity,
etc.

In wire manufacturing [9], defects should be detected at the yearly stage in order
to timely improve the technological process, which will reduce the economic costs
of cable product manufacturing. During the technological process, defects can be
detected through the change in the linear capacity of the wire [7, 8, 10, 11].

The study of the effect of the geometric parameters of different defects on other
parameters of electrical wires will allow their timely in-situ detection. The aim of the
study is to determine geometric dimensions of insulation defects, which significantly
impact the change in the electric wire linear capacity.

2 Wire Model

A detailed study of wire samples with different types of defects of different sizes. A
number of reasons hampers creation of the bank of wire samples:

• resources are required to create an extensive bank of wire samples with defects;
• not all types of defects can be created artificially, in particular to ensure the

variability of the geometric parameters of defects.

These problems can be partially solved through modeling [12–14], which reduces
the cost of creating a large volume of real samples with different geometric dimen-
sions of defects and simultaneously increases the study efficiency due to a variety of
models of defects of various types and sizes [13].

A single-core wire can be regarded as a cylindrical capacitor (Fig. 1), which
consists of a metal core diameter d and polymer insulation diameter D [15]. The
core surface is considered as the first capacitor plate. Voltage is applied to the outer
surface of the insulation, and this boundary is considered as the second capacitor
plate. The inter-plate space is filled with dielectric, which is the insulation material
of the wire [16, 17].

The capacity of the capacitor can be calculated using a well-known equation [18]:
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Fig. 1 Model and
appearance of the wire

C = 2π · ε · ε0 · L
ln

(
D
d

) , (1)

The research object f is a mathematical model of a single-core wire with a core
diameter D = 1 mm and an insulation diameter d = 3 mm. The wire insulation is
polyethylene with dielectric constant ε = 2.3. The wire model length is equal to the
length of the measuring electrode of the device for in-process testing of the wire
capacitance (L = 20 cm) [9, 10, 18].

The capacitance of a defect-free wire of the specified dimensions isC = 23.28 pF.
This value is taken as nominal.

3 Insulation Defects

Defects change geometric dimensions of the wire, and hence, they affect the capaci-
tance value. The deviation of the capacitance in the presence of a defect is recorded
relative to the nominal value—the capacitance of the defect-free wire. In accordance
with the requirements of normative and technical documentation [19–22] and the
accuracy of device for in-process testing of the wire capacitance [9, 10, 18], a signif-
icant change in the capacitance is taken at the level of 5% of the deviation from the
nominal capacitance of the defect-free wire, which corresponds to C1 = 21.85 pF
and C2 = 24.15 pF.

The types of defects modeled in the study are as follows:

• local thinning of the wire insulation (external defect);
• eccentricity (displacement of the core center from the wire center);
• foreign inclusion in wire insulation (intrinsic defect).
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3.1 Local Thinning of the Wire Insulation

Figure 2 shows a defect model—local thinning of the wire insulation. The defect
depth is determined by the 2hx change in the insulation outer diameter D in the
defect area. In the defect area, the insulation diameter is Dd = D – 2hx.

In the presence of this defect, the sample can be divided into 3 sections: two
sections of length L1 and L2 with the initial insulation diameter D and one section of
length lx with a smaller insulation diameter Dd . To simplify calculations, the defect
boundaries are assumed sharp.

The capacity for each section is calculated by Eq. (1) separately, with regard to
the geometric dimensions of each section. The capacity value for each section is
indicated Csec1, Csec2 and Csec3, respectively (Fig. 2).

The total length of all wire sections corresponds to the total length (L = 20 cm)
of the wire sample.

The general equation for calculating the wire capacity takes the form:

C = 2π · ε0 · ε · (L1 + L2)

ln
(
D
d

) + 2π · ε0 · ε · lx
ln

( Dd
d

) (2)

Numerical modeling was used to carry out the studies.
Figure 3a shows dependence of the wire capacitance with the local thinning of

the wire insulation on changes in the defect length in the range from 0 to 5 cm at
constant depth hx = 0.5 mm. Figure 3b shows dependence of the relative error in the
changed wire capacitance on relative changes in the volume of the defective wire. To
compare the results of the study, the concept of the wire nominal volume should be
introduced, which corresponds to the insulation volume of the non-defective wire.
The nominal volume of the wire is calculated using the formula for the volume of
the cylinder, with regard to the geometric dimensions of the core and wire insulation.
The considered defects cause a decrease in the insulation volume.

In Fig. 3a, b, the horizontal line indicates the capacitance corresponding to the
threshold value in the absolute and relative form (deviation ±5%), which can be
observed in all the graphs given below.

2 – Insulation 

d 
D D 

D
d
 

L
1

l
x

L
2

Sec 1 

3 – Defect 

Sec 3 Sec 2 

1 – Core 

Fig. 2 Model of the defect Local thinning of the wire insulation
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Fig. 3 Change in wire capacity a and relative error b in the presence of local length of the diameter
(constant depth defect)

The defect Local thinning of the diameter increases the capacitance (Fig. 3). It
should be noted that wire capacitance changes significantly when the defect length
attains lx = 18 mm and the volume of the wire insulation decreases by more than
4.5%.

Figure 4a shows dependence of the wire capacitance on changes in the defect
depth in the range from 0 to 0.9 mm at constant length lx = 10 mm. Figure 4b shows
dependence of the relative error of the wire capacitance on relative changes in the
volume of the wire insulation.

Figure 4 shows that wire capacitance changes significantly at defect depth hx =
0.65 mm, which corresponds to changes in the wire volume by more than 3.3%.

Fig. 4 Change in wire capacity a and relative error b in the presence of local thinning of the
diameter (constant length defect)
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3.2 Eccentricity

Eccentricity is deviation of the core center from the wire center [23, 24]. Figure 5
shows the eccentricity model and a graphical diagram for capacitance calculation.

Based on Eq. (1) and mathematical analysis [25–27] of data from Fig. 5b, the
equation can be derived for dependence of the capacitance on the core displacement
relative to the wire center:

C(m) = 2π · ε · ε0 · l
ln

(
H2R

H1(m)·r
) (2)

where r = d/2, R=D/2 are the core and insulation radii, mm;m is eccentricity, mm;
H1,H2 are the distance from the axis to the center of the core and wire, respectively,
mm (the selected point is on the insulation surface).

If we assume that H2 = R, then H1(m) = R – m.

Fig. 5 Wire eccentricity: a general view, b incision

Fig. 6 Change in wire capacitance a and relative error b on wire eccentricity
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Figure 6a shows dependence of thewire capacitance on the core displacement rela-
tive to the wire centerm in the range from 0 to 0.5 mm. Figure 6b shows dependence
of the relative error of the wire capacitance on the core displacement.

Figure 6 shows that eccentricity leads to a decrease in the wire capacitance. The
threshold value of the wire capacitance is exceeded if eccentricity is more than
0.1 mm, which corresponds to 10% of the core diameter.

3.3 Foreign Inclusion

Figure 7 shows the Foreign inclusion in wire insulation model. Foreign inclusion is
the presence of an air bubble, metal shavings or other object in the homogeneous
structure of insulation [24, 27]. For ease of modeling, a section is taken inside the
insulation along the entire circumference. The defect size is determined by the length
lx and the diameter of the defect innerD2 andouterD3 surfaces. The case is considered
when the inner space of the defect is filled with air with a dielectric constant ε1 = 1.

The wire capacitance of this defect can be calculated using a classical formula for
a cylindrical capacitor (Eq. 1) with regard to recommendations provided in [28–30].
In this case, the wire sample capacity is calculated as the sum of capacities for each
of the three sections (similar to Local thinning of the wire insulation). Section 2 is
considered to be amultilayer cylindrical capacitor [30, 31],which comprises 3 insula-
tion layers of known thickness: polyethylene—air—polyethylene. After conversion,
the formula for calculating the capacity has the form:

Fig. 7 Model of the Foreign inclusion defect
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C = 2π · ε0 · (L1 + L2)
1
ε
ln

(
D
d

) + 2π · ε0 · lx
1
ε

(
ln

( D2
d

) + ln
(

D
D3

))
+ 1

ε1
ln

(
D3
D2

) , (3)

where d andD are diameters of the core and insulation, mm;D2 andD3 are diameters
of the defect inner and outer surfaces, mm; L1, L2 are lengths of Sects. 1 and 3; lx is
the defect length (Sect. 2).

Figure 8 shows dependence of the capacitance and relative error on the length of
the intrinsic defect in the range from 0 to 5 cm at a fixed defect thickness h=D3– D2

= 0.4 mm.
Figure 8 shows that the Foreign inclusion defect decreases the capacity. The value

of the wire capacitance attains threshold at a length of lx = 3 cm and a fixed defect
thickness h = 0.4 mm, which is more than 6% of the insulation volume of the
defect-free wire.

Figure 9 shows the dependence and relative error of the capacitance on the thick-
ness of the intrinsic defect h in the range from 0 to 0.5 mm at a fixed defect length
lx = 3 cm.

Fig. 8 Change in wire capacitance a and relative error b on changes in the length of the intrinsic
defect

Fig. 9 Change in wire capacitance a and relative error b on changes in the thickness of the intrinsic
defect
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A significant change in the capacitance of the wire is observed when the thickness
of the wire defect changes by more than 0.4 mm with a fixed length of the defect lx
= 3 cm (Fig. 9). This type of defect leads to a change in the wire insulation volume
by more than 4% of the defect-free wire volume.

4 Conclusion

Modeling allows complex studies of the effect of various types of insulation defects
on wire capacitance with no significant expenditures for creating a bank of samples.

The paper presents models of the following defects: eccentricity, local insulation
thinning and foreign inclusion, which are quite difficult to investigate. In addition, it
is almost impossible to provide variability of one of the geometric dimensions while
the other one is constant.

The study has shown that defects cause changes in the capacitance. The wire
capacitance can significantly change (by 5%) under the following conditions:

• 4.5% increase in the defect volume relative to the total volume of the wire at
increased length of the defect, and 3.3% increase at the increased depth of the
defect;

• eccentricity of 10% and greater of the core diameter value;
• 6% increase in the volume of the intrinsic defect relative to the total volume of

the defect-free wire at increased length of the defect and 4% increase at increased
thickness of the defect.

This study presents simplified models of defects since it is only the first stage of
the research. Further research will focus on improving the reliability of the models.
In addition, the effect of other types of defects and their geometric dimensions on
wire capacitance will be investigated to show the possibility of detecting various
types of defects during technological testing of wire capacitance.
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New Factors of Reliability of Electric
Furnaces for Vermiculite Firing
with Mobile Base Plates

Anatoliy Nizhegorodov, Aleksey Gavrilin, Boris Moyzes, Kirill Kuvshinov,
and Saule Sakipova

Abstract The article reviews measures to increase the reliable operation of electric
furnaces for vermiculite concentrates firing over the entire period of their existence
since 2003. A significant step forward in this research was the find that the imple-
mentation of suspended heating systems in the electric modules of furnaces, both
types such as modular-triggering furnaces and in furnaces with mobile base plates,
where the swelling process of the raw material is carried out during the process of
its vibrotransportation in the thermal field of the heating system. The imbalance of
inertial loads is an additional factor for reducing of operation reliability in furnaces
with mobile base plates. The methods of their balancing, discussed in this research,
provide the dynamic balance of all moving parts of these furnace units. A study of
analytical models of temperature distribution, carried out in previous researchers of
the authors, showed that uniform heating can only be achieved in systems with a
variable interval for the placement of heaters. The research results carried out in
this work at the accepted values of the minimum and maximum intervals show that,
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compared to the old systems located on the refractory base of the firing modules,
the difference temperature decreases significantly, which proves the effectiveness of
this approach.

1 Introduction

Constant work was being made by the improving of the electric modular launch
furnaces for firing vermiculite concentrates and conglomerates since their introduc-
tion. The need to reduce the specific energy consumption of firing and increase their
reliability remained relevant [1–6]. Modular-launch furnaces made it possible to
achieve the minimum energy intensity of 170–175 mJ/m3 [7], but due to a number
of design aspects (the use of inclined modules with accelerating movement of raw
materials, etc.), further reduction was not achieved.

Then an alternative concept of operation units for vermiculite firing (and other
thermally activated bulkmaterials [8]) appeared. Theywere the electric furnaceswith
mobile base plates, which made it possible to bring the specific energy consumption
of firing to 60–70 mJ/m3.

The special features of new improved electric furnaces design are the follows:

• it allows to minimize operating space of the firing modules;
• implementation of quick-detachable suspension heating systems;
• it allows to transport the fired raw materials in the thermal field of the modules

at a constant speed with a continuous flow of vermiculite concentrate particles
[9–11].

These features make it possible to achieve high energy efficiency as well as make
the units more competitive and help to operate at a their maximum reliability level.

The purpose of this work is to increase the reliability of the electric furnaces under
consideration through the use of a new design of quick-detachable heating systems
and dynamic balancing of the base plates [12–15].

2 Reliability Factors of Electric Furnaces for Vermiculites
Firing

The experience gained during the production operation of the first modular-launch
furnaces at the Kvalitet LLC enterprise in the city of Irkutsk made it possible to
identify the causes of failures and find effective technical solutions that increased the
reliability of their operation.

For example, let’s consider a three-module furnace with an additional “zero”
non-electrified module (Fig. 1).
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Fig. 1 Three-module
furnace with an additional
“zero” non-electrified
module

Vermiculitemica concentrate supplied bydispenser 1 passes through electric firing
modules 2, 3, and 4, closed by thermo-covers 5. Using fastening heads 6, strip-type
electric heaters with a surface heating temperature of 740–780 °C are installed on
the edge of the modules. The strip-type electric heaters form longitudinal chambers
(Fig. 2a), where vermiculite moves, being exposed to thermal radiation from both
sides.

In the first design of the furnace, the heaters were located not on the edge, but
flat, as it shown in Fig. 2b. Although the efficiency of transferring thermal energy to

t

h t

r rh

a     b 

Fig. 2 Methods of installing strip electric heaters: a—on the edge, b—flat, r—installation step,
t—thickness, h—width of heaters
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Fig. 3 Soot deposit on strip
heaters during firing
concentrates of the Tatar
deposit of vermiculite ores

expanded vermiculite in this method was somewhat greater, the failure rate of the
furnace was very high due to the soot deposit (Fig. 3).

Suction pumps 7 (Fig. 1) located in the upper end parts of the modules, are
connected by pipelines 8with an exhaust fan 9. Due to the temperature difference and
air traction that occurs in the slit-like spaces of the firing modules, the fine particles
of vermiculite formed during its expansion are ejected and trapped suction pumps. A
stream of hot air saturated with vermiculite dust passes through an additional module
10, heating it, and is discharged into the dust deposition and air purification system
through the pipe 11.

The upper modules 2, 3 and 4 are connected sequentially, and the third lower
electrical module is tightly attached to the “zero” module 10. The “zero” module 10
allows to use thermal exergy accumulated by vermiculite in electrical modules and
the thermal radiation of small particles of vermiculite to complete the mechanical
transformation (structure formation) of vermiculite at the absence of an external heat
source. The tests results proved [4], that the use of such modules can reduce the
energy consumption and energy intensity of firing by 10–20%.

The expanded product is poured into the hopper 12.
Failures in the operation of furnaces decreased significantly when heaters were

installed on the edge, but this was only one of the factors of low reliability. There
were congestions, the vermiculite flow stopped in the operating chambers because
of the fragments collapse of the asbestos lining of thermal covers 5. It led to local
overheating of the heaters and their burnout.

Another cause of failure was the interturn circuit due to the ingress of conductive
objects into the furnace along with vermiculite concentrate.

We used felt as a thermally insulator for mullite-siliceous module covers, which is
capable to maintain its properties at temperatures above 1380 °C. Application of felt
allowed us to avoid the collapse of lining. Also any foreign objects were prevented
to occur in the furnaces by pre-fractioning concentrates in drum sieves [8].

But all these measures reduced the failure rate by only 55–60%.
It turned out that the operation of the heating systems of the firing modules does

not provide uniform heating of the refractory surfaces of the modules where the
expanded vermiculite rolls. Obviously, for the same interval r of arrangement of
heating elements (Fig. 2) the temperature in the central part of the module and on its
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Fig. 4 Thermocover of the
firing module: bottom view:
1—steel base, 2—lining
fastening by strip nichrome,
3—lining of asbestos cord

periphery cannot be the same. Several researchers conducted studies and published
works [16, 17], on the analytical models of the temperature distribution both on
the refractory surface of the module and on the surface of the thermal cover. The
temperature measurements were also taken on the surface of the thermal cover of one
of the modules of the operating furnace. Figure 4 shows a thermal cover that has been
in operation process at least 140 h. Here, the white lines indicate the approximate
position of the isotherms with temperatures of 498 and 545 °C and the temperature
in its central part 612 °C. Radiant energy flows from heaters and leaves traces which
indicate that the temperature distribution is uneven on the refractory surface of the
module. White circles outline the places where nichrome melted (1420–1460 °C).
The squares indicate the places of peeling and falling out of the lining fragments
mentioned above.

It is also obvious that burning out of heating elements due to soot deposit is
the most difficult problem to resolve. The burnout mainly occurs in the center of
the module, where the temperatures are highest. The problem remained unresolved.
The surfaces of the cover and base, and most importantly, the of the heaters them-
selves which located in the central part, are getting heatedmore severely. Vermiculite
concentrate always contains a small amount of associatedminerals which have a rela-
tively low melting point (vermiculite itself melts at temperatures from 1150 to 1350
°C, depending on its natural properties [18]). Quality of enrichment does not change
the melting temperature. So when nichrome is overheated, the associated minerals
adhere to its surface and form soot deposits (Figs. 3 and 4).

The suspended heating system allows to solve this problem and radically raises
the reliability of electric furnaces for vermiculite firing to a new level (Fig. 5).

The difference is provided by the heaters 2 which are located above the base plate
1 under the thermal cover 3 and are held by special fasteners that have locks 4, hooks
5 and clamps 6 and provide the heaters are held with the same gap in relation to
the base plate entire length. The heaters do not come into contact with the expanded
grains of vermiculite and emit thermal radiation both to the bottom, to the processed
raw materials, and up to the well-insulated module cover. The movement of the
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Fig. 5 Suspended heating system of wire heaters: fragment of the furnace firing module with a
mobile base platform

concentrate in the heat field of the heaters is provided by non-symmetric vibrations
of the base plate [9].

Let’s consider one of the design options for an industrial electric furnace,
consisting of six firing modules placed in two sections and, using its example, those
technical solutions that will radically improve the reliability of such a furnace unit.

3 The Device of a Two-Section Six-Module Industrial
Electric Furnace

Figure 6 shows a diagram of a two-section industrial furnace, consisting of six firing
modules. It is a closed metal cabinet with insulated walls and door leaves (they are
conventionally removed in Fig. 6). The furnace contains a common frame 1, mobile
base plates 2 mounted on rollers 3 in the guide frames 4, spring-loaded on one side
by coil springs 5 and non-linear elastic elements 6 on the other sides. Thermal covers
7 are mounted on modular units, and under them using special fasteners 8 are placed
suspended electric heating grids 9.

Eccentric shafts are installed on each side of the furnace, which are driven through
gear belt (or chain) gears 10 with a gear motor 11 with a rotation speed of 5–8 r/s.

The eccentrics 12 excites non-symmetrical vibrations of the base plates by means
of tolls and springs 13 and with the help of non-linear elastic elements 6, which
causes a vibro-transport effect [19] and provides one-way movement of vermiculite
concentrate particles from the trays 16 of the hopper 14 under the heating grid 9 in
the thermal field of the firing modules. The output of the expanded product occurs
through trays 15.

In the process of oscillation of base plates, the significant inertia forces F occur.
The forces F are determined by multiplying (N): F = mi·a, where mi—is the mass
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Fig. 6 Two-section six-module industrial electric furnace

of the i-th base plate with all elements attached to it, kg, and a—its vibration
acceleration, m/c2.

The synchronism and phase balance of oscillations of each pair of base plates is
provided by the installation of eccentrics with a displacement of one relative to the
other by 120° (Fig. 7a). This balances their multidirectional inertia forces T (N):

T = mω2e,

where m is the mass of the eccentric, kg, ω is the angular velocity of rotation of the
shaft in rad/c, e is the eccentricity.

The inertia forces of the base plates F cause the high risk situation. These forces can
lead to swinging of the entire furnace, to the appearance of sub- and super harmonics
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Fig. 7 Installation of eccentrics on the drive shaft with an angular pitch of 120° (a) and a diagram
illustrating the dosage of vermiculite concentrate (b)
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of its individual elements, and, in particular, to the excitation of vibrations of the
rods of the heating grids 9. If the dynamic equilibrium of the entire system is not
provided, then resonances or amplitude-modulated oscillations of individual heaters,
their contacts and short circuits will occur. This happened when testing of a physical
model of a single-phase furnace with a mobile base plate [8].

For balancing the base plates of each level, the eccentrics making them move
vibrationally are set towards each other, and their shafts are connected by gear belt
(or chain) gears 10 to the gear motor 11. This provides synchronous and antiphase
oscillations of the base plates so that peak values of inertia forces F3 and F4, Fig. 6
are equal and directed oppositely. The dosing process of vermiculite concentrate in
this furnace design is carried out from the common hopper through trays 1 equipped
with adjustment flaps 2 using the base plates 3 themselves, due to the non-symmetry
of their vibrations and the corrugated surface in zone “I” with a notch directed to the
side of firing modules (Fig. 7b).

4 Results and Discussion

4.1 Redistribution of Thermal Power and Temperature
of the Heating System

Let’s turn to the main question about the distribution of thermal power and
temperature of heaters in a suspended heating system (Fig. 5).

As it has been noted, burnout of heating elements due to soot deposit occurs most
often in the central part of the module, where the temperatures are the highest. Not
only the surfaces of the cover and refractory base, but also the heaters themselves,
which are located in the central part, heat upmore significantly. In the research [17] it
is shown that in the pilot-industrial modular-firing furnace with belt heaters made of
nichrome, the temperature differential was from 1119 °K in the center of the module
to 910 °K along the sides with a discrepancy of 23%.

One heater 1 (Fig. 8) is an elongated U-shaped element of two rods, only here they
are all made as a single heating grid with two ends for connection to the electrical
network using fixing heads 2. The heaters are held by special clamps 3 under the
thermal cover.

The design of the heating grid is such that the interval ra between the rods of the
first (extreme) heater a is half the interval rb of the central heater b.

If there are only n intervals, then, on average, an increase in one interval between
the rods will be (mm):

� = rb − ra
n

.
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Let’s set the values of the intervals ra = 22mm and rb = 44mm. Then the increase
in each interval at n = 11 will be equal to � = 2 mm.

With a heater length l equals to 400 mm, the total length of the heating grid can
be calculated (mm):

l� = 24 · l + 2 · (11 · ra + 55 · � + rb),

moreover, the term of the obtained expression 2 · (11 · ra + 55 · � + rb), will deter-
mine the width of the firing module, which in this case will be equal to 792 mm, and
the total length of the heating grid—10,392 mm or 10.39 m.

All initial parameters: ra = 22 mm, rb = 44 mm, � = 2 mm, l = 400 mm and n
= 11 are not taken by chance. The total length of 10.39 is approximately equal to the
total length of the heaters of the prototype of the electric furnace with a mobile base
plate. The experimental results are given in [20]. In this case, the cross-sectional area
of the tape heaters was 10 mm2.

Then it can be taken the values of the current values of the current I = 79 A and
voltage U = 162 V, at which the maximum productivity and minimum density of
expanded vermiculite were achieved [8], to calculate the consumed electrical power
(W):

N = I ·U = 79 · 162 = 12798.

Let us determine the value of the specific power (referred to the total length)
(W/m):
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Nl = N

l�
= 12798

10.39
= 1232.

Neglecting the end sections of the heating grid (ra, ra + � … and rb), let’s find
the power per rod (W):

No = Nl · l = 1232 · 0.4 = 493. (1)

The thermal power emitted by a single rod can be found by the formula obtained
by the analytical method of balance fluxes [21] (W):

Qo =
[
εσT4

o f (1+ ρoϕo1) + ρoQ2(ρoϕo1ϕ21 + ϕ2o) + ρoQ3(ρoϕo1ϕ31 + ϕ3o)
]
,

(2)

where ε is the nichrome heater blackness level, σ is the Stefan-Boltzmann constant
[10], ρo is the reflectivity of the heater, ϕo1, ϕ21, ϕ2o, ϕ31 and ϕ3o are the angular
coefficients that take into account the reflected radiation falling on a single heater,
on the surface of the module base (ϕ2o), on the surface of the thermal cover (ϕ3o), to
the adjacent heater from the surface of the thermal cover(ϕ21 i ϕ31), Q2 i Q3—are
the power of the heat reflected radiation from the surface of the base and thermal
cover, respectively [22–25].Taking into account the losses during the conversion of
electrical power into heat, the heat power emitted by a single rod can be found using
the Formula (1),

W : Qo = 0.92 · No, (3)

where 0.92 is the approximate value of the loss factor [21]. Then the thermal power
determined by the Formula (3) will be equal to 454 W [26].

To determine the nature of the distribution of heat power, let us combine half of
the heating grid (taking into account its symmetry) with the marking of the surface of
the firingmodule in the form of zones 1, 2…6 of the same size, circled (Fig. 8). Let’s
see how many heating rods will be in the indicated zones: 1st zone—three rods, 2nd
zone—two rods, two rods in zones 3, 4 and 5, and in zone 6—one rod. This means
that the first zone has 1362 W of thermal power, the second, third, fourth and fifth
zones have 908 W each, and the sixth only 454 W.

Figure 9 shows the distribution of heat power by the indicated zones: broken
line Q. But this is just a “zonal model”, because heat energy cannot be distributed
discretely, therefore, a smoothing line with average values of heat power is shown
here. In the first zone—1220W, in the second, third, fourth and fifth zones—1000W
and in the sixth zone 650 W. It should be noted, that the indicated values of the
average thermal power are radiation of the heaters into the surrounding space. Some
of these flows fall on the base of the module and the thermal cover in its own zone,
the rest to adjacent zones, including adjacent heaters [27–30].

So, in the structure of the Formula (2): its terms reflect:



New Factors of Reliability of Electric Furnaces … 135

Fig. 9 Distribution of
thermal power and heaters
temperature by zones of their
location (z is the ordinal
number of the zone)
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• εσT4
o fρoϕ1—is the fraction of reflected thermal radiation falling on the heating

element from the surface of the adjacent heater;
• ρoQ2(ρoϕo1ϕ21 + ϕ2o)—is the fraction of the reflected thermal radiation falling

on the heating element from the surface of the refractory base of the module;
• ρoQ3(ρoϕo1ϕ31 + ϕ3o) − ρoQ2(ρoϕo1ϕ21 + ϕ2o)—the fraction of the reflected

heat radiation falling on the heating element from the surface of the module’s
thermal cover.

It still does not take into account the flows of thermal radiation fromdistant heaters
and the corresponding sections of the surfaces of the base and thermo-cover, which
reach the surface of a single heater. But all these fractions of the reflected radiation,
as shown by the calculations carried out in [17], are approximately 10–12% of the
intrinsic radiation of the heater. Therefore, the calculation of heater temperatures was
carried out using a simplified formula:

Qo = εσT4
o f,

solved with respect to T, °K:

T =
(

Qo

εσT4
o f

) 1
4

.

Figure 9 by the broken line at the top, shows the distribution of the average
temperature values converted to degrees Celsius, three heaters in the first zone—
855 °C, two heaters in zones 2, 3, 4 and 5–915 °C and one heater in the sixth
zone—995 °C. And although the temperatures of the heaters just change discretely
from one to the other, they cannot be the same in the second, third, fourth and fifth
zones. To find the approximate values of the average temperatures of the heaters,
a smoothing (averaging) line is shown here, indicating the average values of T by
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zones: 848 °C (1121 °K), 867 °C, 897 °C, 941 °C, 948 °C and 946 °C (1219 °K).
The temperature ratio of the heaters, expressed in Kelvin degrees, in the sixth zone
and the first is 1.0875, therefore, in the sixth zone, the temperature is 9% higher than
the average temperature for the three heaters located in the first zone.

The temperature difference in the new heating system with variable spacing of
heaters has become smaller (9% vs. 23%), which proves the effectiveness of this
approach.

5 Conclusion

In the previous designs of heating systems, in which tape heaters were located on the
refractory surface of the firing modules, the expanded vermiculite concentrate was
constantly in contact with them. It led to blockages and the soot deposits. This, in
turn, led to local overheating, melting of nichromium and furnace failure.

Because of the lower location of the heating system, inter-turn short-circuits
occurred when conductive objects entered the furnace together with vermiculite
concentrate.

The use of the suspended heating system, where wire heaters hang over the
raw material to be fired, eliminated all these factors and significantly increased the
reliability of the furnace units.

But the operation of suspended heating systems also has some peculiarities—
they do not provide uniform heating of the refractory surfaces of the modules, along
which the expanded vermiculite concentrate moves, and the temperatures of the
heaters from the side sections of the modules to their center increase markedly.

The research of analytical models of temperature distribution, carried out in the
early works of the authors, suggested that uniform heating can be provided only in
heating systems with a variable interval of installation of heaters.

The research carried out in this work at the given values of the minimum (22 mm)
and maximum (44 mm) intervals and with an increase in the heater spacing to
2mm showed that, compared with the old heating system, the temperature difference
decreased from 23 to 9%. This demonstrates the effectiveness of this approach. In
addition, the difference in heating temperatures of the surface of the bases of the
firing modules decreases.

In furnaces with movable base plates, the unbalance of inertial loads became
another factor reducing reliability. The developed methods of their balancing, shown
in the present work, make it possible to provide dynamic equilibrium of all movable
parts of new furnace units.
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Complex Studies of the Innovative Vortex
Burner Device with Optimization
of Design

Askar Baubek, Alexandra Atyaksheva, Mikhail Zhumagulov,
Nurlan Kartjanov, Inna Plotnikova, and Nataliya Chicherina

Abstract This article dwells on the scientific study of the vortical device for the
efficient combustion of fossil fuels. The innovative burner device under investigation
is based on principal of vortical motion of fuel air mixture. There is a precombustion
chamber,where inflammation and partial combustion of the swirling flow takes place.
Mathematical model has been developed and discussed in the article too, which
enables to calculate the distribution of the tangential speed of the swirling flow, the
distribution of the angular velocity, static pressure drop, and air resistance loss in
the space of the vortical burner chamber (precombustion). The article also describes
experiment on defining the geometric dimensioning of the burner discharge nozzle
in relation to a combustion chamber. During the experiment, the exhaust nozzle was
moved into the chamber. The recommended degree of deepening is 47–50% of the
total length of the precombustion chamber.
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1 Introduction

Themodernworld is currently facing a large increase in fossil fuel consumption. As a
result, the stocks of natural resources are reducing. Therefore, special attention is paid
to improvement of the energy efficiency processes, including combustion technolo-
gies [1, 2]. One of the ways to increase the combustion efficiency is to create a vortex
motion, for example, a tornado-like vortex motion [3]. This substantially improves
mixing of fuel and oxidizer and, as a consequence, increases combustion of fossil
fuel. Dynamic processes provide high-quality mixing. As noted in [4, 5], swirling
flows are one of themost commonways to improve aerodynamics. Laboratory studies
of vortex-tornadoes in gas are discussed in detail in [6]. The most complete review
of experimental studies of vortex flows is provided in [7]. A mathematical model of
the probability of potential firestorms is described in [8–12]. However, the problem
of high aerodynamic resistance of burners, when the free area of the mixture flow
sharply reduces and increases energy consumption by the air supply mechanisms, is
still poorly studied.

The authors of the paper present the results of the study of a burner device with
increased efficiency compared to its analogues. Efficiency is increased by using a
tornado-like vortex motion at the beginning of combustion. The installation design
features a part of the outlet nozzle protruding inward [13]. This design provides the
conditions for appearance of a vortex of variable cross-section (mini-tornado) inside
the burner. It increases the vortex flow rate and reduces the aerodynamic resistance
at the burner outlet, because the flow is sucked into the outlet nozzle due to low
pressure [14, 15]. The process occurs as a result of naturally induced vacuum in the
axial section of the vortex. The study employed diesel fuel as the most convenient
in laboratory conditions and water–oil emulsion [16]. This device was granted a
patent for a useful model of the Russian Federation No. 128284 dated June 21, 2012
for “Device for fuel combustion” [17] and European patent EP No. 2684700 dated
09.24.2016 [18].

2 Materials and Methods

2.1 Modeling

Mathematical simulationof the actual burnerwas carried out to support the statements
claimed in the patent [14], or as a counterbalance to them.

Numerical simulation of working process is performed for a preliminary study of
the flow structure, the distribution of temperature, pressure, and velocities in different
sections, and as a consequence of an assessment of the quality of mixing of fuel with
an oxidizer in a vortex burner. Three-dimensional calculation of single-phase flow
was carried out in the program complex of gas dynamics Ansys SFX. The design
model was built in the CAD/CAM environment of the UG system. Stationary setting
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was considered in solving the problem. The grid was constructed using the finite
volume method [19].

Mixing and partial combustion occurs in the burner, therefore numerical studies
were carried out in several stages:

(1) a vortex motion mode was studied with replacement of the fuel stream with
air with the possibility of producing the structure of a swirling flow in an
axisymmetric limited volume;

(2) modeling of the working process in the fuel mode allowed to determine the
influence of geometric and regime parameters on the value of temperature,
pressure and flow rate.

The studies were based on experimental design created for laboratory investiga-
tion.

When performing numerical simulation of gas dynamics in a vortex device, a
turbulent flow of a viscous incompressible gas in a Cartesian coordinate system was
reviewed.

The system of nonstationary differential Navier–Stokes equations was used to
describe the flow of fluid and gas [16, 17]:

∂U

∂t
+ ∂E

∂x
+ ∂F

∂y
+ ∂G

∂z
= 0 (1)

where U—vector of conservative variables; E, F, G—flow vector, determined
quantities.

At present, there are several approaches to the calculation of turbulent flows. The
first of them is a direct numerical simulation of the Navier–Stokes system, which
became possible due to the rapid growth of the performance of modern computer
systems.

The second is the simulation of large vortex, which consists in solving the Navier–
Stokes equations for large flows which are responsible for the transfer of pulse flows
and modeling the smallest vortices (subgrid scale).

The approach to numerical modeling of turbulent flow consisting in solving the
averaged Navier–Stokes equations (Reynolds equations) is more developed [14, 15]:
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where ρ—density; P—pressure; Ui: and u′′
i —components of average and pulsating

velocity; ηy—the Reynolds stress tensor; ρ u′′
j H

′′—heat flow due to turbulent
transfer.
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The symbol «–» refers to the time-averaged parameters using the weight function
(Favre averaging), «-»—refers to time-averaged parameters (Reynolds averaging),
and «"» to the pulsating components.

τy = − 2
3μδy

∂Uj

∂x j
− μ

(
∂Ui
∂x j

+ ∂Uj

∂xi

)
—average stress tensor;

Q j = −λ ∂T
∂x j

—average heat flow according to Fourier’s law;

H = h + U jUi

2 + k—average total enthalpy;
H ′′ = h′′ +Uj × u′′

j + k—total pulsating enthalpy;

k = u′′
i u

′′
j

2 —turbulent kinetic energy.

In the averaging process, an additional term ρu′′
i u

′′
j appears in the equation of

motion, which characterizes the effect of flux turbulence on combustion. This term
has the mathematical form of a second-order tensor containing 9 elements, and acts
like a voltage. Therefore, this tensor is called theReynolds stress tensor.An additional
term ρu′′

j H
′′ appears in the energy equation, which characterizes the heat transfer due

to turbulent pulsations. The solution to the Reynolds equation system is to express
the unknown turbulent pulsation components through their mean values.

To close the system of differential Eq. (2) we used the equation of state.
p= p(ρ, T ) form.Which, assuming that the gas is ideal, can be written as follows:

p = ρRT (3)

where R—universal gas constant.
Sutherland’s formula was used to calculate the temperature-specific viscosity:

μ

μo
=

(
T

To

)3/2 To + S

T + S
(4)

where μo and T o are dynamic viscosity and absolute temperature at normal
atmospheric conditions, and S—is the Sutherland constant.

Flow of turbulent flows to solve the Reynolds equations split into two parts for
using the hypothesis Boussinesq used [16, 17].

The turbulence flow k-ε, as shown by the practice of its use, predicts the stream in
the primary flow well, but inaccuracies occurs near the wall. This is due to the fact
that the transfer equation given above for ε is unsuitable within a viscous sublayer
without the use of special damping or near-wall functions, which leads to an error in
determining the characteristics of the boundary layer and an incorrect description of
separated flows.

The model k-ω, on the contrary, well describes the wall, including detachment
phenomena, but in the main flow it is sensitive to small perturbations of the value of
ω at the input.

Based on the two models of turbulence k-ε and k-ω the SST model is created.
Increased efficiency of the applied model is achieved by using the k-model in the
interlayer. Such a model allows to resolve small-scale turbulence in the main stream.



Complex Studies of the Innovative Vortex Burner … 143

Thus, there is no need to use complex wall functions, such as the logarithmic law
of the wall, which has made it possible to extend the model’s universality to flow
regime and types.

Thus, there is no need to use complex wall functions, such as the logarithmic law
of the wall, which has made it possible to extend the model’s universality to flow
regime and types.

According to the verified gas-dynamic calculations, for the closure of the system
of Reynolds equations within task the optimal is the SST k-ω model of turbulence,
the equations of which have the following form [14, 15]:
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ω
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∂x j
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Geometry of the computational domain is detailed in [16]. The model consisted
of tangential input 1, flow part 2 and outlet nozzle 3, flooded into the flowing part to
a depth of δ.

The computational grid for the flow region is a hybrid type grid in the internal
space (tetragonal elements in the main flow, prismatic elements in the region near the
exit section). The volume of the grid sampling was 760,000 knots, with thickening
on the walls, corresponding to the nondimensional coordinates y+ = 1.5.

2.2 Results of Numerical Study and Considerations

Figure 1 shows the simulation results for the pressure distribution in the burner
device.

It shows that the pressure of themixture of air fuel and their combustion products to
the periphery increases and reaches a maximum at the surface of the vortex chamber
body [13]. Vacuum is formed on the axis of the vortex chamber, which does not
contradict the well-known theory of hydrodynamics. The outlet nozzle of the burner
device has an internal protrusion—a depression inside the vortex chamber. This
design feature was patented. Due to this feature, a variable-section vortex (mini-
tornado) is created inside the chamber with a culminating narrowing in the inlet part
of the exit nozzle. It is in this place that the lowest pressure occurs—the discharge
at a level of 1.26 × 10–1 atm. Such a vacuum pressure ensures intensive absorption
of combustion products into the outlet nozzle. The discharge along the axis of the
vortex chamber has sufficient potential for sucking in additional fuel, if necessary.
No auxiliary injection equipment is required. Additional fuel should be fed along the
axis of the combustion chamber.
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Fig. 1 Pressure distribution along the axial section (side view)

Similarly with pressure, Fig. 2 characterizes the temperature distribution in the
burner device.

The temperature is distributed fairly evenly in the burner, which is certainly a
positive factor. Considering both figures, it is clear that the temperature fluctuates
between 750 and 850 °C. This temperature is sufficient for the primary thermal
decomposition of fuel (evaporation and pre-gasification) and its pre-ignition and
combustion. The figure shows that the temperature in the layers close to the burner
body is generally lower. Therefore, the housing will not overheat under operating
conditions and undergo significant thermal stresses. It is not necessary to use high-
alloyed high-cost steels. The maximum temperatures are reached in the free space of
the vortex chamber. It is necessary to address the issue of the ecological compatibility
of the installation. The formation of nitrogen dioxide (NO2) during combustion will
be minimal, since the temperature level is not significant. Also, the reduction of
the formation of nitrogen oxides is affected by the fact that products of incomplete
combustion are formed in the burner space, which have a greater chemical affinity
with oxygen and, as a consequence, restore nitrogen oxides to atomic and molecular
nitrogen.

Figures 3, 4 and 5 show the distribution of velocities and zones of the highest
velocities in the burner space. For information and convenience, in addition to the
cross-sectional image along the axis, two images (vector and gradual) are displayed.
It can be seen from the figures that the fuel–airmixture reaches themaximumswirling
speed at the suction point at the outlet nozzle. This point of space is key, since it
is in the entrance zone of the output nozzle that the deepest discharge takes place.
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Fig. 2 Temperature distribution along the axial section (side view)

Fig. 3 Volumetric view of the distribution of speed inside the burner device
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Fig. 4 Lines of speed direction inside the burner

Fig. 5 Speed distribution contour in the burner
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The potential energy of pressure is maximally transformed into the kinetic energy of
the velocity. High speeds promote intensive mixing of fuel and oxidizer [3, 4]. As a
consequence, we receive more effective combustion of the fuel–air mixture.

3 Results and Discussions

In order to test the proposed model for adequacy, the design was tested. Operation
parameters, such as air and fuel consumption have been borrowed from the optimal
values. These values were obtained by mathematical modeling described earlier.

Diesel fuel was taken:
Initial data:

• Type of fuel–Diesel fuel (winter).
• Content:

C (%) H (%) S (%) O (%) N (%) NCV Qi
r (MJ/kg)

86.3 13.3 0.3 0.05 0.05 42.4

• Initial temperature of fuel: t1 = 5 °C (the experiment was carried out in winter).
• Fuel density: ρ f = 840 kg/m3.
• Initial temperature of air: ta1 = 5 °C.

The fuel is fed into the burner tangentially through the side inlet. At the same time
air is supplied.

Inside themain chamber the flow swirls, themixture is heated and partially burned.
Thus, the flow is narrowed and then the flow is accelerated. This fact has a positive
effect on the mixture formation of fuel and oxidizer.

Sequence of testing refers. The experiment was carried out in 4 stages:

1. Fuel supply to themain fuel channelwith tangential twist. tangential twist occurs
naturally and spontaneously.

2. Fuel ignition. To carry out this stage an ignition device is needed. It can be an
electric spark or a small igniter torch. We used an electric spark.

3. Air volume selection. Combustion air flow was controlled by the gate position.
Quantity of air supplied until steady burning (Fig. 6).

4. Measurements. Themeasurement has beenmade according to the followingindi-
cators:

– Temperature at the epicenter of combustion. The main measuring device is a
quasi-monochromatic vanishing filament pyrometer (Fig. 7). The maximum
temperature measurement limit is 5000 °C. Tungsten rods were installed in
order to successfully take readings of radiation along the direction of the
flame. The rods created an obstacle and glowed under the influence of the
flame. Further, the rods begin to generate radiation equivalent in temperature
to the radiation of the flame [20].
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Fig. 6 Burner in operation

Fig. 7 Disappearing-filament optical pyrometer

– Air—fuel flow mix pressure in precombustion chamber and fuel pressure.
Elastic-element pressure gage with a tubular spring were used to measure
the pressure.

– Electricity consumption current for fuel and air pump supply.
– Fuel and air consumer. Fuel consumer determined using a measuring

container and a stopwatch. Air consumer by the readings of the gas meter.

The values obtained are presented in Table 1.
The experimental value of the temperature 1520 °C exceeds the model values

(Fig. 2). This is because the flame measurements were taken from outside the burner.
At this point, the air - fuel mixture is supplemented with air from the environment.
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Table 1 Measurement result Measurement value Reported value Unit measure

(1) Temperature of
combustion, tc

1527 °C

(2) Amperage of fan motor, I 1.32 A

(3) Air–fuel mix flow
pressure, Pm

0.36 kgf/sm2

(4) Inlet fuel pressure, Pf 1.23 kgf/sm2

(5) Consumption of fuel, Bf 0.091 l/s

(6) The same 0.0079 kg/s

(6) Consumption of air, V 0.13 kg/s

This process provokes afterburning. In doing so noted that the main combustion
occurs outside, while the inside is pre-ignited by the lean mixture [21].

Performance calculation. As a result, according to the test results using the data
obtained:

1. Burning capacity:

Q = Bf · Qr
i · η = 300 kW,

were η = 0.9—performance factor of burning. Factor accept by standard.
2. Excess air factor α = 1.2 according to Table 1.
3. Flue gas mass flow. The calculation of the combustion products volumes was

carried out according to the normative formulas for calculating the volumes of
diatomic, triatomic gases and water vapor [16].

V 20
g = 0.1088 m3/ sec;

mg = V 20
g · ρg = 0.129 kg/s.

were ρg—density of products combustion, kg/m3.
The data were obtained at a temperature of 20 °C.
Density of products combustion ρg depend on temperature tg:

ρg = 1

0.787322521209717 + 0.00279036234132946 · tg
Gas density at 20 °C is equel to ρ20 = 1.186 kg/m3;
Gas density at 1520 °C is equel to ρ1520 = 0.11986 kg/m3.
Respectively:
Gas specific volume at 20 °C is equel to ν20 = 0.843 kg/m3;
Gas specific volume at 1520 °C is equel to ν1520 = 5.029 kg/m3;
Flow rate at 1520 °C:
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V 1520
g = V 20

g ·g = 0.64 m3/sec.

4. Velocity of power fluid (burning velocity):

υ = 4 · V 1520
g

π · d2
= 168

m

s

were d—exit diameter, m.
The values of the velocities obtained in the experiment are perfectly combined
with the values obtained in the model (Fig. 5).
In general, combustion gases go through a thermal expansion process. This
significantly increases thegas volumetricflowrate and, accordingly, the velocity.
The relationship of velocity to temperature is shown in the diagram, according
Fig. 8.

5. Import power of fan motor:

N = I ·U = 286 W,

were U—power tension, V.
6. Heat release rate:

Heat release rate (kW/m3) precombustion chamber:

Q

Vf
= B · Qr

i · η

V f
= 56200.82

kW

m3

Fig. 8 The dependence of the velocity on temperature
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were Vf—volume of combustion chamber, m3.

Heat release rate natural circulation boiler usually chosen equal to 140–
150 kW/m3 for boilers designed for burning coal. For gas-oil boilers 200–230 kW/m3,
for gas-tight boilers a little higher [22, 23].

Thus, the proposed burner device has a thermal voltage 240 times higher than the
standard furnaces of steam boilers.

A detailed experimental analysis of the aerodynamic characteristics of the burner
is described in [16]. Based on this, we will not describe the process, but give only
the main conclusions.

As a result, it is possible to draw a logical conclusion: the use of the output nozzle
as a protrudingpart inside the combustion chamber positively affects the aerodynamic
characteristics of the fuel–airmixture.As the protrusion increases, the pressurewithin
the chamber decreases due to a general reduction in energy consumption on the fan.
For the experimental sample in question, the optimal position of the exit nozzle inside
the chamber is 80 mm, which is 47% for a total length of 170 mm.

4 Conclusion

The analysis of the results shows the design features of the outlet nozzle of the
burner have a positive effect on the formation of a combustible mixture and lead to
a decrease in the aerodynamic resistance of the flow at the outlet.

1. With the help of the Ansys SFX software complex, pressure, temperature and
velocity distributions have been obtained in the vortex space of the patented
burner device. Areas of the space of the burner device have been determined,
which actively involved in the aerodynamics of the vortex. The most significant
element is the outlet nozzle (nozzle) of the combustion chamber.

2. Areas of high speeds for improved mixture formation have been determined;
3. The peculiarities of the aerodynamic structure of concentrated vortex motion in

a cylindrical chamber have been established, which consist in the formation of a
mini-tornadowith avertexdirected into thenozzlewith aminimumaerodynamic
drag of the vortex chamber with a given twist of the flow with tangential air
entry from the individual supercharger;

4. The reliability of the presented mathematical model has been experimentally
confirmed.

5. The necessity of changing the inner part of the outlet nozzle has been grounded.
The recommended degree of penetration was 47–50% of the total length of the
burner chamber.

6. This device is capable of effectively heating the fuel–airmixture before combus-
tion due to the presence of a vortex combustion chamber. This contributes to
the stable operation of the combustion chamber in cold temperatures.
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The high combustion temperature in the investigated device (over 1500 °C) allows
us to consider the presented vortex burner as a highly efficient generator of thermal
energy. Such a generator can be used for various technologies.

The high velocity of combustion products at the outlet of the vortex burner has
a high kinetic potential for conversion into other types of energy. The velocity of
combustion products increases from 26 to 168 m/s (approximately 6.5 times) due to
an increase in temperature from 5 to 1520 °C.

The high concentration of the air fuel mixture in the precombustion zone allows
fuel to be burned at high thermal stresses conditions, which exceed typical values by
hundreds of times.
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Cause Analysis of the Facility Failure
Leading to the Explosion

Anna Vtorushina, Yuliya Anishchenko, and Elena Liukiiu

Abstract It is almost impossible to imagine human life without electrical energy in
the modern world. The power industry is involved in many areas of human activity.
Therefore, improving the reliability of the power supply facilities is a burning issue.
This work studies a transformer substation located in an urban area. The research
identified the main factors and causes leading to accidents in transformer substations
located in urban areas. The fault tree of accidents leading to explosion or fire on
transformer station is constructed and analyzed. The probability of the accident
has been assessed by the expert method. It has been shown that the most likely
causes are mechanical damage to the transformer oil tank and leakage of mineral oil
through the welding joint. This work studies the worst scenario, which considers the
most severe possible outcome. The calculation has been shown that residential and
administrative buildings are located in possible damaged areas. To develop control
measures a diagrambow tiewas proposed. It presents the barriers aimed at preventing
the causes and consequences of accidents.

1 Introduction

Power outages can cause major problems for people, business, social and health
facilities, etc. In Russia, the annual electricity consumption is 1000 billion kW/h. To
transmit electricity over long distances (from the generating station to a consumer),
step-up and step-down transformer substations are used. Transformer substation
is an electrical substation, which transforms voltage from high to low or vice
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versa. According to Rostechnadzor statistics, 39 accidents occurred at electric power
facilities in 2018, and 33 of them took place at substations.

In Europe, the operating conditions of packaged transformer substations are also
widely studied [1, 2]. For example, the article [3] analyzes the malfunctions of
transformer substations with a voltage of 100–500 kV on the territory of European
countries. The research considers the failures that occurred at 32 transformer substa-
tions from 2000 to 2010 in Great Britain, Austria, Spain, Germany, Netherlands,
Switzerland, Denmark, and France. The experts of the working group developed a
questionnaire to analyze the main failures of transformer substations. The survey
showed that after a certain period of operation of transformer substations, the prob-
ability of failures did not increase. The failures are caused by the replacement of
mainly old transformers. Since they are not serviced after failure these data cannot
be used for modeling accidents. In contrast with similar survey results in 1983, the
main cause of transformer failure for the analyzed period was transformer winding.
Explosions or fires are mainly caused by bushing malfunctions [3].

A fire can also occur when transformer oil leaks through gaskets, holes in the fins
of a radiator, or steel tanks, followed by ignition in the presence of an ignition source.
Splash fires occur when mineral oil inside the tank heats up due to internal insulation
failure. The temperature of the mineral oil inside the transformer tank increases,
forming flammable vapor, which flows from the tank hole into the environment for
a short period time [4].

Unfavorableweather conditions can also cause accidents at the transformer station
[5]. While fire and explosion of the transformer is unlikely under normal weather
conditions, they can potentially occur because of design errors, faulty equipment, or
system overloads. Unexpected damage to transformers under unfavorable weather
conditions can lead to overcharging,which causes heat and sparks enough for igniting
the mineral oil. Boiling of mineral oil forms gases, which overpressure inside the
sealed transformer and cause the rupture of the oil tank, the release of a huge amount
of energy and heat radiation, and burning oil [6, 7].

Although the probability of fire or explosion of the transformer is relatively small,
neglecting it can have serious consequences. Transformer fires are difficult to extin-
guish and control. Besides, the fire of transformer oil can spread to nearby equipment
and buildings, posing a high risk [8].

To increase the safety of the transformer station operation, a risk-based approach
can be used. It allows reducing the likelihood of accidents and (or) the severity of their
consequences. This work is aimed at identifying the factors leading to transformer
station accidents and proposing measures to reduce the likelihood and severity of
their implementation.

This work studies the operation of the transformer substation (PS 110/35/10 kV)
included two transformers (110/35/10 kV) with a capacity of 63 MVA located
in Tomsk. The transformer substation is an industrial-purpose facility. The main
processes are the reception, transmission, transformation, and redistribution of elec-
trical energy. The PS 110/35/10 kV is designed to convert 110 kV electric energy to
35 kV and 10 kV. The 10 kV electric power is used to supply the future distribution
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and transformer substations (10/0.4 kV) of the various city facilities. 35 kV electric
power is used as backup power for a lower voltage substation (PS 35/10 kV).

The substation is applied inside and consists of a close-coupled assembly made
up of the following main parts:

• two three-phase power transformers (110/35/10 kV) with a capacity of 63 MVA
each;

• closed distribution device (110 kV) designed according to the scheme «One
working system of tires, divided by the switch» with 5 electric gas switches
110 kV (2-VL110 kV, 2-inductory 110 kV, 1-sectional 110 kV),made by using the
block-modular structures «BMK-Iset» and space reserve for 2 line cells 110 kV;

• prospective switchgear 35 kV designed according to the scheme «One working
system of tires divided by the switch» with 5 vacuum switches 35 kV and space
reserve for 2 line cells 35 kV;

• two arcing reactors of the installation connected via oil-immersed transformers
with a power of 250 kVA each.

The substation is a two-storey building with a cable basement. The substation
includes a panel of control, automation, and protection of equipment, an AC shield
with two dry transformers of own needs at 630 kVA each, a DC panel with two accu-
mulator batteries, room for current-limiting reactors, server room, communication
room, premises for permanent duty personnel, KRU 10 kV with two cells 10 kV
sections with a 10 kV vacuum breaker switch. Cells with 10 kV vacuum breaker
switches are designed for each section: 1 input, 9 linear, 2 reserves, 1 for connecting
arcing reactors, 1 for connecting auxiliary service transformers (AST), and 2 cells of
voltage transformers (VT) of 10 kV. The maximum power of the receivers is 50MW.

To prevent the spread of oil and fire escalation in case of an accident, an oil
receiver, oil outlets, and an oil collector are provided.Working and emergency (evac-
uation, security) lighting is 220 V, while maintenance lighting of technical substation
premises is 36 V. Incandescent and sodium lamps are used for lighting.

The number of permanent staff is 1. The operating mode of the substation is
24 h a day, 365 days a year. The total mass of one three-phase power transformer is
117200 kg. The total mass of oil is 30190 kg.

2 Results and Discussion

Accidents at transformer substations do not occur often, but the power outage of
various facilities can cause great damage. The main reasons for accidents are human
errors, equipment failure, electric circuit overload, failure of power systemprotection.
As a result, they can cause such consequences as transformer fail, fire or (and)
explosion of transformer substation, and a power outage.

Themost common reason for accidents is a lightning strike,which canoverload the
transformer.Wires or equipment damage at various points of the electric grid can lead
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to an explosion. Corrosion and metal wear weaken the insulation of the transformer
wires as well as other components, which can lead to transformer failure.

The excess heat or spark is enough to ignite the mineral oil in the transformer.
Burning mineral oil creates an overpressure inside the sealed transformer, which
leads to the rupture of the vessel, sparks, and flames.

The operation of the transformer substation does not include the storage, use,
processing, transportation, or destruction of explosive and fire hazardous, chemically
hazardous, biological, and radioactive substances and materials. However, power
transformers contain transformer oil, which is a flammable substance.

The literature review [9–14] shows the following causes of accidents at complete
transformer substations:

• Errors of electrical personnel, for example, not grounding the live part or voltage
supply to faulty equipment. Poor repair or installation: poor adjustment of the
commutator drives, insufficiently tightened contacts, factory defects in equipment,
etc.

• Malfunction of the transformer substation protection system.
• Incorrect grounding. Single-phase ground faults in a 6–35 kV network are

dangerous. The voltage on this phase drops to 0, and the other phases rise to a linear
value, which creates an overvoltage. An electric arc breaks the bus insulation,
insulation and wires melt.

• Lightning and switching overvoltage at the network. Such voltage drops lead to
insulation failure and fires, so substations are equipped with lightning protection
devices.

It is impossible to eliminate the technological disruption of the transformer
substation. However, preventive measures can reduce the risk of accidents.

Various methods are used to estimate accident risk in different areas of the
industry: event tree analysis [15, 16], fault tree analysis [17–19], bow-tie [20], and
others [21, 22].

In this work to determine the causes and factors leading to the accidents at the
transformer station the method «Fault tree analysis» was used [23]. Using event tree
analysis, it is possible to present various scenarios, starting from the initial event,
analyze the system, and calculate the probability of each scenario.

Based on statistics and data on the object of research, a model of accident
development at the transformation station was proposed.

The analysis of cause and factors that can lead to the accident shows that the
most damaging scenario includes an explosion and a possible fire in the transformer
substation.

Table 1 presents typical initiating events and factors that can lead to an explosion
at the transformer substation.

The most probable external influence that can lead to transformer overloading is
a lightning strike. In this case, a voltage rises sharply and a transformer may fail
immediately, which will lead to its explosion. A short circuit between third-party
electricity systems and overhead transmission lines occurs due to a break in the
contact wire and its hit on high-voltage lines. An inductive load increases because
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Table 1 Typical initiating factors and events

Index Event

A The explosion of a transformer substation

M1 Overvoltage of the electrical network

M2 Transformer failure

M13 Lightning

B2 Short circuit between third-party electricity systems and overhead power lines

B3 Increasing of inductive load

B4 Accumulation of electrostatics in a dry environment

B5 Electromagnetic interference

B6 Arc fault in power lines

M3 Corrosion of metal

M4 Mineral oil leakage from the weld

M5 Short circuit in the working parts of the transformer

M6 Ignition of mineral oil in a transformer

M7 Poor repair/installation

M8 Malfunction of the transformer substation system

B7 Defective lightning rod

B8 Intergranular corrosion due to prolonged vibration of the active part of the transformer

B9 Impact of oxidizing transformer oil on metal

B10 Poor welded joints

B11 Mechanical stress destroying the weld

B12 The box is not ground in the valve body

B13 Poor-quality seals and gaskets of flange connections

M9 Loop closure

M10 Phase-to-phase short circuit. Short circuit on the case

B14 A spark

M11 Increased temperature in the transformer

B15 Ungrounded live parts

B16 Applying voltage to faulty equipment

B17 Poor switch drive alignment

B18 Insufficiently tightened contacts

B19 Defective equipment

B20 Ungrounded live parts

B21 Unconfigured network cutoff

B22 Overcurrent protection failure

B23 Malfunction of automatic transfer switches

(continued)
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Table 1 (continued)

Index Event

B24 Failure to turn on the emergency input switch and lack of control of transformer winding
overheating

B25 Natural aging and insulation deprecation

B26 Systematic transformer overload

B27 Dynamic overload of the transformer

B28 Aging of insulation, oil wetting, and lowering of its level

B29 Transformer overvoltage

B30 Deformation of the transformer winding

B31 Overload transformer (high voltage in the primary winding)

B32 Poor core in the transformer

M12 Low level of mineral oil in the transformer

B33 Violation of the cooling system conditions because of poplar fluff getting into the
transformer

B34 Mechanical damage to the integrity of the transformer oil tank

B35 Defective oil gauge

of high frequency of impulse voltages, parameters of the electrical network as well
as switching equipment. Electrostatics accumulation in a dry environment forms
a strong electrostatic field; its discharge can increase the voltage of the electrical
network for a short time.

The transformer failure may be caused by metal corrosion, mineral oil leakage
from the weld, short circuit, ignition of mineral oil in the transformer, poor-quality
repair/installation, a malfunction of the transformer substation protection system.

Metal corrosion in the transformermaybe caused byoxidizing oil impact onmetal,
while intergranular corrosion occurs from prolonged vibration in the transformer.

Mineral oil leakage from the welded joint occurs due to poor-quality welded
joints, poor-quality sealed gaskets, mechanical stress, and insufficiently ground-in
box in the valve body. Sparks and increased temperatures in the transformer are the
reasons for mineral oil ignition in the transformer. In summer, poplar fluff clogs the
transformer louvers, therefore the cooling conditions are violated and the transformer
oil begins to heat up.

Ungrounded live parts, poor-quality repairs, insufficiently tightened contacts,
poor adjustment of switch drives, the voltage supply to faulty equipment, defective
equipment are poor-quality repair/installation of equipment.

A faulty transformer protection system is affected by ungrounded live parts, a
faulty lightning rod, an unset network cutoff, a current protection failure at a certain
time, a malfunction of the automatic transfer switch, as well as failure to turn on the
emergency input switch, and lack of control of transformer winding overheating.

Transformer failure is also possible to be caused by a short circuit in the parts
of the transformer. A turn circuit in a transformer is produced by natural aging and
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Fig. 1 Model of the accident development

insulation deprecation, systematic overloads, dynamic overloads. The reasons for a
phase-to-phase short circuit are moist mineral oil, transformer overvoltage as well
as transformer winding deformation.

The fault tree is built from the initial event. In this case, the transformer substa-
tion explosion was considered as the initial event. The final model of the accident
development at a transformer substation is shown in Fig. 1.

The probability assessment was carried out by the method of expert judgments.
Each branch of the reason tree is characterized by the probability of a specific event.
To calculate the probability of the initial event, the logical operators must be taken
into account.

The expert judgment method involves specialists who have knowledge and skills
in a particular area. Usually, this method is used when there is no statistical data. To
assess the probability of events, experts need to answer the questionnaire about the
state of the object. Further, the expert questionnaires are processed and presented as
tables, which include the qualitative characteristics of probabilities of each outcome
event.

A group of 10 employees with extensive experience in operating similar substa-
tions was selected as experts. The experts needed to determine the probability of
events leading to transformer failure on a 5-point scale. The questionnaire includes
the events assigned a number from 1 to 25 and experts ranked them according to
their experience and knowledge.

The experts ranked the following events: 1–Intergranular corrosion due to
prolonged vibration of the active part of the transformer, 2–Impact of oxidizing
transformer oil on metal, 3–Poor-quality seals and gaskets of flange connections,
4–Poor welded joints, 5–Mechanical stress causing the destruction of the weld, 6
–The box is not ground in the valve body, 7–Loop closure, 8–Phase-to-phase short
circuit. Short circuit on the case, 9–Spark, 10–Increased temperature in the trans-
former (Overload transformer (high voltage in the primary winding)), 11–Increased
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temperature in the transformer (Poor core in the transformer), 12–Increased tempera-
ture in the transformer (Low level of mineral oil in the transformer), 13–Low level of
mineral oil in the transformer (Mechanical damage to the integrity of the transformer
oil tank), 14–Low level of mineral oil in the transformer (Defective oil gauge), 15–
Increased temperature in the transformer (Violation of the cooling system conditions
because of poplar fluff getting into the transformer), 16–Ungrounded live parts, 17–
Applying voltage to faulty equipment, 18–Poor switch drive alignment, 19–Insuf-
ficiently tightened contacts, 20–Defective equipment, 21–Ungrounded live parts,
22–Unconfigured network cutoff, 23–Overcurrent protection failure, 24–Malfunc-
tion of automatic transfer switches, 25–Failure to turn on the emergency input switch
and lack of control of transformer winding overheating.

The lowest rank was assigned to the least likely event and the highest rank - to
the most likely event. The number of compared events depends on the reliability and
accuracy of the results. The smaller the number of the events, the easier to distinguish
their value for the expert. Thus, it is possible to rank the events reliably [24, 25]. After
ranking the events it is necessary to assess the consistency of experts’ opinions. In this
work, Kendall’s coefficient of concordance was estimated in the Statistica program
and showed the consistency of the experts’ opinion.

The events are assigned using the mid-rank method. The event with the lowest
rank is the least likely to occur: 3.3 < 3.9 < 4.45 < 7.55 < 7.65 < 8.15 < 9.95 < 10.05
< 10.6 < 11.25 < 15.6 < 16.0 < 16.6 < 16.65 < 17.10 < 19.8 < 21.0 < 21.9 < 22.05 <
23.75 < 23.95 = > 1 = 2 = 9, 4, 14, 8, 20, 25, 16, 6 = 7, 15, 11, 23, 12, 18, 24, 3 =
22, 17, 19, 21, 10, 5, 13.

The results of the analysis are presented in Fig. 2.
Thus, all events can be divided into groups:

• themost likely events: 21, 10, 5, 13. They include ungrounded live parts, increased
temperature in the transformer (overload transformer (high voltage in the primary
winding)), mechanical stress destroying the weld, low level of mineral oil in the
transformer (mechanical damage to the integrity of the transformer oil tank);

• the least likely events: 1, 2, 9. They include intergranular corrosion due to
prolonged vibration of the active part of the transformer, impact of oxidizing
transformer oil on metal, spark.

The other events are medium probable.
The considered scenario of explosion and fire at the transformer station can lead

not only to the destruction of the station but neighbor buildings and infrastructure.
Therefore, it is necessary to estimate the damage effects and possible loss of this
particular scenario.

An explosion of a three-phase power transformer can happen at the transformer
substation. The total mass of the power transformer is 117.200 kg, gross oil weight is
30190 kg, the average radius from the explosion site to residential buildings is 100m.
Based on the calculation of partial pressures, the mass of the exploded substance is
30% of the total mass and is equal to 9057 kg.

1. Calculation of the thermal radiation intensity and the lifetime of the fireball.
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Fig. 2 Graphical representation of the expert judgment

To estimate the parameters of the explosion, it is necessary to calculate the
thermal radiation intensity at a distance of 100 m (residential buildings, office
buildings) and the lifetime of the fireball.

The results of the calculation show that the thermal radiation intensity is
31.86 kW/m2. According to GOST R 12.3.047–2012 “Occupational safety stan-
dards system (SSBT). Fire safety of technological processes. General requirements.
Methods of Control”, this intensity could cause decomposition of wooden structures,
carbonization of fabric, and rubber. Such thermal radiation intensity from 3 to 5 s
could cause severe pain, from 6 to 8 s and 12 to 16 s—1st and 2nd degree burn
correspondingly. The worker, serving the transformer substation, could die.

1. Determination of explosion area.
To determine the explosion area, it is necessary to calculate the effect of the
shock wave, which is estimated by the value of the overpressure in the shock
wavefront. The overpressure for an explosion of 60,380 kg transformer oil at
100 m from residential buildings is presented in Table 2.

Table 2 Dependence of overpressure on a radius for a transformer explosion

R (m) 100 200 300 400 500

Overpressure (kPa) 109.34 31.26 16.23 10.82 8.03
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To calculate the radius of the damaged areas, the interpolation method and data of
Table 2were used. The radius is the following: for an area of full destruction—176m;
for an area of severe destruction—208.38 m; for an area of medium destruction—
274.92 m; for area of light destruction—429.39 m. Administrative buildings are
located in the possible area of full destruction; residential buildings—in the possible
areas of severe andmediumdestruction; production enterprise, construction, research
as well as residential buildings—in the possible area of light destruction.

To analyze the existing control measures at the transformer station, the bow-tie
method was used. This method focuses on the barriers between causes and hazardous
events, hazardous events and consequences [26, 27]. The diagrampresents preventive
and reactive controls, which are designed to reduce the probability and severity of a
risk (Fig. 3).

Thus, for the identified most probable events that can lead to an explosion of
the transformer, preventive control measures were proposed. They are active protec-
tion elements; control of welded seams, mineral oil level; protection against corro-
sion, inspection, and control of repair/installation work, prevention of short circuits,
continuous control and testing on the protection system of the transformer substation.
According to the results of the expert assessment, special attention should be paid to
the grounding of current-carrying parts during the operation of TP.

Protective grounding can be part of external lightning protection, as part of an
overvoltage protection system. For transformer substations, modular or electrolytic
grounding is performed. Natural ground electrodes are primarily used as ground
electrodes. Since the transformer substation is a closed-type one, the resistance of
the grounding device must comply with the current regulatory documentation. In

Fig. 3 Bow-tie analysis



Cause Analysis of the Facility Failure Leading … 165

Russia, grounding of current-carrying parts of a transformer substation must comply
with the standardGOST12.1.030-81 “Occupational safety standards system (SSBT).
Electrical safety. Protective grounding. Zeroing”.

To prevent overloading the transformer, namely high voltage in the primary
winding, two power transformers must have equal short-circuit voltages (SC). Since
the transformers in the substation operate in parallel, the load is unevenly distributed,
the power is used in different ways and the power transformer is overloaded.

To reduce the negative effects of such factors as the level of mineral oil, it is
recommended to replace the steel tank for transformer oil with a tankmade of energy-
absorbing material. The advantage of a tank made of energy-absorbing material is
the ability to remain intact without damage under overpressure. Energy absorption
takes place through successively deformable baffles, therefore, the mineral oil inside
will receive minimal damage.

For example, the use of the TRANSFORMER PROTECTOR system prevents the
explosion of the transformer oil tank. This system could help to reduce the pressure in
the tank, to stop the release of explosive gases from the tank without the participation
of air within a few milliseconds.

To decrease the consequences it is proposed to duplicate power supply systems
or create backup power supplies for consumers, as well as strengthen the means of
response in the case of an emergency, for example, the use of automatic fire extin-
guishing systems. Themost acceptable system for extinguishing electrical equipment
is gas or aerosol powder automatic fire extinguishing.

The use of more durable materials characterized by a low level of flammability
can increase the protective properties of structures and reduce the damage from the
fire or explosion.

Thus, in this work, based on the «bow-tie» method, barriers and controls were
proposed to reduce the likelihood and damage of an explosion at a transformer station.

3 Conclusion

This study based on the analysis of literature data and a description of the operating
transformer substation 110/35/10 kV SS with two 110/35/10 kV transformers with a
capacity of 63 MVA. The fault tree of factors to explosion or fire at the transformer
station is constructed and analyzed. The probability of the initial events was assessed
by themethod of expert judgment. The results of the expert assessment were checked
for consistency; a high consistency of expert opinions was shown. It was presented
that the most possible event is a mechanical damage to the transformer oil tank
and mineral oil leakage from the weld. The paper considers the worst scenario. The
explosion areas at a transformer substation were calculated and determined. The area
of full destruction is 176m, the area of light destruction is 429.39m. Thus, it is shown
that residential and office buildings are located in the possible area of full destruction.
The bow-tie method was used to develop and propose control measures. Active
protection elements; control of welded seams, mineral oil level; protection against
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corrosion, inspection, and control of repair/installation work, prevention of short
circuits, continuous control and testing on the protection system of the transformer
substation are the proposed preventive control measures. It is recommended to use
natural grounding conductors as grounding. Power transformers must have equal
short-circuit voltages to avoid overloading the transformers. To reduce the likelihood
of mineral oil spreading, it is necessary to use energy-absorbing tanks. As measures
of reactive control, it is proposed to use backup power supply systems for consumers,
aswell as to strengthen the forces andmeans of response in the event of an emergency.
The strengthen the protective properties of structures could reduce the consequences
of fire or explosion.
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Designing of a Laboratory Complex
for Spectral Analysis of Measurement
Data of Different Materials

Renat Khamitov, Maria Kolchurina, Irina Kolchurina, Kira Ponomareva,
and Inna Plotnikova

Abstract The article describes the process of development and testing of a labo-
ratory complex for spectral analysis of measured data, which is based on a signal
processing method based on measuring the frequency and amplitude of the signal
(spectral method) with further evaluation using fast Fourier transform. The described
laboratory complex consists of a spectrum analyzer connected to a personal computer
with special software installed on it, a loudspeaker and a laser sensor. The this substan-
tiates the relevance of the development, due to the fairly wide use of spectral analysis
methods in science, technology and production, the advantages of using a laboratory
complex in comparison with analogues were shown. the description of the experi-
ments to measure the speed of objects, control their location, vibration measurement,
the procedure of verification and calibration that is performed with the use of this
complex, as well as the use of the system of automatic regulation and stabilization
of production processes.
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1 Introduction

One of the important stages of the production process is the quality control of raw
materials, semi-products and completed products, consisting of measurements—a
process where the value of a feature is set—and further comparison of the measure-
ment results with the specified parameters [1]. Depending on the specifics of the
controlled parameter, it is possible to use different control methods, in particular, the
spectral method [2, 3], non-destructive testing method [4, 5], its essence consists in
determination of the spectral content (i.e. power frequency distribution) of a time
series from a finite set of measurements using nonparametric or parametric methods
[6, 7]. Nowadays this method is widely used in science and production; in particular,
it is used in the assessment of product quality in food industry in the detection of
chemical, biological and physical hazards [8], pharmaceuticals [9], the oil refining
industry [10] and a number of other areas [11]. The reason for the high popularity of
the spectral method is due to high visibility of the measurement results (the form the
measurement results can be presented is the graph), it is easily to detect frequencies,
the value of which is different from the standard values, and quickly identify and
correct the fault during the process [12].

2 Research Method

Spectral analysis is a method of signal processing—material carriers of informa-
tion,—based on the evaluation of the frequency and amplitude of the signal. There
are variousmethods for estimating the vibration spectrum, one ofwhich is themethod
based on using fast Fourier transform, which is based, in its turn, on representation of
the original signal function from time as the sum of an infinite series of trigonometric
functions with certain amplitudes and phases [13].

The Fourier series can be represented as: f (x) = ∑+∞
k=−∞ Xn ∗ ei∗2π∗ k

T ∗x , where
f (x) is the function of the analyzed signal; k is the number of the trigonometric
function; T is the segment where the function is defined; Xn is the complex amplitude
of the signal n.

Graphically, the Fourier series is represented as a Fourier spectrum, where it is
possible to trace the dependence of the signal amplitude on the frequency on it [14].

The method of signal processing by their representation in the form of Fourier
spectrum underlies the work of modern spectrum analyzers-devices designed to
observe and measure the relative energy distribution of electric (electromagnetic)
oscillations in the frequency band [15]. Spectrum analyzer allows determining the
frequency and amplitude of the analyzed signal. In general, the mechanism of its
operation can be described as follows: the input of the analyzer receives a digital
signal. The analyzer selects successive intervals from the signal, where the spectrum
will be calculated, and converts the received signal using the Fourier transform [16].
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The calculated spectrum is displayed as a graph of amplitude versus frequency.
Spectrum analyzers allow measuring the signal frequency, its amplitude, power,
modulation, distortion and noise, their using shows a complete picture of the signal
nature and its characteristics, the knowledge of which is important for solving the
problems facing modern science and technology [17, 18].

Currently, spectrum analyzers, in addition to converting a digital signal to an
analog signal for subsequent processing, are able to convert an input digital signal
read from various sensors into an analog signal for its subsequent transmission to
analog electronic devices.

3 Description of the Installation

In the work, a laboratory complex was developed that allows spectral analysis of
measurement data of various materials. The complex includes a computer with
specialized software installed, a spectrum analyzer ZET 017-U4, a column and a
RF 603 laser displacement sensor. It is also possible to additionally connect various
sensors, for example, displacement sensors or force sensors, to one of the four analog–
digital inputs of the analyzer Spectrum ZET 017-U4. The basic installation diagram
is shown in Fig. 1.

Fig. 1 Scheme of the laboratory complex
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The spectrum analyzer used consists of two modules, such as an Analog output
(DAC) and an Analog input (ADC). An ADC converts an analog signal into a digital
one and is an analog output, and a DAC converts an analog signal into a digital one
and is an analog output. The uncertainty of measurements made using the analyzer is
best described by the Gaussian distribution, which indicates the possibility of using
the analyzer for measurements with high accuracy. All analyzer settings are made
on the computer, which is part of the laboratory complex, before starting work in a
specialized software product, in which data is subsequently processed and the signal
analyzed with its parameters determined.

Consider the algorithm of the laboratory complex for generation and spectral
analysis of measurement information:

(1) a control command is sent to the generator from the computer via software by
the USB interface to generate a specific waveform with a spectrum analyzer;

(2) the spectrum analyzer of the analog output transmits a signal to the column,
which converts it into the form of vibrations, sounds or noise;

(3) the laser motion sensor reads vibrations from the column and transmits them
to one of the four analog inputs of the spectrum analyzer;

(4) the received signal is converted by the ADC and fed to a computer in software
that issues a report in the form of a measured signal.

To check the operability of the complex, a series of tests were conducted to
generate a signal of a given frequency and amplitude in order to receive a filtered
signal with the same parameters at the output. Part of the tests was carried out using
one motion sensor; in other experiments, a second similar sensor was included in the
laboratory complex. The set frequencies and voltage of the signals and the output
parameters of the signals are shown in Table 1. The noise level in all experiments
was equal to 0.001 mm.

In the first series of experiments a signal with a constant voltage of 7 V and
frequencies equal to 1 Hz, 10 Hz, 50 Hz, 100 Hz, and 200 Hz, respectively, was
supplied to the spectrum analyzer. At output in the first three experiments, a signal
was obtained having a frequency similar to the frequency of the supplied signal (2Hz,
9.8 Hz, 51 Hz), however, at frequencies exceeding 50 Hz, the noise component of
the signal did not allow us to determine the useful signal read by the sensor. When
exceeding the value of the frequency values of the signal mark at 50 Hz, the noise did
not allow accurate measurements. According to the results of the experiments, we
can conclude that the laboratory complex is advisable to use for tests performed at
low frequencies. In these conditions, the installation allows you to take the necessary
measurements and analyze the result using various software modes.

The laboratory complex also allows to produce flat, band, pink and defined noise
at the DAC output. As we can see, the laboratory testing with using the laboratory
complex is quite similar to real impacts, to which the specimen is exposed in the
course of its operation.
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Table 1 Experimental results

The
frequency
of the first
harmonic
[Hz]

The
voltage of
the first
harmonic
[V]

Second
harmonic
frequency
[Hz]

Second
harmonic
voltage
[V]

Frequency
1 of the
RF sensor
603 [Hz]

Amplitude
of 1
sensor RF
603 [mm]

Frequency
2 sensors
RF 603
[Hz]

Amplitude
2 sensors
RF 603
[mm]

1 7 – – 2 0.100 – –

10 7 – – 9.8 0.200 – –

50 7 – – 51 0.250 – –

100 7 – – – 0.001 – –

200 7 – – – 0.001 – –

1 2 10 1.9 0.024 10 0.032

1 2 50 5 2.1 0.025 49.5 0.030

10 2 10 5 10.1 0.024 9.9 0.031

10 2 50 5 10 0.025 50 0.029

10 2 100 5 – 0.001 – 0.001

10 2 100 5 – 0.001 – 0.001

4 Results and Considerations

The scope of this complex is wide enough, since the complex is based on the spectral
method, which is widely used in various fields of modern science and technology.
Thus, the assembly of various modifications of the laboratory complex allows it to
be used to detect cracks in concrete and damage in building structures [19, 20], while
continuously monitoring the tightness of various containers and pipelines.

It is also possible to use a laboratory complex to control the location of various
objects and the speed of their movement, moreover, it is possible to measure values
of both angular and linear velocities and values of displacements in the space of the
studied object.

The developed laboratory complex can also be used in mechanical engineering
during vibration analysis during dynamic testing of machines and various mecha-
nisms. During this operation, a force sensor is connected to the spectrum analyzer
through a charge amplifier and with its help vibrations emanating from moving parts
of machines and mechanisms are measured.

It is possible to use the complex, creating systems for protecting production facil-
ities based on voice recognition [21]. It is also advisable to include the laboratory
complex under consideration in the equipment when conducting various scientific
studies of the properties of substances and materials, as well as noted above, in
assessing the quality of food products [22].

Another direction in which it is advisable to use this complex is the testing and
calibrationof vibration sensors by comparing thedevice to beverifiedwith a reference
device. To carry out this operation, verifiable sensors are connected to the spectrum
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Fig. 2 Installation diagram for sensor verification

analyzer, which is installed on the loudspeaker. The installation diagram for sensor
verification is shown in Fig. 2. On the computer, vibration parameters are set, which
are reproduced by the loudspeaker, and the system is brought into operation and the
device is automatically calibrated: the ADC receives signals from the reference and
verified devices, transfers data to the computer, to the software, in which there is a
comparison of the readings of devices, determination of the amplitude characteristic,
the removal of the amplitude-frequency characteristics of the sensor being calibrated
[23].

Based on the results of measurements and comparisons of instrument readings, a
protocol is compiled containing informationon the suitability of the sensor beingveri-
fied. Since the verification procedure is carried out in automatic mode, its results are
not affected by errors caused by thework of the employee performing the verification,
due to high accuracy of measurements and the obtained results are achieved.

Presented laboratory complex can be used not only during control measurements,
but alsowhen creating automatic regulation and stabilization of production processes.
At the same time, the laboratory complex takes a part of a proportional-integral-
differentiating (PID) feedback regulator. PID control is carried out by applying a
control signal to the control object, the value of which depends on the difference
between the measured parameter and the set value, on the integral of the difference
and on the rate of change of parameters. As a result, the PID controller transmits
a signal providing such a state of the device at which the measured parameter is
equal to the specified one, stable and maintained during the course of the process at
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a given level with fairly high accuracy. Because of the production process stability,
labor productivity increases, product quality, process efficiency and effectiveness
indicators increase, which is important in modern market economies and constant
competition [21]. The control signal for the PID controller is determined by three
components: proportional, integral and differential, and depends on how large the
mismatch (proportional component) is, how long the mismatch (integral component)
lasts, and finally, how quickly the mismatch (differential component) changes. The
regulator can hold the set level or work on the set profile. Additionally, the software
product of the complex can graphically display form the set level, the current value
of the parameter, and the output signal.

5 Conclusion

In the course of the work, a laboratory setup was developed and implemented for
the spectral analysis of measurable data of various materials with a fairly wide range
of applications. In particular, it is possible to use the installation for conducting
non-destructive testing in production, for detecting cracks in concrete, damage in
building structures, with continuousmonitoring of the tightness of various containers
and pipelines, monitoring the location of various objects and the speed of their
movement, during vibration analysis during dynamic tests machines and various
mechanisms, during various scientific studies of the properties of substances and
materials, in assessing the quality of food products, for the existence of verification
of non-destructive testing means, as well as in the training of employees whose
activities are directly related to the measurement and analysis of their results. A high
degree of automation ensures high measurement accuracy, therefore it is advisable
to include the developed laboratory complex in the laboratory base of industrial
enterprises.
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Method of Polarizing Infrared
Spectroscopy for Studying
the Orientation of Protons in Protonated
Crystals

Yury Borodin

Abstract Amethod of definition of the focused localization of protons in the proto-
nated crystals is offered. The method is based on the shooting of infrared (IR) ranges
in polarized light and the analysis of integrated IR of a strip of absorption of valent
fluctuations of X–H bonds depending on the rotation angle of the polarization plane
ϕ relatively crystallographic axis of the crystal. The direction of the dipolar moment
of X–H bonds answers a maximum of this dependence. The results of the researches
of flat samples of crystals of LiNbO3 and LiTaO3 are given. The places of localization
and orientation volume proton-containing centers are shown. The use of polarizing
IR spectroscopy of materials with impurity proton-containing centers is a convenient
method of definition of localization and orientation of protons and allows to study of
interaction with other ions. The operability of the offered method is confirmed with
the coincidence of theoretical and experimental results.

1 Introduction

The protonation of crystals TiO2, Al2O3, KTaO3, LiNbO3, LiNbO3, and other
substances is accompanied by a high concentration of H+ ions in the layers, some of
which are involved in the H-bond, and the other is included in the composition of
stable centers. When protons are concentrated, the form of their oriented localization
is, as a rule, proton-containing (PC) defect centers based on dipole complexes in one
of the sublattices [1–4]. Ions H+ are also localized in weakly oriented fragments
X–H…X engulfed by the H-bond, providing their high mobility [5, 6]. In crystals
with a hexagonal closest packing, this is associated with the formation of mobile PC
centers, which ensure the formation of a denser proton lattice with a high level of
induced elastic stresses [7–9].
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The low level of research on the localization of H+ ions in the anionic sublattice,
the orientation of PC centers, and the formation of quantum wells on their basis
hinders the development of protonation and, consequently, the production of non-
equilibrium materials with the re-constructing role of protons. Polarization studies
make it possible to distinguish the behavior and orientation of H+ ions concerning
the site and impurity ions.

2 Experimental Procedures

It is known that the integrated intensity of the infrared (IR) absorption band is
expressed [10] in the form:

A =
∫

lg(I0/I )dν, (1)

where I0, I—transmission, respectively, related to the baseline on the contour of the
absorption band.

The oscillator strength A′ is expressed through A:

A′ = 2, 303A/Cd, (2)

where C is the concentration of absorbing particles; d—sample thickness. Using the
Overend formula [10], we get:

A′ = K
πNAν

′

c2Bwl

d−→p
dr

r1, (3)

where NA is Avogadro’s number; ν′ is the observed frequency at the maximum of
the absorption band; cB is the speed of light in vacuum; wl—vibrational coupling

constant;
→
p—the vector of the dipole moment of the connection; r and rl are real

and equilibrium internuclear distances.
For oscillations in a plane perpendicular to the direction of propagation of IR

radiation with a random direction of the O–H bond in it, the value of K will be:

K = 1

π

∫ π

0
Cos2ϕdϕ = 1/2, (4)

where ϕ is the angle between the electrical component of the IR radiation and the

direction of the vector
→
p . If the direction of the dipole moments is fixed within this

plane, then K = cos2ϕ or A ~ cos2ϕ with the constancy of other parameters included
in (4). The integral intensity of the absorption band is often approximated by an
expression of the type A ~ cos2ϕ (when recording IR spectra in polarized light), and
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the direction of the dipole moment of the bond corresponds to the maximum of this

dependence. Strictly speaking, the direction of the dipole moment
→
p in real cases

does not always coincide with the direction of the internuclear distance, but this is
true for the N–H and O–H bonds [10, 11].

The IR absorption band of stretching vibrations of O–H bonds in LiNbO3, as
shown [7, 8], splits into components 3470, 3482, and 3490 cm−1, and in LiTaO3—
at 3486 and 3496 cm−1. The low-component structure of the absorption bands of
LiNbO3 is associated in [12, 13] with three O…O distances perpendicular to the
Z-axis of the plane and the predominant orientation of O–H bonds in it.

The IR absorption band of O–H bonds of bulk PC centers in most of the oxides
under consideration has noticeable dichroism.Thus, in x-cut LiNbO3 there is a notice-
able absorption when the vector E is directed perpendicular to the Z-axis and is
minimal when E || Z (Fig. 1) [3]. A similar picture is observed for the y-cut LiNbO3,
and in the case of the z-cut absorption is practically independent of the orientation
of the polarization plane relative to the X- and Y-axes. The contour of the absorption
curve is well approximated by the Gaussian function, which makes it possible to
calculate the contoured area of the integrated intensity A band using the relation:

A = [(�D�νπ1/2)/2]ln2, (5)

Fig. 1 Polarizing IR transmission: a LiNbO3 crystals x-cut (d = 23.5 mm) at different angles
between the z-axis and the IR radiation vector (deg.): 0 (1), 20 (2), 30 (3), 45 (4), 60 (5), 90 (6);
b crystal layout
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where �D and �ν are, respectively, the change in optical density at the minimum
of the absorption band relative to the baseline and its half-width (at �D/2).

The data obtained in [7–9] on the change measured from one of the axes are
approximated by a linear dependence A = az + b, where z = cos2ϕ for LiNbO3 x-
and y-cuts.

3 Results and Discussion

For z-cut samples, this relationship is not observed and a type approximation is
often used. The results of the optimization of the obtained linear dependences in the
corresponding coordinates by the method of least squares are presented in [3, 8]. For
LiNbO3 x- and y-cuts, relation (5) is well satisfied, and the direction of O–H bonds is
oriented within the z-plane (Fig. 2). In the case of z-cut samples, the direction of O–H
bonds hasn’t pronounced character and is isotropic. The rotation of the polarization
plane for LiNbO3 x- and y-cuts is performed with a step in 5°, z-cut –10°, the integral
intensity was calculated from expression (5).

A possible place of localization of bulk PC centers in LiNbO3 and LiTaO3 is the
oxygen plane along the boundary of (…) O6− and LiO6 octahedra. If the proton
compensates, then it is located at the intersection of two empty octahedra parallel to
the z-plane of the crystal. Other IR absorption bands in LiNbO3 in the range from

Fig. 2 Dependence of the integrated intensity of the bands with νOH = 3484 cm−1 LiNbO3 z– (1);
y– (2); and x– (3) cuts from the angle between the Z-axis and the vector E of IR radiation
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3000 to 4000 cm−1 aren’t observed, and those shown in Fig. 2 data show almost
complete orientation of O–H bonds within the z-plane of oxides.

The weakening of the strength of O–H bonds and the absence of other absorption
bands in the region of 3000–3800 cm−1 suggests the formation of impurity PC
centers on oxygen-vacancy dipoles with the direction of moments in the z-plane.
The absorption band with a maximum at 3482 cm−1 in LiNbO3, according to [12,
14], corresponds to the inter-oxygen distance in the OH…O fragment of more than
0.3 nm. Localization of PC centers on O∗2− ions of dipoles Nb3+Li – O∗2− belonging
simultaneously to (…) O6–LiO6 octahedra (RO…O = 0.336 nm) and compensation
by protons formed in the form of associates (Nb3+Li ,O∗2−, H+) are proposed.

Annealing in vacuum at 100 °C LiNbO3, accompanied by out-diffusion of Li2O,
leads to complete disappearance of IR absorption in the region of 3480 cm–1 and
a shift of the band of stretching vibrations of O–H bonds to 3465 cm–1 [3, 9].
Reheating at 800 °C in a D2O atmosphere is accompanied by absorption in the
region of 2560 cm−1, caused by stretching vibrations of O–D bonds. Condensation
and removal of H+ ions occur according to the reaction 2OH− → O2− + H2O with
the release of water. In this case, the formation of electroneutral is possible, and
absorption at ~500 nm is associated with electrons trapped by the deformed lattice
[15].

In [10, 16], the oriented arrangement of H+ ions and its isotopic analogs in the
plane α-Al2O3 and TiO2 (rutile) perpendicular to the C-axis with the IR absorption
band of the valence vibrations of O–H bonds in the region of 3277–3279 cm–1 was
established. Polarization IR spectroscopic studies of O–H, O–D andO–T bonds were
carried out based on themodel of an anharmonic oscillator and a linear hydrogen bond
O–H…O.Weak absorption with a shoulder at 3266 cm–1 in α-Al2O3 is related to the
orientation of theO–Hbonds at an angle of+13 and–13° to the plane perpendicular to
the c-axis. Weak absorption in the region of ~3000 cm–1 is associated with vibrations
of O–H bonds in hydrogen-bonded O–H…O fragments [10]. Annealing in hydrogen
doped with Ni3+ and Co3+ ions α-Al2O3 lowers the valence of impurities to +2,
which indicates their partial compensation with protons.

In newly grown TiO2 (rutile) crystals the concentration of O–H bonds reaches
2 × 1017 cm–3 [16]. IR absorption in the region of 3277 cm−1 and a weak band at
4350 cm−1 appear after treatment with TiO2 in an H2 medium at 500 ◦C for 5 h. The
band at 3277 cm−1 at 20 ◦C has, as in the previously considered oxides, a dichroic
appearance with the absorption coefficient at E⊥ c several times greater than E ||
c. The large dichroism of the bands of O–H bonds in rutile shows that the H+ ions
are localized in the (001) plane. With decreasing temperature, in the whole class of
oxides under consideration, the bands of stretching vibrations of O–H, O–D, and
O–T bonds become narrower and shift to the high-frequency part of the spectrum.

Polarization studies of the orientation of O–H bonds in single-domain crystals
Ba2Na5NbO15 [17], ZnWO4 [18], SrTiO3 [19, 20], BaTiO3 [21, 22] showed a char-
acter of IR absorption dichroism similar to the oxides considered above at different
localization ions H+. In ZnWO4, where a significant misorientation of O*2-—H+

bonds is observed, doping with Fe, V and Sb (~10–5–10–3 mol%) is accompanied by
the appearance of dichroism in the IR absorption spectra up to room temperatures.
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Thus, in ZnWO4:Fe (4 × 10–4 mol.%), A wideband at 3420 cm−1 is replaced by a
narrow symmetric line at 3445 cm−1. Doping BaTiO3 with iron (0.75 mol.%) leads
not only to an increase in the content of H+ ions but also to a complication of the
shape of the IR spectra [2]. Along with a narrow band at 3485 cm−1 and two weak
peaks in the polarization E ||c at 3483 cm−1 and 3510 cm−1, broadbands that increase
with Fe additions appear. The study of the structure and angular dependencies of the
IR absorption bands of O–H bonds in ZnWO4:Y and ZnWO4:Sb indicates compen-
sation of the excess charge of impurities in PC centers, which is confirmed by data
on the deuteration of oxides. From the analysis of the polarization dependence of
the line intensity at 3485.5 cm–1 in BaTiO3: Fe, it was found that the H+ ions in the
lattice are located near the edges of oxygen octahedra, inclined to the tetrahedral axis
[21].

Possible places of localization of H+ ions can be judged by the action of temper-
ature, pressure, or external electric field. In SrTiO3, with a decrease in temperature
below T 0 (105 K), polarization IR spectroscopy gives absorption bands identical to
those of LiNbO3 and LiTaO3, due to the transition from a cubic lattice to a hexag-
onal lattice by rotating oxygen octahedra and doubling the unit cell (Fig. 3) [20]. In
SrTiO3 crystals of various origins, the O–H (O–D) stretching vibration band is in the
region of 3495.7 (2581.6) cm–1 with a half-width at the maximum of 2.6 (1.9) cm–1.
Applying external pressure along different directions produces noticeable bands in
the IR spectra at 94 K in the regions of 3506, 3514, and 3518 cm−1 (Fig. 3).

There is a large number of works on the influence of the type of the structural
network, the content of OH bonds, internal stresses on the efficiency of creating
V+
O2− – O∗2−– centers in amorphous α-SiO2 [23]. Thus, in porous quartz glass at a

sintering temperature of less than 573 K, SiOH groups appear as polar, and higher
(≥400 °C) groups act as acidic. This transformation is catalytic, occurs near the glass
pores, and is accompanied by significant changes in the luminescence intensity. The

Fig. 3 Polarization IR
absorption of SrTiO3 at 94 K
and pressure δ (110) =
64 N/nm2 at different angles
between the z-axis and the
vector E of IR radiation: 0
(1) and 90° (2)
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oriented character of the arrangement of H+ ions in the region of thallium-containing
centers in amorphous α-SiO2 is facilitated by an elastically deformed tetrahedral
environment [24]. A mechanism for the effect of densification on the generation of
V+
O2−– O∗2−– centers under the action of ionizing radiation is proposed.

4 Conclusion

The possibility of using polarization IR spectroscopy to determine the orientation
of protons in protonated crystals is shown. The direction of the dipole moment of
the proton-containing centers can be related with a sufficient approximation to the
direction of the internuclear distances of X–H bonds. Then the orientation of defect
centers with a noticeable IR absorption band is put by following per under the vector
of the change in the dipole moment, parallel to the component of the vector of the
electromagnetic field of the polarized radiation. Polarization studies make it possible
to isolate the behavior and orientation ofH+ ions concerning for to site electronegative
ions and impurities. Stretching vibrations of X–H bonds show changes in the electric
dipole moment along the molecular axis, and their symmetry lowers the symmetry
of the site in the lattice and thereby gives information about the local environment.

Acknowledgements The work was performed at the expense of subsidies within the framework
of the TPU Competitiveness Improvement Program.
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Visual Control Methods—The Basis
of Quality Control

Ludmila Redko and Marina Yanushevskaya

Abstract The current information processing speed is very high. To effectively
manage a company, information should be speedily processed to make timely deci-
sions at all hierarchy levels, from managers to executors. Information visualization
in these conditions significantly speeds up these processes and reduces risks. The
quality management system of a modern company includes elements and method-
ology of various performance improvement concepts, such as risk management, total
quality management, lean manufacturing, six sigma, and the theory of constraints.
The emphasis in process organization is placed on visual methods. Despite the fact
that visualization as a method is considered within the concept of lean manufac-
turing, there are methods for representing information in a visual form defined in
other concepts. The paper discusses the use of the methodology for information visu-
alization in terms of different quality management system concepts. A comparative
analysis of modern concepts for improving performance, an overview of the method-
ology designed to display information in the quality management system in a visual
form is made, and successful examples of using various methods of information
visualization for quality management in companies are given.

1 Introduction

To improve performance and competitiveness, companies implement various
performance improvement concepts. These concepts include Lean Manufacturing,
Six Sigma, Knowledge Management, Risk Management, Strategic Management,
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Goldratt’s Theory of Constraints, and Iwao Kobayashi’s 20 Keys to Business
Improvement Program. Themost common are: quality management system based on
ISO 9000 standards, lean manufacturing system and six sigma system. With regard
to the development of quality management approaches, the quality management
system based on ISO 9000 standards includes elements of strategic management,
knowledge management and risk management. Modern concepts of performance
improvement are described below according to the following criteria: definition;
time of origin; key concepts; basic principles; the cyclic process used; scope of use
in quality management; methods used.

2 Modern Concepts of Performance Improvement

2.1 QMS Based on ISO 9001: 2015 [1]

Definition: a concept for continuous improvement of activities and increasing the
company competitiveness.

Formation: development of the first ISO 9000 standards in 1987.

Key concepts: quality—compliance of inherent characteristics with requirements;
process—activity that transforms inputs into outputs; system—a combination of
interrelated and interacting processes.

Basic principles:

• Customer focus.
• Leadership.
• Interaction of workers.
• Process approach.
• Improvement.
• Evidence-based decision making.
• Relationship management.

Cyclic process used: Plan-Do-Check-Act (PDCA) cycle, also known as the Deming
Cycle, Shewhart cycle, Deming Wheel or Plan-Do-Study-Act.

Scope of use in quality management: achieving the objectives of the company in the
field of quality by managing a system of interrelated processes.

Methods used:

• Quality control tools (histogram, Pareto chart, control chart, scatter chart,
stratification, checklist, Ishikawa chart) [2].



Visual Control Methods—The Basis of Quality Control 189

• Quality management tools (affinity diagram, relationship diagram, tree
diagram, matrix diagram, network diagram (Gantt diagram), process deci-
sion program chart (PDPC), prioritization matrix).

• Quality analysis tools (functional cost analysis, analysis of the causes and
consequences of failures (FMEA analysis).

• Quality design tools (quality function deployment (QFD), theory of inventive
problem solving).

2.2 Lean Manufacturing (LM)

Definition: a management concept based on elimination of all types of waste.

Formation: developed by Toyota in 1950, the concept founder is Taiichi Ohno.

Key concepts: muda (mura, muri)—losses, everything that does not add value to the
product; value stream; the principle of pull production.

Basic principles:

• Strategic focus.
• Focus on creating value for the consumer.
• Organization of the value stream for the consumer.
• Continuous improvement.
• Pulling.
• Reduction of losses.
• Visualization and transparency.
• Priority security.
• Building a corporate culture based on respect for a person.
• Built-in quality.
• Fact-based decision making.
• Establishing long-term relationships with suppliers.
• Compliance with standards [3].

Cyclic process used: consists of five sequential steps:

• Determine the value of a specific product.
• Determine the value stream for this product.
• Provide a continuous flow of product value stream.
• Allow the user to pull the product.
• Strive for excellence.

Scope of use in quality management: Increasing the efficiency of activities by
reducing losses in all processes.
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Methods used:

• Process mapping.
• Kanban.
• Total productive maintenance.
• 5S system.
• Quick changeover (SMED).
• Kaizen.
• Poka-yoke—a method of avoiding mistakes [4].

2.3 Six Sigma

Definition: A management concept that focuses on improving quality by reducing
variation in process parameters and achieving a planned quality level in terms of
standard deviations (sigma).

Formation: developed by Motorola Corporation in 1980.

Key concepts: σ (sigma) is root-mean-square deviation; KPIs are key performance
indicators of a company that help it achieve strategic and tactical goals.

Basic principles:

• Customer satisfaction.
• Definition of processes, their indicators and methods of process control.
• Teamwork and staff involvement.

Cyclic process used:DMAIC,Define—Measure—Analyze—Improve—Control [5].

Scope of use in quality management: Process control, improvement of process
parameters based on the study and analysis of statistical data.

Methods used: Statistical methods of process management, descriptive statistics,
methods of testing statistical hypotheses, graphs [6, 7].

All three concepts imply improving the quality of activities and reducing costs.
All concepts use a cyclical process to identify a problem, study and fix it. These
concepts differ in the field of their application in the company’s quality management
system and in a specific methodology.

At enterprises, these concepts are typically implemented in the following
sequence: QMS ISO 9001, the lean manufacturing methodology starting with the
5S concept, then the 6 Sigma concept related to improvement projects.

The methodology of the three concepts overlaps, for example, all of the listed
concepts employ statistical methods of information visualization and process control
[8, 9].

All three concepts employmethods of visual information representation, however,
the concept of visualization is defined in the concept of lean manufacturing only:
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Table 1 Methods of information visualization in accordance with the stages of the PDCA cycle

Phase of PDCA cycle ISO 9001 Method

P—plan, developing the system goals
and its processes, identifying the
resources required to achieve the results
in accordance with customer’s needs and
company’s policies, considering risks
and opportunities

6 Process diagrams
Goal matrices
Risk register
Visual representation of the required
quality, work standards
QFD

D—do, fulfillment of what was planned 7, 8 Outlining, color labeling, rational layout,
information boards, process maps

C—check, monitoring and (where
applicable) measuring the processes,
products and services with regard to
policies, objectives, requirements and
planned actions and presenting the
results;

9 A3 format of the report, descriptive
statistics, Shewhart control charts

A—act, taking actions to improve
performance to the necessary level

10 Statistical analysis, value stream maps,
spaghetti diagrams

location of all tools, parts, production stages and information about the production
system performance so that they could be clearly visible, and each participant in the
production process could instantly assess the system state.

The following methods are used for visualization in the lean manufacturing:
labeling; contouring; marking; color coding; information stand.

Visualization tools used in the lean manufacturing are the report in A3 format and
andon [10, 11].

However, the integrated quality system exhibits great potential for visual informa-
tion representation. Text can be converted into tables and color schemes, pictures and
numbers can be presented in the form of graphs and diagrams. Visual information
increases the speed and quality of decisions and reduces the number of errors.

The stages of the PDCA cycle as the simplest model of the system present in all
the concepts have been taken to consider the methods of information visualization
that can be used at various stages of the cycle (Table 1).

3 Results and Discussion

Let us consider an instrument-making enterprise with a quality management system
that has employed a different quality management methodology for 15 years.

Since all stages of the PDCA cycle and the applied methodology cannot be
considered within the scope of one paper, we take the analysis stage (Act) as an
example.

Analysis of the manufacturing process using statistical methods and lean
methodology.
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Fig. 1 Model of manufacturing process of measuring instruments

At the first stage, a diagram of the process was created (Fig. 1). This diagram
shows the sequence of the process stages. Similar schemes can be used to analyze
the process and train new employees.

Analysis of manufacturing process of measuring instruments.
Shewhart charts, X-MR charts and p-charts were used to study the stability of the

manufacturing process in terms of non-compliances over the study period (Fig. 2).
The analysis of claims received from external consumers during the study period

was carried out.
A total of 80% of all non-compliances are attributed to poor assembly, defects

that occur during transportation, managers’ errors, and others (Fig. 3).
An assembly site was chosen for further analysis.
A current state value stream map was developed (Fig. 4).

• value creation time—43% of the total time;
• non-productive time caused by:
• duration of storage of finished mechanisms on the site during the shift (27% of

the total non-productive time);
• unused equipment downtime (23%);
• expectations of items due to their lack in stock (8%);
• excessive movement of working personnel (7%).

The production area and workplaces was analyzed using a spaghetti diagram.
Workplaces are located irrationally, workers excessively move when switching from
one operation to another (Fig. 5).
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Fig. 2 X-MR chart by the number of non-compliances over the study period

Fig. 3 Pareto chart by types of defects over the study period: 1—poor assembly; 2—defects caused
by transportation; 3—managers; 4—errors; 5—others
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Fig. 4 Graphic representation of the current state value stream map

About 40% of equipment (and workplaces) are not involved in the production
process. An excessive amount of unlabeled stocks, which hinders the search for
necessary items. An excessive amount of empty containers that clutters the area.

A future state value stream map was created.
Value creation time—65% of the total time. Reduction of non-productive time:

• storage of finished mechanisms on the site during the shift (by 85%);
• unused equipment downtime (by 100%);
• expectations of items due to their absence in stock (by 86%);
• excessive movement of personnel (by 74%).

The identified incompliances were analyzed based on the results of control at the
site. 80% of all incompliances were identified using the Pareto chart. Main reasons
for appearance of these incompliances:

• negligence of personnel during technological operations;
• delivery of defective items by the supplier.

Based on the analysis, the following recommendations were made for applying
the lean manufacturing methodology at the Assembly site:
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Fig. 5 Spaghetti diagram
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• training of employees on the concept of lean manufacturing is required;
• the assembly site should be reconstructed based on the results of the� spaghetti

diagram.

After the reconstruction, the following results were achieved:

• 1.5-fold reduction of the area occupied by production facilities (475 vs. 300 m2);
• workplaces are located along the most frequent operations;
• working tables are placed parallel to each other with a passage between them;
• removal of unnecessary empty containers from the production area (except for

the quantity required for 2 shifts, 250–300 pcs).

Using 5S elements and visualization at the assembly site.
Creation of a quarantine zone at the assembly site for unused items, tools and

devices:

• use of red date tags by workers to indicate unused items;
• removal of unused items from the production premises.

Division of all items (tools, supplies) into frequently and rarely used. Fixing a
specific place for each object.

Determination of the area for placing the cart with finished products, empty
containers, and stocks using adhesive tape for marking the floor.

Labeling containers with stocks:

• labels must contain: item name, material, size or thickness.
• Maintaining order:
• cleaning is required at the end of each shift, put all tools in the right places;
• general cleaning at the end of the month.

Establishing a system for assessing (controlling) the order and appointing
responsible persons:

• level 1—weekly control performed by the site foreman;
• level 2—control performed by the head of the mechanical assembly site during

the round;
• control results (point and percentage system) are placed on stand 5S;
• photographs of ‘in the past/now’ and most active workers are placed on stand 5S.

Standardization of the assembly site:

• creation of a standard for each operation (in A4 format—a brief, understandable
version in the form of diagrams);

• creation of a standard for the workplace (appearance and frequency of cleaning).

Creating a Kanban Board (Fig. 6).
Main results obtained after fulfillment of the recommendations:

• improved operational performance of the assembly process;
• reduced amount of defective mechanisms and reworking;
• improved organizational culture;
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Fig. 6 Model of
Kanban-board

• reduced production areas.

4 Conclusion

Information visualization methods are required for a more detailed analysis of the
situation. In contrast to textually presented information, graphical methods provide
more details about the situation under consideration and help understand the essence
of the problem being solved. A generation grown up in the digital age thinks
differently, and the graphic series is essential for the decision-making processes.

The paper discusses the use of information visualization methods that include
three concepts applicable to the analysis stage of the PDCA cycle.

Despite the fact that methods of visual management are primarily associated with
lean manufacturing, a number of improvement concepts are integrated into modern
quality management. Each concept provides visual or graphical methods that enable
effective management at all stages: planning, implementation, control, and analysis.
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Test Signal Generator
for High-Resolution Electrocardiography

Pavel Baranov, Diana Avdeeva, and Andrey Kolomeytsev

Abstract The paper presents the first results of developing a generator of test high-
resolution electrocardiographic (ECG) signals for testing electrocardiographs and the
ECG interpretation algorithms. The flowchart of this generator and the experimental
results are given in this paper.

1 Introduction

Electrocardiography (ECG) is currently the only diagnostic equipment which
provides global monitoring and screening of cardiovascular system pathology of
outpatients and studies the electrical activity of the heart [1, 2]. Electrocardiographs
operate at low frequencies from 0.05 to 75, 100, 150, and 250 Hz, and contain surge
and muscle tremor suppressors [3].

Along with electrocardiographs, various algorithms of the ECG interpretation
are used for computer data processing and establishing diagnosis. However, any
hardware/firmware malfunction of electrocardiograph may result in serious injury
of a patient, wrong diagnosis and, consequently, wrong treatment.

Thus, Bogun et al. [4] noted that in the ECG analysis of 442 (19%) of 1085
patients, the obtained data were not interpreted correctly. For 92 patients (24%), the
doctor was unable to correct the misinterpretation when analyzing the ECG, which
led to an inadequate treatment.
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It should be noted that a study of low amplitude potentials of the human heart
in the frequency band over 250 Hz is of great importance for early diagnostics
of cardiovascular system pathology [5–11]. According to Avdeeva, et al. [12], the
spontaneous activity of myocardial cells registered on the surface of the thoracic cell
in the frequency range from 0 to 10,000Hz, is impulse in nature; the pulse amplitudes
vary from 1 mkV to several tens of microvolts and the pulse duration ranges from
0.3 ms to tens of milliseconds.

Accordingly, the development of the existingmodels of the cardiac activity and the
ECG interpretation algorithms based on the disease statistics obtained from typical
electrocardiographs cannot be used, with a high degree of probability, for computer-
aided diagnosis.

Thiswork proposes a prototype test signal generator developed for high-resolution
electrocardiography and algorithms for the ECG analysis.

2 ECG Test Signal Generator

For the development of advanced automated electrocardiographs, the test ECG signal
generator must reproduce the following signals. DC voltage: –300 and 300 mV.

The root mean square (RMS) values 0.3 µV, 1.0 µV, 10 µV, 0.1 mV, 1 mV, 4 mV,
10 mV, 1 V and 5 V of sine-, triangle- and square-waveform alternating current
can be varied within the frequency span of 0.5–500 MHz, 500 MHz–500 Hz, and
500–1000 Hz with increments of 0.5 MHz, 10 MHz and 0.1 Hz, respectively.

The output voltage of an artificial ECG: from ±500 µV to ±10 mV; amplitude
discretization: 5 µV at a sampling frequency ranging from 30 to 360 pulses per
minute; ST segment displacement: 10–2.05 mV; adjustment of the amplitude, width
and position of electrocardiographic waves in the QRS complex.

The flowchart of the test ECG signal generator depicted in Fig. 1, meets the
requirements indicated above.

As can be seen from Fig. 1, the test ECG signal generator consists of the following
functional units:

• secondary power source (SPS) is designed to supply DC to AC 220 V 50 Hz
voltage power for the circuit elements of the generator (UVDD= 15 V, UVSS=
–15 V, UVCC = 5 V);

• the reference voltage source (RVS) is used to create the reference voltage for the
digital-to-analog converter (DAC);

• from the reference voltage, the DAC generates a unipolar, constant-amplitude
signal of the specified frequency;

• buffer operational amplifier (BOA 1) is designed for the test signal shift relative
to zero;

• multiplying digital-to-analog converter (MDAC) is used to attenuate the test signal
by 1–100 times;
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Fig. 1 Flowchart of the test ECG signal generator

• buffer operational amplifier (BOA 2) is designed to adapt the MDAC output to
the inputs of the power amplifier (PA) and attenuator;

• the switch is used for automated switching of the generator outputs;
• the PA is designed to amplify the current test signal and adapt the generator output

to low impedance loads;
• the attenuator is used to attenuate the test signal and provide 0.3 V, 1.0 V, 10 V,

0.1 mV, 1 mV, 4 mV, 10 mV RMS values and the output voltage of the artificial
ECG varying from ±500 µV to ±10 mV;

• amyRIO-1900 (National Instruments,USA)devicewithXilinxZynq-7010FPGA
module functions as a logic software and logic hardware;

• dynamic random-access memory is used as a RAM unit;
• non-volatilememory is provided by electrically erasable programmable read-only

memory (EEPROM);
• a 40 MHz reference frequency generator (RFG) is used for clocking the

microcontroller and the field programmable logic device (FPGA).

Based on the LabVIEW system-design platform, customized software is devel-
oped to generate test signals and control the generator operation. The LabVIEW
consists of two parts: the top-level program based on a host computer, namely a Test
Signal Generator virtual device, and the low-level program based on the NI myRIO
1900 target device. The application running on the host computer is responsible
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for the user interface, while the application running on the target device utilizes the
DDS-based FPGA for the continuous test signal reproduction with a quick frequency
agility. The model described in [13] is used to generate an ECG period of signal.
Figure 2 illustrates the user interface for the generator control.

Figures 3–7 present the output waveforms of the sampled signals of the prototype
signal generator using the ECG recorder with nanoelectrodes [12].

Fig. 2 User interface for the generator control
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Fig. 3 Sine waveform. RMS: 1 µV. Frequency: 1 Hz
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3 Conclusions

From the outcome of our investigation it is possible to conclude that the proposed
test signal generator provided a reproduction of the following signals. DC voltage:
–300 mV and 300 mV. The RMS values 0.3µV, 1.0µV, 10µV, 0.1 mV, 1 mV, 4 mV,
10mV, 1V and 5V of sine-, triangle- and square-waveform alternating current varied
within the frequency span of 0.5–1000 Hz with increments. The output voltage of
an artificial ECG: from ±500 µV to ±10 mV; amplitude discretization: 5 µV at a
sampling frequency ranging from 30 to 360 pulses per minute. In our future research
we intend to improve the accuracy of the signal reproduction.

Acknowledgements The research is funded by Grant № MK-873.2020.8 of the President of the
Russian Federation.
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Vibration Installation for Research
of Erythrocytes Agglutination

Marina Shulgina, Alexander Aristov, and Yulia Rozenbaum

Abstract Proposed a method for establishing a human blood group based on the
light flux registration passing through blood samples in the form of drops. In them
there is a process of agglutination of red blood cells. This article describes the design
of the vibrating installation, which will be used to study the vibration modes of
droplet samples in order to find the necessary frequency and amplitude of vibrations
for better detection of agglutinates during blood typing.

1 Introduction

Each person has one of four blood groups according to the AB0 classification system
[1]. They differ depending on the presence or absence of certain proteins in the
blood (alpha and beta agglutinins), as well as the presence of specific antigens on
the erythrocyte membrane, which are indicated by the letters A and B [2, 3]. The
determination of human blood groups is an important step before blood transfusion,
making it possible to establish which blood type will be administered to the patient.
Transfusion of mismatched blood groups can lead to the development of compli-
cations after transfusion of blood components [4]. In emergency situations, when a
person’s life depends on it, it is necessary to immediately transfuse blood. Although
an in-place analysis is desirable for an appropriate blood transfusion procedure, most
traditional methods and tools lack the required usability or tolerance. Blood typing
tests have traditionally been carried out manually, using methods such as slide and
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tube agglutination tests. Red blood cell agglutination is caused by an immune reac-
tion between red blood cells and antibodies against the corresponding blood group.
Typically, when typing a blood sample, agglutination is detected by human eyes or
by imaging methods.

Recently, a sufficient number of fully automated blood analysis devices have been
developed that work in blood centers and large hospitals. These facilities have several
advantages, the most important of which are high transmittance in mass analysis and
good sensitivity. However, none of these devices can give results in a short time.
These systems are stationary, have large dimensions and high cost. Therefore, to
enable analysis to determine the blood group remotely from clinical laboratories, the
development of a portable, inexpensive and sensitive device for typing blood samples
is required.

Currently, a lot of research is underway to develop automated methods for deter-
mining blood groups. For example, scientists from Austria Ferraza et al. [5] were
able to develop a special software tool based on image processing methods using a
CCD-camera that can detect the occurrence of agglutination in the studied samples.

Maxime Hueta, Myriam Cubizollesa, Arnaud Buhot from France also worked
on a similar topic [6]. They developed an integrated microfluidic chip that contains
dried anti-A or anti-B reagents for typing inside their microchannel. A drop of blood
in the analysis falls into this channel. Then, by video recording, the agglutination is
visualized inside the biochip.

The publications of Japanese scientists Hiroki Ashiba, Makoto Fujimaki, Koichi
Awazu [7] described a new method based on the detection of agglutination using
an optical waveguide-sensor (waveguide-mode sensors). Using it, the reflectance
spectrum of the initial blood and blood mixed with reagents containing antibodies
for group affiliation was measured. Measurements based on the waveguide sensor
showed the potential for detectingweak agglutination,which is difficult to distinguish
with the human eye.

In the articles [8], domestic developments of methods for the automatic determi-
nation of agglutination are presented. Tarkhov N. S., Stekacheva V. L. In their work,
when developing a portable device, they use the fact that in the course of agglutina-
tion reactions, a change in the density of the substance occurs and pressure increases
on the piezoresonance sensor, which is used as a sensitive element.

One of the first publications devoted to the acousto-optic method for detecting
red blood cell agglutination was the work of Alipov et al. [9]. The method is based
on a combination of the action of ultrasound on the reaction mixture “blood-serum-
physiological solution” with its optical sounding. The mechanism of interaction
of the blood-serum mixture with ultrasound is considered in detail in articles by
Dubrovsky et al. [10, 11]. It is also worth mentioning the method of determining
the blood group using impedancemetry. The principle of their method is to detect
changes in impedance during blood agglutination with coliclones [12].
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2 Methodology

Wealso conduct research aimed at developing a simple, inexpensive, fast-performing,
automated method for recording the hemagglutination reaction that occurs when
conducting a blood typing study. To register the agglutination reaction,we are consid-
ering a method based on photometry of blood samples in the form of lying drops
[13, 14]. Figure 1 shows the optical design of this study.

To accelerate the formation of erythrocyte aggregates, droplet blood samples
mixed with an agglutinating agent have a mechanical effect in the form of horizontal
vibration. Hydrodynamic flows that occur in a drop of blood during vibration lead to
a more rapid association of individual red blood cells into large clusters (in the case
of specific agglutination in the sample).

Initially, a reactionmixture of blood and a solution of cyclones represents a highly
scattering medium. Reducing the dispersion of the medium, due to the formation of
red blood cell agglutinates, leads to an increase in the transmittance of blood samples.
In addition, as a result of vibrational flows, a clot of agglutinated erythrocytes sepa-
rates from the transparent liquid part of the reaction medium and a significant part
of the droplet becomes practically transparent to optical radiation.

And since the drop has a spherical surface, it begins to focus the light flux passing
through it onto the photodetector installed in the focus position of the drop-lens.

During these processes, the intensity of the light flux arriving at the photodetector
in the presence of agglutination increases more than 10 times with respect to the
initial moment of the reaction time. In the absence of agglutination, dispersion of the
sample occurs and the light transmission of such a drop does not change significantly.

Fig. 1 Photometry method
of droplet samples
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Fig. 2 Laboratory layout of a system for generating droplet vibrations

Based on this registration technique, we conducted experimental studies on blood
typing. These studies showed the possibility of sufficiently reliable identification
of samples in which red blood cell agglutination occurred. In addition, during the
studies, itwas noted that the nature of the vibrational effects (frequency and amplitude
of oscillations) on the drop sample of blood in which the agglutination process takes
place affects the rate of erythrocyte agglutinate formation and the nature of the final
conglomerates formed from agglutinating red blood cells. And this, in turn, leads to a
different nature of the behavior of the optical curves recorded during the photometry
of droplets. Therefore, the problem arose of finding the necessary frequency and
amplitude of the vibrational impact on the drop to provide the best mode for detecting
agglutination during blood typing.

The vibrational part of the installation used in our studies was assembled on the
basis of the electromagnetic focusing unit CD-ROM (Fig. 2).

Since this system is based on an electromagnetic drive and it is characterized by a
dependence of the oscillation amplitude on the frequency of the exciting signal, and
this did not allow us to conduct a comparative analysis of agglutination at different
frequencies. Therefore, to conduct experimental studies to determine the necessary
parameters of vibrational effects on a drop, the task arose to develop a vibrational
platform suitable for such studies.

3 Results

To achieve this goal were put forward requirements for the design of a vibrating
installation:

• the amplitude of the platform oscillations should be in the range from 0.3 to 3mm;
• the oscillation frequency of the platform can vary from 1 to 50 Hz;
• the speed of vibrational vibrations should be from 1 to 200 mm/s.

Since at this stage of research there were no requirements for the dimensions of
this device, it was decided to use a stepper motor as a drive device.
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Fig. 3 Schematic diagram of the control of the vibration unit

According to our proposed device design, a screw drive by a stepper motor creates
a reciprocating movement of the carriage, with cuvettes with blood samples placed
on it.

To change the amplitude andvelocity of the platform, the steppermotor is given the
number of steps and its rotation speed. The electrical circuit diagram for controlling
this unit is shown in Fig. 3.

All microcircuits are powered through the LM7805 stabilizer. The control signals
to the steppermotor come from themicrocontroller. The STM8S003K3T6microcon-
troller was selected [15], because it has the necessary number of input / output ports,
low power consumption, and compatibility with microcontrollers of more modern
series. This makes it possible to further improve the device by using a more powerful
STM microcontroller with a large number of input/output ports, which allows the
use of more peripheral devices. It is also planned to introduce signals from optical
measuring channels through the controller to register the optical parameters of droplet
samples.

The device uses a unipolar stepper motor with a pitch of 1.8°. To coordinate
a stepper motor with a microcontroller, a driver is required, in our case it is a
ULN2003 driver. The controls are buttons S1–S4, by pressing of which the oper-
ator can change the amplitude and frequency of vibration, as well as the speed of the
carriage. The values of the motion parameters of the vibrating platform are displayed
on the WH1602A LCD display.

The programming of the controller is carried out using the ST-LINK V2
programmer. It is compatible with the STM32 and STM8 line controllers, allowing
you to step-by-step execute the microcontroller program and monitor the values of
all registers, which greatly facilitates the work with the project.
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Fig. 4 Separation of a clot of agglutinated red blood cells from the clear liquid portion of the
reaction medium

This device has been assembled and technical tests performed. The tests confirmed
the specified technical requirements for this device and the possibility of conducting
experimental studies on it.

Figure 4 shows a photo of a vibrating platform cuvette holder with blood samples
located on it.

The photo reflects the result that can be observed visually in blood samples after
vibration of the samples in the device. In blood samples, where cell agglutination
has occurred, the central region of the drop is cleared from agglutinates. In blood
samples where there is no agglutination, the medium remains cloudy.

4 Conclusions

In the future, using this setup, experiments will be conducted to find themost suitable
vibration mode. The task of the research is to identify vibration modes in which the
process of erythrocyte agglutination will occur faster and it will be better to optically
detect samples where there is agglutination, from blood samples where this process
is not observed.

Accordingly, with the proper experimental procedure, the correct selection of
the parameters of the optical measuring system, the parameters of the vibration
platform, corresponding to the analytical processing of the data, it is possible to
obtain a sufficiently high sensitivity of our method, which will make it possible to
assess the presence of erythrocyte agglutinates with a high degree of reliability even
in samples with weak agglutination.
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Abstract The problem of human cardiovascular diseases is one of the critical health
problems. The most serious aspect is sudden cardiac death (SCD). A new method
and approaches to recording micropotentials by the nanosensor-based hardware and
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software complex are elaborated for dynamic personalized monitoring of the heart.
Tables with data on functioning of the patient’s heart during multiple examinations
are automatically generated in one Excel file. The study presents results on cardiac
micropotentials in groups 1A—volunteers died from cardiogenic shock, and 1B—
volunteers with acute myocardial infarction (AMI) survived. Relative average values
of the total energy for all time intervals are given in the following amplitude ranges:
(0.5–1.0) µV; (1.1–3.0) µV; (3.1–5.0) µV; (5.1–20.0) µV in a dynamic pattern.
The results are divided into 3 ranges: the total energy value of more than 150%,
less than 50% and in the range of (50–150)%. The most significant changes in the
micropotential energy by a factor of (4, 5) can be observed in the range of (5.1–
20) µV. It is shown that the excess of the micropotential energy over 150% and the
decrease in the micropotential energy below 50% are predictors of SCD.

1 Introduction

Diseases of the human cardiovascular system are some of the critical health prob-
lems recognized by scientists all over the world [1]. According to Eurostat reports,
the number of patients in Europe attained 11.3 million [2]. In 2018, the American
Society of Cardiology reported the projected proportion of people suffering from
cardiovascular disease (CVD) to increase to 45% of the total US population [3].
An increased number of patients is associated with general aging of the population,
improved effectiveness of methods for controlling infectious diseases and changed
rhythm of people’s lives that causes bad health habits.

CVD is dangerous since its course is asymptomatic until transition to acute forms
that often end in death.Widespread prevalence and lack of awareness of people about
the state of their body and the need to change the lifestyle in the early stages of the
disease result in high mortality from CVD worldwide.

The most serious problem in mortality from CVD is the phenomenon of sudden
cardiac death (SCD). SCD refers to nonviolent death due to circulatory dysfunction
incompatible with life without symptoms preceding the event.

Around4 to5millionpeople per year die fromsudden cardiac deathworldwide [4].
Studies of various scientific groups have shown a significant number of SCDepisodes
among deaths from various pathologies of the cardiovascular system, most of which
were coronary heart disease, cardiomyopathy and Cardiac channelopathies [4]. In
statistical review [5], the prevalence of SCD after myocardial infarction (MI) attacks
during 1 year, 5 and 10 years is (7–20%), (24–38%), and (40–56%), respectively. In
various cardiomyopathies, the proportion of SCD cases ranges from 2 to 4% [6].
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Knowing one of the causes of SCD, the number of deaths could be reduced by
preventing cardiac arrest using a wearable implantable pacemaker, which proved to
be very effective in combating this phenomenon [7]. Nevertheless, indications for
this treatment are still controversial due to the ambiguity of the existing criteria for
stratification of people by risk groups [8].

Methods currently used for classification of sudden cardiac death do not allow
accurate identification of risk groups and correctly recommended treatment. For
example, according to the statistics provided by theDANISH study, a group of people
at risk of SCD did not actually need to undergo prescribed pacemaker implantation
and were unnecessarily exposed to postoperative risks. At the same time, 80% of
cases of cardiac arrest outside hospitals occurred in people who were not prescribed
pacemaker implantation [9].

Thus, the group of people most vulnerable in stratification of the population
includes patients without obvious signs of CVD, since health services and the group
of people themselves remain unaware of the upcoming event and cannot take preven-
tive measures against SCD. Thus, development of new methods and systems for
stratification of the population for predisposition to episodes of SCD is critical at the
global level.

The main methods to detect the presence of predictors of SCD in humans are
reported in [4, 6, 8, 10]:

• medical history,
• heart imaging techniques,
• genetic testing,
• serological testing,
• electrocardiographic examination,
• studies of autonomous tonus,
• electrophysiological examination.

The most common diagnostic criterion for assessing the occurrence of SCD is the
value of the left ventricular ejection fraction (LVEF) obtained by echocardiographic
examination. LVEF reflects the performance of the left heart ventricle. This parameter
is critical for determining indications for pacemaker implantation (PI) [11]. However,
studies show that an isolated use of LVEF is insufficient for both stratification of the
population and indications for PI implantation [11], since not all cardiac pathologies
that cause SCD are followed by the change in the volume of blood ejected from the
heart, and a group of people with low LVEF (less than 35%) accounts for 4.3% of
cases of threatening arrhythmias, and only one third of all cases result in SCD [12].
In addition, echocardiographic examination is prescribed only in case of signs of
CVD in medical history and are not used for annual examination of the population
[11], which makes them useless for stratification of people without symptoms of
heart disease.

To visualize the heart, the MRT method is used to obtain an image of fibrous
tissue in various parts of the heart indicating the cardiomyopathy and causing life-
threatening rhythm disturbances.
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Despite the clarity of imaging techniques, they can only be used as an auxiliary
means of SCD stratification due to high cost and laborious diagnostic process. This
makes them of little use for groups without severe CVD symptoms.

Electrophysiological (EP) examination is invasive recording of the myocardium
during electrical stimulation either with or without additional drug stimulation. The
importance of EP study as a SCD risk stratification factor is particularly notable in
the study of patients after myocardial infarction [13].

Electrocardiographic examination methods are important in the SCD stratifica-
tion, since they allow the study of a large group of people with minimal consumption
of time, money and labor resources, including that within the framework of clinical
examination of the population. In addition, these methods yield a large number of
parameters available for statistical analysis.

Analysis of the literature revealed the following significant markers of risk
detected by ECG:

• abnormal duration of the QRS complex [13],
• block of His bundles [14],
• fragmented QRS complexes [15],
• high heart rate (HR),
• T-wave width (Tpeak-Tend) [16],
• microvolt T-wave alternations (mTWA) (from cycle to cycle) [13],
• changes in the composition of cardiac late potentials [10],
• change in the ST-segment during Holter monitoring (HM) [13],
• change in the QT-segment and its variance, HM [13],
• change in the T-wave shape, HM [13],
• the angle between the QRS and T vectors.

One of the new parameters for prediction of an episode of SCD in humans is
the duration and morphology of the QRS complex. QRS duration is significant in
assessing risk factors in people with bundle branch block (BBB), especially in men
[17].

A fragmented QRS complex found on a conventional electrocardiogram is a sign
of abnormal ventricular depolarization and, according to one theory, it is caused by
scars on the heart and formation of fibrous tissue, as well as changed functioning of
tissue ion channels [18]. The QRS fragmentation curve is a complex split in one or
more points with new teeth formed.

An increased heart rate (HR) at rest is one of the signs of dysregulation of the
sympathetic system, which is used as a criterion for SCD stratification. For example,
in [19], a study was conducted among risk groups of SCD, where a number of deaths
were found to grow at increased heart rate at rest.

Microvoltage T-wave alternations (mTWA) are some of the subtle parameters on
the ECG, representing small changes in the amplitude and morphology of the wave
from one cycle to another.

However, the overall diagnostic value of this criterion remains in question for
the entire population due to conflicting results of statistical studies, and it requires
further additional assessment [5].
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The duration of the T-wave (Tre) is determined as the duration of the interval from
the wave peak to its end. In a standard 12-lead ECG, this parameter showed itself as
one of the evaluation criteria for stratification of patients by SCD signs. According
to [20], the risk of mortality increases significantly with every increase of 10 ms in
the Tre duration with the minimum significant limit starting from 85 ms.

Scientists used this parameter for stratification of SCD risk groups and noted that,
although this parameter can be used as an independent factor, its full potential can
be revealed only in combination with other parameters, such as elongation of the QT
segment and QRS complex [16].

The QT interval is also one of the predictors of SCD.
Another ECG parameter used for SCD risk stratification is the presence of late

ventricular potentials (LVV) [21], which are studied using signal-averaged electro-
cardiography (SAECG). Late micropotentials are low-amplitude (less than 20 µV)
high-frequency (above 20–50 Hz) components in the final fragment of the QRS
complex. LVV is currently determined by statistical Simson’s method of the QRS
complex of the ECG recorded using orthogonal leads (X, Y, Z) with bidirectional
digital filtering in the frequency range from 40 to 250 Hz. This method employs a
set of similar cardiocycles (about 500), since the method implies synchronization of
cardiocycles along the R wave and their summation with subsequent averaging. The
total value

√
(X2 + Y2 + Z2) of the parameters is analyzed for the signs of LVV.

The parameters that are significant in the analysis of potentials are as follows: the
duration of the averaged QRS–totQRS complex, the rms amplitude of the last 40 s
of the averaged QRS–RMS-40 complex, the duration of potentials with amplitude
of less than 40 µV at the end of the averaged QRS complex.

A QRS complex duration of more than 114 ms plays the role of an independent
prognostic factor in the diagnosis of life-threatening arrhythmias, and that exceeding
120 ms indicates the risk of developing ventricular fibrillation and sustained atrial
tachycardia. For other significant parameters, the boundary values are: LAS-40 of
more than 38 ms, RMS-40 of less than 20 µV. In case, two of the three parameters
are detected, the method indicates SCD risk [21].

Dysfunction of the autonomic nervous system with decreased regulatory activity
of the vagus nerve is often associated with the development of life-threatening
arrhythmias, especially after MI cases in humans [22].

The analysis of studies of predictors and predictive models showed that prediction
of SCD is still an urgent problem actively being solved by the scientific community
of clinicians. Most of the studies conducted are aimed at stratification of SCD cases
in groups with known signs of CVD and focus little on patients without pronounced
symptoms, which leaves the bulk of the population and people involved in sports,
who, despite their healthy appearance, may be exposed to SCD, especially at young
age without adequate treatment [23].

Thus, in stratification of the population, the group of people most vulnerable are
currently patients without obvious signs of CVD, since the health services and the
group of people themselves remain unaware of the upcoming event and cannot take
preventive measures against SCD. Thus, the relevance of new methods and systems
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for stratification of the population for predisposition to episodes of SCD is critical
at the global level.

Methods of stationary electrocardiography are mainly designed for short-term
studies in conditions of a cardiologist’s office or a hospital ward. However, most
episodes of cardiac abnormalities occur outside the hospital during daily activi-
ties, including dangerous arrhythmic episodes leading to SCD [24]. To record these
episodes, it is necessary to use wearable devices recording outside the premises of
clinics in patient’s daily life [25–27].

Advanced communication technologies and computers provided new technical
solutions to improve mobile ECG devices. Among the types of mobile ECG devices,
the following categories are of greatest interest: ambulatory electrocardiographs (AE)
and activity trackers.

The Holter cardiograph is the earliest and most commonly used device for long-
term monitoring of cardiovascular activity.

Activity trackers are a separate class of devices designed to track biological param-
eters of the human body in real time. Modern trackers are made as a wristwatch with
a sensor module that records parameters of the human body and transmits it to the
user’s smartphone.

The devices considered earlier showed that modern development of medical diag-
nostic technologies shows a tendency towards advanced and increased variety of
medicalwearable devices. The development of information and communication tech-
nologies (ICT) greatly promotes this area. As a result, portable telemetry systems
were designed for long-term monitoring of heart activity, referred to as MCOT
(mobile cardiac outpatient telemetry system) in the English-language literature. The
system provides remote interaction between the patient’s electrocardiographic data
and medical personnel during a long-term monitoring outside the hospital [28].

There is a tendency to increase the duration of heart exanimation and ensure the
continuity of recording during the entire exanimation process.

The main technical parameters of known wearable technical devices are as
follows:

• amplitude range from 30 µV to 10 mV;
• frequency range from 0.05 to 100 Hz;
• sampling frequency from 128 to 1024 Hz;
• number of channels from 1 to 3;
• weight from 16 to 110 g.

The existing equipment for continuous dynamic monitoring of the state of the
human heart functions in standard frequency ranges, shows low resolution, and
contains filters that limit signals in both low and high frequencies.

New methods and high-resolution technical means operating in extended ampli-
tude and frequency ranges are being created for human heart examination to develop
methods for assessing the state of the human cardiovascular system [29–32].

In [33], a nanosensor-based hardware and software complex (HSC) is described. It
is capable of recording cardiac micropotentials without filtering and averaging elec-
trical cardiac signals with a level of 1µV, in the frequency range from 0 to 10,000Hz,
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andwith a sampling frequency of 64,000Hz.HSChas undergone preliminary clinical
studies in volunteers. In [33, 34], it was shown that sensitivity and metrological char-
acteristics of the nanosensors are higher in comparison with those of silver-chloride
electrodes.

The aim of the study is creation of new methods and approaches based on non-
invasively recorded cardiac micropotentials for dynamic personalized monitoring of
the heart activity.

2 Methods

Before the recordings processing, ‘extraneous’ components such as artefacts, elec-
trical interference, electromagnetic interference, and others should be excluded from
the ‘useful’ signal. A specially developed program [33] is used for signal processing
(Fig. 1).

This program eliminates concentrated interferences while maintaining a contin-
uous spectrum and eliminates the intrinsic noise of the HSC.

A computational module has been developed to automatically generate Excel
tables with processed results of the Holter ECGs recorded from the chest (leads 1–3)
using the nanosensor-based HSC.

Figure 2 presents a block diagram of the automation algorithm for statistical data
generation.

Fig. 1 Signal processing window
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Fig. 2 Block diagram of the
automation algorithm for
statistical data generation

The first stage of the algorithm is loading of an ECG signal and an Excel file with
rows and columns formed for filling the data. To speed up the program, the ECG
signal is loaded without displaying in graphs, since this process requires significant
computing power. The loaded Excel file can or cannot contain data. If the table
contains data, the program finds the cells for filling the data. The method for opening
an Excel file is implemented through the OLE Variant variable designed to operate
with the settings and table data using the program code.

To speed up the algorithm, at the stage of detecting micropotentials an algorithm
for finding micropotentials was implemented for the entire signal duration with no
graphical display of the result. Similar to the ECG file loading, the display of data
can be specified in the settings when detecting micropotentials.

The next stage includes the main part of the developed program module. Since
a large number of ECG recordings are being processed, it is required not only to
speed up the loading and detection algorithm but also to generate results for further
statistical analysis of the data. To accomplish this task, the obtained results were
divided into sections (intervals). Initially, the detection algorithm yields a result
from 200 on the time scale and from 1000 on the amplitude scale. These data show
the accuracy of the detection algorithm with a time increment of 0.1 ms and an
amplitude of 0.1 µV. Given these data, the total number of different positions can
attain 200,000 in one of 3 leads only, which hinders determination of the diagnostic
value of the results. Therefore, the time scale was divided into 20 intervals with an
increment of 1 ms, and the amplitude scale fell into 6 intervals: (0.5–1.0); (1.1–3.0);
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(3.1–5.0); (5.1–20.0); (20.1–50.0); (50.1–100) µV. These intervals were selected
experimentally to identify areas that indicate features of the heart. This method
reduced the number of different positions to 120. In addition, the programadditionally
divided the time scale into 3 intervals: (0.1–3) ms, (3.1–7) ms, (7.1–20) ms to study
changes in the dynamics ofmicropotentials in extended time and amplitude intervals:
(0.5–1.0); (1.1–3.0); (3.1–5.0); (5.1–20.0); (20.1–50.0); (50.1–100) µV.

The tables provide the number of micropotentials and their energy in the speci-
fied amplitude-time intervals for 3 leads and the examination date. As a result, tables
with data on the state of the volunteer’s heart during multiple examinations can be
presented in one Excel file. This method is becoming a new tool for monitoring and
preventing changes in the state of the patient’s heart. Moreover, data on micropoten-
tials that reflect a spontaneous activity of myocardial cells ensure early identification
of the heart disease symptoms.

3 Results

To assess the diagnostic value of the recorded cardiac micropotentials, they were
studied in two groups of volunteers: group 1A involved 6 volunteers who died from
cardiogenic shock, and group 1B involved 10 volunteers with previously documented
acute myocardial infarction. Figures 3, 4, 5, 6, 7 and 8 show the results of study for

Fig. 3 Volunteer 1, group 1A, recording 1—04.05.2014, recording 2—06.08.2015, out of hospital
SCD after 6 months; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20)
µV; range of more than 150%
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Fig. 4 Volunteer 2, group 1A, recording 1—11.03.2016, recording 2—14.03.2016, recording 3—
06.04.2016, a day before death; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV;
d (5.1–20) µV; range of less than 50%

Fig. 5 Volunteer 3, group 1A, recording 1—25.04.2016, recording 2—10.05.2016, a day before
death; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range of
more than 150%
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Fig. 6 Volunteer 4, group 1A, recording 1—27.04.2016, recording 2—28.04.2016, a day before
death; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range of less
than 50%

Fig. 7 Volunteer 5, group 1A, recording 1—14.11.2017, recording 2—16.11.2017, a day before
death; amplitude intervals: a (0.5–1)µV; b (1.1–3)µV; c (3.1–5)µV; d (5.1–20)µV; lead 1—range
of less than 50%; leads 2 and 3—more than 150%, total sum of leads—from 50% to 150%
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Fig. 8 Volunteer 6, group 1A, recording 1—14.11.2018, recording 2—16.11.2018, recording 3—
19.11.2018, a day before death; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV;
d (5.1–20) µV; range of less than 50%

group 1A, and Figs. 9, 10, 11, 12, 13, 14, 15, 16, 17 and 18 present the results of
study for group 1B.

Preliminarymedical studieswere conducted inTomskResearch Institute ofCardi-
ology. Each volunteer signed an informed consent (Clinical studies were approved by
the local ethical committee on biomedical ethics at the Research Institute of Cardi-
ology protocol #147 dated 28.06.2016). The volunteerwas informed about the regime
and procedures for examination and treatment, according to the regulations on the

Fig. 9 Volunteer 1, group 1B, recording 1—12.03.2015, recording 2—20.03.2015, recording
3—26.03.2015, recording 4—08.04.2015, recording 5—28.04.2015, recording 6—04.06.2017;
amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range (50–150)%
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Fig. 10 Volunteer 2, group 1B, recording 1—10.02.2016, recording 2—17.02.2016, amplitude
intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range (50–150)%

Fig. 11 Volunteer 3, group 1B, recording 1—10.02.2016, recording 2—17.02.2016, amplitude
intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range (50–150)%
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Fig. 12 Volunteer 4, group 1B, recording 1—24.02.2016, recording 2—26.02.2016, recording 3—
09.03.2016; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range
(50–150)%

Fig. 13 Volunteer 5, group 1B, recording 1—10.02.2016, recording 2—11.03.2016, amplitude
intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range (50–150)%, lead
3—range (5.1–20) µV – more than 150%
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Fig. 14 Volunteer 6, group 1B, recording 1—16.03.2016, recording 2—18.03.2016, amplitude
intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range (50–150)%

Fig. 15 Volunteer 7, group 1B, recording 1—29.03.2016, recording 2—06.04.2016, recording 3—
15.04.2016; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range
(50–150)%
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Fig. 16 Volunteer 8, group 1B, recording 1—14.04.2016, recording 2—22.04.2016, amplitude
intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV; range (50–150)%

Fig. 17 Volunteer 9, group 1B, recording 1—17.04.2016, recording 2—25.04.2016, recording 3—
06.06.2016, recording 4—04.06.2017; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5)
µV; d (5.1–20) µV; range (50–150)%
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Fig. 18 Volunteer 10, group 1B, recording 1—28.04.2016, recording 2—15.05.2016, recording
3—20.06.2016; amplitude intervals: a (0.5–1) µV; b (1.1–3) µV; c (3.1–5) µV; d (5.1–20) µV;
range (50–150)%

procedure for hospitalization in Tomsk Research Institute of Cardiology (informa-
tion leaflets/consents (order of the Chief Medical Officer of the Research Institute of
Cardiology #12 of June 06, 2014). The confidentiality of the volunteers surveyed is
respected.

The ECG was recorded using three leads from the chest at rest according to
Holter’s system.

Figures 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 show the relative
average values of the total energy for all time intervals in the following amplitude
intervals: (0.5–1.0); (1.1–3.0); (3.1–5.0); (5.1–20.0)µVin the dynamics of study. The
result of examination 1 is taken as 100%. The total energy for 3 leads is determined,
and the ratio of the results for subsequent studies to the energy determined during
examination 1 (in %) is calculated. The results are grouped into 3 ranges: the value
of the total energy for all time intervals is more than 150%, less than 50% and ranges
from 50% to 150%.

4 Discussion

In group 1A (lethal outcome), Volunteer 1, Fig. 3, died from SCD outside the hospital
6 months after the last examination. There were no symptoms, postmortem exami-
nation confirmed the presence of signs of acute coronary insufficiency. The greatest
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(4, 5)-fold changes in the energy of micropotentials could be observed within the
range (5.1–20) µV.

Volunteers (2–6) were examined in the hospital and died from cardiogenic shock.
In Volunteers 2, 4, and 6, the micropotential energy decreased by more than 50%,
and in Volunteers 1, 3, and 5, the micropotential energy exceeded 150%.

In group 1 B (acute myocardial infarction volunteers, but survivors of myocardial
infarction, comparison group), all 10 volunteers exhibited micropotential energies in
the range of (50–150)%.

5 Conclusion

The study yields the following conclusions:

• The developed method for real time recording micropotentials without filtering
and averaging using the nanosensor-based HSC is of high new diagnostic value.

• The energy of micropotentials index shows the state of the heart muscle.
• The energy of micropotentials exceeding 150% and the energy of micropotentials

decreased by more than 50% are SCD predictors.
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Search for the Frequency of Ultrasonic
Exposure to Intensify Drug Treatment
of Gallstone Disease

Ekaterina Dikman, Yuliya Zyuzkova, Irina Nam, Andrey Kolomeytsev,
and Anatoly Chirev

Abstract The chapter describes the search for the frequency of ultrasonic vibra-
tions using the COMSOL Multiphysics interactive environment for the treatment of
gallstone disease using a technique based on the ultrasonic intensification of drug
dissolution of calculi. The found frequency is the most effective, but at the same time
it does not have an excessive thermal effect on the skin surface in contact with the
emitter.

1 Introduction

Currently, there is an increase in the incidence of cholelithiasis which causes the
formation of stones in the gallbladder. The reasons for the increasing prevalence
of the disease are malnutrition, lifestyle changes, physical inactivity, poor ecology,
hereditary factors, and improved diagnosis of the disease.

The treatments available today are imperfect. They can have a lot of contraindi-
cations and postoperative complications (cholecystectomy), can be dangerous in the
presence of large calculi due to the likelihood of blockage by fragments of the bile
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ducts (extracorporeal shock wave lithotripsy) or require long-term treatment and
significant monetary costs (drug therapy) [1–3].

Thus, another method is needed, which will be more effective and safer than
all available. This method is the ultrasonic intensification of drug dissolution of
gallbladder calculi. Percutaneous ultrasound exposure will accelerate the diffu-
sion between bile with a drug containing ursodeoxycholic acid dissolved in it and
cholesterol calculus [2, 3].

The purpose of this study is to select the parameters of ultrasonic exposure, namely
the vibration frequency, which will be most effective, but at the same time not exert
excessive thermal effects on the skin surface in contact with the emitter.

2 Gallstone Disease: Etiology and Treatment Methods

2.1 Physiology of the Gallbladder

The gallbladder is a hollow organ of the human digestive system, located in a special
bed near the lower part of the right lobe of the liver and representing a thin-walled
pear-shaped or conical reservoir with a volume of 30–70 ml. On average, in an adult,
the length of the gallbladder is 7 cm, and the width is 3 cm.

Bile accumulates and concentrates in the gallbladder. Bile is a complex aqueous
solution secreted by liver cells that has a specific odor and yellow, brown or greenish
color. Consists of 80% water and 20% of substances dissolved in it (bile acids, salts,
proteins, etc.). In the human body, the formation of bile and its subsequent secretion
is the only way to remove certain molecules and ions.

Cholelithiasis (cholelithiasis) is a disease in which stones (calculi) form in the
gallbladder, bile ducts, which prevent the free flow of bile and contribute to the
development of various infectious processes [3, 4].

2.2 Pathogenesis of Gallstone Disease

In the biliary tract, two types of stone formation are distinguished: primary and
secondary. Primary cholesterol stones are formed because of the precipitation of
cholesterol.

Secondary stone formation, as a rule, is the result of blockage of the bile ducts
during gallstone disease or scarring, which contribute to the development of an
ascending infection from the lumen of the gastrointestinal tract.
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2.3 Methods of Treatment of Cholelithiasis

Today there are several different types of cholelithiasis treatment, both nonsurgical
and surgical.

One of the most common non-surgical methods of treating gallstones is litholytic
or drug therapy. With cholesterol calculi in the gallbladder and there are contraindi-
cations to surgical treatment or the patient’s refusal to operate, he is prescribed
drugs containing chenodeoxycholic or ursodeoxycholic acids, the action of which is
directed directly to dissolving the stones. This method of treatment has the following
disadvantages: the duration of treatment (up to two years) and the inability to dissolve
large stones, as well as stones present in the gallbladder in large quantities [4, 5].

Another non-surgical method is extracorporeal shock wave lithotripsy. The
destruction of gallstones occurs because of exposure to a focused ultrasonic shock
wave. After crushing, the fragments, the size of which allows them to freely pass
through the narrow cystic duct, are independently removed from the gallbladder.
Larger fragments are unable to leave the gallbladder and remain inside, which is a
disadvantage of this method of treatment.

Cholecystectomy is a surgical operation to remove the gallbladder, which, despite
the development of non-surgical methods, remains the main treatment for cholelithi-
asis. The main disadvantages of this method are the trauma of the abdominal wall,
possible complications, a long recovery period, and restrictions on physical activity
after surgery, and so on [4–6].

Thus, at present there is a need to use a method of treatment that combines the
advantages of those already known.

3 Biological Effects of Ultrasound

Once in the human body, ultrasound affects not only the irradiated organs or tissues.
The main factors of ultrasound action are mechanical, physicochemical and thermal
factors.

The mechanical action of ultrasound is based on the effect of alternating acoustic
pressure, as a result of which tissue micro-massage occurs at the cellular level. Under
the influence of ultrasound, the conductivity of ion channels of cell membranes
changes and micro flows of metabolites in the cytosol and organelles increase, and
the permeability of cell and intracellular membranes increases.

Physicochemical action is due to the presence of mechanical resonance, which
increases the speed of movement of molecules, enhances their decomposition into
ions, changing the isoelectric state, and entails the formation of new electric fields, the
appearance of free radicals and various products of sonolysis of biological solvents.
In addition, under the influence of this effect, local stimulation of biochemical and
physicochemical processes in tissues occurs, metabolism is activated, and the pH
value of tissues changes.
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The thermal effect of ultrasound is manifested in the conversion of mechanical
energy into thermal energy, which increases the temperature of the tissues. The
main heat is concentrated at the interface between tissues with different acoustic
impedances, in the tissues that most absorb ultrasonic energy (bone, nerve), as well
as in places with insufficient blood supply, since the blood removes heat during its
movement.

In addition, ultrasound has the ability to destroy the cell walls of many pathogenic
microorganisms. Based on this, we can conclude that ultrasound has a bactericidal
effect.

Based on the above,we can say that the ultrasound effect in general has a beneficial
effect on the human body and its individual parts for therapeutic and prophylactic
purposes [7–9].

Any device for ultrasound therapy consists of a generator of electrical oscilla-
tions, to the oscillatory circuit of which a piezoelectric transducer is connected. The
transducer is placed in a separate special knob, called the emitter, connected to the
device itself by means of a cable.

For the wave to travel through the base without attenuation, its thickness must be
an integer number of half-waves.

The second electrode is the knob body, to which the braided shield of the supply
cable is connected.

Piezo transducers made of barium titanate ceramics are widely used in ultrasonic
therapeutic devices. It is small crystals sintered at high temperatures and has a poly-
crystalline structure. Barium titanate is much cheaper than quartz, and has a lower
voltage value required exciting ultrasonic vibrations.

Treatment is usually carried out by applying the surface of the knob to the area to
be treated [9, 10].

Previous studies have shown [11], that at a frequency of 880 kHz studies (standard
frequency for ultrasonic physiotherapy in Russian) ultrasound at intensities over
0.4 W/cm2 of skin is heated to a physical model.

4 Simulation of Tissue Heating Caused by Focused
Ultrasound

A model was created in COMSOL Multiphysics interactive environment to demon-
strate tissue heating caused by focused ultrasound. It is necessary to register the
minimum frequency at which a soft tissue burn occurs in the zone of contact with
the emitter during 30 min of therapy.

When the ultrasound passes through the tissue volume, some of the energy of
the primary acoustic field is absorbed locally by the tissue and converted into heat.
This leads to an increase in temperature, the value of which depends on the physical
properties of the medium (acoustic absorption coefficient, density and specific heat
of the substance), properties of the ultrasonic device (beam geometry), as well as
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Table 1 General parameters
for simulation

Description Name Expression

Displacement amplitude of
transducer

d0 0.41 µm

Initial temperature value T0 309.75 K

Source frequency f0 Variable

Absorption coefficient of
water

alpha_water 0.025 1/m

Absorption coefficient of
skin

alpha_skin 17.27 1/m

Absorption coefficient of
fat

alpha_fat 4.6 1/m

Absorption coefficient of
muscle

alpha_muscle 11.5 1/m

the frequency and time-averaged acoustic intensity of the acoustic field. The actual
temperature rise that can occur also depends on the conductivity and convective
properties of the tissue, such as the rate of blood flow in that area. When exposed for
30 min, a burn occurs at a temperature of 47 °C or 320.15 K.

This work assumes the simulation of two physical processes: acoustic pressure
and heat transfer in biological tissues. In COMSOL Multiphysics, the necessary
general settings have been configured (Table 1).

Further, geometric constructions of the objects under study were performed. For
this, the average values of the thickness of the skin, fat layer, and muscle tissue of a
person were used (Fig. 1).

It was necessary to adjust the parameters of the effect of acoustic pressure on
areas of biological tissues and areas filled with water, depending on the absorption
coefficient of ultrasound in these media, as well as the parameters of heat transfer in
biological tissues.

Then materials were selected from the proposed library or manually created for
the corresponding objects: water, skin, fat, muscle.

The next step was to generate a mesh on the object, which is necessary for
modeling acoustic pressure and thermal processes. Since this work involved two
physical processes with different properties, it will be necessary to build two different
meshes (Figs. 2 and 3). To simulate the acoustic pressure, the mesh size had to be
comparable to the ultrasound wavelength.

Calculations were performed using the above constructions. It turned out that the
ultrasound frequency at which the skin surface temperature exceeded the permissible
one was 950 kHz (Fig. 4). With this value and with its increase, a soft tissue burn
occurs (Fig. 5).

Below are diagrams of the temperature distribution inside the object at frequen-
cies above and below the found one. So, at a frequency of ultrasonic vibrations of
880 kHz, the maximum temperature does not reach 318 K, which indicates the safety
of exposure with such parameters (Fig. 6). At a frequency of 1MHz, the temperature
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Fig. 1 Geometry of acoustic source and biological tissues

Fig. 2 Mesh for pressure acoustics simulation
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Fig. 3 Mesh for thermal simulation

Fig. 4 The acoustic pressure field in the water and tissue domains for source frequency of 950 kHz
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Fig. 5 Surface plot of the temperature rise in the tissue after 30min insonation for source frequency
of 950 kHz

Fig. 6 Surface plot of the temperature rise in the tissue after 30min insonation for source frequency
of 880 kHz

is much higher than permissible, and, accordingly, it is dangerous to use it for these
purposes (Fig. 7).
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Fig. 7 Surface plot of the temperature rise in the tissue after 30min insonation for source frequency
of 1 MHz

5 Conclusion

In the course of the work, a model was created that demonstrates the heating of
tissue, which is caused by exposure to focused ultrasound. The model allows two
studies. First, the analysis of the propagation of acoustic pressurewith the subsequent
construction of its field and amplitude profile. Secondly, the heat source calculated
for solving the first problem can be used in further modeling and analysis of the
processes of heating and cooling of tissues of a living organism.

Such work can be carried out to reduce the risks of mechanical damage or over-
heating of healthy tissues when the emitter of the physiotherapeutic apparatus is
applied pointwise, as well as for more accurate focusing and calculation of ultrasonic
exposure, which will be necessary and sufficient to achieve the set goals.

The result of the work done was to find the frequency of ultrasound, which cannot
be exceeded in order to prevent overheating and burns of the human skin. This
frequency was 950 kHz. Thus, it is advisable to choose a radiator with a resonant
frequency that will be less than the found one, but large enough for the ultrasonic
effect to be effective.
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Engineering of Humic Acids
in Biostimulants of Plant Growths

Olga Tchaikovskaya, Vlada Chaidonova, Natalya Yudina,
and Inna Plotnikova

Abstract The generalization of literature data and the results of our scientific
research over many years has led to the conclusion that physicochemical effects on
natural organic materials can be key in the manifestation of their biological activity
to reduce the toxicity of pollutants in the environment and improve plant growth. The
bioactive properties of humic substanceswere studied using luminol-dependent lumi-
nescence and bioluminescence. It was shown that humic substances have the highest
physiological activity for germination of wheat seeds at the concentration of 0.01 g/l.
Possible to reduce the concentration of humic substances by the mechanoactivation
or the UV-irradiation. The results of this work are promising for the development of
approaches for the biological recultivation of polluted or depleted lands using humic
preparations isolated from peat. The evaluation of morpho-physiological responses
of wheat and the enzyme activity of a soil in presence of an irradiated humic acids
were discussed.

1 Introduction

The relevance of the study is because of the conservation of biological resources,
their rational and careful use. The development of the efficient technologies will
provide the growing population of the globe with food and environmentally friendly
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products. At the beginning of 2010, Russia was on the 3rd place in the world in grain
exports (after the United States and the European Union) and on the 4th place in
the world in wheat exports (after the United States, European Union and Canada).
However, in the world there is a problem of depletion and pollution of soils due to
agricultural activity. Therefore, there is the task of improving the quality of fertile
land without the use of chemical reagents.

Humic substances (HS) are a natural organic compound, is a product that is
formed during the decomposition of plant and animal residues under the action
of microorganisms and abiotic environmental factors. It is necessary to note that HS
can absorb light and transfer light energy to other components of aqueous solutions,
inducing the transformation of contaminating molecules [1–5].

HS and their most important constituent—humic acids (HA)—are natural organic
formationswidely distributed in soils andpeats, in coals and shales, inmarine and lake
sediments, in the waters of rivers and mineral springs. Recently, in connection with
the widespread prevalence of humic substances in the biosphere, their importance in
plant life, the question arose of studying the antioxidant activity of these compounds.
The degree of antioxidant activity of a substance is largely determined by its ability
to bind free radicals, that is, antiradical activity [6].

Scientists all over the world are currently engaged in unraveling the mechanism
of the effect of humic substances on natural processes and searching for ways to
positively influence humic fertilizers on crop growth. The authors [7–11] indicate
that the amino acid or humic acid component of organic fertilizers is themain effective
component in their stimulating effect on the growth and quality of plants. The authors
[12] studied the effect of biostimulants of various origins on enhancing the formation
of roots, cuttings and plant growth. It was found that fertilizers of plant origin,
in comparison with synthetic ones, increase plant growth and do not change their
genotypes. The size of the dissolved HA molecules affects the quality of drinking
water. In addition, HA interact easily in water with substances of inorganic nature.
Using the luminescence decay method, the researchers [13] studied the Eu (III)
complexes with fulvic acids. The results showed that the quenching mechanism
depends on the ionic strength, which determines the complex formation and the fate
of Eu (III) in natural waters containing humic substances. Observations have shown
that interaction at short distances leads to the complexation of Eu (III) with fulvic
acids. Along with this, there may be interaction at a further distance, which leads to
repulsion between Eu (III) and fulvic acids. These interactions can affect the overall
mechanism of plant nutrient absorption.

Phenol derivatives and herbicides are one of the largest groups of environmental
pollutants due to their presence in many industrial effluents. A number of species of
microorganisms possess enzymatic systems that are applicable to the decomposition
of various aliphatic and aromatic toxic compounds [14–17]. Studies [18] were aimed
at studying the effect of humic acids on the efficiency of degradation by microbial
types of phenolic compounds and herbicides in water. The potential environmental
significance of such studies is shown.

The purpose of this work was to study the effect of modification of humic acids
to improve the growth of wheat using humic fertilizers.
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2 Experimental

2.1 Humic Acid

2.1.1 Nature of Humic Acids

Humic substances [19] arewidely distributed in nature and are oneof themain organic
components of soil, water, coal, peat, sapropel. Soil humic substances occur after
chemical and biological decomposition of plant and animal residues by microorgan-
isms. The resulting products have a complex chemical structure that is more stable
than the starting materials. Humic substances are not a well-defined class of organic
compounds. Their differences are based on differences in solubility in aqueous solu-
tions at different pH levels. The main humic fractions are humic acid, fulvic acid and
humin [20]. They contribute to soil fertility—a fact that has been recognized since
ancient times. Although humic acids are strongly associated with soils and are resis-
tant to microbial metabolism and, therefore, have a very long half-life in soils, they
are depleted from soils as a result of wind and water erosion and leaching with water
[21]. Therefore, it is important to replenish them in order to preserve or improve the
fertility of the soil.

As humic acidswere studied from1786 (when theywere first extracted byArchard
from peatlands in Germany [22]), their importance became clearer. They are not only
important for soil fertility, but are also precursors of kerogen, peat, asphalt, bitumen,
oil and coal. They affect the agricultural environment, forming complexeswithmetals
and organic matter that can change the toxicity of heavy metals [23], pesticides and
herbicides.

For many decades, it was believed that humic acids are formed in soils as a result
of microbial conversion of plant lignins. However, before the 1980s there were no
experimental results confirming that humic acids were probably formed before the
plant matter reached the soil, despite the fact that they were isolated and realized
their importance as early as 1786 in Germany. A serious omission and leading to
a poor understanding of how the content of humic acids in soils can be maintained
or increased for optimal fertility. However, in the study [19] using fluorescence
spectrophotometry, it was demonstrated that humic acids are formed in an aging
plant and algal substance before they reach the soil, where they are then firmly
bound to it and also become resistant to the metabolism of microorganisms. Humic
acids are removed from the soil by wind and water erosion, as well as leaching with
water, which means that the reserves in the soil should be regularly replenished.
As previously [1], it was shown that the soil can be replenished or enriched with
humic acids by processing plant and algal substances or by adding external sources
of decomposed vegetable or algal substances, such as composts, mulch, peat and
brown coal [19].

In addition to this problem, for 200 years of research of humic substances, their
chemical nature is still not clear and the (bio) chemistry of formation of these
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substances is one of the least studied aspects of the chemistry of humus and one
of the most interesting. In the study [20] it was shown that:

(1) Humic acids can be formed as a result of various chemical and biochemical
processes involving many high and low molecular weight plant components.

(2) The role of lignin in the formation of humic substances seems overvalued.
Lignin and degraded lignins may be co-extracted with humic acids or may be
associated with humic acids, but they do not make a significant contribution to
the resistant part of humic acids.

(3) Othermore resistant plant components, such as the highly aliphatic biopolymer
present in the cuticles of plants and suberin, can represent important compo-
nents of the structure of humic acid.

During the past 150 years, the structures of natural organic compounds have
generally been clarified over the decades after their discovery. The situation with
humic acids, by contrast, was completely different [24]. Even in the mid-1980s,
there were disputes on such basic issues as whether humic acids are predominantly
aliphatic or aromatic [25]. From the late 1800s, and especially from the 1920s, it is
generally accepted that humic acids are formed as a result of themicrobial conversion
of plant lignins in the soil.

In 1797, humic acids were extracted from plant matter [26], but, apparently, there
is no other such message until 1987 [27], when it was done by chance. In 1989
[28] and 1991, we first reported that humic acids are present in an aging plant and
algal substance, which means that they enter the soil before any suspected micro-
bial transformation of plant lignins. Since then, similar results have been obtained
[29, 30]. More recently [31] humic acids have been isolated from maize plants at
different stages of maturity, and it was concluded that humic acids originate from
the preservation of plant tissue.

2.1.2 Humic Acids Samples

The objects of investigation is humic acids (HA) isolated from the upper sphagnum
high bogpeat by extraction with 0.1 N NaOH solution. Has have been purified
according to the protocol of the InternationalHumic Substances Society. The concen-
tration of HA in solutions was 1 mg/l at pH= 10–11. For comparison, a commercial
preparation of the Aldrich HAwas used too. To study the chemiluminescence, 0.1 ml
of a solution of luminol (0.003 M) was selected in the presence of NaOH (0.3 M).
Oxidation was carried out in a buffer medium (sodium tetraborate). The volume
of the added buffer was 2.88 ml. The test solution had pH = 11. After thorough
mixing, the quartz cuvette (l = 1 cm) with the resulting solution was placed in a
cuvette compartment with a thermostat (T = 25 °C). To accelerate the reaction, a
catalyst was introduced into the system—10 μl of phthalocyanine from a solution
with a concentration of 0.5 g/l. Then hydrogen peroxide (10μl from a solution with a
concentration of 0.1 M) was introduced into the system. After that, add 10 μl of HA
from the solution with a concentration of 0.01 g/l to the cuvette. The spectra of the
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chemiluminescence of luminol, the kinetics of the reaction at a wavelength of 425 nm
before and after the addition of HA were obtained. The spectra were recorded using
a standard technique on the scanning spectrofluorimeter Cary Eclipse (Varian).

2.2 UV-Irradiation

Irradiation of 50 ml of a solution of 0.01 g/l HA was carried out in a beaker for
2–32 min with constant stirring on a magnetic stirrer. The distance from the lamp
to the solution was h = 8.5 cm. As sources of UV radiation for photochemical
transformation, we used a pulsed U-type barrier discharge excilamps with working
KrCl (the wavelength of irradiation: λrad ~ 222 nm) molecules: parameters were �λ

= 5 nm, peak power density 18 mW/cm2, average radiation power of 1.6 kW, f =
200 kHz, and pulse duration 1 μs. The incident light intensity at 222 nm was at
2 × 1015 photons × cm−2 × s−1. The intensity values exclude the possibility of
multiphoton processes and photoionization in the studied systems [32–35].

It is necessary to note that HA can absorb light and transfer light energy to other
components of aqueous solutions, inducing the transformation of contaminating
molecules [36]. It was found that HA can act as photosensitizers when irradiated
with light with wavelengths greater than 290 nm [37]; HA able to produce reactive
oxygen species after irradiation and photoinduce the transformation of pesticides.
At the same time, there are conflicting data on the interactions of HA and organic
ecotoxicants in the process of photolysis of complex solutions of pollutants [38].
Thus, it is reported that, under the action of UV irradiation (λirr = 313 nm), with
the addition of HA, the phototransformation efficiency of para-cresol varies only
slightly. At the same time, under the action of sunlight in the presence of HA, the
efficiency of photolysis increases dramatically. There are facts that indicate that HA
can act as inhibitors of photoreactions: it is necessary to note that under the action
of UV irradiation in the presence of HA, the quantum yield of phototransformation
of benzopyrene, quinoline and benzoquinoline decreases [39–41].

2.3 Chemiluminescence Spectroscopy

To establish the role of HA in the oxidative process, chemiluminescence of luminol
was chosen, the luminescence of which is associated with the formation and trans-
formation of free radicals and redox processes [37]. The sensitivity of this method
allows it to be used to determine the formation and consumption of free radicals.
The method is not directly determining the concentration of radicals, but the reaction
rate at which they are formed. The intensity of chemiluminescence is proportional
to the rate of formation of radicals. The matrix solutions of HA with a concentration
of 1 g/L were prepared by mixing a sample of a dry preparation with a calculated
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volume of 0.1 N NaOH solution. The solutions under test were prepared frommatrix
solutions by diluting with water to 0.01 g/L.

The antiradical activity of HA before and after irradiation was analyzed in
the chemiluminescence reaction of luminol on a Cary Eclipse spectrofluorometer
(Varian, Australia) in the Chemiluminescence and Kinetics modes. Luminol solu-
tions (Aldrich company) prepared from a dry sample in a solution of alkali 0.1 n.
NaOH. To 0.1 ml of luminol (C= 0.003 m.) Was added 2.87 ml of a buffer solution
of 0.01 m of sodium tetraborate (pH = 9.18) and 10 μl of phthalocyanine (C = 0.5
gl -1) as a catalyst for the reaction. After thorough mixing, the quartz cuvette (l =
1 cm) with the solution was placed in the cuvette compartment of the device with
a thermostat (t = 25 °C). Then, 10 μl of hydrogen peroxide from a solution with a
concentration of 0.1 m was added to the system, kept for 1 min, and then 10 μl of
HA from a solution with a concentration of 0.01 gl -1 was added to the cuvette. The
total volume of the test solution remained constant and was 3 ml. Chemilumines-
cence spectra and the dependence of luminol luminescence on time at a wavelength
of 425 nm in the presence of HA before and after irradiation were obtained.

2.4 Biotesting of Humic Acids

The physiological activity of humic fertilizers was assessed by their influence on
the germination readiness (percentage of germinated seeds for 3–4 days) of wheat
of the non-genetically modified Samurai variety, its root length, wheatgrass height,
and its biomass using a standard technique described in [41]. The change in soil
fertility under the action of HA was studied by the example of enzymatic activity of
universal neutral soil. The soil catalase activity was determined by the gasometric
method. Polyphenoloxidase, peroxidase, and urease activity of soil were determined
by photocolorimetric methods. Statistical processing of data based on the results of
3 sets of experiments with 3 replicates was carried out using standard methods.

Catalase activity was determined by the gasometric method by the volume of
released oxygen. This method based on measuring the rate of decomposition of
hydrogen peroxide when interacting with the soil. The amount of released oxygen is
fixed for 1 min at a temperature of 18–20 °C (unit: ml of oxygen per 1 g of soil).

Peroxidase activity was determined by the formation of purpurogallin by the
photocolorimetric method at a wavelength of 508 nm. After incubation, the extract
of the soil filtrate was mixed with a freshly prepared 1% pyrogallol solution and
0.5% hydrogen peroxide solution (unit: mg of purpurogallin per 100 g of soil).

The activity of the polyphenol oxidase action was determined by the formation
of purpurogallin from pyrogallol, in the same way as the peroxidase activity, but
without the addition of hydrogen peroxide (unit: mg of purpurogallin per 100 g of
soil.

Urease activity was determined as follows. A sample of the extract obtained from
2 g of soil was mixed with a solution of phosphate buffer with a volume of 5 ml and
10% urea solution with a volume of 5 ml. Then the sample was incubated for 3 h.
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After that, the sample was centrifuged with potassium chloride. Urease activity was
determined by optical density on a spectrophotometer at a wavelength of 480 nm.
Urease activity is expressed in units of measurement: mg NH3 per 1 g of soil per 1 h.

2.5 Bioluminescence Measurements

To assess the toxicity of aqueous solutions it is customary to use biological tests. As
biotests, lower organisms are commonly used - bacteria, algae, crustaceans, etc. In the
course of biotesting, some physiological function of the organism is being monitored
(lifetime, mobility, etc.). The results of biotesting are characterized by integrity and
non-specificity: the impact of all chemical compounds present in the test solution is
taken into account, usually not additively, in changing only one function of the test
organism. It is believed that the results of toxicity monitoring using simple organisms
can be extrapolated to complex organisms, including humans.

The most convenient and promising are biotests based on marine luminescent
bacteria [37]. Luminescence intensity used as a physiological function in biolumi-
nescent tests. These biotests are characterized by a high speed of analysis (1–3 min),
good sensitivity, and the possibility of instrumental registration and quantitative
assessment of toxicity [37]. Therefore, in this work, we consider it expedient to
use a bioluminescent bioassay to monitor the toxicity of solutions subjected to UV
irradiation and treatment with humic acids.

The toxicity of solutions was evaluated using a bioluminescent biotest Micro-
biosensor 677F based on the lyophilized luminescent bacteria Photobacterium phos-
phoreum, produced at the Institute of Biophysics of the Siberian Branch of the
Russian Academy of Sciences (Krasnoyarsk, Russia) [36]. The method of deter-
mining toxicity is based on the suppression of the luminescence function of marine
luminous bacteria. The analysis uses 109 microbial cells, which guarantees the
averaged statistically significant toxicity assessment.

An important advantage of a bioluminescent sensor is the ability to quantify
organic substances dissolved in water by the magnitude of the change in the level
of emission. Bioluminescent measurements were performed on a chemiluminometer
(Angstrom, Novosibirsk, Russia), which consists of a cooled photomultiplier with
an amplifier controlled from a personal computer and a thermally stabilized eight-
position cuvette compartment and allows measuring the total radiation intensity in
the range of 400–700 nm in counting mode photons. In the control experiment, the
intensity of bioluminescence was compared with the intensity of bioluminescence
in the presence of phenol at a concentration of C = 4 × 10−5 M. The toxicity of the
solutions was estimated by the bioluminescent index B = I/I0, where I0 is the inten-
sity of bioluminescence of the control sample, I is the intensity of bioluminescence
of bacteria in the solution with toxic compound or after UV irradiation. The degree
of detoxification of solutions after exposure was characterized by the detoxification
coefficient: K = Beff/B0, where B0 is the value of the bioluminescent index of the
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solution with the toxicant; Beff—the maximum value of the bioluminescent index
of the solution when HA is added, or under the action of UV irradiation.

2.6 Mechanoactivation

Samples of peats were mechanically activated in a planetary mill in the presence
of 8 wt% of solid sodium hydroxide as follows: the rotational speed of the drums
was 1820 rpm and the centrifugal acceleration was 600 m/s2. The grinding bodies
were 8–10 mm diameter Grade SHKH 15 steel balls. The weight of one drum charge
with grinding balls was 0.2–0.5 kg, the sample weight was 15–20 g, and treatment
time was 2 min. Shock-shear action was accompanied by grinding and disordering
of sample structure, which facilitates the subsequent extraction of HA [42].

3 Results and Discussions

3.1 Chemiluminescence Analysis

The intensity of chemiluminescence decreases (Fig. 1) noteworthily in the presence
of unirradiated HA, and decreases by more than 6 times when the HA is irradiated
for 32 min. This may be due to the formation under the action of ultraviolet free
radicals of HA, which contribute to quenching the chemiluminescence reaction of
luminol.

From the dependence of the intensity of chemiluminescence on the irradiation
time, it was found that the luminescence emission time is maximal upon addition of
HA irradiated for 8 min (Table 1). The general form of the luminescence kinetics
corresponds to the exponential law. The luminescense decay of luminescence in the

Fig. 1 Spectra of
chemiluminescence of
luminol (1): 2—in the
presence of unirradiatedHA;
3—in the presence of HA,
irradiated for 2 min, 4—in
the presence of HA,
irradiated for 32 min
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Table 1 Dependence of the
time of chemiluminescence of
luminol on the composition of
the reaction mixture and UV
irradiation of a KrCl excilamp

No Solution Reaction time, min

1 luminol 0.96

2 luminol + HA without
irradiation

2.43

3 luminol + HA after
mechanoactivation

3.0

4 luminol + HA irradiated
for 2 min

3.18

5 luminol + HA irradiated
for 8 min

6.18

presence of irradiated humic acids can be divided into two components-a fast one
(up to 1 s) and a slow one (up to several minutes). According to the results of the
work, it can be concluded that the intermediate products of photo-oxidation of humic
acids of molecular nature are the source of extinguishers of chemiluminescence of
luminol.

The obtained quantitative characteristics can be used to developmethods formoni-
toring the peroxide oxidation of pollutants in water and detailing the mechanisms of
their phototransformation in the presence of HA, which will be the subject of further
research.

3.2 Bioluminescent Analysis

Bioluminescent monitoring of water toxicity showed (Table 2) that UV irradiation
of water changes the level of toxicity. The aqueous solution after UV treatment for
32 min almost completely inhibits the bioluminescence of bacteria: K = 0.1. The
addition of humic acids to water after UV irradiation with a KrCl excilamp at a
concentration of 0.01 g/l reduces the toxicity level after this exposure several times
(K = 0.8). Mechanoactivation of humic acids does not affect the bioluminescent
level of toxicity.

Table 2 Bioluminescent index and level of toxicity of aqueous solutions containing humic acids
(C = 0.01 g/l) excited by various sources

No Radiation source, exposure time Solution K Toxicity level

1 No Water 1 Non-toxic

2 No HA 1 Non-toxic

3 No Phenol 0.15 Extra-toxic

4 KrCl excilamp, 2 min Water 0.45 Medium

5 KrCl excilamp, 2 min HA 0.95 Non-toxic

6 mechanoactivation HA 1 Non-toxic
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The bioluminescent index and the level of toxicity of the bioluminescence of
bacteria in the water and water + HA systems after activation. The results showed
that the addition of HA does not affect the level of toxicity of water (Table 2, No.
1–3). However, a shift in the bioluminescence maximum from 470 nm to 490 nm
was observed with the addition of HA to water. It is known that the blue fluorescent
protein (lumasin-protein), always present in luminescent bacteria, is responsible for
bioluminescencewith amaximum at 470 nm,while the chromophore associatedwith
the enzyme of the bioluminescent reaction, luciferase, corresponds to the maximum
emission at 490 nm. Most likely, the addition of the Ledger displaces metabolic
processes in bacteria and leads to a change in the emitter. UV irradiation of water
leads to an increase in the level of toxicity (Table 2, No. 4). Addition of irradiated HA
does not lead to an increase in water toxicity (Table 2, No. 5), as well as preliminary
mechanoactivation of the HA (Table 2, No. 6) behaves.

3.3 Biotesting of Humic Acids

The results of biotestingof HA with germination of wheat seeds are shown in Figs. 2
and 3. The greatest physiological activity of HA was manifested at a concentration
in the solution of 0.01 g/l: the energy of seed germination was activated, the green
mass and root mass increased. An increase in the concentration of HA in the solution
causes their aggregation and, obviously, decreases the physiological activity. The
maximum physiological activity of HA after mechanoactivation is noted at a lower
concentration of 0.005 g/l.

The creation of soil fertility is unthinkable without the participation of microor-
ganisms. Microorganisms process organic and mineral compounds, continuously
synthesizing new metabolic products. Among them—enzymes, vitamins, amino
acids, auxins and chelates [43], which play a significant role in the processes of

Fig. 2 Results of biotesting
of humic acids obtained for
germination of wheat seeds:
1—HA,
2—mechanoactivated HA,
3—HA after 2 min exposure
of KrClexcilamp irradiation
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Fig. 3 Results of biotesting
of humic acids obtained for
germination of wheat seeds:
1—HA,
2—mechanoactivated HA,
3—HA after 2 min exposure
of KrClexcilamp irradiation

increasing soil fertility and plant nutrition. An important indicator of soil fertility
is enzymatic activity. Catalase plays a significant role in the oxygen balance of the
soil. The main oxidoreductases that catalyze the process of humus formation are
polyphenol oxidase and peroxidase. The activity of urease is an important indicator
of the intensity of soil nitrogen mobilization processes.

With the use of HA, the activity of all the enzymes studied increases by 1.5–2.5
times in comparison with the control at the end of the experiment. The greatest effect
was on HA after mechanical activation and UV irradiation (Table 3).

Table 3 Effect of humic acids on the enzymatic activity of the soil

Sample of soil Enzyme activity

Catalase,
ml O2/(g soil
per min.)

Polyphenoloxidase,
mg quinone

Peroxidase, mg
quinone

Urease, mg
NH3

Soil (S) 0.4 ± 0.1 0.12 ± 0.01 0.21 ± 0.02 0.29 ± 0.02

After 20 days

S + H2O 0.8 ± 0.2 0.17 ± 0.02 0.26 ± 0.01 0.37 ± 0.01

S + HAa 2.1 ± 0.2 0.29 ± 0.01 0.39 ± 0.04 0.55 ± 0.02

S + HA
(C = 5 mg/L) after
MAb

2.6 ± 0.2 0.40 ± 0.02 0.49 ± 0.03 0.81 ± 0.04

S + HA after
UV-irradiation for
2 min

3 ± 0.2 0.35 ± 0.02 0.39 ± 0.03 0.71 ± 0.04

aConcentration of HA C = 0.01 g/l
bMA – mechanoactivation
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Humic preparations are characterized by a certain physiological effect, which
increases the overall unspecific resistance of plants, which enhances growth, espe-
cially of the root system, and then of the aboveground mass. The functional groups
–COOH and –OH in the structure of HA have a protonophore effect and are stimu-
lators of plant growth and respiration. The entry of HA into the intracellular space
of plants is associated with their adsorption and transformation on the surface of the
roots. Consequently, macrostructural properties of HA and physiological activity are
interrelated values.

4 Conclusion

Analysis of the obtained results showed that when plants are treated with a solution
of humic acids, it is possible to induce immunity in plants; Since seed treatment
causes biochemical changes in tissues. Treatment preserves the level of peroxidase
in seedlings at a sufficiently high level, which allows the plant to protect itself from
diseases at the stage of development, when immunity is lowered. And a solution
of humic acids from peat can be a new form of biological plant protection. The
restoration of depleted or contaminated soils with substances of natural origin leads
to the resistance of plants to diseases and pests and determines high yields of crops
and its stability. The development of ways to effectively solve this problem is of great
economic importance. Humic acid-based fertilizers can effectively improve nutrient
absorption and plant use. The use of humic fertilizers in the form of an aqueous
solution by foliar application ensures the best performance of wheat plants. It is
possible to improve wheat productivity compared to a decrease in fertilizer in terms
of most growth characteristics, yield and grain quality, if irradiated or mechanically
activated humic acids are used in fertilizers.
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