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Preface of AVI-BDA Workshop

First of all, this volume contains the full papers presented, discussed, extended, and
revised in the context of the 15th Conference on Advanced Visual Interfaces
(AVI) within the Workshop on Road Mapping Infrastructures for Artificial Intelligence
Supporting Advanced Visual Big Data Analysis (AVI-BDA), held on June 9th, 2020.
The workshop initializing the work was organized by us in our capacity as PhD
student, as postdoc, and as Chair of Multimedia and Internet Applications at the
Faculty of Mathematics and Computer Science at the University of Hagen, Germany.
The workshop was curated by an international Program Committee of fourteen sci-
entists from nine different universities in six different countries.

Handling the complexity of Big Data requires new visualization techniques in
regards to data access, perception, and interaction. Employing Artificial Intelligence
can help to lower the entry barriers for different types of Big Data Analysis users and
ease their journeys from data integration to data transformation and data exploration.
Then again it introduces further challenges for human-computer interaction and
interoperability. Therefore, this workshop addressed these issues with a special focus
on supporting AI-based intelligent advanced visual user interfaces for Big Data
Analysis. In this way, the purpose of this research road-mapping workshop was
threefold. Firstly, it aimed at consolidating information, technical details, and research
directions from the diverse range of academic R&D projects currently available.
Secondly, based on visions of future infrastructures and gaps in the current state of the
art, a new reference model was presented, and thirdly, this reference model was val-
idated by the workshop participants. To achieve these aims the workshop brought
together researchers and practitioners who are able to contribute and to aid in the
research road-mapping, in the validation of a novel reference model, and in providing
publications based on their own work in correspondence to the derived reference
model. The results of this validation and the corresponding reference model can be
used to inform, influence, and disseminate ideas to the wider research community. In
consequence, the Call for Papers of the workshop invited contributions from academic
researchers and practitioners working in the areas of Big Data Analysis, Visualization,
and Artificial Intelligence. The nine initial submissions of position papers from six
different countries were each carefully reviewed by three Program Committee
members.

Based on submitted position papers and existing research, the workshop outlined the
current baseline of infrastructures for AI-based intelligent advanced visual user inter-
faces for Big Data Analysis. Furthermore, it outlined research gaps that need to be filled
to achieve the targeted research and development ambitions. Realizing these ambitions
was supported by the presentation and discussion of research aiming at delivering
Artificial Intelligence and Big Data Analysis application scenarios, e.g. through
intelligent advanced visual user interfaces, supporting researchers and organizations in
applying and maintaining distributed (spatially, physically, as well as potentially



cross-domain) research resources. These application scenarios served to validate a
reference model that utilizes open standards and that can be materialized through an
open architecture and components derived from state-of-the-art research results and
which is able to deal with Big Data Analysis, Visualization, and Artificial Intelligence
resources and services at scale. In this way, the validated reference model can pave the
way towards collaboration on the development of an AI-based Big Data Analysis and
Visualization tool suite that adopts common existing open standards for access, anal-
ysis, and visualization. Thereby, it helps to realize a ubiquitous collaborative work-
space for researchers which is able to facilitate the research process and its Big Data
Analysis and Artificial Intelligence applications.

The workshop took place during a full day and was structured in four sessions to
provide maximum time for group discussion and brainstorming. In the first session the
participants introduced themselves together with their accepted paper. Following this,
the workshop presented a novel reference model for Artificial Intelligence supporting
Big Data Analysis and Visualization. In the third session, a gap analysis and validation
was completed on the basis of each presented research domain perspective and on the
basis of the derived reference model. In the fourth session the group summarized the
gaps and set out a timeline and areas for completing their corresponding full publi-
cations in order to reflect the gaps and fully validate the derived reference model.

We would like to thank all the authors for contributing high-quality research
position papers to the workshop and full papers as well as revisions of these full papers
after an additional review to establish the content for these proceedings. We would also
like to express our sincere thanks to the Organizing and Program Committees, to the
members of our Editorial Board, as well as to all the additional external reviewers for
reviewing the papers within a very short period of time. Finally, we thank Springer for
publishing the proceedings in the Lecture Notes in Computer Science series.

November 2020 Thoralf Reis
Marco X. Bornschlegl
Matthias L. Hemmje

vi Preface of AVI-BDA Workshop



Preface of ITAVIS Workshop

In addition, this volume also contains the proceedings of the 2nd edition of the ITAVIS
workshop. The second edition of the ITAVIS workshop consolidated and expanded the
encouraging results obtained from the first edition (ITA.WA.- Italian Visualization &
Visual Analytics workshop). The goal was to make an additional step toward the
creation of an Italian research community on the topics of Visualization, Visual
Analytics, HCI and Design, allowing identification of research directions, joining
forces in achieving them, linking researchers and practitioners and developing common
guidelines and programs for teaching activities in the fields of Visualization and Visual
Analytics. The workshop accepted for the first time five contributions, split into two
full research papers, one position paper and two activity presentation reports. The
workshop took place during a half-day and was structured in 3 sessions: a keynote
speaker session, a research paper session and an activity presentation session. This
program fostered a lively discussion and helped in the formation of new connections
between research institutions on the topics of Visualization and Visual Analytics.
Finally, the ITAVIS workshop produced a future road-map to strengthen the effort of
creating an Italian community on these subjects. I would like to thank all the authors for
contributing high-quality papers. My thanks go to the Organizing and Program
Committees for helping to create an interesting program. I thank Springer for pub-
lishing the proceedings in the Lecture Notes in Computer Science series.

November 2020 Marco Angelini
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AI2VIS4BigData: A Reference Model
for AI-Based Big Data Analysis

and Visualization

Thoralf Reis(B) , Marco X. Bornschlegl, and Matthias L. Hemmje

Faculty of Mathematics and Computer Science, University of Hagen,
58097 Hagen, Germany

{thoralf.reis,marco-xaver.bornschlegl,matthias.hemmje}@fernuni-hagen.de

Abstract. Public interest in the combined application domain of Arti-
ficial Intelligence (AI) - based Big Data Analysis and Visualization is
currently peaking. Yet until recently, there was no reference model that
provided common ground for information exchange in bigger projects or
collaboration scenarios, that prevented scientists and private companies
from reinventing the wheel. The introduction of AI2VIS4BigData Refer-
ence Model recently filled this gap. This paper targets to introduce the
AI2VIS4BigData Reference Model, its elements and all interconnections
between them in very detail. It provides an overview of example reference
models, their general history and objectives and introduces the reference
models that were utilized to derive AI2VIS4BigData.

Keywords: Reference model · Big Data · AI · Visualization ·
AI2VIS4BigData

1 Introduction and Motivation

The development of comprehensive software systems can be a challenging task. It
becomes even more challenging in collaboration scenarios of many people, mul-
tiple organizations or companies. Precise information exchange [1] e.g. through
unambiguous interface and entity definitions are a key to master this complex-
ity and achieve the objectives of the software project. Reference models are an
instrument of software engineering [2] that provide common baselines and entity-
relationship definitions. They enable precise exchange of information [1] even in
collaboration scenarios. Reference models empower architects and developers to
develop comprehensive software systems through reusing established concepts
and employing refined specifications and guidelines [2].

Growing volume of data, enhanced analysis capabilities through elaborated
algorithms and hardware drive progress in various application domains which
emphasizes the importance of Big Data research. To define the trending yet
vague term of Big Data, a popular definition approach is to utilize the data
management challenges summarized as the “three v’s” of Gartner analyst Doug

c© Springer Nature Switzerland AG 2021
T. Reis et al. (Eds.): AVI-BDA 2020/ITAVIS 2020, LNCS 12585, pp. 1–18, 2021.
https://doi.org/10.1007/978-3-030-68007-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68007-7_1&domain=pdf
http://orcid.org/0000-0003-1100-2645
http://orcid.org/0000-0001-8293-2802
https://doi.org/10.1007/978-3-030-68007-7_1


2 T. Reis et al.

Laney [3]. These challenges are relevant, if the amount of data is very big (vol-
ume), the frequency of data inflow is very high (velocity) or there is a great
number of different data manifestations like, e.g., data format, data structure or
data semantics (variety) [4]. If one of these challenges is present, this data can be
considered to be Big Data. Another trending topic is Artificial Intelligence (AI):
Following today’s media coverage, there seems to be hardly an industry which
does not apply AI to enhance or to revolutionize their value chain. This trend is
backed by a recent study: according to a Gartner Inc. research, 85% of CIOs will
launch or have ongoing AI projects by 2020 [5]. According to ISO/IEC JTC 1/SC
42 standard, AI is a form of intelligence displayed by machines in contrast to nat-
ural intelligence that is displayed by humans and animals [6]. Even though AI is
a trending topic, ideas of intelligent objects and creatures have a long history [7]
in which Alan Turing’s accomplishments in the 1950s can be summarized as the
beginning of the modern AI [8]. AI’s big industrial relevance consequently leads
to more focus on this topic in science while progress in technology reinforces this
trend. Popular application areas of this trending topic cover trading [9], health
care [7,10], driverless cars and humanoid robots [7]. Further applications on shop-
ping websites to recommend products, video streaming providers to recommend
films and social media platforms to individually decide upon content relevance
for each user [9] has become part of everyday life. Visualization enables connect-
ing the two research domains Big Data Analysis and AI. It offers the chance to
meet the increasing demand for explainability and transparency [11]. Especially
for AI, in-transparent decision paths make trust and comprehension for humans
difficult and raise questions regarding debugging, fairness, accountability [8], and
even data-driven discrimination [12]. The demand for transparency in industrial
applications of AI is supported by a Gartner Inc. research which predicts the
probability of funding for AI projects through a company’s CIO to be 100%
higher, if they offer built-in transparency [5].

Fig. 1. Use cases interconnecting big data analysis and artificial intelligence [11]

According to [6], the application scenarios and research areas of Big Data and
AI are closely connected. Common use cases that link both terms together are
introduced in [11] and visualized in Fig. 1. They comprise the process of deriving
and designing AI models in which Big Data is utilized to derive patterns and
rules (“Data-Driven Model Design” [11]), the process of exploring the data in



AI2VIS4BigData Reference Model 3

order to gain insight supported by AI models that ease this exploration journey
e.g. through providing hints to the human data analyst (“AI-supported Data
Exploration” [11]) as well as the process of transforming and mapping the data
itself through e.g. clustering it (“Data Mapping & Transformation” [11]).

1An approach to quantify the relevance and growing popularity of the com-
bined application domain of AI-based Big Data Analysis and Visualization is
to evaluate search query topics of an internet search engine. Figure 2 therefore
shows the normalized frequency of occurrence of worldwide search queries for
Big Data, AI, Visualization, a combination of all three as well as the reference
baseline topic of Computer Science for the most-popular search engine. The
graph covers the years from 2004 to 2020. The y scale is normalized with 100 %
being the number of search queries for Computer Science in 2004. The baseline
topic of Computer Science lost popularity (or at least fewer users searched for
it) starting from its peak in 2004 until 2011 when it reached a constant level of
approximately 30%. In the same year, 2011, Big Data started to become a rele-
vant topic: From almost zero search queries until then, it reached approximately
5% in 2014 which it kept since then. The search queries for AI back the state-
ment of continuous relevance of this topic: between 2004 and 2016, AI’s relevance
oscillated between 30 and 40% where it matched the reference baseline topic of
computer science between 2011 and 2015. Since 2016, the importance of AI is
rising (hence exceeding the reference baseline term) with reaching an all-time
high in 2020. Although the topic of Visualization is not as often subject to search
queries as Big Data Analysis or AI, it is the only term that keeps a constant level
of relevance from 2004 to 2020 (between 5 and 10%). When combining the three
application domains (adding their number of search queries), one can clearly
state that the combined application domain of AI-based Big Data Analysis and
Visualization is getting more and more important with almost being twice as
much searched for in 2020 than the reference topic of computer science.
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Fig. 2. Search query popularity comparison using google trends

1 Data source: Google Trends (https://www.google.com/trends).

https://www.google.com/trends


4 T. Reis et al.

Although the popularity of the combined application domain of AI-based Big
Data Analysis and Visualization for both industry and science clearly is growing,
there was no reference model covering it until [11] systematically derived and
introduced the first reference model AI2VIS4BigData to the public. The detailed
introduction and explanation of this reference model, its purpose and its elements
is the objective of this publication.

The remainder of this paper introduces the state of the art for reference
models using practical examples (Sect. 2), explains the approach that was taken
to derive the AI2VIS4BigData Reference Model, the reference model itself and its
elements in every detail (Sect. 3), provides an outlook to future AI2VIS4BigData
research (Sect. 4) and summarizes the contributions of this work (Sect. 5).

2 State of the Art

Comprehension of the history and definition of reference models is a key to
understanding the motivation for the creation of AI2VIS4BigData. With the
support of example reference models, this section targets to make this motivation
clear.

2.1 Reference Models

The history of reference models in information systems is difficult to be traced
[13]. One potential starting point is the Kln Integration Model (KIM), a “univer-
sal model for an integrated data processing system” [13]. Although the authors of
the KIM never used the term reference model, the terms “universal model” and
“basic model” imply similar intentions [13]. The first usage of the term reference
model might go back to Scheer’s publication on business process engineering
which introduces a data model [13]. Referring to this data model, the publica-
tion’s second edition was subtitled “Reference Models for Industrial Enterprises”
[13]. While Scheer defined reference models to enable the “development of solu-
tions based on concrete problems” [13], Thomas defined reference models in 2005
to be models that support the construction of other models [13]. Nevertheless it
remains a subjective decision, to call or not to call a model a reference model
[13]. The depth and extent of reference model descriptions can vary drastically
depending on their purpose and application domain. The later in this section
introduced examples of the ISO OSI layer model, the IVIS4BigData Reference
Model, and AIGO’s AI System Lifecycle make this clear. Therefore the success
of reference models doesn’t depend on the depth and extent of key artifacts (e.g.
exchanged information) descriptions, rather on the ability to describe these key
artifacts as specific as necessary yet as generalizable as possible [1].

The International Standards Organization (ISO) introduced in 1978 the Open
Systems Interconnection (OSI) Reference Model [14], probably the most-famous
reference model. Its purpose is to establish a standard that once being followed,
enables communication between two computers that might be located anywhere
in the world [14]. As illustrated in Fig. 3, its description and specifications consist
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Fig. 3. The different levels of abstraction of the ISO OSI reference model [14]

of three levels of abstraction: the OSI architecture, the OSI services and the OSI
protocols [14]. The architecture, which is standardized in ISO 7498, defines a
seven-layer communication model (from physical layer to application layer) as
well as “objects, relations, and constraints” [14]. The OSI services defines “tighter
constraints” [14] for protocol-independent services as well as abstract interfaces
for communication between consecutive layers of the seven-layer model [14]. The
lowest abstraction level (and hence the most specific description) are the OSI
protocols. These protocols are precise, specific definitions of the interfaces for
consecutive layers that describe, “what control information is to be sent and
what procedures are to be used to interpret this control information” [14].

2.2 IVIS4BigData Reference Model

Another reference model example is the Information Visualization for Big Data
(IVIS4BigData) Reference Model introduced by Bornschlegl et al. in 2016 [15].
This theoretical reference model targets to “close the gap in research with regard
to Information Visualization challenges of Big Data Analysis as well as con-
text awareness” [3]. It was derived through combination of two other reference
models: the information flow and key artifacts of Kaufmann’s Big Data Manage-
ment (BDM) Reference Model were projected onto the Information Visualization
(IVIS) Reference Model and complemented with Big Data Analysis user stereo-
types [15]. According to Bornschlegl et al., there are clearly distinguishable user
stereotypes with different technical and organizational knowledge levels [15]:
from technical users like, e.g., domain experts and data engineers, data analysts,
specialists for data visualization to management-level end user stereotypes [15].
Since human interaction, perception, and information visualization are pivotal
elements for Big Data Analysis, these user stereotypes are defined as integral
parts of this reference model. Further reference model elements are the descrip-
tion of the information workflow for Big Data Analysis from raw data over
integrated data into views that enable the different user stereotypes involved
into Big Data Analysis to benefit through insight [15]. Besides the user stereo-
type definition and the workflow, this reference model provides a description of
all data artifacts relevant to Big Data Analysis together with an IVIS4BigData
architecture [15].
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2.3 AIGO’s AI System Lifecycle Reference Model

The AI Group of Experts at the OECD (AIGO) System Lifecycle for AI systems
is a reference model that isn’t labeled as such. Yet it fulfills Thomas’ definition
of a model that supports the creation of other models (in this case a reference
model that supports the creation of AI models). It was introduced in 2019 and
consists of 4 phases. The phases are visualized in Fig. 4. They are often passed
through in an iterative manner [8]. The first phase covers the design of the model
itself and marks the starting point. It consists of planning and designing of all,
data collection, data processing as well as model building and interpretation [8].
The models that are designed within the first phase are verified and validated
by users with special domain knowledge in phase two before they are deployed
into a production environment for execution in phase three [8]. To assure that
the productive AI system is working properly and its “recommendations and
impacts” [8] are valid, it is assessed to maintain and if necessary to adapt the
system within the fourth phase called “operation and monitoring” [8].

Fig. 4. AIGO’s AI system lifecycle [8]

3 Conceptual Modeling

The conducted approach in [11] to derive the AI2VIS4BigData Reference Model
combines the IVIS4BigData Reference Model for Big Data Analysis and Visual-
ization with AIGO’s AI System Lifecycle, the formerly introduced AI reference
model [11]. Further key elements that were considered are the different existing
types of AI models, the data that is necessary to apply AI models as well as the
different user stereotypes that are involved in the application of these AI models
[11]. A visualization of the conduced approach is shown in Fig. 5.

The following sections describe with the AI model types (Sect. 3.1), AI data
(Sect. 3.2), and AI user stereotypes (Sect. 3.3) the key elements and artifacts
of the AI2VIS4BigData Reference Model. The reference model itself will be
introduced in Sect. 3.4 The detailed derivation of the different elements and
artifacts is introduced in [11]. In a nutshell, the AI model types were derived
though combining existing AI taxonomies from state of the art in science with
the use cases displayed in Fig. 1, the AI data was derived through assessing
necessary input and output data of each AI system lifecycle phase, and the AI
user stereotypes were derived through examination of the maturing process of
AI models and the therein relevant activities [11].
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Fig. 5. Visualization of the reference model derivation approach followed in [11]

3.1 AI Model Types

There are various ways to classify the different aspects of AI models and AI
model research. Examples are the conducted approach, the application areas,
ML techniques and algorithms, optimization strategies, contextualization [8] or
the degree of explainability [16]. Since there is no AI taxonomy that is widely
agreed-upon [8], this paper focuses on the first two aspects. For the design of
a reference model for AI-based Big Data Analysis and Visualization this means
that the possible AI model approaches as well as the different use cases existing
in this research area are analyzed.

Artificial Intelligence Approaches

Symbolic
Approach

Statistical
Approach

Machine
Learning

Fig. 6. Taxonomy of approaches to AI according to MIT’s IPRI [8]

Model Approaches. A taxonomy provided by the Internet Policy Research
Initiative at MIT (IPRI) [8] divides the different existing approaches into two cat-
egories: symbolic and statistical approaches [8]. Symbolic AI strongly depends on
model designers with a deep domain knowledge. The reason for this requirement
is the approach of trying to formalize intelligent behavior and decision paths
within a knowledge base. This knowledge base (or “logical representations” [8])
is then provided to machines and computers which apply them on input data
in order to deduce conclusions as output [8]. Symbolic AI enjoys popularity for
application domains for which formal rules exist like, e.g., “optimisation and
planning tools” [8]. In contrast to these “human-understandable decision struc-
tures” [8] of symbolic AI, the second category of AI model approaches, statisti-
cal AI, utilizes data as foundation for intelligent behavior: statistical techniques
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and algorithms are implemented by machines and computers to identify pat-
terns within the data and to induce trends from these patterns [8]. Increasing
amounts of data in almost all application domains drives the popularity of statis-
tical AI. Since ML “algorithms are characterized by the ability to learn over time
without being explicitly programmed” [6], ML can be sorted as a subcategory of
AI model’s statistical approach. The AI applications of Natural Language Pro-
cessing (NLP) is an example, how both major categories can collaborate in a
symbiotic relationship: NLP utilizes the statistical approaches of AI to improve
through learning from data while it uses symbolic AI approaches to align the
learned results with existing grammar rules [6]. The introduced taxonomy is
visualized in Fig. 6.

AI Model Application Areas. At a first glance, the application areas of AI
model within AI-based Big Data Analysis and Visualization can be summarized
with the three use cases in Fig. 1. However, a closer look shows that these
use cases’ application domains are not clearly distinguishable. To take this into
account, [11] utilized these use cases as starting points for the derivation of three
different AI models: analytics models, automation models, and UI models [11].
The latter two were motivated through the necessity of bridging the knowledge
gap between involved users from different scientific backgrounds (data science
as well as AI users) [11]. A task that can be fulfilled with automation (e.g.
referring to a Gartner Inc. research according to which “more than 40% of data
science tasks will be automated” by 2020 [5]) and intelligent UI (in which AI
supports the user in dealing with underconstrained UI situations, where the
user is overcharged with “a variety of choices” [17]).

– Analytics Models: These AI model’s main purpose is to process data in
order to carve out the required insights. Most AI application scenarios in the
combined application domains of AI-based Big Data Analysis and Visualiza-
tion map to this AI model type. An example is data clustering.

– Automation Models: Automation AI models target to reduce the occur-
rence of repetitive or foreseeable user behavior and system calculations by car-
rying out these activities automatically, calculate automatically, and thereby
save time for the system’s users [11]. A further benefit that automation pro-
vides is using the enhanced knowledge of future system activities to optimize
the utilization of existing resource constraints and reduce infrastructure peak
load probabilities [11]. Statistical AI scenarios utilize historic user interaction
and system activity data for this purpose while an expert user provides the
required insight for symbolic AI models.

– UI Models: Intelligent User Interfaces (IUIs) support users in “managing
the complexity of information” that is being displayed, especially in “time-
critical” scenarios [17]. These IUIs can be provided by both symbolic and
statistical AI models. These AI models offer the chance to individualize the
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UI to the capabilities and requirements of each user. As data is key to sta-
tistical AI, a common approach is to record the different user’s interaction
with a system and utilize this data to identify patterns to predict user-
specific manner while expert users might define rules that model intelligent UI
adaptations.

Utilizing the AI model approaches and the AI model application areas to
determine the different AI model types, that the AI2VIS4BigData Reference
Model needs to take into account, results in overall six different AI model types:
two different AI approaches combined with three different AI model application
areas.

3.2 AI Data

According to the Generic Abstract Intelligence Model (GAIM) by Wang et
al., intelligence is the transformation of stimuli and enquiries into information,
knowledge, and behaviors [18]. This model can be applied to all forms of intel-
ligence including natural and artificial intelligence [18]. Consequently the appli-
cation of AI can be summarized as the transformation of input data to output
data. The systematically derived AI data presented in [11] shows that these
input and output data can look very differently (e.g. different formats, origins,
and purposes). As a common baseline, these AI data are introduced as follows:

– Raw Data Sources: Raw data sources already existed in IVIS4BigData [15].
The term summarizes raw input data that is subject to analysis in a Big Data
system as well as the origin of that data from which it has to be integrated.
The input data can be used by an AI model that targets to analyze or to trans-
form it. In that case, selected elements of this input data can be considered
to be a “feature” [8]. As mentioned before, the raw data sources have to be
integrated into the system before they are able to be utilized. Bornschlegl et
al. propose for this a Semantic Integration (SI) based on a Mediator-Wrapper
Architecture (MWA) [15]. Following this approach, each different raw data
source requires its own wrapper to query the differently formatted data [15].
A mediator assures uniform access to all raw data sources. Examples for raw
data that is integrated from raw data sources for the introduced AI applica-
tion examples from Sect. 1 are stock data (trading), ecg sensor data (health
care), radar sensor data (driverless cars), or camera sensor data (humanoid
robots).

– Label Annotation: Further input data for AI models are label annotations.
In statistical AI approaches like, e.g., ML this data accompanies raw input
data during training of an AI model. AI models use these label annotations
to induce trends within the raw input data that enable them to predict the
same labels as good as possible. Besides model training, label annotation data
can be utilized in model testing where it empowers evaluators to determine
how well an AI model is performing. The source of the label annotation can
either be algorithms (e.g. for synthetic data or programmable classification
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tasks), historic data (e.g. stock performance data) or be of human origin. The
process of creating man-made label annotation data is referred to as labeling
while an example for this data in driverless cars AI use cases are the labeling
of objects like, e.g., cars, sidewalks, and pedestrians within a camera picture
recorded from a vehicle.

– System/User Activities: Considering the AI model types for automation
and UI (refer to Sect. 3.1), necessary input data for these AI models to fulfill
their objectives are system activities as well as user activities. In the case of
the combined application domains of AI-based Big Data Analysis and Visual-
ization, system activity data comprises documentation of the performed tasks
of the corresponding system (e.g. timestamped system log data of activities
together with information on the execution environment). An example appli-
cation for an automation AI model is to utilize the information regarding
performed tasks within the system activities as label annotation data and
the timestamps and environment information as input data to train the AI
models to predict when to execute a certain task while taking environmen-
tal conditions into account. User activity data comprises actions triggered
through the different users of the corresponding systems. It can be utilized
to either automatize likely user activities or to adapt the user interface and
visualizations in a way that supports the users through explanation or user
empowerment. An example for the utilization of user activities within AI
models for UI are intelligent tool-tips that steer the users attention to a tool
that might help the user but that is not used by the user by then.

– AI Results/Labels: The primary output data of AI models and their appli-
cation is AI result data. Depending on the utilized AI approach, semantics,
and data format of this AI result data varies. Within the statistical AI app-
roach of regression, AI result data can be coefficient values that describe the
course of a graph that either separates two or multiple data clusters or that
visualizes a mathematical formula. The materialization of AI result data in
ML are labels and therefore the association data to categories or clusters. The
labels are either explicit outputs of a model or derived indirectly through the
output of confidence values (the confidence of the algorithm to assign a data
sample to a class where the label is derived through association to the class
with the highest confidence) or distance measures (the distance data samples
to cluster centers within a coordination system where the label is derived
through association to the nearest cluster). In symbolic AI, a documentation
of the decisions taken by following the explicit rules and algorithms (e.g. a
path through a graph) can be considered its result data.

– AI Metrics: Besides AI result data like, e.g., labels, a secondary output of AI
models are AI metrics. These metrics can either be directly calculated by the
models itself or be determined afterwards. AI metrics are any form of informa-
tion that indicates how a model performs in terms of resource consumption,
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time consumption or quality of its output. The latter is described using Key
Performance Indicators (KPIs) like, e.g., accuracy rates, confusion matrices,
or the concept of true and false positive rates [19]. In order to determine these
KPIs, an AI model’s result data has to be compared to a ground truth. This
ground truth is provided by the introduced label annotation data. A typi-
cal scenario of KPI creation during model design and validation is splitting
a data set consisting of pairs of a data sample and the corresponding label
into a training and a testing data set. While the model is trained using the
data samples of the training data set, the KPIs are determined applying the
trained model on the data samples of the testing data set and comparing its
AI result data with the existing labels [20].

– AI Model Meta Information: Another output of AI models is AI model
meta information data. This meta information’s purpose is to describe how a
model was created. Content, coverage size, and format of this meta informa-
tion strongly depends on the application domain of the AI model itself: While
data privacy is a very important aspect not only in medical AI applications,
the application of an AI based hiring process in companies requires measures
to prevent data-driven discrimination [12], and military AI applications need
to pay special attention to ethics. This meta information is key to enable
audits of AI applications in these sensitive areas and thereby to either com-
ply with existing law like, e.g., the EU General Data Protection Regulation
(GDPR) or to prevent legislators from creating new obstacles for innovation
[21]. An example content for this meta information is a documentation of
the data origin and patient consent for medical applications and of the data
and feature selection in model training for human resources hiring as well as
military applications.

– Model Configuration: The model configuration for ML and statistical AI
models is neither AI model input nor output data. It comprises all technical
specifications and descriptions that are required to deploy the AI model into a
productive environment and apply it for the intended purpose. Therefore this
data contains information about the AI model’s algorithm, parameter values,
input data, and data preparation. Further information are AI result data con-
tent, format, application schedules, triggers as well as relevant environmental
conditions.

– Knowledge Representation: The equivalent to a model configuration in
symbolic AI is the knowledge representation. While model configuration data
contains no information about how the determined algorithm performs its cal-
culation and classification tasks (black-box), knowledge representation data
specifically describes the rules, relationships, and algorithms that are model-
ing the decision structures of symbolic AI [8]. Further required information
for symbolic AI applications like, e.g., a formal description of input data and
preparation, application schedules or triggers and relevant environmental con-
ditions are identical to model configuration data.
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3.3 AI User Stereotypes

Partitioning the different activities that are being performed during the appli-
cation of AI as well as the necessary skills required for them into different user
stereotypes does not necessarily mean that there have to be multiple persons
involved in every AI application. Multiple user stereotypes can easily be imple-
mented by a single human being, especially in smaller AI projects. These user
stereotypes rather target to identify activities that need to be conducted and
skills that need to be incorporated by the same person. They provide clearly
distinguishable skill sets that are required in every AI project which can be
utilized e.g. for project planning and staffing decisions. Figure 7 visualizes the
different AI user stereotypes that have been introduced in [11] alongside AIGO’s
AI System Lifecycle and its maturing process.

Fig. 7. AI user Stereotypes alongside model lifecycle and maturing process [11]

– Model Designer User Stereotype (A): The model designer user stereo-
type is closely connected to the first AI lifecycle phase of designing, imple-
menting, and training AI models [11]. Hence, the performed activities cover
planning and designing the data and feature preparation, selecting suitable
AI model types for a certain objective, accordingly designing these AI mod-
els as well as training them in case of ML [8]. As Fig. 7 shows, the activities
allocated to this user stereotype mainly take place before an AI model is
released. Besides deep knowledge about AI models and algorithms, the skills
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that are required for this user stereotype comprise a good abstraction capa-
bility and analytic thinking in order to translate practical problems into AI
applications.

– Domain Expert User Stereotype (B): Selecting appropriate data, ver-
ifying AI models, and validating their results are the main activities of the
second AI lifecycle phase [11]. These activities are mostly conducted prior to
release of an AI model yet once the model itself is developed further on, veri-
fication and validation is obligatory. It requires deep domain expertise in the
application domain of the specific AI problem and also good analytic skills
to investigate whether an AI model that looks well designed at a first glance
is really well prepared even for rarely occurring cases. Further required skills
are a good knowledge of AI evaluation methods.

– Model Deployment Engineer User Stereotype (C): The user stereo-
type that is closest connected to the third AI lifecycle phase is the model
deployment engineer. This user stereotype receives designed and verified AI
models and is responsible to transfer them into a productive environment and
start their execution. Especially in cases of resource consumption intensive
application scenarios, cloud technologies can play a major role as a target
of model deployment. These activities are directly linked to the release mile-
stone of AI model maturity. The required skills cover a deep knowledge about
deployment configuration and automation (e.g. deployment scripting), as well
as cloud technologies and infrastructure constraints.

– Model Operator User Stereotype (D): The model operator user stereo-
type is directly linked to the last AI lifecycle phase of model operation. Activ-
ities within this user stereotype’s responsibility comprise all tasks related to
the steady monitoring of correct AI model execution within the productive
environment. These tasks include supervising all, input data quality, AI model
output data quality, resource consumption as well as further environmental
conditions. As Fig. 7 shows, all activities are chronologically located after
model release. Required skills comprise a profound knowledge of deployment
environments, AI models as well as AI evaluation capabilities.

– Model Governance Officer User Stereotype (E): This user stereotype
is not directly linked to a certain AI lifecycle phase. It was introduced in [11]
and motivated with the growing public (and thus legislator) interest in AI
applications. The main activity of this user stereotype is the documentation
of sensitive aspects in course of all tasks involved in AI model design, veri-
fication, validation, and deployment. Sensitive in terms of ethical standards,
data privacy [22], data security, and all topics that are relevant to provide
as much transparency through audits or public explanations as necessary to
comply with all laws and to establish trust with authorities and the target
audience.

– Model End User Stereotype (F): The last user stereotype involved in
AI applications is the target audience itself: the model end user [11]. This
heterogeneous user group interacts with a system utilizing AI models and
consumes its AI result data. This consumption can either be on purpose
(e.g. a data scientist that uses a classification of a data set generated by a
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statistical analytics AI model) or without explicit knowledge of the user (e.g.
suggestions of a suitable video by a video streaming service). Consequently no
specific skills are required to be incorporated by users of this user stereotype.

3.4 AI2VIS4BigData Reference Model

Following the introduced approach, [11] arrived with the AI2VIS4BigData Ref-
erence Model [11] at a framework, that connects the different existing types of
AI models, the multiple manifestations of data involved in AI application as
well as the various different AI user stereotypes with each other and links them
to the core elements of the underlying reference models IVIS4BigData as well
as AIGO’s AI System Lifecycle. The resulting reference model not only reveals
relationships and interconnections between the different elements but also illus-
trates chronological orders and logical sequences (e.g. flow of data and causal
chains between the elements). AI2VIS4BigData offers applications in the areas
of AI-based Big Data Analysis and Visualization the opportunity to reuse estab-
lished concepts and software and targets to prevent developers from overseeing
important aspects and relationships in early project stages (that can only be
integrated with high effort in later projects stages).

Fig. 8. AI2VIS4BigData - a reference model for AI-based big data analysis and
visualization [11]

The AI2VIS4BigData Reference Model is visualized in Fig. 8. It consists of
overall 6 layers: A data intelligence layer (originally from IVIS4BigData [15])
visualized at the bottom that provides all involved user stereotypes the possi-
bility to observe all activities and data within the system which empowers them
through comprehension to influence and manipulate the system. The four layers
“Data Management & Curation”, “Analytics”, “Interaction & Perception” as
well as “Insight & Effectuation” are displayed within the center of the reference
model. These layers represent the original data transformation pipeline of the ref-
erence model for Visualization and Big Data Analysis applications IVIS4BigData
[15]. The sixth layer is the model deployment layer which originates from the
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corresponding AI System Lifecycle phase of AIGO’s reference model [8]. It is
displayed on top of all other layers emphasizing the often cloud-located model
deployment. It spreads over the whole data transformation pipeline. It contains
all six AI model types that were introduced in Sect. 3.1 as well as the AI user
stereotype of the model deployment engineer (C). All six layers are intercon-
nected through a big blue data and information loop which all data artifacts run
through one or many times.

The center layer “Data Management & Curation” marks the starting point
of the data transformation pipeline. Consequently most of the data artifacts
introduced in Sect. 3.2 are visualized within this layer: raw data sources, AI
results/labels, AI metrics, label annotation as well as system/user activities.
With the aid of three colors, the data artifacts are associated with Big Data
(blue), AI (white), and Visualization respectively user interaction (green). This
layer concludes with a data integration that passes the data artifacts through
to the “Analytics” layer. This second layer in the data transformation pipeline
hosts the three remaining AI lifecycle phases [8] as “design, implementation
and training”, “data selection, verification and validation” and “operation and
monitoring”. All three phases are modeled directly within the data and informa-
tion loop, are closely linked and iteratively passed through (visualized through
bidirectional arrows). The related user stereotypes model designer (A), domain
expert (B) and model operator (D) are visualized directly above these three
phases. The “Analytics” layer and its three AI lifecycle phases are connected
with the model deployment layer and its AI models through two data artifacts:
the model configuration data that is designed and created by the model designer
user stereotype (A) connects the “Analytics” layer with the ML and statistical
AI models as well as the knowledge representation data, which is created in close
collaboration between model designer (A) and domain expert (B) user stereo-
types and connects the “Analytics” layer with the symbolic AI models. The
third center layer “Interaction & Perception” is connected with the “Analytics”
layer via the data and information loop. This connection is reinforced by the
data artifact AI model meta information that is located within this layer: this
data is produced within “Analytics” layer yet employed within the “Interaction
& Perception” layer (Fig. 8 visualizes this through a connecting arrow) in order
to emphasize its effect of disclosure and documentation for AI transparency, AI
explanation as well data privacy. The corresponding model governance officer
user stereotype (E) is consequently located within this layer as well. The last
center layer, “Insight & Effectuation”, contains the AI end user stereotype (E).
Since this user stereotype consumes the AI result data as well as further informa-
tion and insight that was prepared and created within the system, it is located
directly within the data and information loop.

4 Remaining Challenges and Outlook

Several subjective decisions were included in the derivation of AI2VIS4BigData
[11] or the arrangement of the reference model’s elements. Furthermore, the
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reference model’s completeness strongly depends on the completeness of the
ingredients it was derived from: existing AI model types, AI data as well as AI
user stereotypes. The most-pressing challenge is therefore to validate whether
the taken decisions during derivation were correct and if the ingredients were
complete. Further remaining challenges can be derived from general reference
model objectives: One target of a reference model is to enable overcoming of
relevant challenges in its application domain (refer to Sect. 3.4). Hence another
remaining challenge is to systematically derive all relevant challenges and verify,
whether the introduced reference model already provides sufficient measures or
not. Another reference model objective is to provide guidelines and refined spec-
ifications like, e.g., entity relationship definitions. As this publication represents
just the beginning towards these guidelines and specifications, a further chal-
lenge is to continue conceptual modeling and create use case diagrams, detailed
data specifications as well as a reference model architecture. A further benefit of
reference models is that they enable the reusing of established concepts and exist-
ing implementations. As there exists no implementation of the AI2VIS4BigData
Reference Model that could be reused by practical applications, these implemen-
tations remain a challenge.

The immediate next steps in AI2VIS4BigData research are a comprehensive
workshop and survey analysis based on the feedback of an international group of
researchers that are experts in different application domains that involve AI, Big
Data Analysis as well as Visualization. This workshop and survey was conducted
in June, 2020 and targeted to evaluate all decisions taken in reference model
derivation, the completeness of AI model types, AI data and AI user stereo-
types as well as the retrieval of existing challenges in the researchers’ projects.
The results of this evaluation need to be analyzed and necessary changes to the
AI2VIS4BigData Reference Model need to be identified. Further research tar-
gets to assess three AI-based Big Data Analysis and Visualization use cases in
the bioinformatics area of metagenomics research in order to derive a concep-
tual AI2VIS4BigData architecture. The medium-term outlook contains detailed
specifications (e.g. use case diagrams, entity relationship diagrams) and an imple-
mentation of the reference model for application of practical use cases.

5 Conclusion

This paper introduces a detailed description of the AI2VIS4BigData Reference
Model, a specialized reference model for the combined application domains of
AI-based Big Data Analysis and Visualization, together with a presentation of
its components. In more detail, it provides an overview of the existing use cases
in the combined application domain and conducts a search engine trend analysis
to motivate the increasing relevance. Using the interest of search engine users
in the combined application domain as a benchmark, the relevance is continu-
ously growing since 2013 and peaking recently with an all-time high. A further
contribution of this paper is a detailed summary of origin, definition, and advan-
tages of reference models through introduction of, inter alia, the ISO OSI layer
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Reference Model. The conceptual modeling within the paper starts with an
explanation of the approach that was followed in [11] to derive the refer-
ence model: In a nutshell, the two reference models IVIS4BigData (application
domains Big Data Analysis, and Visualization) and AIGO’s AI System Life-
cycle (application domain AI) were merged under consideration of AI model
types, AI data as well as AI user stereotypes. The major contribution of this
paper is a detailed description and introduction of the latter three reference
model ingredients and their relationships within AI2VIS4BigData itself: a expla-
nation of the overall six different AI model types, eight different AI data artifacts
and six different AI user stereotypes followed by a comprehensive description of
the AI2VIS4BigData Reference Model. This description explains the reference
model’s six layer concept which is interconnected via a data and information
loop. It clarifies logical relationships and causal chains. This paper concludes
with an overview of the remaining challenges in AI2VIS4BigData research and
an outlook how they shall be solved: Through identification of necessary refer-
ence model adaptions based on the result of an expert round table workshop
and survey as well as through the development of an architecture and reference
use case implementations.

References

1. Gunter, C., Gunter, E., Jackson, M., Zave, P.: A reference model for requirements
and specifications. IEEE Softw. 17(3), 37–43 (2000)

2. Engels, G., Heckel, R., Taentzer, G., Ehrig, H.: A combined reference model- and
view-based approach to system specification. Int. J. Softw. Eng. Knowl. Eng. 7(4),
457–477 (1997)

3. Bornschlegl, M.X.: Advanced Visual Interfaces Supporting Distributed Cloud-
Based Big Data Analysis, Dissertation, University of Hagen (2019)

4. Laney, D.: 3D Data Management: Controlling Data Volume, Velocity, and Variety.
Technical Report, META Group (2001)

5. Krensky, P., et al.: Critical Capabilities for Data Science and Machine Learning
Platforms, Gartner Inc., vol. G00391146 (2020)

6. ISO, ISO/IEC JTC 1/SC 42 Artificial Intelligence (2018). https://isotc.iso.org/
livelink/livelink/open/jtc1sc42

7. Bond, R., et al.: Digital empathy secures Frankenstein’s monster. CEUR Workshop
Proc. 2348, 335–349 (2019)

8. OECD, Artificial Intelligence in Society (2019)
9. Roehrig, P., Malcolm, F., Pring, B.: What To Do When Machines Do Everything:

How to Get Ahead in a World of AI, Algorithms, Bots, and Big Data. John Wiley
& Sons, Hoboken (2017)

10. Healy, M.: A machine learning emotion detection platform to support affective well
being, pp. 2694–2700 (2018)

11. Reis, T., Bornschlegl, M.X., Hemmje, M.L.: Towards a reference model for artificial
intelligence supporting big data analysis, To appear. In: Proceedings of the 2020
International Conference on Data Science (ICDATA 2020) (2020)

12. Buxmann, P.: Ein neuer Hype? Zur Ökonomie der künstlichen Intelligenz,
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Abstract. Decisions that people make every day are affected by the information
available in a given moment. Predictive models are used to estimate future values.
For a given set of data and an analysis goal, the results of the models can vary,
so it is important to select the most accurate model for the set of data. This paper
proposes a Visual Analytics technique for comparing the performance of predic-
tive models. It consists of four main components that support the tasks of the
Keim’s Visual Analytics Mantra: “analyze first, show the important, zoom, filter
and analyze further, details on demand”. The first component, analyze data, by
building predictive models using various machine learning algorithms; the other
three components are interactive visualizations that show the important results
found by the models, zoom and filter on results of interest and finally, further
analyze the selected results by showing details on the data.

Keywords: Comparison Matrix · Pie Chart Matrix · Instance Level
Explanation · Visual workflow

1 Introduction

The increasing use of machine learning models to address several important problems,
like predicting cancerous cells, presses researchers in understanding how models are
trained and evaluated, in order to discover possible incorrect correlations and wrong
generalizations.

Different models applied on a same dataset may have the same accuracy but produce
different outcomes. Understanding how models preform becomes very important in
order to avoid wrong decisions. This issue is known as model interpretability (e.g. see
[2]). The literature reports the difficulties in selecting the model that provides correct
predictions [3].

The research work reported in this document provides a contribution towards the
creation of aVisual Analytics (VA) Technique capable to support the analyst in exploring
and comparing a wider range of models, so that the model that best fits the data, i.e. that
provides the most correct predictions on the specific data, can be selected. The proposed
VA technique supports the tasks of the Keim’s Visual Analytics Mantra: analyze first,
show the important, zoom, filter and analyze further, details on demand [4].

Specifically, the technique has four main components that perform activities of the
VA mantra: a) a component that uses classical data mining methods on a dataset and

© Springer Nature Switzerland AG 2021
T. Reis et al. (Eds.): AVI-BDA 2020/ITAVIS 2020, LNCS 12585, pp. 19–27, 2021.
https://doi.org/10.1007/978-3-030-68007-7_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68007-7_2&domain=pdf
http://orcid.org/0000-0002-1421-3686
http://orcid.org/0000-0002-6905-7326
https://doi.org/10.1007/978-3-030-68007-7_2


20 P. Buono and A. Legretto

Fig. 1. Diagram of the proposed workflow

builds the corresponding predictive models (analyze first); b) a component that shows
the important results (show the important) found by component “a”; c) a component that
permits to zoom and filter on results of interest and further analyze the selected results
(zoom filter and analyze further); d) a components that should provide details on the data
(details on demand), if required by the analyst. Figure 1 briefly describes the proposed
workflow for the construction of models. After the choice of the dataset, if possible, a
feature selection technique is applied, then the dataset is divided into training and test
data. Subsequently, all the available algorithms are applied. Figure 1 shows a selection
of seven techniques. The model construction enables the tool to predict new instances
having the same features as those of learning, on the base of the training instances.
Finally, the classification selects the class made by each model for each instance.

It is important to remark that component a) can be further modified and integrated
according to the analyst’s needs. The contribution of this paper is in the creation of
three different visualizations that have been developed according to the User-Centred
Design (UCD) approach. The three visualizations support the activities b), c), and d)
and are called PredictiveModels ComparisonMatrix, TwoModels Pie-Chart Matrix and
Instance Level Explanation, respectively.

This workflow fits the AI2VIS4BigData model [16]. Specifically, in Data Manage-
ment & Curation it starts from the raw data source and exploits Machine Learning
techniques to annotate data and present them to the users, which can interact with the
tool. In the Model Deployment it fits in the Analytics and User Interface components. It
also involves the data mapping & transformation because data must be selected and ver-
ified. During operation and monitoring, the user may decide to go back to the beginning
or to the previous phases.

2 Background and Related Work

The research work refers to machine learning supervised classification problems. The
dataset used to present the result of the project reports the Genetic Variant Classification
(Clinvar in the rest of this document). It is a public resource containing annotations
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about human genetic variants. This kind of dataset is very important and the problem
of classification is relevant in many contexts. Some authors faced the problem using
the recent convolutional neural network approach (e.g. [15]), but in many situations
(such as domains with unlabeled data) the more traditional classification algorithms are
used. First, these variants are (usually manually) classified by clinical laboratories on
a categorical spectrum of 5 values: benign, likely benign, uncertain significance, likely
pathogenic, and pathogenic. Not all laboratories provide the same classification; variants
that get conflicting classifications by the laboratories can cause confusionwhen clinicians
or researchers try to interpret whether the variant has an impact on the disease of a given
patient [1]. Thus, the variants are classified in twomain classes: Class 1 includes variants
that were classified consistent, i.e., they got the same value (of the 5 values above) by
all laboratories; Class 2 includes variants that were classified conflicting, i.e., they got
different values by laboratories. It is a binary classification problem where each record
in the dataset is a genetic variant assigned to Class 1 or Class 2.

After the selection of the dataset, it is divided into training set (usually 70%) and
test set (usually 30%). The model learns on the training set and then it is evaluated on
the test set, where values of the target variable (the GT) are a priori known but hidden
to the model. To evaluate a model, the prediction values are compared to the GT.

A common metric to evaluate predictive models is the accuracy score. It is defined
as the ratio between the number of correctly predicted instances of the test set and
the total number of instances in the test set; more precisely the number of correctly
predicted instances TP (true positive) and TN (true negative) is the numerator, while the
denominator is the sum of TP, TN and the wrong predictions FP (false positive) and FN
(false negative). Thus, the accuracy score formula is:

accuracy score = TP + TN

TP + TN + FP + FN

But the accuracy is not enough to be able to select the model that best fits the data. The
three visualizations described in this document suggest other metrics and information to
compare models and help the user to identify the most interesting ones. The construction
of the predictive models is the first component of the developed VA technique.

VA combines automated analysis techniques with interactive visualizations for an
effective understanding, reasoning and decision making on the basis of very large and
complex data sets [4].

Researchers working in VA have developed several interactive visualizations tech-
niques. In order to give some examples, we briefly mention some works that use
interactive visualizations to support the analysis of predictive models.

Several visualizations support the analysis of the features of a model. For instance, in
[5] visualizations help the analyst to understand how the features are ranked by different
algorithms, and the analyst may improve a model by selecting the most significant
features. Krause et al. [6] propose a visual analytic workflow to help data scientists
and domain experts exploring, diagnosing, and understanding the outcome of a binary
classifier. The workflow identifies a set of features that tend to influence the model
outcome. However, support for model comparison is not provided.

FeatureInsight is a tool that permits a feature-level comparison between the wrongly
predicted instances and the correctly predicted instances, recommending features that
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could potentially be used to reduce erroneous predictions [7]. In Prospect [8], inter-
active visualizations are used to address two problems: detecting classification errors
and providing insights for generating new features. The user can investigate regions in
which instances are equally predicted by the models in order to detect errors in instance
classifications and provide insights for generating new features.

EnsembeMatrix [9] is an interactive visualization system for exploring the space
of combinations of classifiers. It presents a visualization of the confusion matrices that
help the user to improve the accuracy score of a model. The work by Zhang et al.
presents various interactive visualizations to support the comparison of predictivemodels
[10]. Models are compared primarily through a scatterplot-based visual summary that
overviews the models’ outcome. However, there are some difficulties in interpreting
these scatterplots. In our work, we are trying to provide users with easy to understand
visualizations. This is remarked in the literature; for instance, Russell says that decision-
makers “prefer visualizations that are easy to understand and to use for immediate data
insights” [11].

3 The Three Visualizations

This section describes the three visualizations, namely Predictive Models Comparison
Matrix, Two Models Pie-Chart Matrix and Instance Level Explanation. A previous ver-
sion of the first two visualizations is presented in detail in [14]. These visualizations are
the three main components of the VA technique that we created using a User-Centred
Design (UCD) protocol to support the Keim’s Visual Analytics Mantra. In particular,
according to Buono et al. [13], various tests were performed with users according to the
thinking aloud protocol, using prototypes of increasing complexity.

3.1 Predictive Models Comparison Matrix

The interactive visualization called Predictive Model Comparison Matrix (PMCM)
shows the results of the application on a dataset of some classical data mining methods
and the construction of the correspondent predictivemodels. The generated visualization
uses a triangular matrix where the models are reported on both, rows and columns; a
cell of the matrix refers to a pair of models corresponding to the cell row and column
(Fig. 2).

Each cell contains two nested boxes. The outer box represents the prediction dif-
ference between the two models corresponding to the cell row and column. This value
is computed as the ratio between the number of instances of the test set that the two
models predict differently and the total number of instances in the test set. The inner
box shows the accuracy difference, i.e., the difference between the accuracy scores of
the two correspondent models. These two metrics are represented using two different
gray scales. As reported in the legend, a greater prediction difference corresponds to a
darker gray level; while a lower accuracy difference corresponds to a darker gray level.
This choice allows the analyst to quickly identify the most significant pairs of models to
be later analyzed in more details. Thus, the analyst is interested in identifying cells with
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darker inner and outer box; i.e., the pairs of models that mostly differ in their prediction
of instances, still being similar in their accuracy.

In order to make more evident the inner box with respect to the outer box, the inner
box is visualized with a black border.

Fig. 2. Predictive models comparison matrix. Since the user has moved the cursor on the cell
comparing KN and LR models, the values of prediction difference and accuracy difference of the
two models are shown in the tooltip.

According to the User-Centred Design, formative tests have been performed with
three data analysts with medium experience on predicting models. In these tests, some
users observed also that they would expect the possibility to reorder the models accord-
ing to the accuracy score. This is possible by clicking on the “Accuracy score” label.
Moreover, in order to provide the analyst with some details about data, the interactive
visualization in Fig. 2 provides a mouse-over feature that, when the mouse is on the cell,
highlights the cell, the name of the models of the cell row and column and their accuracy
scores in the horizontal histogram on the left of the figure; furthermore, the values of
prediction difference and accuracy difference of the two models are shown in a tooltip
near the cell.

The analyst is now interested in knowing more about such models. To this aim, the
second visualization, based on pie charts, is used once the analyst clicks on a cell of
interest, as described in the next section. Of course, the cells on the diagonal are not
clickable (since the correspondent cells compare each model with itself).
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3.2 Two Models Pie-Chart Matrix

The analyst goal is now to further analyze what is represented in a cell of the PMCM.
More specifically, the interest is to compare pairs of models in order to understand the
prediction error of two models when classifying the instances in the available classes.
The interactive visualization called Two Models Pie-Chart Matrix (TMPM) has been
provided. It shows amatrix of Pie-Charts to compare twomodels selected by the analyst.
Figure 3 presents the comparison between KN and LR models, whose accuracy values
are 0.716 and 0.742, respectively. It is worth noticing that this visualization supports the
tasks zoom, filter and analyze further of Keim’s Mantra. Specifically, once the analyst
clicks on a cell of the PMComparisonMatrix because he/she wants to compare in details
the two correspondent models, the matrix generated by the TMPM technique appears.
Rows and columns represent the prediction classes available in the dataset. Therefore,
also this matrix is always squared. More specifically, in Fig. 3, each cell (i, j) provides
information about instances classified as class i by KN and class j by LR.

Indeed, at this step of the analysis process, the analyst is primarily interested in
finding out how many instances are not correctly classified by a model. Considering the
cell (i, j) and looking at the legend, four situations are possible: 1) both models correctly
predict a number of instances (grey, both correct); 2) KN is incorrect in predicting a
number of instances (blue); 3) LR is incorrect in predicting a number of instances (red);
4) both models are incorrect in predicting a number of instances (red-blue striped).

Fig. 3. Two Models Pie-Chart Matrix of the Clinvar dataset which determines a binary
classification problem
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The radius of each pie-chart is proportional to the number of instances predicted by
the two models. In Fig. 3, it is evident that the biggest number of predicted instances is
in the cell (1,1) and the smallest number is in the cell (2,2). Since the pie chart in cell
(2,2) is very small and the sectors are not very visible, the button switches to a normalize
view, which shows the pie charts having the same larger radius. Again, when the mouse
is on the cell a tooltip shows the information about the number of instances per colour
and the radius of the selected pie chart becomes larger.

It is worth remarking that the analyst is not interested on the cells along the diagonal
since they refer to instances classified in the same way by both models. The analyst
wants to know more about instances differently classified by the two models.

In order to identify the best predictive model for a given dataset it is important
to know more about the classification of instances by the two models. This actually
corresponds to the last task of the Keim’s Mantra, namely details on demand. To this
aim, the third visualization technique has been developed, which is described in the next
section. With reference to the TMPM, because the analyst is interested to understand
the reasons of possible classification errors and to analyze in details the features used
by the two models, he/she may click on each cell of the TMPM that is not on the matrix
diagonal; this triggers the third visualization technique, as described in the next section.

Fig. 4. Instance Level Explanation of the cell (1,2) of the TMPM in Fig. 3

3.3 Instance Level Explanation (ILE) Visualization

The Instance Level Explanation (ILE) visualization shows the features that contributed
to the decision of the model. The ILE visualization appears after the user has clicked
on a cell of the TMPM. It shows details of only 2 instances of the dataset in case of a
binary classification problem. This because in case of a binary problem the pie-chart in
each cell of the TMPM shows only 2 slices, one referring to the instances of the dataset
wrongly classified by the model represented by the cell row and the other referring to the
instances of the dataset wrongly classified by the model represented by the cell column.
Since it is assumed that instances having the same Ground Truth (GT) but wrongly
predicted (with the same class) by a model are similar and provide similar values for the
features, all instances of a slice of the pie-chart can be represented by one instance. This
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means that the instances of the 2 slices of the pie-chart are represented by one instance
each and the instance can be randomly selected.

Figure 4 shows the ILE visualization that appears when the user clicks on the cell
(1,2) of the TMPM in Fig. 3. The 2 instances visualized in Fig. 4 are “Instance 55” and
“Instance 19”. The ILE provides, for each visualized instance, the following information,
which is shown by either using text or a visual code:

• The Ground Truth (GT) on the top of each box.
• The classes predicted by the two compared models; reported under the GT. In Fig. 3,

LR and KN models classify each instance as Class 2 and Class1, respectively.
• the feature rules, showing the range of values of each feature for that instance; reported
on the left of each box.

• the importance score of each feature rule, i.e., a value from 0 to 1 that indicates how
much the rule affects the model prediction; it is represented by the length of each bar
correspondent to the feature rule.

• the representativeness of each feature rule for the predicted class, which indicates, for
each model, if it considers the rule as representative or not of the class predicted by
the model; the bar indicating the importance score is green if the rule is representative,
otherwise it has no colour.

The ILE visualization is computed by using LIME, a Python library whose aim is to
explain the predictions of a classifier [12].

4 Conclusion

The research work reported in this document provides a contribution towards creating a
software system that supports the analyst in exploring and comparing a wider range of
models, in order to investigate their behaviors. The objective is to build a tool to support
domain experts in the selection of the best predictivemodel. The domain expert, i.e. those
who are not expert of machine learning can understand which features are used to predict
instances. Without showing the technical details of the models’ parameters, which are
difficult to understand for non-experts in machine learning and data mining, the ILE
visualization gives to the user the opportunity to understand the main features on which
is based the prediction of the most classic models used with the default parameters, and
thus, they can select the model that best fit the available data.

All interactive visualizations were created using a User-Centred Design protocol in
order to received constant feedback by the users. Formative tests with users were carried
out and provided hints to improve the proposed approach.
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Abstract. This study provides a comprehensive and objective valuation
of factors included in the prediction of the stock market price of an orga-
nization. It examines the earlier financial-based model, machine learning-
based model, and state of the art achieved deep learning model in contrast
to the proposed method. The proposed model also evaluates the method-
ologies adapted while building the aforementioned models. For evalua-
tion purposes, the dataset has been curated from one of the social media
platforms- ‘twitter’, business news website- ‘Financial Times’, and from
‘Quandl’ to obtain financial indicators respectively to an organization. Big
Data technologies have been deployed to accumulate and pre-process the
data. An essential goal of this study is to support the visualization of such
multidimensional data for exploration and analysis. Different tools and
methodologies were evaluated to provide concise information at a particu-
lar instant by processing cumulative data of the organization under study.
Affective analysis of news and twitter has been done with early defined
models, and custom formulas derived in the research and the same have
been plotted in real-time over the dashboard. Once specified pattern and
transformation have been made, the transformed data curated is evaluated
overall existing models and the proposed hybrid model. The model holds
the ability to drive decisions after incorporating quantitative data such as
stock price indicators, as well as qualitative data curated from social media
platforms and business news website.

Keywords: Computer systems organization heterogeneous (hybrid)
systems · Computer systems organization data flow architectures ·
Software and its engineering abstraction · Modeling and modularity ·
Theory of computation streaming models · Theory of computation data
modeling · Human-centered computing scientific visualization ·
Computing methodologies natural language processing · Computing
methodologies philosophical/theoretical foundations of artificial
intelligence · Computing methodologies machine learning · Computing
methodologies modeling and simulation

1 Introduction

In the artificial intelligence (AI) community, stock price prediction has always
been one of the biggest challenges [51]. Starting from the initial time, professional
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traders developed lots of analytical methods to cater to this problem, in which
few methods which caught the eye were fundamental analysis, quantitative anal-
ysis, and many more [56]. However, none of the earlier financial methods showed
any noticeable results to determine the stock market prices. Prediction of stock
prices has been seen beyond the capability of professional traders who, in gen-
eral, are driven by greed and fear were not able to make rational decisions about
buying and selling in the stock market [40] and traditional AI that is supposed
focus on imitating human [56]. Recent days have seen the exponential growth
of the artificial neural network in terms of underhood capability to approximate
any complex continuous. These developments enable an artificial intelligence sys-
tem to find out the more complicated relationship between the features and the
target class and ability to cater lots of data with the advancement in algorithmic
architecture to parallelize for a huge amount of data [23].

This researchproject is aimed to capture the events happening in real life,which
can be a merger of a company, changes made in the hierarchy of an organization
in respective company and subsidiary companies to the change in own nation’s
growth where that particular organization is expanded and change in the relation-
ship amongst different countries. The study tries to captures these events in the
form of sentiment scores and in-depth emotion score to measure events impact on
the rise and fall of the stock price for the concerned organization.

Social media platform provides a space to every individual around the world
to put up their concerns and thoughts regarding the different aspects of an orga-
nization, which can depict their likeliness towards the new launch of a product,
service released by the organization or any event in association to the respective
organization. These opinions and flowing thoughts have been captured concern-
ing the organization and processed to analyze the sentiments and emotions of
the general people, which is then further passed upon to the predictive models
to relate such events to the rise and fall of the organization’s stock price.

Business News is another platform that captures the sentiments and emotions
of the people who bring in the money into the stock market. Business NEWS
helps in capturing critical events as compared to the social media platform as
it targets explicitly to bring insight from the event. As experts in the financial
area derive the notion of the event, analysis done over Business News holds
vital importance. All engineered features processed from the Business NEWS
are again passed onto the predictive models to learn the correlation amongst
those features to predict the stock price movement.

The financial indicators and its derived features with the existing formulated
financial models have been deriving the investment in the stock market until recent
years. They have been powerful to capture enough trends and movement of the
stock market. With the exponential growth of other platforms now these models
can be empowered with more advanced features and hybrid AI models can be intro-
duced to capture feature relation, which is still not known to financial experts.
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This study aims to assess the hybrid predictive models and their capability
to make advancement in the financial model by incorporating many powerful
features directly related to the response of the events from the general expert or
non-expert people in finance around the world. Amid finding the best model for
prediction, the study also tries to visualize the continuous stream of tweets and
periodic feeds of business news to visually infer and get a notion of attachment
of stock prices to the affective response of the peoples.

2 Background

This section provides a brief about the stock price and how artificial intelligence
can help in inferring the prices of stocks. As Big Data streaming is captured
from different sources and analyzed, thereby, this section also aids in creating a
notion of Visual Analytics (VA) tools.

2.1 Stock Marketing

A stock market is a place in real or virtual, which provides “trading” facilities
on corporations’ stock and derivatives to the investors to trade securities and
stocks of a corporation or mutual organization. The stock exchange is a regula-
tory body that governs the issue and redemption of securities. It also facilitates
investments, income, capital events, and dividends [49]. The stock market is also
known as the secondary market as it involves trading between two individu-
als where individuals can be organization, corporation, broker, or investor [51].
Stock prices are highly volatile, but the notion of price remains the same where
if the stock is highly in demand, its price will rise, whereas on the contrary, if
the market notion is against the notion of the company, there will be a dip in the
prices. All companies whose stocks can be purchased over the stock exchange
are known as “listed companies.”

2.2 Introduction to Artificial Intelligence

Artificial Intelligence or AI as we call it is still a field of ongoing research and
experiment. AI is a field in which human intelligence is replicated into machines
which enhances them from simple mechanical devices to enhanced intelligent
and self-sufficient machines. AI has a different sense of understanding of different
people. Some think that AI should closely replicate the human behaviour and
thought process while others think that it should be free from the notion of
emotion and should be able to figure out the best way rationally. AI is like
an umbrella which takes into consideration various fields and their respective
perspectives and techniques be it from philosophy, mathematics or computer
science. Many think that the notion of AI itself is a modern idea, but the vision
has been there since last 50 or so years. It was Alan Turning who bought AI into
trend after the introduction of Turing Machines (1937) [52] which was a model of
ideal self-sufficient, intelligent computer based on which he developed the theory
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of AUTOMATA. After this, the first developed artificial network the MP neuron
was work of Walter Pitts and McCulloch in 1943 [35]. Ever since then researchers
all across the globe have been trying to imitate the process of the human brain.
A simple machine qualifies as an AI machine if it can perform all the work that
a human can with the help of his brain. If a machine can impersonate human
behaviour is qualified to be called as an artificially intelligent machine.

1. Machine Learning
Machine Learning is an Artificial Intelligence approach to enable the systems
to automatically learn and refine itself from experience without providing any
external code for all the features [7]. The heart of Machine Learning lies in
the development of programs that retrieve the data and utilise it to learn and
improve. The learning procedure involves observing the data for the patterns
present and make future decisions based on the patterns and examples pro-
vided to the system. The goal is to make the system to learn and adjust on
its own without any interference of human.
In Machine Learning there two major categories of division as described
underneath:
(a) Supervised Machine Learning Algorithms: It utilises past learning

into the new data to make predictions of future events, only when data
is pre-labeled.

(b) Unsupervised Machine Learning Algorithms: It is used in scenar-
ios where the data are not labelled or classified. The data is explored to
draw inferences to determine the hidden structure from unlabelled data.
Semi-Supervised Machine Learning Algorithms: It utilises both
labelled and unlabeled data for learning. It is used in cases where labelled
data need resources for further training.
Reinforcement Machine Learning Algorithms: This method pro-
duces action to interact with the environment. It involves the trial and
error search and delayed reward.

2. Deep Learning
Deep learning is one of the three subsets of the significant broad classifica-
tion of machine learning where algorithms are inspired by the structure and
the functioning of the human brain. Deep learning allows the computational
models to learn multiple levels of abstraction within the data in the multi-
ple computational layers of the composed model [27]. These methods worked
astonishing well in multiple domains by improving the existing state-of-the-
art.

3. Transfer Learning
In today’s era, even with the abundance flow of data, there are some domains
where a lesser amount of work have been done. Less research and low reach-
ability to such topics have led to significantly fewer data in those domains.
Even if the problem is similar to one of the existing problem which has been
tackled with the help AI, it is sporadic that new problem also follows the same
distribution as to the problem already been solved. In such cases, if knowledge
transfer is done correctly, it can lead to significant performance improvement
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in the model, taking away the much more painful task of addressing and
labelling more data. In the recent decade, transfer learning has emerged as
one of the new learning frameworks to address the problem of labelled data
scarcity [43]. There are two main types of Transfer Learning techniques:
(a) Networks as feature extractors: In this approach, features are

extracted from some interim processing layer of a computational deep
learning model, and the values coming out of those network at this stage
are used as feature vectors. This feature vectors down the processing
pipeline are used with different models for specific tasks in another domain
different than on what the deep learning model was initially trained upon
[21].

(b) Fine tuning pre-trained networks: In this approach, a pre-trained
network is used as a starting point; then continuous efforts are made in
order to fine-train the pre-existing weights such that they can generalise
well over the new task [6].

2.3 Artificial Intelligence in Stock Market Prediction

Recent days have witnessed numerous research that was carried with the help
of artificial intelligence to predict stock prices. In AI-enabled stock market pre-
diction, it is noticeable that not only the combination of indicators but new
features also came into existence and incorporated into the traditional and lat-
est AI model. In early 2008, in order to simulate the market, a genetic algorithm
(GA) in combination with a support vector machine (SVM) was introduced [13].
Where GA was able to simulate the indicator variables, but feature selection was
not introduced hence made the model computationally very expensive. The sub-
sequent year 2009, to cut down the computational cost attached to GA, proposed
another 3 stage approach that bought down computational need multi-fold [28].
The three-stage approach proposed initial technical analysis over the indicator
variable based on historical data, secondly selection of features amongst them,
and then applying SVM. This machine learning and statistical model outper-
formed the earlier model. In the year 2010, with intense research over the mar-
ket, new indicators were introduced, which extended the horizon for the number
of factors that were included in earlier days to many more independent variables
that were proven to impact the stock prices. Also, because of new predictors
variables and the availability of data, new ways were exploited to build new
models. One of the models was based on the artificial neural network with the
given exploded indicator variables [24]. This model outperformed the existing
machine learning (ML) model and financial mathematical model, giving rise to
a new wave of ANN-based models for stock price prediction.

2.4 AI Stock Market Prediction with Financial Indicators

In stockmarket financial indicators such as open, high, low and close (OHLC)holds
great importance. These trading indicators can show the captivity of the organi-
sation in the real world. OHLC is considered to be complete in order to show the
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behaviour of an organisations’ stock prices. In general, for an extended period, it
can provide useful insights about not only the trading strength but also the price
gaps. For example, if we plot low and high points for the day, it can provide insights
regarding the day level volatility of the stock in stock exchange [17].

Significant data processing capabilities not only extended our horizon of
finding the influences of financial factors over a long period which were not
known earlier but also helped in advancing our decision making capability. With
progress in the capability of harnessing the Big Data and to nurture it for a par-
ticular requirement also opened a whole new world for building more data-driven
models and the ability to incorporate more number features.

In 2015, the deep learning based event-driven stock price model showed sig-
nificant improvement as compared to all previously ML-based model [16]. DL
based model was able to show a remarkable 6% improvement when compared to
earlier model SP 500 stock historical data. With extensive data and new imple-
mentation of models also made stock predictions of stocks to reach near to the
actual future price of the stocks. One of the recent research paper published in
2017, was also able to provide essential baselines when the different architecture
of the ANNs was deployed to predict stock market price [11]. It was able to show
that ANN as compared to the existing model was able to identify more hidden
context from the data. It was also able to increase covariance estimation when
it was subjected to the covariance-based market analysis.

2.5 AI Stock Market Prediction with Textual Data

Widespread adoption of technologies not only bought the world together but
also enabled individuals to share their thought, ideas and experiences over the
worldwide forum. These thoughts and experiences started building the senti-
ments amongst the people of same interest leading to favouritism and boycott
of a product or organisation with a higher impact and over a global level.

In very recent years, 2009, new research was carried which showed the depen-
dency of the financial news over the stock price prediction [47]. This paper intro-
duced a new world of natural language processing (NLP) to qualitative financial
data. Now qualitative data also came into consideration as one of the major
contributing factors towards the stock price prediction. Financial news was pro-
cessed using NLP to create a bag of words including only noun phrases and the
named entities for the financial domain. The closeness of model prediction on
the real-time financial news was very close to the receding stock price of the
impacted organisation. Not only data from different forums but with a general
inclination towards Twitter as a social platform also narrowed down the horizon
to collect and compute the sentiments of the people regarding any organisa-
tion. With hashtag functionality and constrained length of tweets made Twitter
favourable amongst the researchers to get motivated towards finding sentiments
from the twitter data. In 2013, Twitter tweets and time series data of stocks
formed the baseline of another research [50]. Topic-based analysis of the Twitter
data and its incorporation with past historical data of stock price variation of a
particular organisation showed the worth of the twitters’ tweet and power that
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it was able to pass on to the quantitative financial data. With advancement in
NLP, another paper published in 2015, was able to find a relation between the
specific topics impacts on a specific organisation [41]. This method explained
how data collected from different forms could be processed and cleaned to the
data which is of real concern in the prediction of stocks for that particular com-
pany. Paper was able to bring the notion of defined topics for specific industries
and change in sentiments for that particular topic. It was also able to bring
down the cost of pre-processing needed for the data to be of any importance
as suggested by the earlier research. Data used to build the model incorporated
existing topic modelling approaches with newly proposed methods and histori-
cal financial data. Research not only showed the improvement which was gained
over the existing approaches by 2.07% for 18 stocks over a year time but was
also able to capture the sentiment analysis contribution in stock price prediction
in the real world effectively.

1. Sentiment Analysis Tasks
Exponential growth in an individual’s power to access the internet and so for
social media has led to a flood of thoughts and ideas that are shared per second
across the world. Ease of curation of such thoughts and experiences of indi-
viduals for an organisation has given rise to sentiment analysis. As Zhang, Lei
explained, Sentiment analysis or opinion mining is the computational study
of people’s opinions, sentiments, emotions, appraisals, and attitudes towards
entities such as products, services, organisations, individuals, issues, events,
topics, and their attributes [2,32]. Over last decade numerous research tried
to capture the opinions which are individuals as customers, people of the state
and far most as the human to find the influence over the organisations, coun-
tries and towards global topics. It was not only able to find the rationale of
individuals belonging to a particular geographical area but all over the global
level and tried to measure its impact on different higher level organisations.
Sentiment analysis is broadly categorised and studied under three categories
which are document level, sentence level and aspect level [55].
(a) Document-level sentiment analysis task tries to classify the sentiments

as neutral, positive or negative based on the overall sentiment captured
in a document. The document-level analysis assumes the notion that each
document will be talking about one context. One tweet can also be consid-
ered a document which can represent the opinion of an individual regard-
ing some product or organisation.

(b) Sentence level sentiment analysis task provides the capability to capture
the sentiment of the document on the sentence level. In sentence level,
before going for sentiment analysis, the sentence is mostly checked for the
subjectivity. Subjectivity classification helps in avoiding objective opinion
which is none other than facts [31]. Only sentences with high subjectivity
are taken into consideration to undergo sentiment analysis task. Sentence
level sentiments are also captured in three classes neutral, positive and
negative respectively.
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(c) Aspect level sentiment analysis task focuses on summarising and bring-
ing out overall sentiments from people’s opinion for any particular entity
also known as targets. Aspect level sentiments express sentiments for
each aspect of an entity. For example, if an organisation is considered as
an entity, then the salary package can be considered as one aspect and
employee perks as different aspect and so on. When aspect level senti-
ments are captured, one can easily find out whether salary or employee
perks are useful in the organisation.

2. Emotions Analysis Task are closely related to the sentiment with more
analysis of the inferred polarity. For example, negative sentiment can be
caused by sadness or anger, while a positive sentiment can be caused by hap-
piness or anticipation. Thus, following the way in sentiment analysis, many
deep learning models are applied to detect emotions [55]. Zhou proposed an
Emotional Chatting Machine (ECM) that can generate appropriate responses
grammatically relevant and emotionally consistent based on GRU [55]. Their
system is modelling the emotion factor, using emotion category embedding,
internal emotion memory, and external memory. A bilingual attention net-
work model was proposed by Wang [54] for code-switched emotion predic-
tion. Abdul-Mageed and Ungar, built a large, automatically curated dataset
for emotion detection using distant supervision and then used GRNNs to
model fine- grained emotion [1]. They extended the classification to model by
Plutchik [44], in which he proposed 8 primary emotion dimensions as shown
in Fig. 1.

2.6 AI Stock Market Prediction with Twitter Data Analysis

The rising number of blogs and social media platform in the last decade provided
a mean for people to put forward their opinion regarding the entities which can
be an organisation or individuals’. This massive amount of opinionated data
mining has provided a mean by which we can quickly capture the sentiments of
targeted individuals regarding any product, organisation or government institu-
tion. In social media, Twitter gained favouritism from the world-wide community
in terms of its use and became one of the dominant platforms to convey opinions.
With the limit in tweet length and worldwide acceptance also grabbed attention
from the AI community. Many research papers were published to establish the
tweets sentiments relations to the stock market prediction in the last decade.
In 2010, A.Pak proposed twitter corpus for sentiment analysis. In that particu-
lar corpus tweets where tagged to specific emotions manually, such that happy
emoticons signified positive sentiment and sad emoticons signified negative senti-
ments [42]. In 2013, Twitter tweets with the time series data were able to provide
significant results in stock market prediction [50].
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Fig. 1. Plutchik’s wheel of emotion

2.7 AI Stock Market Prediction with News Data Analysis

While in last decade there were plenty of articles and research paper were pub-
lished in data mining and time series to predict stock market prices, but there
is very handful of papers which covered text mining in stock market prediction.
Some of the earliest research paper who started using business news for financial
forecasting [10,26], did a remarkable job but still due to the absence of news and
public opinion about the particular organisation and nature of high volatility of
stock price there was still scope to enhance the model. Most of the sentiment clas-
sification involves the training of the system based on the labelled documents
by the experts or generated by the system. In 2004, Mittermayere proposed
NewsCATS engine which was able to classify the news into three classes namely
Good, Bad and No-movers. In this based on the category of the News movement
of the stocks was predicted [38]. The AZFinText system proposed in 2010 is a
regression system which also tried to predict the stock market prediction based
on the news [48].

2.8 Big Data Visualisation of Streaming Data

Big Data poses a computing challenge because of its rapid velocity, immense
volume, and a wide variety of [25]. With ever-increasing, human-centered systems
are creating enormous amounts of data. As this enormous high volume of a
wide variety of information can easily be generated and collected at a very high
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speed; Have created a necessity of Big Data visualization and visual analytics in
a diverse real-world application.

In the last few years, there has been the development of various tools and
techniques to visualize patterns in the textual data. Which most popular ones
try to find the co-occurrences of the entities [9,18]. Also, there has been a multi-
fold increment in the software to visualize such data [4]. Tableau is one of the
most commonly used software for the analysis; It’s the ability to hook with dif-
ferent ingestion system make its favorable choice amongst the developers and
higher managers to crunch data quickly into multiple axis [14]. Alongside dif-
ferent systems were built to not only visualize the Big Data but to provide end
to end solution to the Big Data visualization problem. ELK stack is one of the
commonly used stacks which is used in the industry [20].

2.9 Contribution

The main contribution of this work is to analyze and develop the architecture
to provide visualization aid to the prediction of the stock market prices. In
prior research, most of the time, groups were mainly focused upon either the
qualitative or the quantitative data, which have concentrated upon the more
modest algorithms to solve that task without any practical validation. As the
state of the art algorithms comprises the machine learning models which made
this research novel in the financial domain but at the same time deployment of
deep learning (DL), model made it to lose the explainability aspect of it. The
visualization aid was aggregated to the framework to make it more explainable
to mitigate the drawback of using deep learning algorithms.

Our approach extends the existing framework described in Sect. 2.8. In addi-
tion to developing together with the components that worked best in abstract
design, we also created a pipeline that can ingest from multiple platforms in
parallel without any concerns of qualitative or qualitative data. Framework in
integrated with state of the art machine learning models of the finance domain
and at the same time, the ingested data was represented in real-time over the
tableau dashboard to comprehend the model’s prediction.

Our findings are that model prediction does not need to come at the expense
of the explainability. For the approaches to building the framework, we have
developed components extension to integrate seamlessly, which provided the nec-
essary aid of visualization to the financial model prediction. Although the data
ingestion requires unique formulation and filtering, the process itself is straight
forward and easily accessible.

3 Big Data Pre-processing and Visualization of Tweets,
Business NEWS and Financial Indicators

This section defines the end-to-end pipeline that has been utilized in this study
for analysis of qualitative as well as quantitative data flowing in from the different
platforms. Although data is scrapped based on the scrapping policies and API
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utilized to connect to the different platform, but once we have a data stream, the
ingestion, processing tunnel and storage space remains the same for the project.

Fig. 2. Proposed architecture

Figure 2 describes the proposed architecture that has been used in the project
for creating a visualization pipeline and also used for the data modeling part. In
an initial study, all the platforms for the study were evaluated based on scrapping
policies and availability of API, and three different platforms were found best
for the study. Twitter interface API has been used to collect the twitter data
from the social media perspective, Financial times feed was consumed to gather
the business NEWS, and Quandl API was consumed to collect the financial
indicators of the Microsoft stocks. Based on API and feed, Kafka streaming
tunnel with NGNiX was created for continuous monitoring and streaming of data
from the different platforms. S3 has been consumed to create a data lake for the
data getting ingested from the Kafka pipeline. Over S3, the logstash component
was built whose primary aim was to provide server-side processing pipeline, and
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output was served to elasticsearch. In elastic search, data can be found in a
much more meaningful way as it forms a definite structure. This processed and
ready to use data is then consumed by the machine learning models to predict
the stock price as well as same data was consumed by tableau for intermediary
visualization and analysis to get a notion of how the model should behave and
then the model was tweaked if any discrepancies in the visual and inference from
machine learning model are found.

Data set curated from different platforms for the Microsoft organization is
from the 4th of April 2015 till the 28th of March 2019. Whereas due to less
number of data points, no development set have been taken out from the data
set, and training and the testing split is based on the dates. Training data points
are taken from the 4th of April 2015 till the 1st of January 2019, and testing
data is the point is from the 2nd of January 2019 till the 28th of March 2019.
Data set Overview is provided in the Table 1

Table 1. Dataset overview - train and test split

Company Start date End date No. of days Train Test f ‘f (VIF)’

Microsoft News 4/4/2015 3/28/2019 1027 961 66 25 23

Microsoft Twitter 4/4/2015 3/28/2019 1419 1332 87 26 16

Microsoft Finance 4/4/2015 3/28/2019 983 923 60 32 9

Microsoft News BERT 4/4/2015 3/28/2019 1027 961 66 768 –

Microsoft Twitter BERT 4/4/2015 3/28/2019 1419 1332 87 768 –

Combine 4/4/2015 3/28/2019 1423 1336 87 79 16

In the Table 1, ‘f’- refers to the number of features in the data set and ‘f(VIF)’-
represents the number of features after removing the correlated features from
the data frame. Also, the table ‘f(VIF)’ is null for Microsoft finance and NEWS
BERT because features arrangement holds a semantic representation of each
textual document, and hence the relation can break if the correlation feature
removal is implemented in the data set.

3.1 Data Pre-processing

The need for data pre-processing is only required by the raw textual data curated
from the Twitter platform and financial times website.

Pre-processing of Scrapped Textual Data
The textual dialogues are processed using ekphrasis1 tool [5] in which series of
operation are performed. A brief visual description of this tool is described in
Fig. 3 as well as components are explained underneath:

1 https://github.com/cbaziotis/ekphrasis.

https://github.com/cbaziotis/ekphrasis
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Fig. 3. Pre-proessing pipeline for textual data

1. Noisy Entity Removal: Twitter being a social networking platform on the
global level, which makes tokenisation of twitter data most complicated task.
It is essential to keep the words intact with the corresponding emotions
attached to it. Also, creative writing use for new emotion generations and
hashtag should be considered. Textual data curated from the Business NEWS
platform are much more formal hence requires fewer efforts for cleaning. The
goal here is to remove any stop words, punctuation’s, URLs with censored
words, and not to remove complex emoticons.

2. Text Normalization: This step involves tokenising the processed data coming
after the above-stated stage. Tokenised words are then lemmatised so that
each word can be visualised as root words.

3.2 Feature Extraction Techniques

Feature Extraction from Textual Data

1. Sentiment Analysis. For capturing sentiment analysis different libraries
and ontology have been used:
(a) TextBlob

TextBlob is a library supporting Python 2 and 3 for the original pro-
cessing data. It provides a simple application interface which helps in effi-
ciently leveraging everyday natural language tasks such as part-of-speech
(POS) tagging, extraction of entities based on the POS tags, sentiment
analysis and more [33]. TextBlob under the hood utilises NLTK and pat-
tern library which are widely used and accepted in natural language pro-
cessing NLP community. In recent years, TextBlob gained wide accep-
tance in AI community which can be readily determined by the number
of a research paper using it as a tool for sentiment analysis [3,34,53].
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(b) Pysentiment
Pysentiment is the library for sentiment analysis which is built on top
of the dictionaries. Two dictionaries which are used by this library is
namely Harvard iv-4 by Harvard University and Loughran and McDonald
Financial Sentiment Dictionary.
i. Harvard Institute provides HIV4 dictionary. This dictionary provides
185 features for each of the 11789 words. One hundred eighty-five features
in this dictionary represent the different aspects of the word ranging from
sentiment, affiliation, psychological, emotions and many more.
ii. In 2012, Loughran and McDonald Financial Sentiment Dictio-
nary (LM) consisted of 84330 financial words with their sentiments was
published [36]. This dictionary after its release in public domain assisted
much research to captures sentiments from financial articles, business
news and much more

2. Emotion Analysis: “Words are associated with emotions,” as quoted in the
research paper NRC emotion Lexicon [39]. In order to capture the emotions
from the tweets and business news, there are different deep learning models
available [8], but to make the architecture lightweight, tokenized processed
documents are mapped against the NRC emotion lexicon. Eight emotions are
captured in the process. As tweets posted over the twitter platform for a day
is more than ten thousand, hence more advanced emotion normalization score
system is used to compute the emotions.
Score Formation for Emotions:

∑l
i=1

∑d
i=1 emotioni appearing in a tweet

length of the tweet

number of tweets per day
(1)

In Eq. 1, ‘i’ refers to the single tweet of the day ‘d’ refers to total number of
tweets for a day. ‘i’ refers to the total number of days.

3. Bidirectional Encoder Representations from Transformers (BERT):
State-Of-The-Art Textual Representation of Textual Docu-
ments. BERT provides the pre-trained vectors representation of the words,
which can be used further with the various AI models. BERT architecture
is a frame to provide representations by joint conditional probabilities both
from the left and right context for all the processing layers [15]. BERT vectors
are used in the experiment to utilise the shallow transfer learning models to
enhance the capabilities of the current predictive models. BERT is used as a
service, to convert processed text both for twitter and business NEWS to its
corresponding vector. As there are multiple models in BERT, current experi-
ment utilises BERT-Base-Uncased which holds the capability to represent
the word in the 768 dimensions.

Feature Extraction from Financial Indicators. As platform ‘Quandl’ pro-
vides the financial indicators such as OPEN, CLOSE, Adj CLOSE, VOLUME
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Fig. 4. Textual: feature engineered data set preparation

and DATE for a range of specific duration. Existing research in the area of stock
market prediction can help the system to derive out a significant number of
derivative features from the information provided by the Quandl platform. As
for generating a label for the dataset, as explained in Sect. 3.3, the system is using
the open price of the stock of the current and successive day. Hence all derived
features are built upon the OPEN financial indicator. From OPEN financial
indicator corresponding Fourier transformation have been derived based upon
the wavelet research [30], the moving average is computed as a feature with a
lag of 2, 7 and 21 days [22], Moving Average Convergence Divergence MACD
[12,46], Upper and lower bounds [29], exponential moving average [37] with lag
of 12 and 21 days, momentum and log momentum [19].

3.3 Formulation of the Feature Engineered Data Set and Label

Feature extraction techniques Sect. 3.2 are used to build overall feature engi-
neered dataset for the current experiment. Qualitative textual data is converted
into quantitative data with the help of the feature extraction techniques, and the
custom score mechanism explained in Sect. 3.2. In parallel derivative financial
indicators have bee developed based on the prior research in the field of finance.

Formulation of Target Labels. As the system tries to predict the rise or fall
for particular days under test for the current organisation. Hence, opening stock
price is taken as a measure to compute the label for the particular day. The
formula for computing the target label is provided underneath:

TargetLabelt := if
(
OpenIndext ≤ OpenIdext+1

)
then1else0 (2)

In this equation, t depicts the day under evaluation or for which label is to be
assigned and t + 1 represents the next day. According to the equation, if the
market is going up, one is assigned as label whereas on the contrary 0 will be
assigned as a label for the fall of the stock price.
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Formulation of the Textual Feature Engineered Data Set. Feature
extraction techniques provided a way to extract the features and to give quan-
titative meaning to them. All the features from the analysers are combined to
formulate the overall data-set. In addition to features coming from the analyser
twitter also have one more feature provided by the Twitter API, which is also
taken into consideration. Architecture for textual feature engineered data set is
visualised in Fig. 4.

Formulation of the Financial Indicators Based Feature Engineered
Data Set and Label. As described in the previous section, all the derivatives
of the OPEN indicator formulated the new engineered feature. Visualisation of
data set formulation of the financial indicator is provided in the Fig. 5.

Fig. 5. Financial indicator: feature engineered data set preparation

3.4 Twitter Data Accumulation and Visualization

Once we formulate the definite dataset as described in Table 1. Emotion analysis
over the tweets is done with the help NRC [2] lexicons, and individual emotion
score is further amplified with the custom score Eq. 1. Two positive emotions,
namely- ‘trust’ and ‘joy’ are evaluated against the OPEN index of the stock
market and visualised in Fig. 6. Two negative emotions namely- ‘anger and ‘sad-
ness’ are evaluated against the OPEN index of the stock market and visualised
in Fig. 7.



44 P. Joshi and H. Afli

Fig. 6. Positive emotions in Tweets

Fig. 7. Negative emotions in Tweets

Sentiment Analysis of tweets is done with the help of TextBlob 1a library
and pysentiment 1b library. In the pysentiment library, two libraries are used,
Harvard Institute dictionary and Loughran and McDonald Financial Sentiment
Dictionary to capture the sentiments flowing in the tweets concerning the organ-
isation. All the sentiments are averaged out and visualised in Fig. 8.

3.5 Business NEWS Data Accumulation and Visualization

Emotion analysis over the Business NEWS is done with the help NRC 2 lexi-
cons, and individual emotion score is further amplified with the custom score
Eq. 1. Two positive emotions, namely- ‘trust’ and ‘joy’ are evaluated against the
OPEN index of the stock market and visualised in Fig. 9. Two negative emotions
namely- ‘anger and ‘sadness’ are evaluated against the OPEN index of the stock
market and visualised in Fig. 10.
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Fig. 8. Sentiments vs opening price for Microsoft stocks based on Tweets

Sentiment Analysis of Business NEWS is done with the help of TextBlob
1a library and pysentiment 1b library. In the pysentiment library, two libraries
are used, Harvard Institute dictionary and Loughran and McDonald Financial
Sentiment Dictionary to capture the sentiments flowing in the tweets concerning
the organisation. All the sentiments are averaged out and visualised in Fig. 11.

4 Architecture for Stock Market Prediction

As experiment evaluates data gathered from the social platform, business NEWS,
and financial indicators with the state-of-the-art models. Hence two strategy has
carried forward to build the hybrid architecture to improve the performance of
the earlier existing systems.

4.1 Hybrid Architecture Based on Best Model Selection Strategy

The first strategy followed is to build an Architecture that can incorporate quan-
titative as well as qualitative data. Hence prediction from the best performance
models for each of the platforms is taken together and given to the voting classi-
fier. The voting classifier then uses the soft voting technique to assign a weight to
different models based on the classifier, which are housed in the voting classifier,
as visualized in the Fig. 12.

4.2 Hybrid Architecture Based on Shallow Transfer Learning
Model

The second strategy is the formulation of the effectiveness of the state-of-the-
art shallow networking based transfer learning technique in the form of BERT
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Fig. 9. Positive emotions in business NEWS

Fig. 10. Negative emotions in business NEWS

vectorization. A tweet and an abstract of NEWS formed an independent doc-
ument of variable length. Each of the documents then goes through the BERT
vectorization service, where it gets converted into the fixed-length vector. The
fixed-length vector of tweets and news are independent of each other. Once all
the fixed-length vector for the whole day is identified, then the average fixed-
length vector is formed for that particular day, which then merges (twitter and
news) to create a day data point. A high context level diagram is provided in
Fig. 13.

4.3 Hybrid Architecture Based on Engineered Feature Dataset

The third strategy is the formulation of the dataset. The dataset preparation is
done by combining all the features extracted from twitter, business news, and
Quandl collected financial data. Once data is formulated, it is then subjected
to the machine learning models for the training and inference purpose. A high
context level diagram is provided in Fig. 14.
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Fig. 11. Sentiments vs opening price for Microsoft stocks based on business NEWS

5 Evaluation Metrics

As current experiment carried out is a supervised problem, hence matrics evalu-
ated for the comparison of the results from the different machine learning model
and the deep earning models has been done based on accuracy, precision, recall
and F1-Score.

1. Accuracy:
Accuracy is the ratio of total correct predictions that have been made in all
the classes in the classification problem. Mathematically it can be visualised
as the ratio of true positive and true negative with all the data points present
in the data-set. Mathematical formula of accuracy is given underneath:

∑l
i=1

tpi+tni

tpi+fni+fpi+tni

l
(3)

In Eq. 3, ‘tp’ represents the true positive from the model. ‘tn’ represent the
true negative from the model. ‘fn’ represents the false negative from the
model. ‘fp’ represents the false positive from the model.

2. Precision:
Precision defines the exactness of the system. It is defined as the ratio of true
positives identified by the model over actual number of positive marked by
the model. Mathematical formula of the precision is given underneath:

∑l
i=1

tpi

tpi+fpi

l
(4)
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Fig. 12. Hybrid architecture based on best model selection strategy

In Eq. 4, ‘tp’ represents the true positive from the model. ‘tn’ represent the
true negative from the model. ‘fp’ represents the false positive from the model.

3. Recall:
Recall helps in evaluating the completeness of the model. It is the ratio of pre-
dicted positive over the ground truth positive classes. Mathematical formula
of recall is given underneath:

∑l
i=1

tpi

tpi+fni

l
(5)

In Eq. 5, ‘tp’ represents the true positive from the model. ‘tn’ represent the
true negative from the model. ‘fn’ represents the false negative from the
model.

4. F1-Score:
F1-Score is computed by evaluating the harmonic mean of the precision and
recall. Mathematical formula of F1-score is given underneath:

(
β2 + 1

)
PrecisionMRecallM

β2(Precision + Recall)
(6)



Affective Analytics and Visualization for Stock Market Forecasting 49

Fig. 13. Hybrid architecture based on shallow transfer learning model

6 Results

As current experiment carried out is a supervised problem, hence matrics evalu-
ated for the comparison of the results from the different machine learning model
and the deep earning models has been done based on accuracy, precision, recall,
and F1-Score.

6.1 Hybrid Architecture Based on Best Model Selection Strategy

Best model from the different platforms has been selected. From Twitter models
the dense, deep neural network has been taken, from Business NEWS models
Naive Bayes model has been taken and from financial indicator models Random
Forest has been taken; Individual output coming from each of the best models
will be given to Voting Classifier to make the prediction. Results obtained from
the architecture is described in Table 2.

Table 2. Evaluation metric for hybrid architecture based on best model selection
strategy

Model Accuracy Precision Recall F1-score

VotingClassifier 0.5714 0.63 0.57 0.59
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Fig. 14. Hybrid architecture based on engineered feature dataset

6.2 Hybrid Architecture Based on Shallow Transfer Learning
Model

Dataset evaluated in this section is a resultant dataset obtained after the merger
of the BERT vector of Twitter documents and Business NEWS articles on a daily
basis. The evaluation result over machine learning model is provided in Table 3
and evaluation on deep learning model is provided in Table 4.

Table 3. Evaluation metric for hybrid architecture based on shallow transfer learning
ML model

Model Accuracy Precision Recall F1-score

Naive Bayes 0.4827 0.53 0.48 0.49

RandomForest 0.6091 0.98 0.61 0.74

xGBoosting 0.592 0.6 0.6 0.49

6.3 Hybrid Architecture Based on Engineered Feature Dataset

Accumulated feature engineered datasets, from multiple platforms, are taken and
evaluated with the machine learning and deep learning models. The evaluation
result of Machine Learning models on the framed dataset is provided in Table 5
and deep learning-based models evaluation is provided in Table 6

7 Validation of the AI2VIS4BigData Reference Model

Section confirms and maps the proposed architecture of the study to the
AI2VIS4BigData reference model [45], as shown in Fig. 15. This mapping is
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Table 4. Evaluation metric for hybrid architecture based on shallow transfer learning
DL model

Model Accuracy Precision Recall F1-score

Naive Bayes 0.4827 0.53 0.48 0.49

DenseNetwork 0.4367 0.43 0.44 0.44

CLSTMNetwork 0.5402 0.6 0.54 0.56

CBiLSTMNetwork 0.5172 0.69 0.52 0.58

CGRUNetwork 0.5517 0.66 0.55 0.59

CRNNNetwork 0.5747 0.82 0.57 0.66

Table 5. Evaluation metric for hybrid architecture based on engineered features
dataset ML model

Model Accuracy Precision Recall F1-score

Naive Bayes 0.4367 0.84 0.44 0.54

RandomForest 0.7241 0.72 0.72 0.72

xGBoosting 0.69 0.69 0.69 0.69

necessary to validate the proposed system but also to provide a useful gate-
way to extend this research and possible collaboration in the future. As in the
AI2VIS4BigData reference model for processing step ‘Data Management & Cura-
tion,’ our data ingestion pipeline, as proposed in Sect. 3, can directly be used. In
other processing steps, as mentioned in the AI2VIS4BigData reference model,
‘Interaction & Perception’ tableau can facilitate the meaningful visualization
needed for explanation of the inference made by the AI model.

Fig. 15. AI2VIS4BigData reference model
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Table 6. Evaluation metric for hybrid architecture based on engineered features
dataset DL model

Model Accuracy Precision Recall F1-score

Naive Bayes 0.4367 0.84 0.44 0.54

DenseNetwork 0.6896 0.7 0.69 0.69

CNN LSTMNetwork 0.5632 0.57 0.56 0.56

CNN Bi-LSTMNetwork 0.5057 0.52 0.51 0.5

CNN GRUNetwork 0.6206 0.62 0.62 0.62

CNN RNNNetwork 0.5862 0.59 0.59 0.59

8 Conclusion and Future Work

Amongst all the Hybrid architecture, the Random Forest model was able to
outperform all the other machine learning and deep learning model by the sig-
nificant margin. Accuracy of 72.41% and weighted average precision of 72.00%
shows the balanced inclination of the model towards the respective two classes,
which are rise and fall of the stock price for the subsequent day.

The present research has been carried out to provide the feasibility study of
the social media platform and Business NEWS over the stock market predic-
tion. The findings in terms of affective analysis visualization and model building
showed a significant correlation amongst the social media platform and Busi-
ness NEWS for stock price prediction. It also captured the results obtained from
the state-of-the-art methodologies over the research problem. As a remark, even
though there is high volatility in the stock market but with the amount of data
flowing in different social media platforms and righteous Business NEWS, in
coming future, it will be very much possible to capture the stock price move-
ment with multiple such platforms efficiently.

In future, underneath mentioned directions can be explored to build better
visualization platform which can provide explainability to black-box machine
learning model:

– More complex emotions can be captured with a correct mathematical formula,
which can improve the efficiency of the system.

– More hybrid models strategy can be evolved and evaluated, and deep neural
network on most the cases underperformed in the current experimental setup.

– Complex features can be developed in the financial indicator as they showed
prominent results as individual models.

– Parallel research on multiple different platforms demands scalability. Scalable
modules can be developed to capture the events in real-time.

Acknowledgments. This research was conducted with the financial support of
ADVANCE CRT PHD Cohort under Grant Agreement No. 18/CRT/6222 and at the
ADAPT SFI Research Centre at Cork Institute Of Technology. The ADAPT SFI Cen-
tre for Digital Media Technology is funded by Science Foundation Ireland through



Affective Analytics and Visualization for Stock Market Forecasting 53

the SFI Research Centres Programme and is co-funded under the European Regional
Development Fund (ERDF) through Grant # 13/RC/2106.

We want to thank Johnson Controls for contributing the idea of moves, which
helped in accomplishing the research with significant results.

References

1. Abdul-Mageed, M., Ungar, L.: EmoNet: fine-grained emotion detection with gated
recurrent neural networks. In: Proceedings of the 55th Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers), vol. 1, pp.
718–728 (2017)

2. Afli, H., Maguire, S., Way, A.: Sentiment translation for low resourced languages:
experiments on Irish general election Tweets (2017)

3. Arai, K., Tolle, H.: Method for real time text extraction of digital manga comic.
Int. J. Image Process. (IJIP) 4(6), 669–676 (2011)

4. Bassil, S., Keller, R.K.: Software visualization tools: survey and analysis. In: Pro-
ceedings of the 9th International Workshop on Program Comprehension, IWPC
2001, pp. 7–17. IEEE (2001)

5. Baziotis, C., Pelekis, N., Doulkeridis, C.: DataStories at SemEval-2017 task 6:
siamese LSTM with attention for humorous text comparison. In: Proceedings of
the 11th International Workshop on Semantic Evaluation, SemEval@ACL 2017,
Vancouver, Canada (2017)

6. Bengio, Y., Lamblin, P., Popovici, D., Larochelle, H.: Greedy layer-wise training
of deep networks. In: Advances in Neural Information Processing Systems, pp.
153–160 (2007)

7. Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, New York
(2006)

8. Bouchekif, A., Joshi, P., Bouchekif, L., Afli, H.: EPITA-ADAPT at SemEval-2019
task 3: detecting emotions in textual conversations using deep learning models
combination. In: Proceedings of the 13th International Workshop on Semantic
Evaluation, pp. 215–219 (2019)

9. Braun, P., Cuzzocrea, A., Keding, T.D., Leung, C.K., Padzor, A.G., Sayson, D.:
Game data mining: clustering and visualization of online game data in cyber-
physical worlds. Procedia Comput. Sci. 112, 2259–2268 (2017)

10. Bushee, B.J.: The influence of institutional investors on myopic R&D investment
behavior. Account. Rev. 73(3), 305–333 (1998)

11. Chong, E., Han, C., Park, F.C.: Deep learning networks for stock market analysis
and prediction: methodology, data representations, and case studies. Expert Syst.
Appl. 83, 187–205 (2017)

12. Chong, T.T.L., Ng, W.K.: Technical analysis and the London stock exchange:
testing the MACD and RSI rules using the FT30. Appl. Econ. Lett. 15(14), 1111–
1114 (2008)

13. Choudhry, R., Garg, K.: A hybrid machine learning system for stock market fore-
casting. World Acad. Sci. Eng. Technol. 39(3), 315–318 (2008)
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Abstract. With the rapid decrease in sequencing costs there is an
increased research interest in metagenomics, the study of the genomic
content of microbial communities. Machine learning has also seen a revo-
lution with regards to versatility and performance in the last decade using
techniques like “Deep Learning”. Classical as well as modern machine
learning (ML) techniques are already used in key areas within metage-
nomics. There are however several challenges that may impede broader
use of ML and especially deep learning.

This paper provides an overview of machine learning in metagenomics,
its challenges and its relationship to biomedical pipelines. Special focus
is put on modern techniques such as deep learning. The results are then
discussed again in the context of the AI2VIS4BigData reference model
to validate its relevancy in this research area.

Keywords: Machine learning · Deep learning · Metagenomics · Big
data · AI2VIS4BigData

1 Introduction

1.1 Importance of Microbiome Analysis

Metagenomics studies try to explain the role of communities of microor-
ganisms (“microbiomes”) in their respective environment by analyzing their
genomic content [4,44]. Many studies have demonstrated the importance of these
microbiomes—like in the development and health status of human or animal
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hosts [5,24,61]. The exact mechanisms and role of the individual microorgan-
isms and how they work together is however still largely unknown. A practical
example is the analysis of methane production in ruminant livestock. Methane is
a powerful greenhouse gas that is produced by microorganisms in the rumen [51].
Understanding the interactions responsible for methane production could be a
first step in reducing these emissions [33,54].

Traditionally, microbiomes would be studied by culturing samples in a lab.
Nowadays, their genomes can be decoded using high-throughput sequencing
machines, providing previously impossible insights. Since the first human genome
was sequenced and published by the human genome project in 2001, the sequenc-
ing cost has decreased a millionfold [67].

Falling prices and the growing number of metagenomic applications [4] leads
to a rapidly growing amount of data. Large scale metagenomic studies can con-
tain terabytes of raw sequencing data [57]. The storage required for sequencing
data (including non-metagenomic) is expected to reach 2–40 exabytes per year in
2025, surpassing the requirements of fields like astronomy [58]. Having systems
capable of processing this amount of data is therefore critical [57,63].

1.2 Machine Learning Trends

Another big trend in the last decade was the development of new and improved
machine learning algorithms and techniques often summarized under the key-
word “deep learning” [20,70].

The word “deep” refers to the fact that the machine learning models often
use many processing layers and that the level of abstraction and the ability to
learn complex relationships increases with every layer. As an example, a deep
learning algorithm that is trained on images might detect simple edges in an
image in the first layer. In the second layer it might combine several of these
edges to detect simple shapes such as rectangles and in the final layer it could
combine these shapes to detect complex objects. Adding yet another layer could
enable the network to recognize the composition of objects to describe or classify
a scene [70].

These algorithms are only possible by taking advantage of the increase in pro-
cessing power and especially (GPGPU) as they can be computationally expensive
and often require large amounts of data for processing [20, pp. 438–442].

Deep learning achieved record breaking results in many classification bench-
marks as well as real life applications with a broad range of input data such as
image, video, audio or text [70]. It has also been successfully applied to the field
of genetics [76] including metagenomics [21].

2 Genetics and Metagenomics

2.1 Microorganisms

Microorganisms, like all living things, can be grouped into three “domains”
called “bacteria”, “archaea“and “eukaryotes” [69]. These domains differ in their
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evolutionary origin and in various properties such as the existence of a cell
nucleus. Compared to organisms in general, microorganisms only include uni-
cellular organisms.

Each of these unique cells contains molecular sequences in the form of
deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). Both DNA and RNA
are built up using a sequence of nucleotides containing the bases adenine (A),
cytosine (C), guanine (G) and thymine (T). In RNA uracil (U) is used in place
of thymine (T) [1].

2.2 Differences Between DNA and RNA

There are several differences between DNA and RNA. Structurally DNA is made
up of the famous double helix, consisting of two strands, where each of the nucle-
obases A, C, G and T on one strand is paired with a corresponding nucleobase
on the complementary strand. A is paired with T and C is paired with G [1].
In comparison RNA usually has a single strand, so it does not form this double
helix.

The complementary strands in DNA are biologically important for processes
like cell division where the strands are separated and then rebuilt to replicate,
but it has also important implications for sequencing since there are always two
possible reads of a piece of DNA depending on which of the two strands is used
for the translation.

From a functional perspective, DNA is responsible for storing and inheriting
genetic information, while RNA has various functions within a cell such as the
creation of proteins.

2.3 Genes and Proteins

Proteins are large molecules that execute many functions within cells and the
body. The building blocks of proteins are organic molecules called amino acids.
The order and type of amino acids determines the function of the protein.
The instructions to form proteins are found within the DNA in sections called
“genes”. A part of the cell called the “ribosomes” is responsible for assembling
the amino acids into proteins [52]. The ribosomes do not have direct access to
the DNA though. For this reason, messenger RNA (mRNA) is used to create
a copy of the gene from the DNA which is then transported to the ribosomes,
where the protein synthesis is done [55]. The ribosomes are made up of proteins
themselves along with another type of RNA called ribosomal RNA (rRNA) [52].
RRNA plays an important role in metagenomic studies as it can be used to iden-
tify the evolutionary (“phylogenetic”) origin of an organism as will be discussed
later.

2.4 Genomic vs Metagenomic Studies

The complete set of genetic material in an organism is called the “genome” [1].
The set of genomes from all microorganisms in a specific environment is called
the “metagenome”.
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(Single) genome studies try to identify functional mechanisms within a single
genome. For example, one use case of genomic studies is the identification of
single-nucleotide polymorphisms (SNPs). SNPs, pronounced “Snips”, are specific
mutations of a single nucleotide within a genome [1]. SNPs can cause diseases
like sickle-cell anemia [34], where the mutation causes irregularly shaped, sickled,
red blood cells leading to blood disorders. SNPs are cataloged by the (NCBI)
and assigned a unique reference number (the “rs” number) [56].

In comparison metagenomic studies usually do not care about individual
mutations and instead work on a higher level by identifying whole genes or
groups of organisms within a collection of many genomes that are analyzed
at the same time [38]. Mutations can help though to identify the evolutionary
relationship between organisms, which can be represented in a phylogenetic tree.

2.5 Phylogenetic Trees and Taxonomies

A phylogenetic tree displays the evolutionary relationships between species. Phy-
logenetic trees can be built by comparing the sequences of organisms. Since evo-
lution happens by small mutations in the genetic sequences from one generation
to the other, it can be assumed that big differences in the sequences correlate
to distant relationships while small differences indicate a close relationship and
a close common ancestor in the phylogenetic tree [48].

Different regions in the DNA and RNA are more affected by mutations than
others. A challenge in creating phylogenetic trees is to find a region within these
sequences which exists in all species and that has a mostly constant rate of
mutation, so that the evolutionary distances can be accurately computed for
all species [68]. Using only a specific region instead of the whole genome allows
easier computation and lowers the cost of sequencing.

A popular choice for these regions lies within the rRNA which can be found
in all living cells. The rRNA is structured into various subunits [52] which are
named by their size in the Svedberg unit (S). T16S subunit in bacteria and
archaea 18S subunit for eukaryotes contain both highly conserved regions (slow
rate of evolution) as well as hypervariable regions (fast rate of evolution) [30,41].
While the former allows tracking of large evolutionary distances, the latter allows
the differentiation between closely related species. The subunit can be further
divided into smaller regions, which are used in metagenomic studies. The best
region to use depends on the needs of the study. This is often a trade-off between
the capabilities of the chosen sequencing platform, the total cost of sequencing
as well as the desired phylogenetic “resolution” (ability to differentiate between
closely related species) [8,52].

Using a phylogenetic tree a taxonomy can be created by labeling the differ-
ent nodes and levels of a tree. The definitions and names of levels can change
depending on the taxonomy used. Commonly they range from the “domain” as
the highest level [69] (see also Sect. 2.1) to “species” at the lowest level. Com-
monly differentiated intermediate levels are “phylum”, “class”, “order”, “family”
and “genus” in order (from highest level to lowest level).
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2.6 Structure of Metagenomic Studies

The goal of metagenomic studies is to sequence (read) and analyze the meta-
genome of one or more samples. Analyzing these samples is a process involving
many steps.

Most studies can be distinguished into two categories: Those using “amplicon
sequencing” and those using “shotgun sequencing” [41]. With amplicon sequenc-
ing a sample is prepared in a way that only specific parts of the DNA or RNA
are sequenced. As was described in Sect. 2.5 these parts can be enough to iden-
tify an organism, assigning it a taxonomic classification using existing reference
databases and placing it within a phylogenetic tree. For this reason, these parts
are also called “barcode sequences”.

The name “amplicon” stems from the fact, that these regions can be specif-
ically selected within a sample and “amplified” (duplicated many times) using
enzymes. Amplicon sequencing is a popular choice as it is relatively cheap while
providing good results for taxonomic classification [6, pp. 56–59].

The other common approach is shotgun sequencing, where no special selec-
tion is done and sequences are sampled from the whole metagenome. Most
sequencing platforms can only sequence fragments up to a specific length. This
means that the sample has to be prepared in a way that cuts the genomes into
small fragments. The fragments from all contained organisms in the sample will
be mixed together which explains the name of “shotgun sequencing” as the exact
fragments sampled from the complete metagenome is quite random.

Since shotgun sequencing has access to the whole metagenome it offers a
wider range of possible studies. For example genes can be identified directly
from the sequencing reads as part of a functional analysis to try to understand
processes within a microbiome.

Even though shotgun sequencing seems more powerful than amplicon
sequencing on first glance, there are good reasons to choose amplicon sequencing
where sufficient. Since only a tiny part of the whole metagenome is sequenced in
amplicon sequencing the cost is greatly reduced and less data needs to be ana-
lyzed and processed later [52, p. 112]. Also since all reads are focussed on regions
that are well known with huge reference databases, the taxonomic composition
of a sample can sometimes be better determined by this approach [6, pp. 56–59].

Regardless of whether amplicon sequencing or shotgun sequencing is used,
the general workflow can be broken down into a series of individual steps that
are taken from the initial sequencing up to the final result presentation. Figure 1
shows such a process for amplicon sequencing as well as shotgun sequencing.
The figure also includes possible applications of machine learning, which will be
discussed later.

It should be noted, that there is not a single template that can be applied
to every study, some of the steps shown are optional and some studies might
add additional steps. This is especially true for the analysis and visualization
which highly depend on the study goal. The workflows should therefore only be
considered examples that include the steps most commonly found.
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Fig. 1. Workflow for amplicon sequencing and shotgun sequencing with some applica-
tions for machine learning highlighted.

To simplify further discussion in this document, the actual tasks are sorted
into six distinct phases shown in Fig. 1 and 2.

1. The “Preparation” phase encompasses the actual sequencing operation as
well as quality control.

2. The “Aggregation” phase contains tasks that reduce, merge, cluster or oth-
erwise aggregate sequences before further operations.

3. The “Annotation” phase is used to label or annotate individual sequences.
The information used for annotation can come from external databases or
from other methods such as pattern recognition.

4. The “Summarization” phase takes the information from individual sequences
and transforms them into a comprehensive summary of the whole sample.
This usually includes calculating the (relative) abundance of one or more
features in the sample and preparing them for further analysis.
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Preparation
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Fig. 2. Six phases for metagenomic workflows

5. The “Analysis” phase uses the features obtained in the previous phase to
analyze the data. This will usually be the main research goal addressed in a
study.

6. The “Visualization” phase includes all technical activities required to present
the information obtained in the analysis phase as well as data from previous
phases which should be presented. An example would be the generation of
diagrams to compare samples with each other.

Having identified these phases, they will be used to describe the role of
machine learning in the next section.

3 Roles of Machine Learning in Metagenomics

In metagenomic studies there are several parts which use machine learning algo-
rithms or could potentially use them in the future. This section will go through
the phases described earlier and identify machine learning applications in them.
Unless otherwise mentioned the process will focus on sequencing results from
high throughput sequencing (HTS) platforms like Illumina. Other emerging
technologies like nanopore sequencing [43] will be mentioned at times where
adequate.

3.1 Preparation

The preparation phase includes the actual sequencing of DNA molecules. The
machinery of most sequencing platforms uses fluorescent nucleotides and dif-
ferent dyes to distinguish the four bases during sequencing. Photos are taken
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at different time steps and then analyzed to predict the bases present in the
DNA molecules in order. This process is called “Base Calling”. Base calling is
complicated by multiple sources of errors during this reconstruction.

Machine learning can be applied to this problem. In one study two of the
best performing algorithms (freeIbis and Ibis) were support vector machines
(SVMs) [12]. The literature on using more modern deep learning techniques for
base calling is however scarce. One possible reason for this could be that the
results of simpler algorithms already have a very low error rate so that there is
little room for improvement. This is supported by the fact that deep learning is
successfully used for base calling in nanopore sequencing (an alternative emerg-
ing sequencing method), where the error rates are considerable higher [10,60].

The result of a sequencing operation is a collection of “reads” where each
“read” contains the bases for one fragment along with quality metrics from the
base calling step [41, p. 37]. The common data format for this is the FASTQ
format, a simple text based format.

A preprocessing step will often be used after sequencing and before the exe-
cution of the rest of the pipeline to eliminate low quality reads or to trim bases
that were not detected with a sufficiently high confidence based on the quality
metrics present in the FASTQ file [41]. Since these are often simple threshold
based techniques they will not be described in detail here. After preprocess-
ing, the results are either saved again in the FASTQ format or converted to the
FASTA format, which is similar to FASTQ, but discards the quality information.

3.2 Aggregation

Regardless of whether the individual reads are reassembled to a larger sequence
or used directly, a common next step is to cluster reads together by similarity.

For amplicon sequencing, clustering is used to find reads for the same species.
This is done by specifying an lower threshold for sequence similarity1. Sequences
with a similarity above the threshold are clustered together into so called oper-
ational taxonomic units (OTUs), which are represented by the sequence of the
corresponding cluster centroid.

Clustering is a typical machine learning application so there exists a wide
range of algorithms used in this area. Since the distance metric used for clustering
is often quite simple there is little practical usage of more advanced machine
learning models [57].

The format for clustering is often FASTA for both the input and the out-
put. While the input file contains all sequences, the output contains only the
centroids of the detected clusters. Additional files may be produced that show
which sequences have been assigned to which cluster.

In shotgun sequencing clustering algorithms can be useful to try to find reads
belonging to the same organism or group of related organisms. As explained
previously, HTS platforms require DNA molecules to be split up into fragments

1 Frequently the threshold is 97% [74], although there is some debate whether this
number is outdated [17].
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with a few hundred bases at most for technical reasons [11]. The origin and
order of these fragments is lost in the process [38]. “Binning” uses clustering
algorithms to sort reads with similar properties into “bins”. Within these bins,
other algorithms can then be used to try to find overlaps between sequences
(“sequence reassembly”) and merging them together where possible [41, p. 39] [6,
p. 60].

There are some promising results for genome reassembly using both classical
machine learning (ML) algorithms as well as deep learning techniques, but most
of them are still relatively new and their performance on real world samples is
yet to be determined [47, p. 2123].

It should be noted that reassembly is not required for many studies, even in
shotgun sequencing. For example if only the presence and abundance of certain
genes in the sample needs to be known, then it can be sufficient to compare the
fragments directly to adequate databases for the research topic [6, pp. 59–61].

The output of an assembler is often a FASTA file that contains all sequences
that have been reassembled from the input reads. There are however alternative
file formats that preserve the information how individual sequences have been
constructed from the reads which are supported by a number of assemblers [27,
35].

3.3 Annotation

Annotation in metagenomics is the task of assigning one or more labels to the
sequences or clusters previously identified. These labels can be of taxonomic
nature (i.e. identifying the branch in a phylogenetic tree) or of functional nature
(i.e. identifying genes in a sample). While taxonomic annotation tries to answer
the question of “what is a sample composed of?”, functional annotation tries
to answer the question of “what do the components do?”. In any case reference
databases with sample sequences for the various labels are used.

For amplicon sequencing, taxonomic annotation is usually the only possibil-
ity, as the sequencing only contains the code for the amplicon itself and not for
the whole genome as would be required to identify and label genes. One of the
more popular tools for taxonomic annotation in amplicon sequencing is RDP
classifier [66], a machine learning based approach using a Näıve Bayes classifier.

Although shotgun sequencing is often done for functional annotation, it is
possible to do taxonomic annotation as well by matching the reads to suitable
reference databases. In this group non machine learning based approaches like
Kraken [15] which rely on exact substring matches are more popular. More gen-
erally, this also applies to functional annotation [57, p. 16]. One possible expla-
nation is the large number of possible species and similarities between substrings
in even distant species which will be further looked at as a challenge in Sect. 6.5.

Machine learning is also used in “gene prediction”. Gene prediction tries to
find genes within samples before matching them to existing databases or even to
detect previously unknown genes. This can be a first step when exploring a new
genome. In metagenomics the task is more difficult as complete genomes can
usually not be assembled and the analysis has to be based on partial assemblies
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or individual reads alone. Most of these algorithms are based on Hidden Markov
Models [57, p. 16]. Other popular tools for metagenomic gene prediction use
neural networks [29] and there have also been successful attempts to apply deep
learning to the task [73].

The output format for annotation tools are often text files containing a table
of sequences and the assigned label. Additional columns are sometimes added for
additional information like confidence. Many tools also support modern formats
such as the JSON based BIOM format [40].

The result data for gene prediction depends on the specific needs of the
study. It could be a text file containing the coordinates of genes within the input
sequences or a protein translation of the predicted genes to do further functional
annotation using protein databases [41, p. 47].

3.4 Analysis

As the analysis of samples is usually the main goal of a study with the other
phases supporting this goal, it is also the most diverse one. Describing these
tasks and the role of machine learning can therefore only be a sample of the
whole range of possible methods.

A common theme across different studies and methods is the comparison of
various samples with each other, which is sometimes summarized under the term
“Comparative Metagenomics” [57, p. 14].

Comparative metagenomics tries to compare various metagenomic samples,
often with the help of visualizations (see next section). This helps us to answer
questions like “Is there a fundamental difference in the rumen microbiome
between cattle with high methane emissions and cattle with low emissions?” [54],
“Can fecal microbiomes be used as a proxy for rumen microbiomes?” [3] or “How
can sick and healthy individuals be distinguished by their blood microbiome” [64]
to name just a few.

There is a broad spectrum of possible methods to do these comparisons and
to gain more insight into the composition of a sample. Many of them involve
distance measures and statistics to express differences in quantitative form, other
methods enable better visualization and exploration of the data to aid human
interpretation [6, p. 66].

One of the common tasks for machine learning algorithms in this category
is to directly classify samples in several categories based on their metagenomic
profile (e.g. relative abundances of species or genes) [26,57, p. 14].

3.5 Visualization

Visualizations are an important tool to understand the data generated at the
various steps. One example is the visualization of sample composition using taxo-
nomic or functional annotation data. Figure 3a and 3b both show the taxonomic
composition of a sample at various levels of the phylogenetic tree using two very
distinct styles of visualization. Figure 5 demonstrates another example using a
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stacked bar chart to compare the composition of two distinct samples, which will
be explained in detail in Sect. 5.2.

Fig. 3. Taxonomic visualizations for microbiomes (using datasets from [37] and [49])

Another use case for visualizations is showing correlations between genes
or organisms using networks. An example of this (see Fig. 4) will be further
discussed in Sect. 5.1.

Machine learning often supports the creation of visualizations, especially if
complex networks or graphs are used. An example is the visualization of clus-
tering or binning (see Sect. 3.2).

The data to be clustered, in this case sequences, is highly dimensional, since
we are comparing many features to determine the similarity between them (e.g.
the individual characters or certain substrings, see also Sect. 6.7).

In order to display the results of clustering in a two dimensional graph that
puts similar sequences close together and dissimilar sequences far from each other
the number of dimensions of the input data has to be reduced to only two while
still maintaining as much information about the distances between sequences as
possible.

There are various machine learning algorithms that can perform this task
of dimensionality reduction. A practical application for metagenomic binning is
used in [13].

4 Metagenomic Processing Pipelines

There are numerous projects aiming to facilitate metagenomic analysis or bio-
medical analyses in general by providing step-by-step processing pipelines. The
idea is to have individual components for each step in an analysis where the
output of one step is the input of the next step. This provides great flexibility
as the required steps can be configured individually depending on the require-
ments of the study while at the same time reuse is promoted by the possibility
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of reusing the same pipeline for several studies. It also allows easy evaluation
of the underlying tools and algorithms as each step can easily be replaced with
another approach as long as the input and output formats stay the same.

This section will provide some examples of these projects.

4.1 Galaxy

The Galaxy project [2] is a web based analysis platform for biomedical analyses
including tools for metagenomic research [7,32]. It integrates several thousand
tools in its “ToolShed” ready to be integrated into custom workflows that can
be defined in a visual interface.

The tools cover all phases described—from the processing of raw sequence
data down to the visualizations.

The project is enabled to support many concurrent users using an infras-
tructure scalable across multiple computing nodes. It can be used on free public
servers, pay-as-you-go cloud services or installed locally.

4.2 MG-RAST

MG-RAST [18] is an analysis tool specifically tailored for metagenomics. It has
a web based interface and provides automatic phylogenetic and functional anno-
tation of sequence data which is uploaded in the portal. Since the focus is on
ease of use and the analysis is limited to metagenomic data, the pipeline is fixed
and customization is limited to setting several parameters before starting an
analysis.

Besides offering analytics, MG-RAST also strives to be an extensive reposi-
tory for metagenomic data with over 400 000 metagenomes containing more than
1 600 billion sequences (as of April 20202).

4.3 MGnify (EBI Metagenomics)

The European Bioinformatics Institute (EBI) offers storage and analysis of meta-
genomic data under the name “MGnify’. The product was formerly called “EBI
metagenomics” [42].

It uses a limited number of fixed pipelines depending on the type of study
performed (e.g. shotgun or amplicon based analysis). The pipeline provides all
usual processing steps including functional and taxonomic annotation and a
range of visualization and comparison options.

4.4 Qiime

In contrast to the other tools in this section, Qiime [9] does not aim to be a
fully fledged platform with ready-made workflows accessible through an easy
to use interface. Rather than that it’s a collection of python scripts that can be
2 www.mg-rast.org.

www.mg-rast.org
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used together to do metagenomic analyses locally. Using the command line as the
primary interface provides a lot of possibility for customization and makes it easy
to integrate other command line based tools into the workflow. Documentation
of the steps in a metagenomic study is also easy by providing the executed
command lines within the paper or in a shell script in a accompanying source
repository.

Qiime provides a GUI as well as an API as alternatives mean to access its
functionality.

The commands are designed to be run locally by default, although it is pos-
sible to run some of the jobs in parallel or on a cluster.

4.5 MetaPlat

The idea of MetaPlat is not only to provide comprehensive analysis tools for
metagenomic data, but to support the complete life cycle of metagenomic stud-
ies, including archiving, taxonomy management and visualization of results. To
achieve this it is integrated with the Knowledge Management Ecosystem Portal
(KM-EP).

All components of MetaPlat are designed to be interchangeable to allow
faster evolution of individual components and to help with academic research
in individual areas. The architecture was designed based on best practices of
Big Data systems, to ensure scalability from the beginning. Another goal is
to use new and innovative machine learning models and visualizations to help
researchers in understanding the collected data [31].

The bioinformatic workflow engine used by default in MetaPlat is called
Simplicity [65], developed by the company NSilico.

MetaPlat is a EU funded Horizon 2020 project developed by several univer-
sities and other organizations, including some of the organizations represented
by the authors of this paper.

5 Example: Rumen Microbiome Analysis with MetaPlat

In this section we will try to outline the process described previously on the
specific example of rumen microbiome. This will be based on previous studies
done on this subject [3,22,54]. We will assume the use of MetaPlat to implement
the tasks described in the various phases although most principles apply to other
bioinformatic pipelines as well.

5.1 Visualization of Gene Dependencies Using Shotgun Sequencing

In this example a study is performed to visualize gene dependencies and to
understand their effect on methane production. The example is adapted from a
study done by Zheng et al. [22] and prior work from Roehe et al. [54].

After sample preparation and shotgun sequencing on a HTS platform, the
resulting FASTQ files are imported into MetaPlat along with relevant meta-
data for the study. A preconfigured metagenomic pipeline within MetaPlat will
execute the steps described in these phases:
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1. Preparation: Within this phase, duplicates, low quality reads and artifacts
from the sequencing process itself are removed.

2. Aggregation: Overlapping reads are assembled where possible to obtain
longer sequences (Read Assembly).

3. Annotation: The assembled sequences are mapped to the KEGG data-
base [28] to check for known genes and their association with methane pro-
duction (Functional Annotation).

4. Summarization: In this phase the relative abundances are computed for
each recognized gene and saved alongside the information about methane
production.

5. Analysis: The analysis consists of statistical computation of correlations
between pairs of genes found in the samples based on the relative abundances.
This allows determination on whether high occurrence of one gene leads to a
decrease or increase in abundance of another gene. Mathematically, the degree
of correlation or independence can be calculated using correlation measures.
Applying correct correlation measures in the context of relative abundances in
metagenomic studies is a complex task. This is because the relative abundance
numbers are not independent of each other, even if the underlying absolute
counts are.
As an example, if the absolute count of gene A in a sample is increased without
affecting the count of gene B, then there is no correlation between the count of
the two genes. Looking at the relative abundances in the sample however, the
increase of gene A, will decrease the percentage of gene B. Classical statistical
measures of correlation would determine a (negative) correlation between
these two genes, even if that does not reflect the true biological situation.
In [22] this problem is solved by using an ensemble of various metrics, some
of which are intrinsically robust against this compositional effects.

6. Visualizations are generated to make the results more easily understand-
able. In this case, a network-based approach was utilized to visualize the
association between microbial genes as illustrated in Fig. 4, in which genes
(identified from the KEGG database) are represented as nodes and links rep-
resent the co-presence association between genes. In addition the nodes have
been colored to indicate genes associated with methane emissions (red) and
genes associated with feed conversion efficiency (blue). The size of the nodes
is proportional to the number of edges it has.

All intermediate and final results are saved within MetaPlat to allow easy
access to the data and visualizations produced.

Interpretation. In the referenced study, modular structures were identified
(as highlighted in Fig. 4). Module A contains many genes related to methane
production. Further analysis showed that nineteen out of 20 methane emission
specific genes identified by Roehe et al. [54] are contained in this module.

To confirm the biological relevance of this finding, the hypergeometric dis-
tribution probability (p value) was used to quantify the level of the enrichment
of trait-specific genes contained in modules. For example, it has been found
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Fig. 4. Significant co-presence relationships among KEGG microbial genes in the
rumen microbiome derived using a compendium of five similarity/dissimilarity met-
rics. Red nodes represent methane emission specific genes. Blue nodes are microbial
genes associated with feed conversion efficiency. The size of nodes is proportional to
node degree. (Color figure online)

that Module A is significantly enriched with methane emission specific genes
(p< 0.0001), suggesting the co-presence network observed within this module is
likely linked to methane production.

Understanding these dependencies is the first step in developing effective
measures to reduce methane emissions and to increase feed conversion efficiency
in rumen livestock.

5.2 Comparison of Rumen and Feces Microbiomes Using Amplicon
Sequencing

In this example the focus is on comparing the composition of distinct metageno-
mic samples. Some of them collected from cattle rumen and some collected from
feces. Since collecting fecal samples is a lot easier and less stressful to animals,
the goal is to determine if the microbiome in feces can be used to infer infor-
mation about the rumen microbiome. This example is adapted from the study
done by Andrade et al. [3].

Like in the shotgun sequencing example, the samples are prepared and
sequenced using a HTS platform. The sample preparation includes a step though
that only selects and amplifies sequences from 16S 18S rRNA (amplicons). The
sequences are imported and processed as following:

1. Preparation: As with the shotgun sequencing example, low quality reads
from the input are removed.

2. Aggregation: In this phase clustering is used to group similar sequences
together to create OTUs, which represent groups of similar organisms in the
sample.
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3. Annotation: The OTUs are mapped to a database of known microorganisms
(Taxonomic Annotation). In this case the SILVA database [50] is used.

4. Summarization: Relative abundances are calculated for the encountered
OTUs. Depending on the amount of data available and the possible resolution
achieved in the taxonomic annotation this is done on different levels of the
phylogenetic tree, such as order, family, genus or species.

5. Analysis is performed to determine metrics like the diversity of species found
in the samples and the relationships between them such as co-presence or
mutual exclusion similar to the analysis of gene dependencies in the shotgun
example.
As in the shotgun sequencing example care must be taken in determining the
correlation between relative abundances. For taxonomic abundance counts the
SparCC algorithm [19] can be used to try to determine the true correlations.
Comparative metagenomics is used to interpret the calculated metrics and to
compare the abundances obtained from the feces samples with those of the
rumen samples to determine key differences.

6. Visualizations are generated to show the differences in the compared sam-
ples. A stacked bar graph is used to visualize the different abundances
(Fig. 5). In addition a co-presence network is constructed to reveal relation-
ships between microbiota in the rumen and feces.
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Fig. 5. Difference in microbial composition between feces and rumen. Taken from [3].
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Interpretation. In the referenced study, it was found that the communities
between the feces and rumen samples are quite distinct. This can also be seen
in the stacked bar graph produced in the visualization step (Fig. 5).

The co-presence networks however revealed a significant and close abundance
pattern between methane-producing kinds of archaea and other bacteria and
eukaryotes that may reflect their relationship in these environments. Moreover,
the networks also revealed that the archaea population from feces are highly
dependent on the rumen population, indicating that fecal archaea could be used
as markers for methane emission. This could allow future studies about methane
emissions in cattle to use fecal samples as a proxy for rumen samples in some
cases.

6 Challenges for Machine Learning in Metagenomics

As described earlier, machine learning can be used successfully in many key areas
of metagenomics. There are however several challenges when applying machine
learning to metagenomics, some of which might also impede broader usage of
more advanced techniques like deep learning. The following list is a subset of
commonly encountered challenges and was derived from relevant literature on
metagenomics and machine learning.

6.1 Choosing the Right Model

Machine Learning provides a huge variety of possible algorithms. Looking at
deep learning neural networks alone, there are many different network types as
well as possible configurations (number of layers, neurons, etc.) to choose from.
It is therefore a big challenge to find the right model even for experts in the
field. This process can also involve a lot of trial and error where it is unclear if
the final model will perform better than simpler models [71].

In order to really gain an advantage with deep learning we often try to “feed”
more data into these networks. One of the promises of deep learning is that it is
capable of finding new representations and deep connections from a large amount
of features in the input data without requiring the same level of domain expertise
and careful engineering of feature vectors as was required by classical machine
learning techniques [20,70].

For example after identifying genes in the sequencing data, they can be com-
bined with protein databases that categorizes their function. Depending on the
goal of the analysis, combination of many databases can be useful.

Including additional data sources or analysis phases in the same network
increases its complexity even further though.

6.2 Accessibility

Directly related to the problem of choosing the right model is a general lack
of accessibility in machine learning. It can be assumed that experts in Meta-
genomics are usually not experts in machine learning and vice versa. A system
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that should be applicable to a wide range of metagenomic applications should
therefore aim to be usable even for non data scientists. This is even more impor-
tant when considering that data scientists are in high demand and not always
available [39].

Having good user interfaces both for configuration of the models as well as
the interpretation of the results could help to reduce this problem.

6.3 Explainability

Recently there is a push for more explainability in machine learning algorithms.
For example the European Commission has committed itself to more trustworthy
and secure use of artificial intelligence which includes explainable AI [23].

Although these policies are largely meant to protect citizens and may not
apply to many metagenomic applications like the analysis of cattle rumen, they
could affect applications where human microbiome analysis is done to support
medical decision making.

Explainability is not easy to achieve in most machine learning models due
to the complexity of their decision processes. This is especially true for deep
learning where decisions are often based on thousands of neurons connected
by million of edges computing billions of mathematical operations for a single
classification decision.

For a model to provide real explainability it would need a concept of causal-
ity [36], but the training process is based on finding probabilistic patterns in the
data. This leads to a black box model which might have exceptional performance
but is unable to “explain” how it takes its decision.

It is an interesting debate whether explainability should come at the expense
of accuracy [36]. Is it preferable to have a black box model that is 99% correct
in predicting certain diseases or to have an explainable AI that is only correct
90% of time?

6.4 Reproducibility

Closely related to explainability is the concept of reproducibility. In an meta-
genomic analysis where many steps are needed from the initial raw data to the
final visualization or result data it is crucial to be able to reproduce these steps
whenever necessary. While this can be done by vigorously documenting each
processing step, it is not an easy task as results can depend on the exact param-
eters of the involved tooling or even a specific environment or version number [16,
p. 219]. It is also easy to make mistakes if these steps have to be performed by
hand. The use of machine learning and trainable classifiers such as neural net-
works can increase this problem as the classification results can change with
every retraining of the model even if the input data remains the same.

Pipelines as described in Sect. 4 can help to achieve this if they provide
mechanisms to archive and execute specific pipeline configurations repeatedly.
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6.5 Biological Diversity

The rumen microbiome in cattle can contain thousand of species of microorgan-
isms with millions of genes [59]. Other environmental samples are estimated to
contain millions of species [57].

A large number of these species are often unknown, which can complicate
both taxonomic and functional annotation of the data. There is also a bias in
the existing computational methods and databases towards bacterial data which
can make the analysis of the whole metagenome including for example archaea
and fungi more difficult [57] [33, pp. 218–219].

Even distant species often share a lot of similarities, which could be a reason
why simple algorithms relying on exact matches are often preferred to less strict
ML algorithms in taxonomic annotation tasks based on shotgun sequencing (see
Sect. 3.3) [62]. There are however some indications that less reliance on exact
matches could also be a strength for ML algorithms when dealing with species
not part of the training set [57,62]. This can be especially important when com-
prehensive reference databases for the chosen environment do not exist yet as is
often the case [6, p. 56].

6.6 Big Data

The biological diversity also affects the volume of data that needs to be processed.
To reach a high taxonomic resolution (being able to classify organisms down to
the species level for example) a large number of reads need to be produced by the
sequencing machines which can easily lead to many gigabytes or even terabytes
for a study [6, p. 59] [57].

ML and especially deep learning generally require a lot more computing
resources (e.g. graphics processing unit (GPU) support) than simpler methods.
The combination of both big data and ML can therefore easily push the bound-
aries of normal desktop computers and require specialized hardware or even
big computing clusters and cloud architectures [14,57]. As was demonstrated in
Sect. 4 not all pipelines in this field easily support this. Free, web based pipelines
might also be hesitant to offer resource intensive, deep analysis methods if the
operation incurs a heavy cost.

6.7 High Dimensionality and Low Number of Samples

While having lots of data usually helps in training classifiers as discussed earlier,
the nature of metagenomics often leads to relatively few samples (e.g. rumen
samples from a dozen cattle) with very high dimensionality (thousand or millions
of species in the sample).

Modern machine learning algorithms like deep learning neural networks often
train many parameters. While deep learning can generalize surprisingly well
even if the number of training samples is a lot less than the number of param-
eters [72], these algorithms can still perform best by increasing the number of
samples [75] [20, p. 20]. Datasets with a large number of samples are however
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rare as they are difficult to collect. Each sample has to be collected, prepared
and processed individually which is time consuming and costly at large scale.
For animal hosts this collection process can also be very stressful.

High dimensionality can also be a problem when combined with generally
few samples as the neural network might not be able to select the impor-
tant features on its own. This can sometimes be helped by performing heavy
dimensionality reduction beforehand (e.g. only looking at relative abundances of
species or genes, excluding genomic data during the sequencing process already
or using computational methods [57]). It should be noted however that preselect-
ing features and reducing the dimensionality also reduces possibly the greatest
strength of deep learning to be able to deduce suitable data representations on
its own [20,70].

7 Applying the AI2VIS4BigData Reference Model

The AI2VIS4BigData is a reference model for the combined use of big data,
artificial intelligence and visualization [53]. It combines the AI System Lifecy-
cle [45] described by the OECD Expert Group on AI (AIGO) with Bornschlegl’s
IVIS4BigData reference model for Big Data analysis and visualization. Figure 6
shows the reference model. The model encompasses various user stereotypes,
phases like model development, deployment and monitoring as well as relevant
data types. It addresses both machine learning and symbolic AI models and puts
a special focus on the need for AI transparency and explainability.

Fig. 6. The AI2VIS4BigData reference model [53]

As shown in the previous sections metagenomics is a big data application
that uses machine learning and visualizations to derive new insights. A reference
model combining all of these aspects has the potential to provide a common
vocabulary and reference for discussion across different research teams in meta-
genomics and to improve collaboration and comprehension with other fields.
We therefore consider the IVIS4BigData reference model highly relevant to our
research.



76 T. Krause et al.

The six phases of metagenomic studies described earlier can be mapped to
the stages in the original IVIS4BigData reference model by Bornschlegl as well
as the new AI2VIS4BigData reference model as shown in Fig. 7.

Preparation

Aggregation

Annotation

Summarization

Analysis

Visualization

Data Management &
Curation

Analytics

Interaction &
Perception

Fig. 7. The six phases of metagenomic studies and the matching stages in the reference
model

The phases “Preparation”, “Aggregation”, “Annotation”, and “Summariza-
tion” can be mapped to the “Data Management & Curation” stage. As the
reference model is designed to apply to several research fields it needs to be
more broader, while the phases described here are tailored for metagenomics
and can be described in more detail using several phases for only one stage in
the reference model. The phase “Analytics” can be directly mapped to the stage
“Analysis”. Similarly the phase “Visualization” is encompassed by the stage
“Interaction & Perception”.

Some of the challenges that have been described in Sect. 6 can also be
described in terms of the reference model. The challenge of “accessibility” can
be described as a lack of engineers fitting the roles of a “Model Designer”. The
challenge of “explainability” can be mapped to the element “AI Transparency
& Explanation” in the reference model.

Lastly the reference model can also be useful to evaluate biomedical pipelines
and platforms such as those described in Sect. 4. By mapping the stages of the
reference model to a fixed or dynamic pipeline we can quickly identify missing
elements as well as improve the comparability between systems. Using the user
stereotypes we can check if they are represented in these systems appropriately.
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8 Conclusion

This chapter described the role of machine learning in metagenomics. A com-
mon workflow consisting of six phases was identified and used to structure the
remaining sections. Several challenges have been identified that might slow down
further adaption of machine learning and specifically advanced methods like deep
learning. A number of workflow systems have been analyzed to judge their suit-
ability for combined use of machine learning and metagenomics. Lastly we took
a look at the AI2VIS4BigData reference model and validated that it is highly
relevant to the field. The reference model was checked both in general as well as
in regards to the metagenomic workflow, the identified challenges and biomedical
pipelines specifically.
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Abstract. It has become pressing to develop objective and automatic measure-
ments integrated in intelligent diagnostic tools for detecting and monitoring
depressive states and enabling an increased precision of diagnoses and clini-
cal decision-makings. The challenge is to exploit behavioral and physiological
biomarkers and develop Artificial Intelligent (AI) models able to extract infor-
mation from a complex combination of signals considered key symptoms. The
proposed AI models should be able to help clinicians to rapidly formulate accu-
rate diagnoses and suggest personalized intervention plans ranging from coaching
activities (exploiting for example serious games), support networks (via chats,
or social networks), and alerts to caregivers, doctors, and care control centers,
reducing the considerable burden on national health care institutions in terms of
medical, and social costs associated to depression cares.

Keywords: Artificial intelligence · Customer care · Biometric data · Social
signal processing · Social behavior · Intelligent human-computer interfaces

1 Introduction

Depression is the most pervasive world population mental disorder, leading to signif-
icant social, occupational, and cognitive impairments in individuals’ life. Depression
is a source of social disabilities, and a main risk factor for suicide in older and young
people (Dehaye et al. 2018; Groholt and Ekeberg 2009). Depression rarely occurs alone
and is often accompanied by anxiety and stress (Horowitz 2010), or is in comorbidity
with other mental disorders such as schizophrenia and dementia (Watson et al. 2019;
Grover et al. 2017). The most obvious manifestations of depressive disorders are loss
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of interest, anhedonia, feelings of shame and guilt, low self-esteem, loss of sleep, and
appetite, pervasive sadness not related to specific motivations (mood disorders), feelings
of tiredness, poor concentration, reduced social contacts and emotional feelings, apathy
(Yates et al. 2007; Freeman et al. 2017).

According to the World Health Organization (WHO) at the least 25% of people vis-
iting family doctors live with depression (http://www.euro.who.int/en/health-topics/non
communicable-diseases/mental-health/news/news/2012/10/depression-in-europe), and
this number, projected to increase, is placing considerable burdens on national health
care institutions in terms of medical, and social costs associated to depression cares.

Prevention, accurate diagnosis, appropriate treatments and constantly monitoring
are crucial to reduce and limit the negative consequences of the disorder on patients’
quality of life and the encumbrance of costs for public healthcare institutions (Olesen
et al. 2012).

2 Questionnaires Assessing Depressive States

Research in depression is driven by the need of identifying indicators of the disease able
to accurately predict its development. However, depression is difficult to detect, difficult
to measure, and it is nontrivial to quantify the effectiveness of the suggested cares
during the disorder’s monitoring. Routinely screenings of depression are performed by
means of semi-structured interviews (SCID, Structured Clinical Interview, https://www.
appi.org/products/structured-clinical-interview-for-dsm-5-scid-5) recommended by the
Diagnostic and Statistical Manual of Mental Disorders (recently updated to version 5,
DSM-5). These interviews are extremely time consuming, may deliver heterogeneous
measures (accounting of different mental disorders that may co-exist in comorbidity
with depressive disorders), do not provide a clinically cut off in the outcome rates,
require training to ensure reliable and valid interpretations of the results, and can be
affected by biases resulting either from clinicians’ theoretical orientations and training
or clinicians overestimation of patient’s progresses (that may occur when treatments’
success is encouraged), or both.To avoid these pitfalls in the implementationof structured
interviews for depression diagnoses, clinicians and researchers increasingly use self-
report screening questionnaires, which do not require cumbersome time and special
training for being administered, and whose ratings are highly correlated with those
offered by professionals (Zimmerman et al. 2018).

Among the many clinically endorsed self report questionnaires, it is worth to men-
tion the Beck Depression Inventory (BDI-II) (Beck et al. 1996), the Depression, Stress,
and Anxiety Scales (DASS) (Lovibond and Lovibond 1995), the Patient Health Ques-
tionnaire for depression (PHQ) (Kroenke et al. 2001), the Geriatric Depression Scale
(GDS) (Yeasavage et al. 1983), the Hamilton Depression Rating Scale (HDRS) (Hamil-
ton 1960, 1967), theMajorDepression Inventory (MDI) (Bech et al. 2015), theCenter for
Epidemiologic Studies Depression Scale (CES-D) (Lewinsohn et al. 1997), the Zung
Self-Rating Depression Scale (SDS) (Zung 1965), the Montgomery-Äsberg Depres-
sion Rating Scale (MADRS) (Montgomery and Äsberg 1979), the Quick Inventory of
Depressive Symptomatology (QIDS) (Rush et al 2003; Rush et al 2006), the Wechsler
Depression Rating Scale (WDRS) (Wechsler et al. 1963); the Clinically Useful Depres-
sion Outcome Scale (CUDOS) (Zimmerman et al. 2008). In addition, since depression

http://www.euro.who.int/en/health-topics/noncommunicable-diseases/mental-health/news/news/2012/10/depression-in-europe
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may co-occur with other mental disorders such as schizophrenia and dementia, specific
self reports have been proposed for its assessment such as the Calgary Depression Scale
for Schizophrenia (CDSS) (Addington et al. 1990) and the Cornell Scale for Depression
in Dementia (CSDD) (Alexopoulos et al. 1988). These questionnaires are available in
long, short, and even shorter forms both as clinician-rated and self report scales.

The validity of these clinician-rated and self report scales has been assessed by several
authors (Torbey et al. 2015;Rabinowitz et al. 2019; da Silva et al. 2019;Rohan et al. 2016;
Cunningham et al. 2011, among others) and criticisms have emerged. Some self reports
have shown poor accord with clinicians’ ratings (Möller 2000). Clinicians’ expertise
and restrictive inclusion criterions applied to assess the efficacy of treatments may affect
clinicians’ ratings (Landin et al. 2000). Patients’ self reports may be biased by their
interpretation of symptoms and disagreements with clinicians may reflect differences
caused by language interpretation, importance assigned to the different scale’s items,
degree of severity assigned to symptoms, illiteracy or poor reading and comprehension
abilities of patients, physical debility, compromised cognitive functioning and symptoms
overlapping with other mental disorders (Hershenberg et al. 2020; Tolton et al. 2019;
Ahmed et al. 2018; Grover et al. 2017; Shirazian et al. 2016; Dunlop et al. 2014, among
others).

To overcome these drawbacks, it has become pressing to develop objective and
automatic measurements with the intention of favoring fast, non-invasive, economical,
and automated on-demand assistance. These decision tools should integrate available
and/or emerging diagnostic means enabling an increased precision of diagnoses and
clinical decision-makings.

The automatic detection of depressive states requires the identification of behav-
ioral and physiological biomarkers which undergo to subtle changes (e.g., retardation in
speech production) because of the disease and develop Artificial Intelligent (AI) mod-
els able to extract information from a complex combination of signals considered key
symptoms. This will help medical professionals to rapidly formulate accurate diagnoses.
An accurate detection is also important for implementing therapeutic interventions at an
early stage of the disease, i.e., when treatments may be more effective. The proposed
AI models should be able to recognize the detected depressive patterns and suggest per-
sonalized pre-modelled intervention plans ranging from coaching activities (exploiting
for example serious games), support networks (via chats, or social networks), and alerts
to caregivers, doctors, and care control centers.

3 Behavioral and Physiological Parameters Indicating Depressive
States

Research in depression is driven by the need of identifying indicators of the disease able
to accurately predict its development.

Among behavioral indicators of depression are:

• Scores of depressed patients to emotional facial expressions’ decoding tests (Esposito
et al. 2016a; Scibelli et al. 2016; Troncone et al. 2014).
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• Speech analytics: For this purpose, different characteristics of verbal (such as acoustic
variation of F0) and paralinguistic information (such as empty andfilled pauses) can be
used (Ringeval et al. 2017; Mendiratta et al. 2017; Esposito et al. 2016b; Alghowinem
et al. 2013a, b; Cummins et al. 2015; Mundt et al. 2012).

• On-line handwriting and drawing features (Cordasco et al. 2019; Likforman-Sulem
et al. 2017).

• Sentiment analysis, or psychological content analysis based on linguistic text-based
algorithms, such as topic modeling (Gong and Poellabauer 2017), natural lan-
guage processing (Dang et al. 2017) to identify links between produced words and
psychological states.

• Faces, head, and gestural analysis (Almeida et al. 2014).

Among physiological indicators of depression are:

• Gaze points, eye movements, pupil dilation, and fixations’ times, which provide mea-
sures of where someone is looking, how visually she/he scan the environment, the
interest and the like for what is seen (eye tracking measurements). It has been shown
that eye tracking measurements change significantly between depressed and control
subjects (Sanchez-Lopez et al. 2019; Ypsilanti et al. 2020; Moirand et al. 2019)

• EEG signals describe the electrical activity of the brain over a period of time, as
recorded from multiple electrodes placed on the scalp. Frontal EEG asymmetries
refer to differences in the brain activity of the two frontal hemispheres and have been
associated with individual’s motivational and affective states. Relatively greater right
(left) brain frontal activation is linked to negatively (positively) valenced emotions,
and therefore frontal EEG asymmetries have been associated both with trait-like (such
as personality traits) and state-dependent processes such as moods (Cai et al. 2020;
Tolgay et al. 2020; Thibodeau et al. 2006). In addition, it has been shown that absolute
EEGpower in theta, alpha, beta, andgammabands in depressedpatients is significantly
lower than healthy controls.

• Biofeedback markers such as skin conductance, and heart rates, have been investi-
gated in relation to depressive states. Previous studies have found for example that
depressed patients have lower or flat levels of skin conductance response than healthy
controls (Vahey and Becerra 2015). Hearth rate variability (HRV) is a beat-to-beat
variation in heart rate and is measured through electrocardiograms (ECGs). HRV is
described both in time (using the standard deviation of normal heartbeats) and fre-
quency domains distinguishing between high (HF - 0.15–0.4 Hz) and low frequencies
(LF - 0.04–0.15 Hz) HRV. It was found that HF-HRV and not LF-HRV is reduced
in depressed children and young depressed adults relative to healthy controls (Kemp
et al. 2010) while LF-HRV is reduced in older depressed adults (Brown et al. 2018).
These discordances in HRV were unified by which proved that both HF and LF-HRV
measures were lower in depressed than in healthy subjects.
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4 The MENHIR (Mental Health Monitoring Through Interactive
Conversations) Project

Depression and anxiety are common disorders. Establishing how to treat them and when
specific interventions may be necessary is quite difficult. A virtual assistant can help
to monitor the symptoms and facilitate the definition of appropriate interventions. The
MENHIR project (https://menhir-project.eu/) aims to develop conversational technolo-
gies to promote and assist people with mental health problems (depression and anxiety)
and help them to manage their condition. The project partners (Spain, Germany, Italy
and United Kingdom) intend to create a network to exchange and share their expertise
for developing conversational assistants to support depressed individuals.

Such assistants should offer personalized social support throughmental health educa-
tion and continuous symptoms’ monitoring providing valuable feedback and promoting
physical and intellectual activities to improve patients’ abilities to manage their condi-
tions and prevent recurrence and relapse of depressive patterns. By providing automatic
on-demand assistance, MENHIR aims to reduce social inequalities due to the cost of
treating such disorders. In the proposed context, artificial intelligence is the theoreti-
cal structure from which to derive algorithms for information processing able to pro-
duce new representations of depressive disorders and offer generalized solutions for the
nonstationary and non-linear input-output relations describing the disease.

Limitations due to the fact that algorithms of this type may not converge towards
adequate solutions and produce meaningless results are surpassed by biologically
inspired machine learning models that exploit behavioral analyses performed on com-
munication signals (in the case of MENHIR essentially expressed by voice) instan-
tiated in different scenarios and automated through audio/video processing, synthe-
sis, detection and recognition algorithms. To realize an artificial intelligence aimed at
humans it is necessary to understand the nature with which humans interact with each
other through the multimodal exchange of signals that include voice, facial expres-
sions, gestures, gaze, and body movements into a single perception. MENHIR aims
to use speech behavioral analyses and mathematically structure symbolic and func-
tional speech concepts to define computational models able to understand and syn-
thesize the human capacity to communicate through voice individual choices, per-
ceptions and actions. In addition, MENHIR establishes the need of data visualization
for users and developers in order to guarantee that the proposed AI models will pre-
serve human rights, human well-being, and privacy and security of their personal data.
At the same time it will ensure that the proposed conversational systems are effec-
tive, competent, explainable, interpretable, and aware of their limitations, accounting
of all relevant legal and compliance aspects as identified by the EU directives and
the white paper (https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A3
2016L2102, 2016, https://ec.europa.eu/info/publications/white-paper-artificial-intellige
nce-european-approach-excellence-and-trust_en, February 2020) on artificial intelli-
gence. A data visualization model, called AI2VIS4BigData Reference Model, is under
study by MENHIR’s partners (Reis et al. 2020; Bornschlegl et al. 2016) and is going
through modifications and re-assessment in order to satisfy the specific MENHIR con-
text.

https://menhir-project.eu/
https://eur-lex.europa.eu/legal-content/EN/TXT/%3furi%3dCELEX%253A32016L2102
https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
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5 Automatic Detection of Depressive States Exploiting Speech

Speech is, among the behavioral data, themost exploited to detect depressive states, since
depression causes psychomotor retardation, i.e. depressed speech exhibits a “slow” audi-
tory dimension (Marazziti et al. 2010; Bennabi et al. 2013) and is perceived as sluggish.
This sluggishness is due to changes in prosodic and acoustic features of the produced
speech. Automatic detection of depression through speech analysis aims to accomplish:
a) the discrimination between depressed and healthy subjects and b) the discrimination
among different degree of depression (e.g. typical, mild, moderate, severe). A typical
automatic classifier consists of two parts: the speech processing module that extract
prosodic, and spectral features from speech, and the application of a computational
method to predict the belonging of the data to one of the two classes (e.g. depressed
and non-depressed subjects) or to multiple severity categories (e.g. mild, moderate, and
severe depression).

Generally,when learning algorithms are involved, the computationalmethod requires
a training phase to learn an association between the available data and categories to be
learned, and a testing phase where an unseen speech sample is assigned to one of the
learned categories. Support Vector Machine (SVM), Gaussian Mixture Models (GMM),
K-Nearest Neighbors (K-NN), Artificial Neural Network (ANN) are among the most
utilized classifiers to detect depression, and exploit several spectral and prosodic speech
features (Jiang et al. 2017; Cummins et al. 2015). The performance of these classifiers
is reported in terms of accuracy (percentage of subjects attributed to a class that actually
belong to such a class) and/or recall (percentage of samples belonging to a given class that
have actually been attributed to that class). Most of these studies reported an accuracy
of more than 70% demonstrating that this automatic approach can be a useful tool for
helping clinicians in the diagnosis of depression, in addition to traditional diagnostic
instruments.

Experiments reported in literature on this line of investigation show noticeable
achievements. Scherer et al. (2013), extracted glottal features from speech signals col-
lected froma sample of 39 subjects (14 depressed)whose depression degreewas assessed
through the Patient Health Questionnaire (PHQ-9, Kroenke et al. 2001) and on these
features trained a SVM classifier, obtaining an accuracy of 75%. Alghowinem et al.
(2013a, b) tested spontaneous and read speech of 30 depressed patients - diagnosed
with severe depression through the HDRS questionnaire - and matched them with 30
healthy subjects. Speech was processed extracting several spectral features such as pitch,
MFCCs, energy, intensity, loudness, formants, jitter shimmer, voice quality, Harmonic
Noise Ratio. A SVM classifier trained on these features produced a recall of 68–69%
on spontaneous and 61–64% on read speech respectively. On the same speech record-
ings, the performances of SVM, Hierarchical Fuzzy Signature (HFS), MLP, GMM and
fusion methods were assessed (Alghowinem et al. 2013b). The fusion of GMM and
SVM classifiers produced a recall of 81%, followed by a recall of 76% obtained with
SVM.

Kiss et al. (2016) recruited a sample of 53Hungarian and 11 Italian depressed patients
(diagnosed by psychiatrists and assessed with BDI-II with respect to the depression
degree) matched with 53 Hungarian and 11 Italian controls. From reading speech they
extracted spectral (formants, Jitter and Shimmer) and prosodic (variance of intensity,



Intelligent Advanced User Interfaces 89

range of fundamental frequency, total length of pauses, articulation and speech rate) fea-
tures which were given as input to a SVM and ANN classifiers. Performance reached an
accuracy of 75% for both classifiers when Hungarian speech were used on training and
testing data, and 77%whenHungarian speechwas used for training and Italian speech for
testing. Jiang et al. (2017) extracted different low descriptors from recordings obtained
in readings, interviews, and picture descriptions tasks obtained from 85 depressed sub-
jects (diagnosed through PHQ-9 scores) matched with 85 controls. The performance
of SVM, GMM and K-NN classifiers were compared on this data. Findings showed a
slightly higher accuracy of SVM (65%) with respect to GMM and K-NN (60–62%)
classifiers. When classifiers’ performances were compared on tasks, speech from pic-
tures’ description provided better accuracy 68% than interview (63%) and reading (60%)
tasks. Mendiratta et al. (2017) extracted F0 and MFCC features from the spontaneous
speech of 12 depressed subjects (diagnosed by psychiatrists), and 12 matched controls
and clustered the two groups through a self-organizing map (SOM) neural network,
obtaining an accuracy of 80%. Scibelli et al. (2018) exploited recordings of spontaneous
and read speech from 62 depressed patients (diagnosed by psychiatrists) and 54 healthy
controls. Speech sample were transformed in input vectors having as components 384
low level descriptors (among those RootMean Square (RMS) of the energy,MFCC coef-
ficients (MFCC), Zero Crossing Rate (ZCR)). A SVM classifier was trained on these
vectors obtaining a 75% discrimination accuracy, which was independent from gender,
depression-related pathology, and length of the pharmacological treatment (if any).

Currently, new audio analyses have been proposed that rely on linguistic text-based
methods, such as topic modeling (Gong and Poellabauer 2017), natural language pro-
cessing (Dang et al. 2017), articulatory features associated to vowel production (such as
front and back vowels and phonetical markedness, Stasak et al. 2017a, b), as well as, lin-
guistic stress associated to vowel duration, loudness (Stasak et al. 2019) and affect based
measures, all of them along with spectral selection measures (Williamson et al. 2016).
These new approaches were presented, starting from 2013, at the Audio/Visual Emo-
tion Challenges (AVEC), either as primary challenges AVEC 2013, AVEC 2014, AVEC
2015, or as sub-challenges AVEC 2016, AVEC 2017, AVEC 2018 (Valstar et al. 2016,
2014, 2013; Ringeval et al. 2018, 2017, and 2015). The AVEC 2019 edition, https://sites.
google.com/view/avec2019/, is a challenge on states of mind where depression plays a
fundamental role, and where signal processing and machine learning methodologies are
called to compete as tools offering the most effective performances to accurately detect
mental health and behavioral disorders from audio and video, and text data.

6 Conclusions

There is a huge demand to develop complex autonomous systems capable of assist-
ing people with depression. One solution is to develop complex autonomous systems,
in the form of socially and emotionally believable ICT interfaces capable of detecting
the onset of such disorders, providing, where possible, initial on-demand support to
patients, offering doctors’ sustenance for diagnoses and treatments, suggesting strate-
gies for favoring social inclusion and wellbeing and “meeting” users’ expectations and
demands. These interfaces should exploit data by sensors, and data analysis by artificial

https://sites.google.com/view/avec2019/
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intelligent and user-friendly conversational interfaces which naturally integrated behav-
ioral and psychological features derived for depressed people’s daily life observations
providing emotional and psychological support to them, their doctors and caregivers,
enabling advance in diagnostics and healthcare support through non-obtrusive tech-
nologies that favor the physical, cognitive, social and mental wellbeing of depressed
individuals. However, this task is intrinsically complex requiring the need of a holistic
approach that accounts for the multiple factors affecting depression, including person-
ality traits, social and contextual information, and cultural diversities (Esposito and Jain
2016). “The goal is to provide experimental and theoretical models of behaviors for
developing a computational paradigm that should produce [ICT interfaces] equipped
with a human level [of] automaton intelligence” (Esposito et al. 2015, p. 48). Such ICT
interfaces can be exploited as automatic diagnostic tools for the diagnosis of different
degrees of depressive states and in general for detecting from interactional exchanges
reliable behavioral and contextual information. The challenge is how to make available
the data collected from multiple sources and differently processed to intelligent compu-
tational devices for a cross-multimodal analysis and how endorse them of an effective
ability to intelligently process behavioral and contextual information.
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Abstract. This an exploratory paper that discusses the use of artificial intelligence
(AI) in ECG interpretation and opportunities for improving the explainability of
theAI (XAI)when reading 12-lead ECGs. To developAI systems,many principles
(human rights, well-being, data agency, effectiveness, transparency, accountabil-
ity, awareness of misuse and competence) must be considered to ensure that the
AI is trustworthy and applicable. The current computerised ECG interpretation
algorithms can detect different types of heart diseases. However, there are some
challenges and shortcomings that need to be addressed, such as the explainability
issue and the interaction between the human and the AI for clinical decision mak-
ing. These challenges create opportunities to develop a trustworthy XAI for auto-
mated ECG interpretation with a high performance and a high confidence level.
This study reports a proposed XAI interface design in automatic ECG interpreta-
tion based on suggestions from previous studies and based on standard guidelines
that were developed by the human computer interaction (HCI) community. New
XAI interfaces should be developed in the future that facilitate more transparency
of the decision logic of the algorithmwhich may allow users to calibrate their trust
and use of the AI system.
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1 Artificial Intelligence

Artificial intelligence (AI) is defined as the ability of computers to perform tasks that
humans usually perform to make decision based on prior knowledge and experiences.
AI is an umbrella term for many intelligent technologies, but AI encompasses machine
learning (ML) and deep learning (DL) (which is considered a branch of ML). One of
the distinctions between traditional ML and DL is the process of feature engineering.
In DL, there is no hand-crafted feature engineering (feature extraction and selection),
while traditionalMLnormal requires feature engineering.Hence, traditionalMLsystems
are often more explainable than DL because the feature engineering process shows the
contribution of each feature in making the decision. ML is divided into three branches:
1) supervised ML, 2) semi-supervised ML and 3) unsupervised ML. In supervised ML,
a dataset is labelled, and it is used to solve a classification or regression problem, while
semi-supervised ML uses semi-labelled/partially labelled dataset which includes small
number of labelled cases and large amount of unlabelled cases. In unsupervised ML, the
dataset is unlabelled, and it’s used for example to solve clustering problems which can
be a method used to discover labels. AI has several technologies including: 1) machine
learning; 2) expert systems, 3) natural language processing (NLP), 4) computer vision,
5) speech recognition, 6) planning and 7) robotics. In the last two decades, AI has shown
promise inmedicine, however, AI has shortcomings including: 1)machine learning often
requires a large amount of data to learn and2) a lackof transparency.However,AI systems
are likely to be more explainable and transparent in the coming few years according to
published works that demonstrate new methods to solve the AI transparency problem.
Developing AI systems must follow general principles: 1) preserve human rights, 2)
preserve well-being, 3) data agency, 4) effectiveness, 5) transparency, 6) accountability,
7) awareness of misuse, 8) competence [1]. Table 1 shows the explanation of each
principle and Fig. 1 shows the dependency between these principles [1–3] .

Table 1. General principles of developing AI system.

Principle Explanation

Human rights AI shall be operated to respect and protect internationally recognised
human rights and must be fully taken into account by AI companies,
research institutions, government and individuals

Well-being Increasing an prioritising human well-being should be considered by
AI system creators because it is a primary success criteria of AI
systems and avoiding negative unintended consequences such as
decreasing economic growth for society, which means high quality AI
systems without considering well-being can still have negative
consequences on society’s mental health, sense of themselves, ability to
achieve goals, and other dimensions of well-being

Data agency AI developers shall provide people with the ability to securely share
and access their data, to maintain people’s ability to have a control over
their identity

(continued)
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Table 1. (continued)

Principle Explanation

Effectiveness AI developers and operators should define a metric or benchmark for
their AI system to measure the effectiveness of the developed system.
Because AI will not be trusted unless it shows effective performance in
use and it does not cause harm which can delay or prevent its adoption.
So, industry associations such as IEEE and ISO should work on
developing standard metrics for measuring on the effectiveness of AI
systems

Transparency A key concern over AI systems is that they must be transparent with
different levels for each range of stakeholders to know why and how a
system made this decision particularly, especially in systems that have
real consequences to human safety such as medical diagnosis which
requires “rationale” and “logic” explanations. In terms of AI,
“transparency” also addresses the interpretability and explainability of
the system. Both interpretability and explainability augment AI
transparency. However, there is a difference between interpretability
and explainability regarding to user experience (UX) level (developer,
an accident investigator, user in the legal process, data scientist or
public user). Interpretability enables AI systems to be understood by
users of all experience levels (from public user to data scientist). While
explainability enables data scientists to understand “why a model
behaves that way?”, and then they can explain “why” to users of all
experience levels (public users or developer). Lack of explainability
and interpretability (which results less transparency) increase the
difficulty of accountability and for calibrating how must trust a human
should put on a machine decision

Accountability People need clarity about the manufacture and deployment of AI
systems to establish responsibility and accountability to avoid any
potential harm. Hence, accountability is not possible without
transparency, so they are intricately linked to transparency. AI system
manufacturers are perhaps accountable in order to address legal issues
culpability. It should be possible to put equal culpability among
responsible developers which include designers, manufacturers and
operators to avoid fear within people

Awareness of misuse New AI systems might have a risk coming from misuse of AI which
could be deliberate or accidental such as misuse of personal data,
hacking or system manipulation. Unfortunately, cases of AI hacking or
unintended consequences have happened before such as the “Microsoft
Tay” AI chatbot which was hacked. Hence, a new kind of education is
required for people to be informed of the risks of AI misuse. GDPR
provide procedures to deal with the misuse of recorded personal data

(continued)
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Table 1. (continued)

Principle Explanation

Competence Operators of AI systems should be able to understand how and why an
AI system made its decision and the effects of those decisions.
Additionally, they should know when they need to check AI decisions
and when they have to overrule them. Hence, Creators of AI systems
should ensure that operators of their systems have experience, the
knowledge and skill of how to use them safely and appropriately

Fig. 1. Relationship between principles in developed AI systems.

The aim of this work is to show the current work of AI in electrocardiology (ECG),
especially inECG interpretation and how to improve it using transparentAI by discussing
opportunities and challenges. Also, the paper suggests a new explainable AI (XAI)
interface design to develop a trustworthy ECG interpreter by combiningAI interpretation
and human interpretation.
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2 Automated ECG Interpretation-Challenges and Opportunities

AI is a rapidly evolving area in medicine, especially cardiology. Hence, it’s used to
perform different tasks such as heart rate monitoring, ECG interpretation and diagnosis.
Automatic ECG interpretation (AEI) started from 1950s and it was expected that com-
puters would have promising results in ECG interpretation [4]. Computers were used
for ECG interpretation to improve the ECG interpretation accuracy of physicians and
to support an expedited and accurate decision that would improve patient outcomes and
reduce costs. However, inexperienced physicians might not be able to avoid automation
bias when using an AI decision to assist them in their interpretation, because incor-
rect automated diagnosis (AD) can reduce ECG interpreter’s diagnostic accuracy and
confidence which indicates there is an automation bias, especially with non-cardiology
fellows which means automation bias effects more on less expert physicians. Influences
of automatic ECG interpretation was investigated on ECG interpreters. Hence, it showed
ECGcertainty index can improve interpreter’s diagnostic accuracy and confidence [5–8].
The occurrence of lead misplacement in ECG acquisition is also challenging to detect
and can mislead the algorithm to a false positive or false negative [9, 10] (challenge).
Also, most of the algorithms to date are rule-based and use symbolic reasoning even
though the algorithm outputs do not present any decision logic or metadata (challenge).
Europe and United States have developed an international standard for AEI to reduce
the variation in ECG interpretation by using the similar measurements [4, 11].

Additionally, in order to standardise the interpretation of the ECG, a glossary of
diagnostic terms for ECG interpretation was created to be shared by readers of elec-
trocardiography. However, an international standard is still missing [4, 12] (challenge).
Hence, the current status of using AEI is reviewed for suggestions and close cooperation
between expert physicians and AEI manufacturers is required to optimise performance
[4, 11].

The Food and Drug Administration (FDA) approved algorithms to be used in the
clinical environment such as “Azure Machine Learning”, which was developed suc-
cessfully through collaboration between Microsoft and the Cleveland Clinic to integrate
computational techniques in ECG interpretation to detect abnormal arrhythmia event by
focusing on the ICU [13, 14].

Another success example of translating machine learning to the clinic to detect
silent atrial fibrillation (AF) is AliveCor. It received clearance from the FDA and it
is now widely used in clinical practice. Hence, Mayo Clinic plans to collaborate with
AliveCor developers to develop a technology to discover hidden morphological features
from ECG data. Additionally, a portable device was developed using support vector
machine to diagnose heart diseases in real-time using ECG such as atrial fibrillation and
myocardial ischaemia with a high sensitivity and specificity [13, 14].

In addition, 3D computer simulations were developed to help in ECG interpretation
findings from using ML. However, traditional ML algorithms such as decision tree and
logistic regression are more transparent and explainable than other ML such as support
vector machines. While DL is less transparent and not explainable because it automates
feature extractionwhile traditionalML requires handcrafted feature before classification.
Hence,DLdoes not showwhich featurewas responsible formaking the decision [13, 14].
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Modern ECG devices have a digital output such as XML file however, most of
recorded ECGs are still paper based. Hence, converting paper to digital could be helpful
to remove noise in background and to exchange data between healthcare providers easily
(opportunity). Digitizing paper ECGs and open these ECGs using interactive devices
such as tablets could afford interactive design with meta information and explanation
which allow the user to use and interrogate AI logic without the need to access raw
samples from proprietary storage formats [15–17] (opportunity).

3 Artificial Intelligence Transparency

Previous studies that were carried out in different disciplines such as philosophy, cogni-
tive science and psychology to interpret “how people define, evaluate and present expla-
nations?”, found that people employ social expectations and certain cognitive biases in
the explanation process [18]. People tend to select a few causes out of infinite number
of causes to explain their decisions. Also, human do not usually ask why event “A”
happened, but rather ask why “A” happened instead of event “B”.

In addition, likelihood is considered important in explanations. Hence, explainable
AI could be developed based on these types of findings from research in other disciplines.
Miller et al. [18] shows that research which do not use social science to build frameworks
forAI explanation could lead to failure inAI explainability. Because theAI explainability
issue is not just related to AI itself, it is also related to a human–agent interactionwhich is
defined as the intersection of human–computer interaction, social science, and artificial
intelligence as shown in Fig. 2 according to HCI community [18, 19].

Explanations that tell what, how and why are major importance. Four major mecha-
nisms (backward propagation, perturbation, activation optimization, and proxy) were
therefore developed for making AI explainable. The backward propagation method
is used to explain deep neural network models by generating importance scores for
the inputs/features. Backward propagation starts from the last layer (predicted out-
puts/labels) and computes the contribution from each neuron in the previous layer to
the target and this is repeated down to the first layer. This mechanism uses different
methods to compute contribution from each neuron such as DeepLIFT, layer-wise rele-
vance propagation (LRP), smoothGrad, guided backprop (GB) and integrated gradients
(IG). The main difference between these methods is the way that they compute the con-
tribution [20]. The perturbation mechanism generates noise on the desired input features
separately and observes the impact on the performance and summarising the impact in
importance scores. Local interpretable model-agnostic explanations (LIME) is a method
that uses a perturbation mechanism to compute importance scores using a linear model
[21]. The activation optimization mechanism is used to generate explanations of hidden
layers working in deep neural networks. It searches for input pattern that minimise or
maximise hidden layers response according to the target. Hence, it can be formulated
or considered as an optimisation problem but by optimising input features rather than
hyper parameters [22]. While, proxy mechanism is often used to replace DNN with
more explainable AI models such as decision trees (DT) by constructing DT that mim-
ics DNN structure. So, the main concept proxy mechanism is mapping the complex AI
models to more explainable AI model to solve the explainability problem. However, this
mechanism was only applicable with shallow neural networks [23].
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Human-computer 
interaction 

Artifical intelligence

XAI

Fig. 2. Explainable artificial intelligence scope.

There are common dimensions to categorise explanation mechanisms: 1) explana-
tion scope (global or local understanding), 2) model complexity to be explained, 3) is
the explanation method applicable to all ML model or only for one model and 4) in
which stage of model creation should the explanation be applied. To reduce the gap
between explainable AI (XAI) algorithms and use, the HCI society encourages work on
user-centered approaches and call for interdisciplinary collaboration to build sufficient
frameworks on XAI. Hence, design practitioners from different backgrounds and jobs
were recruited to build a question bank on how to build a comprehensive XAI model.
Table 2 shows the question bank according to the recruited designers main feedback and
questions [24].

Building high quality user interface design should follow these guidelines: 1) make
elements perform intuitive and maintain it discoverable, 2) keep interface design simple,
3) consider the user’s attention regarding to your interface layout and avoid including
buttons excessively, 4) minimise the number of actions for each task, 5) put controls
near element user wants to control, 6) consider default settings such as pre-filled forms
to reduce user burden and 7) try to use reusable designs that were used before to be a
good practice [25, 26].

4 Explainable Artificial Intelligence in ECG Interpretation

Automated ECG interpretation algorithms that are used in clinical practice today present
simple diagnostic statements (such as ‘Acute anterior MI’) to the end-user on the header
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Table 2. Question bank from previous research to build a clear user interface.

Question bank

What is the type of dataset? (input)

What is the out type? (output)

How accurate are the predictions? (performance)

What the overall logic in the built system? (global)

Why and how this instance gives this specific prediction?

Why and how are the other labels not predicted?

What the AI system will predicted if it is given another instance?

How the given instance should be changed to give the other prediction?

What is the range of change permitted to get the same prediction?

How to improve the system?

of the paper along with basic measurements/features that the system computed (e.g.
width of the QRS, cardiac axis, heart rate etc.) Hence, the ECG algorithms today do
not inform the end user of the features used in making the diagnostic decision or the
decision logic. In addition, the algorithms do not inform the end-user about how certain
the AI is nor does it inform the user about the expected accuracy of the algorithm for
suggested diagnoses. Researchers at Ulster University have developed more explainable
computerised decision support systems such as the interactive progressive based inter-
pretation (IPI) system thatwas developed using a differential diagnoses algorithm (DDA)
to suggest multiple diagnoses (and their decision logic) to improve ECG interpretation
accuracy [27]. IPI + DDA approach showed promising results by improving diagnos-
tic accuracy. Nevertheless, computerised ECG interpretation does augment physician’s
decision making.

Attention/heat maps are another solution to solve explainability issues, especially
for the case of deep learning (DL). For example, attention/heat maps were generated for
ECG interpreters to detect whether there is a lead misplacement or not. So, generating
attention/heat maps from the last layer (which represents high level features) in DL
can show which feature was responsible for making the decision and contributed more
in the final prediction. Also, generated attention/heat maps could suggest to decision
makers (ECG interpreters) the features that should be considered more in the clinical
decision-making process and may help clinicians notice new features [28]. Fumeng
Yang et al. [29] found that the combination of a human, a visual explanation and an ML
algorithm perform better than the human and ML algorithm separately, because visual
explanation leads to a higher level of trust and self-confidence. Including transparency
in AI increases user understandability of the AI and allows the AI to be interrogatable at
the point of need. Hence, visualizations and model performance are the most important
informationwhen establishing trust withAI [30]. Based onHCI community suggestions,
AI principles, explanation mechanism, question bank and user interface guidelines, a
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suggested XAI model was developed to show how XAI interface design could look like
as shown in Fig. 3.

Fig. 3. Suggested XAI interface according to aforementioned recommendations. This user inter-
face involves clicking one of two buttons (“Upload ECG” or “Take a photo” of an ECG). The user
can input general metadata about the ECG such as patient age and gender. The physician can view
prior similar ECGs with their diagnoses from a large database of ECGs by clicking on the “Show
prior similar ECGs” button. AI algorithms interpret the same ECG. An attention map shows the
most important features that were considered by the AI for making its classification. Moreover,
facts about algorithm are presented, including signal to noise ratio, confounding decisions, rules,
potential artifacts and an algorithm certainty index for calibrating human-machine trust.
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5 Model Validation

The proposedwork in this paper was projected onto the AI2VIS4BigDatamodel (a refer-
ence model for AI, Big Data analysis and visualisation) as shown in Fig. 4.a, which was
developed by Thoralf Reis et al. [32]. The AI2VIS4BigData model is an attempt to close
the gap between AI, Big Data and visualisation. Figure 4.b shows how the infrastructure
of the proposed model in this paper will integrate with the AI2VIS4BigData model. In
terms of AI user stereotypes, the proposed model could have a model designer, a domain
expert (who has knowledge in ECG interpretation), a model deployment engineer who is
responsible for integrating the proposedmodel into the production environment, a model
operator to manage and monitor the model in the production environment, a model gov-
ernance officer who controls the whole process of the proposed model development
and is responsible for ensuring that the proposed model is accountable by embedding
transparency and explainability into the system. Finally, a model end user would be the
clinician who is using the AI enabled ECG interpretation system.

Fig. 4. The proposed model validation. a: represents the AI2VIS4BigData reference model. b:
represents how the infrastructure of the proposed model will look like after integrating it with the
AI2VIS4BigData model.
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6 Conclusion and Discussion

Computerised ECG interpretation can include ML to enable automated ECG interpreta-
tion. However, there were some challenges such as algorithm transparency which mean
the prediction is unexplainable. Researchers have shown that ECG algorithms that sim-
ply present a decision without any explainability can yield automation bias in the reader.
Automation bias is when a reader simply accepts the machine’s without critical review
[6]. Hence, there are clear opportunities to improve automated ECG interpretation by
providing a XAI user interface during ECG interpretation. Applying XAI could enhance
ECG interpretation and as a consequence improve decision making in cardiology. There
are differentmethods to develop anXAI interface such as showing attention/heat map for
DL approaches or the rules for symbolic approaches. It is important to highlight which
features were important and considered for making the prediction which as a result could
calibrate the interpreter’s trust and decrease automation bias in ECG interpretation. Fur-
thermore, XAI could solve non-technology challenges such as the physicians adoption
of AI, because AI is often considered a “black-box” and only −50% of physicians
are familiar with AI technologies [31]. According to HCI guidelines, XAI developers
should consider social science in their designs because XAI is defined as the intersection
between human–computer interaction, social science, and artificial intelligence. Hence,
this paper and previous studies point to an opportunity to develop newXAI interfaces for
automated ECG interpretation to improve ECG interpreter’s performance and to improve
diagnostic accuracies. These new interfaces should be developed and benchmarked to
show the benefits of XAI.
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Abstract. To make the SenseCare KM-EP system more useful and smart, we
integrated emotion recognition from facial expression. People with dementia have
capricious feelings; the target of this paper is measuring and predicting these facial
expressions. Analysis of data from emotional monitoring of dementia patients at
home or during medical treatment will help healthcare professionals to judge the
behavior of people with dementia in an improved and more informed way. In
relation to the research project, SenseCare, this paper describes methods of video
analysis focusing on facial expression and visualization of emotions, in order to
implement an “EmotionalMonitoring” web tool, which facilitates recognition and
visualization of facial expression, in order to raise the quality of therapy. In this
study, we detail the conceptual design of each process of the proposed system, and
we describe our methods chosen for the implementation of the prototype using
face-api.js and tensorflow.js for detection and recognition of facial expression and
the PAD space model for 3D visualization of emotions.

Keywords: Emotion recognition · Facial expression analysis · Emotion
visualization · Emotion monitoring · Convolutional Neural Networks (CNNs) ·
Affective computing

1 Introduction

Emotion analysis is important, because emotions penetrate many aspects of our lives, by
informing the decisions we make and how we choose to communicate our thoughts to
others and to ourselves. The data obtained can facilitate the diagnosis of emotional needs
related to anxiety, depression or other kinds of mental illnesses. Healthcare for people
with dementia living in their homes has become essential and health professionals need
more information on patient behavior to prevent deterioration of their health. It is very
important to intervene and predict this deterioration before it happens, avoiding theworst
outcomes. In this context, the work reported here monitors the emotional state of the
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patient at home by recording videos, and analyzing video frames for facial recognition
content and providing temporal trends and visualizations. The therapist or healthcare
professional can intervene in the case of anxiety or depression for a dementia patient
evident in the results before their mental state deteriorates further. Hence, primary care
professionals will have an improved overview of the emotional wellbeing of patients
through SenseCare [1]. SenseCare integrates data streams from multiple sensors and
fuses data from these streams to provide a global assessment that includes objective lev-
els of emotional insight, well-being, and cognitive state. There is potential to integrate
this holistic assessment data into multiple applications across connected healthcare and
various other inter-related and independent domains. SenseCare is thematically aligned
with the current EU Horizon 2020 themes of “Internet of Things”, “Connected Health”,
“Robotics” (including emotional robotics) and the “Human Brain Project”. SenseCare
has identified three application scenarios: (i) Assisted Living Scenario, (ii) Emotional
Monitoring Scenario, (iii) Shared care giving Scenario. This work is focused on the sec-
ond application scenario, Emotional Monitoring which deals with the emotional moni-
toring of people with dementia during medical treatment. Healthcare professionals will
be better informed about the behavior of patient, by using SenseCare in order to raise the
quality of therapy. Processing of voluminous data streams from video recordings, on the
basis of the recently introduced Information Visualization for Big Data (IVIS4BigData)
model [2] elaborates data stream types addressed by our visualization approach.

The visualization of emotions can be applied to Psychiatry andNeurology and relates
to the diagnosis of people suffering from mental health problems such as e.g., dementia
and depression. Human emotions are hypothetical constructs based on physiological and
psychological data. The aim of the work reported here proposes to find solutions for the
following points:

• The representation of emotions.
• The detection and recognition of emotion.
• The visualization of people’s emotional states from video recordings, real-time and
offline video analysis processing, and how users will comprehend the results.

• The visualization and exploration of emotion dynamically over time.

The remainder of this paper is organized as follows. Section 1 presents the state of
the art of Convolutional Neural Networks (CNNs), facial Expression Emotion detection
from video recordings, and visualization of dynamic emotion (over time). In Sect. 2 we
detail conceptual designs of modeling of solutions for recognition and visualization of
emotion. Section 3 describes our chosenmethods for implementation of the prototype for
recognition and visualization of facial expression and emotion, and finally we conclude
in Sect. 4 also discussing future work.

2 State of the Art

Emotional Intelligence (EI) is a term designating a specific intelligence concept origi-
nally introduced byDanielGoleman in 1995 [3].Golemandefined emotional intelligence
as the ability to identify, assess, and control the emotions of oneself, of others, and of
groups. First, we focus here on, Emotion representation.
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SenseCare comprises the implementation of a web-based software platform for the
Emotional Monitoring Scenario (see Fig. 1).

Fig. 1. SenseCare: framework for monitoring and caring for the emotional wellbeing of older
people [4].

The SenseCare platform:

• Manages data streams frommultiple sensors (e.g.: video frames for facial recognition
of emotional states, sensory wearables for physiological emotion analytics).

• Fuses these data streams to provide a global assessment that includes objective levels
of wellbeing and emotional state.

• Visualization of the global assessment.

The SenseCare platform layered software architecture is detailed in Fig. 2 below:
Convolutional Neural Networks (CNNs) are the most popular neural network model

employed in image classification [5], CNNs comprise several layers, such as the Convo-
lutional Layer, Non-Linearity Layer, Rectification Layer, RectifiedLinearUnits (ReLU),
Pooling Layer, Fully Connected Layer, Dropout Layer. We have chosen five CNN
models:

1- AlexNet [6]: is designed to effectively classify video shots into different views (i.e.,
long, medium, close-up, crowd/out-of-field) which is promising and novel in terms
of its application to video shot classification. AlexNet employs five CONV layers
including RELU and response normalization layers to extract the maximum feature
maps form input frames for training the dataset with maximum accuracy.

2- VGGNet [7]: the runner-up at ILSVRC-2014, was developed by Simonyan and
Zisserman. Similar to AlexNet, it employs only 3 × 3 convolutions, with one stride
and zero-padding, but lots of filters. VGGNet consists of 138 million parameters,
which can be partly challenging to handle. VGGFace [8] refers to a series of models
developed for face recognition and demonstrated on benchmark computer vision
datasets by members of the Visual Geometry Group (VGG) at the University of
Oxford. There are two main VGG models for facial recognition, VGGFace and
VGGFace2.
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Fig. 2. SenseCare platform layered software architecture [1]

3- ResNet [10]: presented at the ILSVRC-2015, ResNet (Residual Neural Network)
introduced a new architecture with “skip connections”, and features large batch
normalization. It realizes a top-5 error rate of 3.57% which beats human-level per-
formance on this dataset. By adding identity “shortcut connections” x (input) in a
residual network, the skip connections between layers add the outputs from previous
layers to the outputs of stacked layers. The new layer is able to train much deeper
networks than learn something different apart from outputs which have already been
encoded in the previous layer. An implementation of Residual Nets in Keras can be
found here [36]. Keras is a deep learning API written in Python, running on top of
the machine learning platform TensorFlow. ResNet-152 has the least top-1 and top-5
error rates compared to other shallow ResNet models for classification on ImageNet
validation.

4- Convolutional 3D Neural Network (C3D) model [11] generates short-term spa-
tiotemporal features of video, LSTM (Long Short-TermMemory) accumulates those
consecutive time-varying features to characterize long-term dynamic behaviors, and
a multilayer perceptron (MLP) evaluates emotion in a video clip by regression on
the emotion space (see Fig. 3).

5- ZFNet [9]: is the ILSVRC-2013 winner, possessing an architecture similar to
AlexNet with a slight modification of hyperparameters in the middle convolutional
layers of AlexNet. It realizes a top-5 error rate of 14.8% which is today already half
of the prior mentioned non-neural error rate [17].

Existing solutions stream frames from a video stream over a network with OpenCV
[18], for the following advantages: (i) firstly, building a security application that requires
all frames to be sent to a central hub for additional processing and logging, (ii) secondly,
the client machine may be highly resource-constrained (such as a Raspberry Pi) and
lack the necessary computational horsepower required to run computationally expensive
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Fig. 3. C3D model [11]

algorithms (such as CNNs). An example is the client/server relationship for ImageZMQ
[19] video streaming with OpenCV.

A real-time automatic facial expression system [12] was designed, implemented and
tested with an FPGA implementation, and a Local Binary Pattern (LBP) algorithm was
implemented for comparison in MATLAB and an FPGA, and FeelTrace of each frame
for the extraction of activation and valence values for the database.

Software for emotion recognition from facial expressions employs the FURIA algo-
rithm (Fuzzy Unordered Rule Induction Algorithm) [13] to offer timely and appropriate
feedback based on learners’ facial expressions, in order to validate the use of webcam
data for real-time and accurate analysis of facial expressions in e-learning environments.

How should we measure the well-being of a population over time? Many ways
approaches exist to measure variability in real-time. However, the variability in itself
is inadequate without a mode of index of temporal dependencies from one moment to
another. Results on unconstrained visual explorations of natural emotional faces (i.e.,
free eye movements) [14], confirm the significant gains obtained through EFRP (Eye
Fixation Related Potential) analysis using the GLM (General Linear Model) method and
open the way for effective analyzes of dynamic emotional ecological stimuli.

3 Methodology

Here we discuss methodology for operation of the SenseCare recognition and visualiza-
tion of facial expression and emotion.

3.1 Video Recognition Process

Classifying video presents unique challenges for machine learning models. Video has
the added property of temporal features in addition to the spatial features present in 2D
images. An overview of the video recognition process using CNNs is shown in Fig. 4:

As shown in Fig. 4, the video frames are split into individual frames and on each
frame, face detection is executed. Each individual frame is fed back into the system for
face feature detection. For feature extraction, in the first learning stage video input is
pre-trained with CNNmodels such as C3D, AlexNet, ResNet, VGGNet or ZFnet. In the
second learning stage on training linear classifiers:



114 H. Hadjar et al.

Fig. 4. Global overview of video recognition process using CNNs

Following feature extraction, there is a binary classification task for each frame
employing:

– Long short-term memory (LSTM) is a particular type of Recurrent Neural Network
(RNN) which performs better than the standard version [15]. The goal of LSTMs is
to capture long-distance dependencies in a sequence, such as the context words.

– A Softmax classifier or a Support Vector Machine (SVM) classifier [20] employed
to capture the emotion-specific information. The fusion of CNN and SVM classifiers
provides better results compared to individual classifier performance.

– Linear discriminant analysis (LDA): amethod employed recognitionmachine learning
for face image to separate two or more classes of objects or events, for dimensionality
reduction before later classification.

Emotion prediction: at the conclusion of processing, linear classifiers automatically pre-
dict emotional states by referring to training sets for anger, disgust, fear, happiness,
sadness, and surprise. Results are stored in data files in .CSV or .XML format, and a
mediator provides output to the client.

3.2 Emotion Visualization Process

An overview of the emotion visualization process is detailed in Fig. 5. The SenseCare
user interface sends requests to the computer vision pipeline application. Results from
video recognition are stored in data files inXML,CSV, or JSONformat. The visualization
prototype uses awrapper to select data, and aweb server in themediator sends responding
customized graphs of emotions as output results to the SenseCare user interface.
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Fig. 5. Overview of emotion visualization process

4 Implementation Methods

For the implementation of the SenseCare Emotional Monitoring Scenario prototype,
each operation requires specific hardware and software to succeed. Figure 6 illustrates
the workflow of real-time and offline facial expression video analysis. Real-time video
analysis uses video streamed from the webcam as data input. Offline video analysis uses

Fig. 6. The workflow of real-time and offline facial expression video analysis
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us input pre-recorded video files. The same processing operations will be completed in
both processes using pre-trained CNN models for feature extraction and classifiers for
emotion prediction.

Offline video analysis can quickly analyzemultiple video files in parallel and provide
useful alerts with snapshots to browse a large set of video data. Video Streams can
continuously capture video data from the webcam and store terabytes of data per hour
from hundreds of thousands of sources.

4.1 Real-Time Video Streaming

In Fig. 7 the architecture for remote streams video recovery is shown.

Fig. 7. SenseCare videoconferencing client/server relationship

The proposed solution employs two video stations (see Fig. 8), one in the client part
(e.g., patient at home), and the second in the server part server part (e.g., at hospital).
The Video stations consist of input and output ports to transmit video feeds. The external
capture card plugs into the server using the appropriate Thunderbolt connection between
Camera and Wirecast Live Streaming Software, to receive improved image quality. The
RTMP (Real Time Messaging Protocol) address is added (e.g., public IP set) as a source
for broadcast in the Wirecast Live Streaming software. The end-user must download
and install the Flash browser plugin in order to playback audio and video streamed by
RTMP in a Web browser. This videoconferencing system architecture is employed in
the WebTV of CERIST (Research Centre on Scientific and Technical Information) [21].

Fig. 8. Remote streaming video station at CERIST [21]



Recognition and Visualization of Facial Expression 117

4.2 Real-Time Video Analysis

The basic software components for real-time analysis of video frames taken from live
video streams are as follows:

• Acquire frames from the video source
• Select the frames to be analyzed
• Submit these frames to the API
• Each result of the analysis returned is consumed by the API call

4.3 Detection and Recognition of Emotion

Essential steps in Face Recognition processing are summarized as follows:

1. Face Detection: Locate one or more faces in the image and mark with a bounding
box.

2. Face Alignment: Normalize the face for consistency with the database, such as e.g.,
geometry and photometrics.

3. Feature Extraction: Extract features from the face that can be employed in the face
recognition task (4.).

4. Face Recognition: Perform matching of the face against one or more known faces in
a prepared database.

Face detection is an essential step in emotion recognition systems. It is the first step
in our system to define a region of interest for feature extraction.

We have chosen Face-api.js [22] and Tensorflow.js [23] for video processing. Face-
api.js is a JavaScript API for face recognition in the browser with Tensorflow.js. Tensor-
Flow.js is a library for building and executingmachine learning algorithms in JavaScript.
TensorFlow.js models run in a web browser and in the Node.js environment. Tensor-
Flow.js has empowered a new set of developers from the extensive JavaScript community
to build and deploymachine learning models and enabled new classes of on-device com-
putation [24]. For face recognition, a ResNet-34 like architecture is applied to calculate
a face descriptor, a feature vector with 128 values.

4.3.1 Face Detection, Landmark Detection and Alignment

Face-api.js solely implements an SSD (Single Shot Multibox Detector) MobileNets v1
based CNN for face detection. MobileNets relies on a streamlined structure that uses
detachable deep convolution to create deep and light neural networks. This app also
implements an optimized Tiny Face Detector, basically an even tinier version of Tiny
Yolo v2 [25] utilizing depthwise separable convolutions instead of regular convolutions,
and finally also employed MTCNN (Multi-task Cascaded Convolutional Neural Net-
work) [26]. The neural networks return the bounding boxes of each face, with their
corresponding scores. The default model face_landmark_68_model and the tiny model
face_landmark_68_tiny_model return the 68 point face landmarks of a given face image.
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4.3.2 Face Expression Recognition

Face images can be extracted and aligned in the face recognition network, which is based
on a ResNet-34 type structure and basically matches the structure applied in dlib’s face
recognition model [27]. Face-api.js is prepared to evaluate faces detected and allocates
a score (from 0 to 1) for each expression, neutral, happy, sad, angry, fearful, disgusted,
surprised, in real-timewith awebcam. The facial expression recognitionmodel performs
with reasonable accuracy. Themodel has a size of roughly 310 kb and implements several
CNNs. It was trained on a variety of images from open access public data sets as well
as images extracted from the web. The API employs a Euclidean distance classifier to
find best matches in/data/faces.json [28].

The results are optimized for the web and for mobile devices. We have used videos
from CERIST-WebTV for testing the API (see Fig. 9).

A- Face detection B- Landmark detection

C- Face Expression recognition

Fig. 9. Demonstration of face detection, landmark detection, face expression Recognition.

In the case of real-time video, SenseCare selects a frame from the video and analyses
the images every 500ms, so the following step is how to return the results for a particular
image in JSON format.

4.3.3 Confusion Matrix

A confusion matrix is employed in evaluating the correctness of a classification model.
In classification problems, ‘accuracy’ refers to the number of correct predictions made
by the predictive model over the rest of the predictions. The four public face expression
databases are CK+, Oulu-CASIA, TFD, and SFEW [30]. CK+ (Extended Cohn-Kanade
dataset) consists of 529 videos from 123 subjects, 327 of them annotated with eight
expression labels.

Experiential results of the confusion matrix for face expression recognition in
videos are shown in Fig. 10.



Recognition and Visualization of Facial Expression 119

Fig. 10. Confusionmatrix ofCK+ for the eight classes problem. (darker color= higher accuracy)
[16].

‘Accuracy’ refers to the number of correct predictions made by the predictive model
over the rest of the predictions. Accuracy is used when the target variable classes in the
data are nearly balanced, but is not used if the target variables in the data are the majority
of one class.

Accuracy = (TP + TN)

(TP + TN + FP + FN)

TR=True Positive, TN=True Negative, FP= False Positive, FN= False Negative.

4.4 Emotion Visualization

There are twoways of representing affective states in video content: (1) discrete affective
categories, and (2) continuous affective dimensions.

4.4.1 Implementing the Affective Model

Dimensional models of emotion attempt to visualize human emotions by determin-
ing where they are located in 2 or 3 dimensions. Most dimensional models include
valence and arousal or intensity dimensions. For example, The Circumplex model of
affect [30] defines two dimensions, pleasure and arousal, whilst the PAD (Pleasure-
Arousal-Dominance) [31] emotional state model uses 3. PAD space: Pleasure-Arousal-
Dominance is a psychological model proposed by Albert Mehrabian. The PAD model
is employed in describing and measuring emotional states. It’s one of the 3D models
that that has gained popularity in affective computing. The PAD model allows us to
differentiate anger (positive dominance) from fear (negative dominance).

As shown in Fig. 11, dimensions (PAD-axes) are:
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Emotional State at
Time= 0

Emotional State at 
Time= ‘t+1’

Fig. 11. Exploration of emotions in PAD model space [32]

• Pleasure/Valence (P)
• Arousal (A)
• Dominance (D)

DES denotes Default Emotional State, Ei, Emotions, and ES(t), Emotional State.
The following labels describe the resulting octants of the PAD model:
(+ P+ A + D) Exuberant, (-P-A-D) Bored, (+ P-A + D) Relaxed, (-P + A-D)

Anxious, (+ P + A-D) Dependent, (-P-A + D) Disdainful, (+ P-A-D) Docile, (-P + A
+ D) Hostile.

Intensity of Emotional State (ESi) is defined as follows:
ESi = ||ES||, if ESi ∈[0.0, 0.57], Slightly
ESi ∈ [0.57, 1.015], Moderate
ESi ∈ [1.015, 1.73], Highly
Emotional data is mapped in PAD space and takes the following form:
Visualization space = {PAD positions (XYZ-axes), Val, color of emotion}.
Val = % emotion prediction.
Building interactive visualizations using WebVR and NodeJS technologies [33]

allows synchronous or real-time communication in the web application.
Figure 12 shows how theWebsocket operates in SenseCare, including user do action

change position or rotation, socket emit action (socket emit), the server NodeJS received
data, and sends (socket on) to update information for all users connected in this space.

Figure 13 shows simulation of emotion dynamics in the PAD model space:
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Fig. 12. Real-time collaborative data communication and visualization

Fig. 13. Simulation of PAD annotation distributions of video facial expression analysis

4.5 AI2VIS4BigData Model

Processing large data streams from video recordings (in real-time and offline) to be
visualizedfitswith theAI2VIS4BigData referencemodel (seeFig. 14).AI2VIS4BigData
model [34] is based on AI transparency, explanation, and data privacy. It is also based
on the life cycle of the AIGO AI system [35] and the reference model IVIS4BigData [2]
of Bornschlegl for the analysis and visualization of Big Data.

A = Model Designer, B = Domain Expert, C = Model Deployment Engineer, D =
Model Operator (MLOps), E = Model Governance Officer, F = Model End User.

All the elements of the AI2VIS4BigData model such as AI models, user stereotypes,
and data management are relevant to our visualization approach.
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A = Model Designer, B = Domain Expert, C = Model Deployment Engineer, D = Model 
Operator (MLOps), E = Model Governance Officer, F = Model End User.

Fig. 14. AI2VIS4BigData: A reference model for AI supporting Big Data analysis [34].

5 Conclusion and Future Work

In order to develop major advances in emotion analysis, there must be adequate tech-
niques for combining and analyzing complex signals. This research explores two archi-
tectures for the Emotional Monitoring Scenario, for processing video of a dementia
patient recorded at home. Existing techniques for video face expression recognition
employing CNNs and classifiers are detailed, including the exploration of emotional
states using PAD Space model. Future work includes:

a- Finding solutions to manage and store (streaming & offline) video analysis results
in the cloud (format JSON, CSV, XML, Databases).

b- Developing a web tool for visualization of emotional states and possibly including
collaborative visualization.

c- Testing the SenseCare prototype in a live setting with live patients.

Future improvements will include new visual representations, views, and the
collection of additional types of data such as eye-movement monitoring.

Our primary challenge is to develop a cloud-based affective computing system
capable of processing and fusing multiple sensory data streams to provide cognitive
and emotional intelligence for AI connected healthcare systems employing sensory
and machine learning technologies, in order to augment patient well-being with more
effective treatment across multiple medical domains.
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Abstract. This paper provides insights into a workflow of different applications
ofmachine learning coupledwith image analysis in the healthcare sector whichwe
have undertaken. As case studies, we use personalized breast cancer screenings
and diabetes research (i.e., Beta-cell mass quantification in mice and diabetic
retinopathy analysis). Our tools play a pivotal role in evidence-based process
for personalized medicine and/or in monitoring the progression of diabetes as a
chronic disease to help for better understanding of its development and the way
to combat it. Although this multidisciplinary collaboration provides only succinct
description of these research nodes, relevant references are furnished for further
details.

Keywords: Medical image analysis · Applied machine learning · Breast cancer ·
Diabetes

1 Introduction

The computer science has a long history of serving other disciplines among which is
the medical field. This interaction manifests itself in the form of secure transmission
of medical data [1], bioinformatics (i.e., sequencing and genome analysis), biomedical
imaging, etc. The latter is a field that involves creating a visual representation of the
examined specimen/body that can be used for medical diagnoses and clinical analyses.
Biomedical imaging involves the use of various technologies such as X-Rays, CT- scans,
magnetism (MRI), ultrasound, mammography, light (endoscopy, OCT), optical projec-
tion tomography (OPT)or radioactive pharmaceuticals (nuclearmedicine: SPECT,PET),
etc.

All these medical technologies output digital visual representations in the form of
images or a stack of images. In order to fathom the complex characteristics of these visu-
alizations, deep/machine learning is usually adopted. Deep learning (DL) is a widely
discussed topic in computer vision. It is a subset of machine learning (ML) that mimics
the functionality of the human brain, by having different neurons being activated by
certain events. The most common usage for this is image classification or image-based
non-linear regression. These are useful within various fields, especially in the medical
field, where it can for example assist doctors in identifying various diseases, or in pre-
dicting age of people lacking proper identification or, for some reasons, age was not
disclosed and recorded in the registry.
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https://doi.org/10.1007/978-3-030-68007-7_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-68007-7_8&domain=pdf
http://orcid.org/0000-0002-4390-411X
https://doi.org/10.1007/978-3-030-68007-7_8


126 A. Cheddad

In this paper, we describe previous multidisciplinary projects which signify system-
atic use of algorithms and tools from the mathematical, statistical, data, and computer
sciences towards solving/understanding particular healthcare issues. As shown in the
abstract, the workflow shall be illustrated through two case studies. For breast cancer,
on one hand, new biomarkers apart from breast mammographic density and molecular
profiles are developed, and on the other hand, machine learning algorithms are deployed
to mimic a common commercial tool of volumetric breast density estimation on full
field digital mammograms (FFDM) which such a tool is unable to process. For diabetes,
we show how shallow machine learning algorithms are capable of removing artefacts
from the output data of the OPT scanner. Such enhancements enabled us to enormously
increase the precision of quantification of Beta-cell mass in the pancreases of healthy
and diabetes mice. The software we developed is provided for free and is used by several
research centres around the globe. Additionally, diabetic retinopathy analysis using deep
learning is also highlighted.

1.1 Image Processing

Imaging science plays a crucial role in a wide spectrum of science fields ranging from
remote sensing and automated surveillance to medical and biological fields. X-rays,
positron emission tomography (PET) [2] and magnetic resonance imaging (MRI) [3]
are just few examples of how imaging technology has propelled medical science into
the next level, see Fig. 1.

Fig. 1. Image analysis at a macro-scale.

1.2 Machine Learning (ML)

In simple words, a computer program that learns from previous experience/data to opti-
mize its performance to achieve certain task describes the process of machine learning.
It is seen as a subset of artificial intelligence (AI). From the training point of view, super-
vised andunsupervised learning canbeviewedas two facets of the samemachine learning
field. From the algorithmic complexity, such field is divided into shallow learning and
deep learning. An in-depth insight about the topic is warranted in [4].
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2 Machine Learning Applications

2.1 ML in Breast Cancer Research

A digital mammogram is a normal mechanism to be examined to detect breast cancer,
either during the screening time or as part of a clinical work up procedure. There has been
intensive research into the features/information contained in amammogramw.r.t its value
in assisting the prediction of breast cancer risk. Breast tissue density is reflected in the
amount of fibroglandular tissue which exists in the breast. It appears in mammograms
as bright regions as compared to its surrounding regions (i.e., the fatty tissue). The
proportion of the dense tissue to the total breast area is formally known as percent
density (PD) and has been shown to be a strong determinant of breast cancer risk [5, 6],
independently of other established risk factors.

Mimicking Volpara. The PD (area density) as a risk factor for breast cancer has been
traditionally measured from mammograms (screened film or FFDM images) using a
semi-automatic tool called Cumulus [7]. A decade ago, a software that stems from a
PhD thesis, called VolparaTM, was proposed [8] which models the breast as 3D structure
from mammograms. It is an FDA cleared algorithm for measuring volumetric density
on both 2D medio-lateral oblique (MLO) and 2D cranio-caudal (CC) raw FFDM digital
mammograms. By design, Volpara is unable to work on processed FFDM or on digitised
film mammogram images. That is, its algorithm assumes that pixel values are propor-
tional to exposure, which is not the case for processed images since the pixel values
are non-linearly transformed to enhance the contrast [9]. As it is the routine at hospi-
tals to discard raw FFDM images and store only their processed version, we provided
our approach in [10] for volumetric density measurement which is based on mimicking
Volpara. The approach is termed CASAM-Vol1, which is obtained as a weighted com-
bination of statistical and morphological features (measured in processed images) and
acquisition related tags, with weights obtained by training a random forests, an ensemble
learning nonparametric statistical method for classification and regression developed by
Breiman [11], to predict log Volparameasurements (from raw images).We are providing
the software for free, see Fig. 2, though Fig. 2(b) option has currently certain limitations.

• The supported type is the processed FFDM images (a.k.a., For Presentation).
• The supported ViewPosition tags are MLO and CC views.
• The current supported machines and models are as depicted in Fig. 3.
• The following acquisition parameters must be encoded into the header file of the
FFDM images in order for the function “Volumteric PD” to work:

KVP, ExposureTime, XrayTubeCurrent, Exposure, ExposureInuAs, BodyPartThickness,
CompressionForce, AnodeTargetMaterial, RelativeXrayExposure, OrganDose, Filter-
Material.

Risk Prediction. As shown above, we developed two algorithms for processed images,
an automated area-based approach (CASAM-Area) and a volumetric-based approach

1 CASAM is an acronym for Computer Aided Statistical Assessment of Mammograms.
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Fig. 2. Mammography Statistical Image Processing software’s main window. (a) calculates area
percent density (CASAM-Area) and mean intensity of the pectoral muscle, (b) calculates the vol-
umetric density from FFDMMLO and CC processed views generated by specific manufacturers’
models.

Fig. 3. CASAM-vol current supported models.

(CASAM-Vol). Subsequently, we contrast the three methods, CASAM-Area, CASAM-
Vol and Volpara directly and in terms of association with breast cancer risk by fitting
logistic regression models and a known genetic variant for mammographic density and
breast cancer, rs10995190 in the gene ZNF365 (coded 0/1/2, treated as continuous
variable) by fitting linear regression models. Associations with breast cancer risk were
evaluated using images from 47 breast cancer cases and 1011 control subjects. The
genetic association analysis was based on 1011 control subjects.
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All three measures of mammographic density were associated with breast cancer
risk and rs10995190, more into this study can be found in [10]. In a related work, unlike
common practice of discarding the pectoral muscle when computationally examining
mammograms, we rather opt to explore it to test its association with breast cancer.
Surprisingly, we found that such association does exist even after adjusting the model
for common covariant (e.g., age, BMI) and percent density; to explore more, we refer the
reader to our publication in [12, 13]. We also explored additional image-based features,
namely, tissue stiffness, in conjunction with interval and screen-detected breast cancer
[14]. The general workflow of our framework w.r.t mammography for risk assessment
of breast cancer is illustrated in Fig. 4.

Fig. 4. A workflow to illustrate the process from data and modelling to evaluation.

2.2 ML in Diabetes Research

Aswe speak, there is no available total remedy for the chronic disease; diabetes. Research
into this area has intensified over the last decade to find solutions to combat the disease.

OPT Scan Optimization. It is in this context that an EU’s 7th Framework Programme
named VIBRANT (In Vivo Imaging of Beta-cell Receptors by Applied Nano Technol-
ogy) was conceived. The project aims to develop new non-invasive methods for biomed-
ical imaging of the pancreas and involves a number of laboratories across Europe, see
VIBRANT’s Project Final Report [15]. Our part of the project involved exploiting new
bioimaging technology, in combination with classical molecular genetics, in the hope to
better understand the underlying mechanisms of pancreatic formation and development
of diabetes. In this case, we used OPT technology to image the insulin producing cells
of the pancreas (the B-cells) and their distribution to examine how this is affected during
the development of diabetes in pancreases extracted from diabetes-prone mice. The OPT
scanner is shown in Fig. 5.

Specimen Automatic Centring. Ideally, specimen must be mounted so that they land
onwhat is called the optical axis of rotation (OAR) to ensure that reconstruction of images
is done properly as images are captured through the 360° rotation. The blurring effect that
results from manual mounting increases as the amount of OAR misalignment increases.
An approach to improving OPT is therefore to introduce an efficient and automatic way
to position specimens at the OAR (see Fig. 6). To this end, we developed a method called
Centre of Mass based Axis Rotation (COM-AR), which captures and adjusts alignment
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Fig. 5. Optical projection tomography (OPT) scanner.

errors and calculates the required displacements in the reconstructed 3D images using
specialised algorithms. The algorithm benefits from the expectation–maximization (EM)
algorithm.

Fig. 6. Centring a specimen at the OAR, shown is a tomographic slice after reconstruction. (a)
using COM-AR and (b) manually centred.

Artefacts Removal. Wehave also addressed a number of other related issues to enhance
the overall performance of OPT [16]. For instance, if well calibrated, COM-AR automat-
ically corrects for the (X, Z) alignment offset with respect to the 3D world coordinates.
However, this does not address shifts along the Y coordinate, best known as the post-
alignment in the reconstruction process. We have therefore developed an algorithmic
approach based on Fourier transforms and linear regression to fix this issue, the effect
of which can be seen in Fig. 7.

The software package is also provided for free and is used in several research centre
worldwide, the algorithms underlying it are described in [16]. An example window of
the software is shown in Fig. 8.
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Fig. 7. Volume rendering of a specimen (pancreas labelled for islet B-cell insulin) using the
proposed approach (a) and the variance-based approach -the OPT commercial software package-
(b).

Fig. 8. Our artefacts removal tool from OPT scan data.
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Diabetic Retinopathy. Diabetic retinopathy is the regarded as the most common cause
of new cases of blindness in people of working age. As such, early diagnosis is the key
to slowing down the progression of the disease, thus hopefully preventing blindness. To
this end, we divided the fundus image into three different segments, namely, the optic
disc, the blood vessels, and the other regions (regions other than blood vessels and optic
disk). These regions are then contrasted against the performance of original fundus
images. The convolutional neural network as well as transfer deep learning with the
state-of-the-art pre-trained models (i.e., AlexNet, GoogleNet, Resnet50, VGG19) were
utilized. The results show that the other regions’ segment reveals more predictive power
than the original fundus image especially when using AlexNet/Resnet50, see Fig. 9 for
a generic framework of the experiment (binary classification malignant/non-malignant
(benign or healthy)). This could be attributed probably to the fact that complication of this
seriousmetabolic disease is often characterized by the anomaly of hard exudate/secretion
substances seen in fundus images.

Fig. 9. The three different regions we investigated [17].

Another related work on discrimination of corneal pathology usingmachine learning
(random forests) can be found in [18].

3 Other Potential Areas

There are some other works in which we utilized machine learning. For example, we
devised a new way to fuse multi-exposure projections using an algorithm that includes
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Fig. 10. Biomedical image (i.e., liver of an adult mouse) fusion using different techniques.

principal component analysis (PCA) [19]. The image fusion technique is termed IF-OPT;
three exposures were acquired in the following order:

• Low (I0): signal in high intensity areas never become saturated,
• Medium (I1): normal single exposure time setting, and
• High (I2): weakest specific signal clearly visible

The obtained PCA weights for each channel are as follows: 0.29, 0.57, 0.14, for the
I0, I1, I2, respectively. The projection images for each data set had been processed with
one of the following fusionmethods: PCA (principal component analysis), PCNN (pulse
coupled neural network) fusing method, Average (arithmetic mean) fusing method, and
IF-OPT (proposed) fusing method.

4 Summary

In a nutshell, herein, we summarize the different data analytics and visualization types
which we reported in this paper. The summary is illustrated in Table 1.

Table 1. Characteristics of data and approaches reported in this work.

Section Disease Data type ML type Transparency Result
visualisation

Mimicking
Volpara

Breast cancer FFDM Supervised learning
(random forests)

Yes Numerical values

Risk
prediction

Breast cancer Variable (age, BMI,
parity, image
statistics, cancer
status, genetic
variant)

Logistic and linear
regressions

Yes Numerical values

OPT scan
optimization

Diabetes (mice) 2D/3D images Linear
regression/Iterative
(EM)

Yes 3D volume
visualisation
software (e.g.,
AmiraTM,
ImarisTM, OptiJ
-open source-)

Diabetic
retinopathy

Diabetes (Eyes) Colour fundus
images

Deep learning No Categorical labels
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5 Validation of the AI2VIS4BigData Reference Model

This sub-section links the above research directions (use cases) to the reference model
constructed in Reis et al. [20]. The model AI2VIS4BigData is a refined and extended
version of the IVIS4BigData reference model which introduces an approach to develop
an up-to-date reference model for supporting advanced visual visualisation for Big Data
analysis, thus attempting to close the gap in research with regard to information visu-
alization challenges of Big Data analysis as well as context awareness. Figure 11 maps
the overall research orientation of this work to the different components of the model.

Fig. 11. Mapping the different components of the AI2VIS4BigData model to our research orien-
tation (marked with X), where the items in alphabetic order indicate:Model Designer (A), Domain
Expert (B), Model Deployment Engineer (C), Model Operator (D), Model Governance Officer
(E) and Model End User (F).

6 Conclusion

This paper exemplifies some of our algorithms/tools that use image analysis coupledwith
machine learning that could be useful in the process of personalized medicine and of
disease progression. Genericworkflows are defined in controlled and real-world settings.
To illustrate the potential of machine learning in healthcare, we use two cases pertaining
to breast cancer and diabetes research. Importantly, we believe that image analysis and
deep/machine learning will continue to leverage not only the cancer fighting field but
also other disease domains. Finally, we should emphasize that with big data (large
sample cohorts) and high-throughput technologies, both image-based and biomarker-
based discoveries will manifest a flourishing era.
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Abstract. AI2VIS4BigData is a reference model for Artificial Intelli-
gence (AI) - based Big Data Analysis and Visualization that provides
uniform terminology and logical entity-relationships to scientists and
professionals working in this application domain. It thereby enables re-
utilization of concepts and software, prevents reinventing the wheel and
facilitates collaboration scenarios. AI2VIS4BigData was systematically
derived from two foundation reference models utilizing reasoned assump-
tions. These assumptions required subjective decisions which were not
evaluated right away. This publication targets to change that through
presenting two qualitative evaluation approaches that were conducted
in the course of an official satellite workshop of an international con-
ference. Selected scientific and industrial experts participated thereby
in an expert round table workshop and a survey. The validation results
confirm the reference model’s practical applicability and legitimate the
substantial majority of subjective decisions that were taken in the course
of the reference model derivation. This publication concludes with out-
lining five research fields for future work that comprise the non-validated
subjective decisions.

Keywords: AI2VIS4BigData · Evaluation · Reference model · AI ·
Big data analysis · Visualization

1 Introduction and Motivation

Big Data Analysis, Artificial Intelligence (AI) and Visualization are rather vague
yet very popular terms in both scientific and industrial applications [1]. Big Data
Analysis describes the exploitation of data for which Doug Laney’s data manage-
ment challenges [2] regarding the data’s variety, volume or velocity apply [1]. AI
is a collective term for concepts and methods that implement intelligent behavior
in machinery and computers [3] which includes, inter alia, the method category
of Machine Learning (ML) as well as symbolic learning [4]. Visualization in
computer science is closely connected to the terms human-computer interaction,
graphics, visual design, psychology, Information Visualization (IVIS) [5] as well
as user interfaces. Employing Big Data Analysis, AI, and Visualization together
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as a combined application domain enables use cases that could not have been
implemented otherwise since they support each other in a symbiotic manner.
An example for use cases that benefit from a close connection [3] is the utiliza-
tion of Big Data Analysis and Visualization by AI user stereotypes in order to
investigate data for valuable information and insight that lead to proficient deci-
sions in deriving a set of features, designing the AI model itself and enhancing it
over time. Further examples are the utilization of AI to support visual Big Data
Analysis through transforming, preparing, and developing the data in terms of
its content (e.g. through clustering) [1] as well as the usage of Visualization to
meet the growing demand for explainability [6] and transparency [7].

Although AI-based Big Data Analysis and Visualization are trending topics,
there was no reference model for this combined application domain until Reis et
al. introduced in 2020 the AI2VIS4BigData Reference Model [1]. This reference
model’s objectives are providing a uniform terminology and comprehension for
the different data artifacts, involved user stereotypes as well as their logical
relationships in order to ease collaboration and efficient reusability for existing
implementations.

The derivation of the AI2VIS4BigData Reference Model in [1] included mul-
tiple assumptions and subjective decisions. This paper targets to evaluate these
assumptions and decisions with the help of expert feedback and know-how. The
evaluation was conducted with selected participants that are experts in the tar-
get application domains in an workshop called “Road Mapping Infrastructures
for Artificial Intelligence Supporting Advanced Visual Big Data Analysis” [8].
The conducted evaluation activities consist of two approaches: An expert round
table validation in the course of the workshop and a survey that was completed
by every participant prior to the workshop. The workshop was held in June 2020
as an accepted satellite workshop of the International Conference on Advanced
Visual Interfaces 2020 (AVI 2020)1.

Within the remainder of this paper, the AI2VIS4BigData Reference Model,
its foundation, elements and subjective decisions in reference model derivation
are introduced (Sect. 2), followed by a comprehensive presentation of the con-
ducted expert round table (Sect. 3) and workshop participant survey (Sect. 4).
This paper concludes with an initial validation of the user study’s result (Sect. 5)
and a summary of its contributions as well as an outlook on future research
(Sect. 6).

2 AI2VIS4BigData Reference Model

As introduced in [1], the AI2VIS4BigData Reference Model is based on two
foundation reference models: the IVIS4BigData Reference Model [9], a reference
model for advanced visual Big Data Analysis, and AIGO’s AI System Lifecycle
[4], a reference model that describes the different stages and activities for the
application of AI models. The conducted approach to merge both reference mod-

1 https://sites.google.com/unisa.it/avi2020/.

https://sites.google.com/unisa.it/avi2020/
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els is visualized in Fig. 1. It contains three further ingredients beyond the two
reference models: the different types of AI models, the variety of different data
manifestations as well as the different user stereotypes involved in AI-based Big
Data Analysis and Visualization.

Fig. 1. Visualization of the reference model derivation approach conducted in [1]

The following sections introduce all of these foundation components: the Ref-
erence Model IVIS4BigData is introduced in Sect. 2.1, AIGO’s AI System Lifecy-
cle in Sect. 2.2, and the different AI model types, AI data as well as AI user stereo-
types in Sect. 2.3. Section 2.4 finally presents the resulting AI2VIS4BigData Ref-
erence Model together with outlining the assumptions and subjective decisions
in reference model design that are subject to the evaluation in this paper.

2.1 IVIS4BigData

In 2016, Bornschlegl et al. introduced in [5] the theoretical reference model Infor-
mation Visualization for Big Data (IVIS4BigData). This reference model for
advanced visual Big Data Analysis “close[s] the gap in research with regard to
Information Visualization challenges of Big Data Analysis as well as context
awareness” [5]. The reference model proved its practical applicability in multi-
ple scientific and industrial use cases like, e.g., in the automotive and robotics
application domains [9]. The IVIS4BigData Reference Model is visualized in
Fig. 2.

IVIS4BigData contains references to four different, clearly distinguishable
user stereotypes. The reason for this explicit display lies in the different orga-
nizational and technical knowledge levels of Big Data Analysis user stereotypes
[5]: There exist domain experts such as data engineers, data analytics experts,
data visualization specialists as well as management-level end user stereotypes
[5]. According to Bornschlegl et al., Visualization of information, human inter-
action, and perception by these different Big Data user stereotypes are pivotal
elements for Big Data Analysis [9].
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Fig. 2. IVIS4BigData reference model for advanced visual interfaces supporting big
data analysis in virtual research environments [5]

The IVIS4BigData Reference Model covers the whole workflow of Big Data
Analysis from heterogeneous raw data sources into highly aggregated and pro-
cessed views that finally enable the different user stereotypes participating in the
process to gain insight [5]. In this context, the reference model considers the for
this purpose necessary advanced visual user interfaces as well as the underlying
data storage, computation, and service infrastructure to be decisive [5].

2.2 AIGO’S AI System Lifecycle

The AI System Lifecycle was presented in 2019 by the AI Group of Experts at
the OECD (AIGO) [4]. It covers 4 phases that are visualized in Fig. 3. These
phases “often take place in an iterative manner and are not necessarily sequen-
tial” [4]. The first phase “Data and Model Design” marks the starting point
of every AI application and consists of planning and designing of all, data col-
lection, data processing as well as model building and interpretation [4]. The
thereby generated models are subject to “Verification and Validation” [4] in
phase two which is carried out by domain experts with sufficient knowledge and
expertise to assess the designed AI models and select appropriate data [1]. The
thereby developed and refined AI models then are forwarded into an execution
environment like, e.g., a cloud system where they are applied in their target
use case. This deployment step and the thereby required monitoring activities
are summarized in the third phase “Model Deployment” [4]. Within the fourth
phase “Operation and Monitoring”, the productive AI systemas “recommenda-
tions and impacts” [4] are reviewed and assessed to maintain and if necessary
adapt the system [4]. The iterative nature of AI model design (going back and
forth through the different phases in order to sharpen and enhance the AI model)
is visualized through bidirectional arrows that connect the different phases.
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Fig. 3. AIGO’s AI system lifecycle [4]

2.3 AI Model Types, AI Data, AI User Stereotypes

The different ingredients utilized to derive the AI2VIS4BigData Reference Model
in [1] were comprehensively introduced in [8]. In order to make the evaluations
in Sect. 3 and Sect. 4 more comprehensible, a brief explanation is provided as
follows:

AI Model Types. There exist various ways to cluster and differentiate AI
models from each other [8]. To maintain a reference model that is generalizable
and easily understandable, this multi-dimensional problem is reduced to two
dimensions for the AI2VIS4BigData Reference Model.

The first dimension are the different existing AI approaches that are sum-
marized within a taxonomy provided by the Internet Policy Research Initiative
at MIT (IPRI) [4]. There exist two approach categories for AI models: sym-
bolic and statistical approaches [4]. Symbolic AI strongly depends on model
designers with a deep domain knowledge since it requires formalizing intelligent
behavior and decision paths within a knowledge base. This knowledge base is
then provided to machines and computers which apply the rules and algorithms
within the knowledge base on input data in order to deduce conclusions as out-
put [4]. In contrast to these “human-understandable decision structures” [4] of
symbolic AI, the second category of AI model approaches, statistical AI, utilizes
data as foundation for intelligent behavior: statistical techniques and algorithms
are implemented by machines and computers to identify patterns within the
data and to induce trends from these patterns [4]. Increasing amounts of data
in almost all application domains drives the popularity of statistical AI. Since
ML “algorithms are characterized by the ability to learn over time without being
explicitly programmed” [3], ML can be sorted as a subcategory of AI model’s
statistical approach.

The different application areas within AI-based Big Data Analysis and Visu-
alization serve as second dimension. These application areas were derived in [1]
through examination of the purpose AI application. The resulting three cate-
gories comprise analytics models, automation models, and User Interface (UI)
models [1]. The latter two were motivated through the necessity of bridging the
knowledge gap between involved users from different scientific backgrounds (data
science as well as AI users) [1]. A task that can be fulfilled with automation and
intelligent UI.



AI2VIS4BigData Qualitative Evaluation 141

AI Data. The different types of AI data were derived in [1] through deter-
mining input and output data artifacts of each phase in AIGO’s AI System
Lifecycle. This derivation resulted in eight different AI data artifacts that are
necessary to implement AI-based Big Data Analysis and Visualization. Three
of these eight data artifacts can be summarized as being input data: raw data
sources (as already introduced in Bornschlegl’s IVIS4BigData Reference Model
[9]) need to be integrated into the analysis system, system and user activity
data are produced while using the system and are required input for the UI
and automation AI models and label annotation data (user or system-generated
labels that accompany the data) are required for statistical AI models. Two of
these eight data artifacts cover AI output data: AI result and label data comprise
the categorization, classification or decisions AI models produce based on their
input while AI metrics data covers any form of information that indicates how a
model performs in terms of resource consumption, time consumption or quality
of its output. The remaining three data artifacts are model meta information
(data that describes how the models were designed, which data was selected
in order to assure compliance and data privacy in legally sensitive application
domains), model configuration data (meta information to describe statistical AI
models) as well as a knowledge representation (describes the rules, relationships,
and algorithms that are modeling the decision structures of symbolic AI [4]).

AI User Stereotypes. The authors of [1] utilize the AI model maturing process
to distinguish the different skills that are required in the application of AI-based
Big Data Analysis and Visualization. They divide these skill sets into six differ-
ent user stereotypes. These resulting six user stereotypes are visualized in Fig. 4
and comprise one user stereotype for every AIGO’s AI System Lifecycle phase
(model designer, domain expert, model deployment engineer, model operator
[1]). Further user stereotypes are a model governance officer that assures trans-
parency, explainability, legal compliance as well as data privacy and a model
end user stereotype that summarizes the heterogeneous end user group of AI
applications (the users who benefit from the AI model’s result or that consume
its output).

2.4 AI2VIS4BigData Reference Model and Subjective Decisions
in Model Derivation

Following the introduced approach, the authors of [1] arrived with the AI2-
VIS4BigData Reference Model at a framework, that connects the different exist-
ing types of AI models, the multiple manifestations of data involved in AI appli-
cation as well as the various different AI user stereotypes with each other and
links them to the core elements of the underlying reference models IVIS4BigData
as well as AIGO’s AI System Lifecycle. The resulting reference model not only
reveals relationships and interconnections between the different elements but
also illustrates chronological orders and logical sequences (e.g. flow of data and
causal chains between the elements). AI2VIS4BigData offers applications in the
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Fig. 4. AI User stereotypes alongside model lifecycle and maturing process [1]

areas of AI-based Big Data Analysis and Visualization the opportunity to reuse
established concepts and software and targets to prevent developers from over-
seeing important aspects and relationships in early project stages (that can only
be integrated with high effort in later projects stages). The resulting reference
model is visualized in Fig. 5.

To evaluate the AI2VIS4BigData reference model, the methodology in [1]
serves as a good starting point. It can be utilized to identify and outline the
subjective decisions that were taken in the course of AI2VIS4BigData derivation.
Therefore, the following decision groups have to be evaluated:

The first decision group comprises the mapping of the AIGO’s AI Sys-
tem Lifecycle [4] phases to IVIS4BigData’s processing steps: “Data and Model
Design”, “Verification and Validation” as well as “Operation and Monitoring”
were mapped to IVIS4BigData “Analytics” processing step [1]. Since there exists
a matching IVIS4BigData processing step for the “Model Deployment” phase
according to [1], a new deployment layer was introduced.

The second decision group covers the different decisions that were taken
during derivation of the AI model types, AI data and AI user stereotypes (refer
to Sect. 2.3): The decisions to cluster AI model types along side the conducted
AI approach and the AI model application areas, to identify the different AI
data artifacts as well as to differentiate exactly six AI user stereotypes (one per
AI System Lifecycle phase and two universal user stereotypes).
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Fig. 5. AI2VIS4BigData: a reference model for artificial intelligence supporting big
data analysis [1]

The third decision group contains the decisions that were taken during the
mapping of the different artifacts from Sect. 2.3 to the elements of the by then
derived reference model. These decisions comprise the mapping of most of the
AI data artifacts to “Data Management and Curation” layer. Exceptions are the
model configuration data and knowledge representation data (both “Analytics”
layer) as well as the model meta information data (“Interaction and Perception”
layer). Further decisions were the mapping of the AI user stereotypes to the
different reference model elements: While the user stereotypes that were directly
derived from AIGO’s AI System Lifecycle phases were consequently mapped to
the corresponding layer, model governance officer user stereotype was mapped to
“Interaction and Perception” layer and model end user stereotype was mapped
to “Insight and Effectuation” layer.

An evaluation of these three decision groups together with an evaluation
of the reference model’s elements results in an evaluated or falsified reference
model. This evaluation is presented in the following two sections.

3 Expert Round Table

Due to the 2020 coronavirus pandemic, the workshop “Road Mapping Infras-
tructures for Artificial Intelligence Supporting Advanced Visual Big Data Anal-
ysis” [8] took place virtually. It had the objective to bring together researchers
active in the areas of AI-based Big Data Analysis and Visualization to
exchange knowledge about their current research activities and evaluate how the
AI2VIS4BigData reference model can be applied to them in order to achieve a
road map for both, research activities and potential collaborations. This roadmap
can support the acceleration in research activities by means of transforming,
enriching, and deploying AI models and algorithms as well as intelligent advanced
visual user interfaces supporting creation, configuration, management, and usage
of distributed Big Data Analysis.
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Participating in the workshop was open to the public and interested
researchers and practitioners were invited via a “call for paper”2. All applicants
were required to submit a short paper that covered their research and applica-
tions in the area of AI-based Big Data Analysis and Visualization. The submitted
papers were comprehensively reviewed regarding content-relevance (relevance for
the target research areas of AI, Big Data Analysis, and Advanced Visual User
Interfaces where each publication should cover at least two of the three domains)
as well as formal criteria (e.g. language quality). The review was conducted in a
single-blind review process with three reviewers per submission. The reviewers
were members of an international program committee of 14 selected specialists
from 9 different universities in six different European countries. The submis-
sions were rated with three categories: positive (to be accepted), negative (to be
rejected), and neutral. Only submissions that received a positive rating by the
majority of its reviewers were accepted.

Overall, eight submissions were accepted by the program committee: one
submission in the research field of metagenomics [10], four submissions that
covered topics around health care and medical applications, one submission in
the economical application domain of stock market analysis, one submission
introducing visualization methods for AI and one submission that introduces
AI2VIS4BigData reference model [8]. The eight workshop participants were affil-
iated with six different universities in five different European countries.

3.1 Method

The virtual workshop was implemented as a focus event (expert round table) [11]
which was exclusively open to authors of accepted papers as well as the interna-
tional program committee. The focus event was structured in three sessions. In
the first session, the authors introduced their accepted research papers in 15-min
voice-over-powerpoint presentations. The second session was composed of a pre-
sentation of the AI2VIS4BigData reference model followed by a comprehensive
Q&A. The third session comprised the actual reference model validation.

The validation of the AI2VIS4BigData reference model was prepared in
advance by the authors by filling an evaluation template based on their paper.
The template consisted of five pages. In the first three pages, the authors were
required to mark the AI models, AI data and AI user stereotypes that they
rated to be relevant to their research. The fourth page of the template showed
the complete AI2VIS4BigData reference model and the authors were required to
tag the elements their research could be integrated into. The last page was empty
and provided the authors with the possibility to creatively describe their research
infrastructure methodology, pipeline, architecture or use case if AI2VIS4BigData
would exist. Each author presented their own template within the workshop’s
third session before all workshop participants discussed the remarks and findings.

2 https://easychair.org/cfp/AVI2020AIBigData.

https://easychair.org/cfp/AVI2020AIBigData
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3.2 Results

The presentation of the validation templates of every author during the expert
round table workshop revealed that all of the described research within the
accepted papers can be integrated into the AI2VIS4BigData reference model.
Although most of the authors selected only a subset of the reference model’s AI
model types, AI data, and AI user stereotypes to be relevant for their study,
all of the existing artifacts were selected by at least one participant. Beyond
the mere validation of applicability of the reference model, four explicit findings
were mentioned by the authors in the course of the workshop:

1. The reference model shall cover and emphasize the important aspect of data
privacy which is not only because of the GDPR becoming more and more
important.

2. The term “Label Information” is misleading. It shall describe the data arti-
fact of a class or label that accompanies the features during AI model training
and that is often determined through a human user conducting the so called
“labeling”. It can be mixed up with the actual result of the AI model appli-
cation, the “AI Result Data”.

3. The term “User Interactions” is misleading. It shall describe the data artifact
that is generated during using and controlling the Big Data Analysis and
AI system and is fed back for further applications (e.g. as input for an UI
model). It can be mixed up with data from Raw Data Sources which can also
originate from user interactions (e.g. Twitter usage data).

4. The Visualization aspect of the reference model is not significant and could
be emphasized.

4 Workshop Participant Survey

To systematically evaluate every component of AI2VIS4BigData Reference Model
and every decision in its design, all authors of accepted workshop papers were
required to participate in a workshop participant survey. In order to prevent any
bias through listening to the answers of other workshop participants, the authors
were asked to fill out an online questionnaire3 in advance to the workshop. Since
“survey results depend crucially on the questionnaire” [12], the following sub-
section introduces the methodology and the resulting questionnaire.

4.1 Method

The online questionnaire was structured in 7 sections containing overall 56 ques-
tions. The majority of the questions were closed ones with a few open questions to
“add richness to survey results that is difficult, if not impossible, to achieve with
closed questions” [12]. Questions with rating scales used 5 points and thereby
followed best practices [12].

3 https://forms.gle/YZ3bmsuL1MX6pYJJ9.

https://forms.gle/YZ3bmsuL1MX6pYJJ9
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The overall structure of the questionnaire was built to commence with general
questions such as demographics or questions related to the research activities of
the participants. The second section contained questions regarding the underly-
ing IVIS4BigData Reference Model [9] as well as AIGO’s AI System Lifecycle
[4]. These questions were accompanied by a short textual and graphical intro-
duction in case the participant was not familiar with them. The third section
targeted to evaluate the AI2VIS4BigData design decisions and its elements. The
last questionnaire section went beyond the reference model validation in order
to prepare future work such as a reference implementation through asking the
participants about insights regarding their perceived challenges as well as their
utilized technologies.

4.2 Results

The results of the workshop participant survey are presented within this section.
The survey was completed by all seven accepted authors of the workshop. These
authors are scientists with research institutes in Italy (2), Germany (2), Ireland
(1), Sweden (1) and the United Kingdom (1) with self-assessed expertise in AI
(6), Big Data Analysis and visual analytics (3) and Visualization (2) with differ-
ent domain specializations such as genetics, cardiology, and Natural Language
Processing (NLP).

Demographics and Research Area and Activities. The survey partici-
pants hold degrees as M.Sc. (4), PhD (1), and full professors (2). They con-
tributed to between 1 and 3 (4), 16 (1), 60 (1), or 240 publications (1). The
research groups of the participants were either small with 1 to 5 members (4) or
medium-sized with 5 to 10 members (3). The educational levels of these members
comprise non-graduated and graduated students (28.6%), PhD students (100%),
PhDs (85.7%), and professors (42,9%).

The participants describe their target industry sector to be healthcare (2),
education (2), manufacturing, and natural resources (1), finance (1), and agri-
culture & environmental (1). The average participant spends 42.1% of his/her
time with AI, 28.87% with Big Data Analysis, and 29.03% with Visualization.
The time share of each participant is visualized in Fig. 6.

Asked whether seven different application scenarios combining AI, Big Data
Analysis, and Visualization are relevant to their respective research activities,
the participants answered on a 5-point scale from “Strongly Agree” to “Strongly
Disagree” as displayed in Table 1. The result can be summarized as an approval
of the practical relevance of the different application scenarios interconnect-
ing AI, Big Data Analysis, and Visualization since every application scenario
received a positive rating by the majority of the participants. The open question
for further relevant application scenarios was answered with “Emotional Moni-
toring”, “Robotics and Cyber Security”, “Multimodal Communication Sources”,
and “Applying AI to improve interaction with visualization (e.g. anticipate user
click)”.
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Table 1. Relevance assessment for application scenarios in the participant’s research

Application scenario Research relevance assessment

Strongly agree Agree Neutral Disagree Strongly disagree

Applying AI to ease Big Data

exploration (e.g. to

programmatically identify

outliers)

1 5 1 0 0

Applying Visualization to ease

Big Data exploration (e.g. to

visually identify outliers)

2 4 1 0 0

Applying Big Data to design AI

models (e.g. adjust weights of a

neural network)

1 3 2 1 0

Applying Visualization to design

AI models (e.g. visualize

algorithm connections and

information flow)

3 3 1 0 0

Applying AI and Big Data to ease

Visualization and UI

comprehension (e.g. through

intelligent UI that explains and

highlights useful tools)

3 3 0 1 0

Applying AI and Big Data to

automate repetitive user or

system activities (e.g. perform a

normalization step that is always

executed by the user in a certain

setup automatically)

2 4 1 0 0

Applying AI to integrate different

sources of Big Data (e.g. merging

their different formats)

3 4 0 0 0
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Fig. 6. Distribution of Time Spent for the AI, Big Data Analysis, and Visualization



148 T. Reis et al.

IVIS4BigData. AI2VIS4BigData’s foundation Reference Model IVIS4BigData
was assessed through four closed questions that followed a brief description. The
overall applicability of IVIS4BigData to the participants’ research activities was
agreed by 71.4%, declined by 0%, while 28.6% remained unsure. Asked whether
they associate the four processing steps of IVIS4BigData with the research
domain of AI, the participants answered as follows: 57,1% associated “Data
Management & Curation” with AI, 85.7% associated “Analytics” with AI, 71.4%
associated “Interaction & Perception” with AI, and 100% associated “Data Intel-
ligence” with AI. The answers to the question whether they regularly conduct
activities in these four IVIS4BigData processing steps are visualized in Fig. 7.
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Fig. 7. Assessment of regularly conducted activities per IVIS4BigData processing step

The assessment of the time being spent for either Big Data Analysis or Visu-
alization revealed very heterogeneous results yet averaged to 39.3% Big Data
Analysis activities and 60.7% Visualization activities for “Data Management &
Curation”, 57.1% Big Data Analysis activities and 42.9% Visualization activi-
ties for “Analytics”, 39.3% Big Data Analysis activities and 60.7% Visualization
activities for “Interaction & Perception”, and 53.6% Big Data Analysis activities
and 46.4% Visualization activities for “Data Intelligence”.

AIGO’s AI Lifecycle. AI2VIS4BigData’s second underlying reference model,
AIGO’s AI System Lifecycle, was approved to be applicable to the participants’
research activities by 57.1% and rated to maybe be applicable by 42.9%. The
participants associated the lifecycle phases with Big Data Analysis and Visual-
ization as follows: “Data & Model Design” was associated by 42.8% with Visu-
alization and by 100% with Big Data Analysis, “Verification & Validation” was
associated by 42.8% with Visualization and by 100% with Big Data Analysis,
“Model Deployment” was associated by 42.8% with Visualization and by 71.4%
with Big Data Analysis, and “Operation & Monitoring” was associated by 71.4%
with Visualization and by 57.1% with Big Data Analysis. The answers to the
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question whether they regularly conduct activities in these four lifecycle phases
are visualized in Fig. 8.
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Fig. 8. Assessment of regularly conducted activities per AI system lifecycle phase

In order to evaluate the combination of IVIS4BigData Reference Model and
AIGO’s AI System Lifecycle, the participants were asked which IVIS4BigData
processing steps and AI System Lifecycle phases they associate with each other.
The result is visualized in Fig. 9.

AI Models. In order to evaluate whether the AI models that were utilized to
derive the AI2VIS4BigData reference model are relevant to the practical research
activities of the selected experts participating in the workshop, the questionnaire
asked the participants how often they utilize the different AI approaches symbolic
AI and ML or statistical AI in reality. Furthermore, the participants were asked
to rate on a five point scale from “Always” to “Never” how frequently analytics
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models (e.g. to preprocess data), UI models (e.g. to predict UI activities), and
automation models (e.g. to automate repetitive tasks) are used in the course of
their research activities. The answers to both questions are visualized in Fig. 10.

For the purpose of assessing whether the reference model is missing important
AI model types, an open question asked the participants to name further ones.
The participants namend the AI model types “Predictive Models”, “AI models
for signal processing” as well as “interactive AI models for Image classification
and video classification”.

Data. The evaluation of relevant data commenced with asking the participants
for data content formats that are relevant in the course of their research. The
feedback comprised unstructured text like, e.g., ASCII (71.4%), structured text
like, e.g., XML (28.6%), video data (57.1%), audio data (28.6%), biometric data
like, e.g., DNA sequences (57.1%), analog and digital signals like, e.g., sensor
measurements (28.6%) and medical images or scans (14.3%). In order to assess
the practical relevance of AI2VIS4BigData’s data artifacts, the survey partici-
pants were asked multiple questions regarding the relevance of each data artifact
in context of their daily research activities regarding Big Data Analysis, AI, and
Visualization. The rating was conducted on a five point scale from “Strongly
Agree” to “Strongly Disagree”. To make the result more comprehensible, this
rating was translated in the course of questionnaire evaluation to a relevance
score that was calculated as follows: The five point scale was translated to a
value range from +2 to −2 and all values of the seven questionnaire feedback
were summed up. The resulting qualitative evaluation of the data artifacts’ prac-
tical relevance is visualized in Fig. 11.
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A further question targeted to evaluate which of the IVIS4BigData processing
steps “Data Management & Curation”, “Analytics”, “Interaction & Perception”,
and “Data Intelligence” the participants associate with the respective data arti-
facts. Every participant was allowed to assign a single data artifact to no, some
or all processing steps. The resulting association votes are visualized in Fig. 12.
The maximum number of votes per processing step and data artifact is seven (the
number of survey participants) while a single data artifact could theoretically
be associated with 28 association votes (four times seven).
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User Stereotypes. To assess whether the six AI2VIS4BigData user stereotypes
are complete and if they were associated with the right reference model elements,
the questionnaire contained for this purpose overall seven questions structured
into three categories: The first category targets to establish fundamental con-
cepts like, e.g., the target audience. The second category covers the evaluation
of the user stereotypes completeness. This is conducted through assessing the
relevance and application domain association of all AI2VIS4BigData (AI) and
IVIS4BigData user stereotypes (Big Data Analysis and Visualization) as well as
through conducting a user stereotype mapping for all AI activities. The third
category targets to evaluate the association of the identified user stereotypes
within the reference model itself.

To learn more about the survey participants’ development target audience,
the questionnaire contained the question what educational background the users
have that will interact with the outcome, system, or framework of their respective
research activities. According to the survey feedback, the target audience consists
of users with academical background (42.9%), users with technical background
(28.6%), users of all skill-levels (14.3%) as well as “naive” users (14.3%). To find
out whether the activities in the participants’ research could be associated with
clearly distinguishable user stereotypes, the participants were asked to provide
feedback on a three point scale (“Agree”, “Neutral”, “Disagree”) whether they
agree that there are these clearly distinguishable user stereotypes in all com-
binations of two of AI, Big Data Analysis, and Visualization. The existence of
clearly distinguishable user stereotypes was approved by 71.4%, disapproved by
none and neutrally assessed by 28.6% for Big Data Analysis and Visualization,
was approved by 57.1%, disapproved by none and neutrally assessed by 42.9%
for Big Data Analysis and AI, and was approved by 71.4%, disapproved by none
and neutrally assessed by 28.6% for AI and Visualization.

In order to assess the legitimacy of the AI2VIS4BigData user stereotypes, the
survey participants were provided with an complete list of all AI2VIS4BigData
and IVIS4BigData user stereotypes and were asked whether these user stereo-
types are relevant for their practical research. Following the approach presented
in the Data subsection, the rating from “Strongly Agree” to “Strongly Disagree”
was converted into a number from +2 to −2 and summed up to serve as a “Rel-
evance Score”. This score is visualized in Fig. 13 and serves as an indicator for a
user stereotypes’ practical relevance. As a second step, the survey asked its par-
ticipants whether they would associate the respective user stereotype with Big
Data Analysis, AI, or Visualization. The total number of selections per applica-
tion domain is also visualized in Fig. 13 as association score.

Another approach to identify, if there are any user stereotypes missing or
if the defined ones are not clearly distinguishable from each other, is to assess
whether the survey participants can unambiguously map the different activities
that are conducted in the course of AI application to the six different AI user
stereotypes. The result of this assessment is summarized in Table 2. It displays
per AI activity the number of associations of the respective AI user stereotype
(zero if not mentioned, seven associations as maximum per pair).
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Table 2. Number of associations between AI user stereotypes to AI activities

AI activity Associated AI user stereotypes

Model designer Domain expert Model

deploy-

ment

engineer

Model

operator

(MLOps)

Model

gover-

nance

officer

Model

end

user

Algorithm selection 3 3 3 0 1 2

Data selection 2 4 1 1 3 3

Data preprocessing 2 2 0 2 2 2

Algorithm

parametrization

3 3 2 0 0 2

Knowledge and rule

definition (Symbolic

AI)

5 5 3 2 2 2

Workflow definition 3 2 3 1 1 1

Evaluation method

selection

2 5 1 0 1 2

Evaluation method

parametrization

3 2 2 0 0 1

Runtime environment

configuration

2 1 4 1 0 2

Data labeling 2 3 0 2 2 1

Model training 4 1 1 2 1 1

Model testing 1 2 3 1 0 3

AI metrics assessment 4 4 1 1 0 1

Monitoring model

execution

2 1 3 2 1 2

Monitoring model

design

4 2 1 2 3 1

Releasing model 0 1 4 2 2 1

Deploying model 1 1 5 2 1 2

Applying model 1 2 3 2 0 2

Configuring model

execution

2 2 3 2 0 1

The third category of user stereotype evaluation targets to assess the under-
lying mapping decisions of AI2VIS4BigData. For this purpose, two survey ques-
tions addressed the association of the six AI user stereotypes with AIGO’s AI
System Lifecycle phases (Fig. 14) and IVIS4BigData’s processing steps (Fig. 15).

Challenges and Technologies. Relevant challenges in practical research that
need to be addressed by AI2VIS4BigData Reference Model as well as technol-
ogy preferences and choices of the survey participants are valuable insights that
support specifying the theoretical concepts of the Reference Model into a archi-
tecture and enable proof-of-concept implementations. Consequently the survey
contains questions for both categories.

The evaluation of challenges consisted of three questions. Two closed ques-
tions assessed the likeliness and the association AI, Big Data Analysis, and Visu-
alization of nine challenges that were derived from state of the art. The result
of these two questions is visualized in Fig. 16. It contains a “Likeliness Score”
that transfers the five point rating scale from “Extremely Likely” to “Extremely
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Fig. 13. User stereotype evaluation: practical relevance and domain association
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Fig. 15. Associations of IVIS4BigData processing step and AI user stereotypes

Unlikely” into numeric values from +2 to −1 and a “Association Score”, a con-
cept and methodology that was already introduced in user stereotype subsection.
The third question was an open one that asked the survey participants for further
challenges that are relevant to their research activities. The feedback comprises
“lack of sufficient training data”, “data heterogeneity”, and “high dimensional-
ity”.

A prototype reference implementation of the AI2VIS4BigData Reference
Model strongly depends on decisions regarding technologies such as program-
ming languages and architectures. These decisions lead to pronounced capa-
bilities and restrictions for various aspects like, e.g., performance or user-
friendliness. Assessing the taken decisions of multiple experts in AI-based Big
Data Analysis and Visualization can ease implementation design or at least
focus the decision making for it. Consequently, the survey was utilized to ask
the participants what type of platforms and software they utilize in their research
activities. 57.1% of the participants answered to use solely open-source platforms
and software while 42.9% used a combination of open-source as well as commer-
cial platforms and software. All participants that utilized open-source platforms
stated to use Google’s Tensor Flow4 while the participants used various different
commercial platforms with Microsoft’s Azure Machine Learning5 being the most
popular one (57.1%). Further mentioned commercial platforms were Mathworks

4 https://www.tensorflow.org/.
5 https://azure.microsoft.com/en-us/services/machine-learning/.

https://www.tensorflow.org/
https://azure.microsoft.com/en-us/services/machine-learning/
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Fig. 16. Challenge evaluation: practical likeliness and domain association

(MATLAB, Simulink)6, Google AI platform7 with services like, e.g., AutoML,
IBM Watson Studio8 (each 28,6%) as well as Databricks9 (14.3%).

The utilized open-source software for AI comprised MLib (Apache Spark)10

with 42.9% followed by Weka11 with 28.6%. Further AI software with 14.3%
utilization rate each were Mahout (Apache Hadoop)12, Image J13 in combination
with PHP MySQL, Keras14 and python15 libraries such as LIME. The most-
popular software for Big Data Analysis were NoSQL databases (42.9%), Apache
Spark16 (28.6%), Apache Hadoop17, and Apache Kafka18 (both 14.3%). D3.js
was with 42.9% the most-popular open-source software for Visualization followed

6 https://www.mathworks.com/.
7 https://cloud.google.com/ai-platform.
8 https://www.ibm.com/uk-en/cloud/watson-studio.
9 https://databricks.com/.

10 https://spark.apache.org/mllib/.
11 https://www.cs.waikato.ac.nz/ml/weka/.
12 https://mahout.apache.org/.
13 https://imagej.nih.gov/ij/.
14 https://keras.io/.
15 https://www.python.org/.
16 https://spark.apache.org/.
17 https://hadoop.apache.org/.
18 https://kafka.apache.org/.

https://www.mathworks.com/
https://cloud.google.com/ai-platform
https://www.ibm.com/uk-en/cloud/watson-studio
https://databricks.com/
https://spark.apache.org/mllib/
https://www.cs.waikato.ac.nz/ml/weka/
https://mahout.apache.org/
https://imagej.nih.gov/ij/
https://keras.io/
https://www.python.org/
https://spark.apache.org/
https://hadoop.apache.org/
https://kafka.apache.org/
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by Ggplot2 with 28.6%. Further Visualization software with 14.3% utilization
rate each were Plotly19, R20, MATLAB, ImageJ, Java21, C3.js22, and Dart23.

A further question was, where the participants execute their software. While
71.2% execute it on-premise, 28.8% utilize a hybrid combination of on-premise
and cloud execution with AWS24, Azure25, Google Cloud26, oVirt27, and other
virtual machines as cloud services.

Although the survey participants applied multiple programming languages,
all of them utilized python in their research projects. Further popular program-
ming languages were R (57.1%), Java, and SQL (both 42.9%). Other answers
comprised JavaScript 28, MATLAB, PHP29, C++30 (14.3% each).

5 Validation and Limitations

This publication presents two evaluation approaches that were conducted with
the help of participants of an AVI conference workshop in June 2020. One eval-
uation approach, the expert round table (Sect. 3), targeted to validate the appli-
cability of the AI2VIS4BigData Reference Model in the practical research and
work of the workshop participants. A workshop participant survey (Sect. 4), the
second evaluation approach, aimed to investigate whether the subjective deci-
sions that were taken in the course of deriving the reference model, comply
with the experiences of experts in the field of AI-based Big Data Analysis and
Visualization.

Expert Round Table Validation. The conducted expert round table revealed
that the research activities of the workshop participants could either be com-
pletely integrated into AI2VIS4BigData Reference Model or could at least benefit
from applying it to selected activities in their research. This was shown through
both, the presented validation templates that confirmed every reference model
element as well as the contributions and discussions in the workshop itself. Three
of the four explicit findings were addressed through adding an explicit remark
on data privacy to the model governance officer’s focus (1), renaming the intro-
duced label information data from [1] to label annotation data (2), and merging
user interaction data and system activity data from [1] into system/user activity

19 https://plotly.com/.
20 https://www.r-project.org/.
21 https://www.java.com/.
22 https://c3js.org/.
23 https://api.dart.dev.
24 https://aws.amazon.com/.
25 https://azure.microsoft.com/.
26 https://cloud.google.com/.
27 https://www.ovirt.org/.
28 https://www.javascript.com/.
29 https://www.php.net/.
30 https://isocpp.org/.

https://plotly.com/
https://www.r-project.org/
https://www.java.com/
https://c3js.org/
https://api.dart.dev
https://aws.amazon.com/
https://azure.microsoft.com/
https://cloud.google.com/
https://www.ovirt.org/
https://www.javascript.com/
https://www.php.net/
https://isocpp.org/
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data (3). No immediate measure was taken for the fourth finding that will be
closely monitored in future AI2VIS4BigData research.

Workshop Participant Survey Validation. The subjective decisions that
need to be validated are introduced in Sect. 2.4. They are structured into three
decision groups. All three decision groups were covered by several survey ques-
tions.

The first decision group consists of the multiple decisions that were taken
in mapping of the AIGO’s AI System Lifecycle phases to IVIS4BigData’s pro-
cessing steps. Before assessing the mapping itself, the survey revealed that the
majority of the workshop participants who all utilize AI, Big Data Analysis, and
Visualization (refer to Fig. 6) confirm the applicability of both reference mod-
els and regularly conduct activities within the reference model’s processing steps
(refer to Fig. 7) and phases (refer to Fig. 8). The result of the mapping evaluation
itself is visualized in Fig. 9. It shows that most participants map data and model
design phase to the “Data Management & Curation” and “Data Intelligence”
processing steps. This implies the necessity of revision. The mapping of the
verification and validation phase to “Analytics” processing step was clearly vali-
dated (100% approval rate). The mapping of operation and monitoring phase to
“Analytics” processing step was approved as well although a mapping to “Inter-
action & Perception” received the same approval rate (85.7%). The statement
that there exists no exact mapping for the model deployment phase was falsified:
85.7% mapped it to “Analytics” as well as “Interaction & Perception” processing
step. Although the original reasoning was falsified, the AI2VIS4BigData’s model
deployment layer can be kept as a separate layer on top of these two processing
steps to visualize its content-related proximity.

The second decision group covers the decisions that were taken when defin-
ing or selecting the different manifestations of the AI model types, AI user
stereotypes as well as AI data artifacts. The assessment of the conducted AI
approaches in Fig. 10 reveals that ML and statistical AI is very popular among
the survey participants while symbolic AI received a worse practical relevance
rating. Nevertheless, more than half of the participants utilize symbolic AI
always or frequently. Consequently both AI approaches are legit ingredients of
the AI2VIS4BigData Reference Model. The two AI model application areas of
analytics and automation received very high relevance ratings and thus are jus-
tified. Even if the UI models received clearly fewer approval (42.9% utilize them
frequently or sometimes), this relevance rate still legitimizes use of this appli-
cation for deriving an AI model type. Nevertheless the UI models need to be
closely monitored in future research together with the additionally mentioned
AI models types like, e.g., the predictive models. Several data artifacts were
assessed regarding their relevance in the practical research application of the
survey participants. The result is visualized in Fig. 11. The raw data sources
of AI2VIS4BigData were assessed for validation purposes in more detail utiliz-
ing the IVIS4BigData data artifacts raw data, integrated raw data, and ana-
lyzed/structured raw data which this data artifact bundles. The relevance for
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AI of all data artifacts was validated through high relevance scores for almost
all data artifacts. Exceptions are the system activity data (0), user interaction
data (2) and knowledge representation (0). While the former two data artifacts’
low relevance score can be explained by the rather low popularity of UI models
among the workshop participants (as shown earlier), the low relevance score for
the knowledge representation can be explained through the low popularity of
symbolic AI. Nevertheless, no given data artifact received a negative relevance
score which leads to no immediate reference model adaption necessity under the
explained circumstances. In order to identify all relevant AI user stereotypes and
validate the ones that are selected for AI2VIS4BigData, all participants were
asked whether they agreed that there exist clearly distinguished user stereo-
types between all combinations of two out of three of AI, Big Data Analysis,
and Visualization. While the majority of all survey participants agreed with all
three combinations, the user stereotypes of AI and Big Data Analysis received
with 57.1% the lowest approval rating. This implies that there might be several
user stereotypes that are relevant for both application domains. As Fig. 13 shows,
the AI user stereotypes of AI2VIS4BigData were all validated positively with a
relevance score of two or higher and an AI association score of three or higher.
Further candidates for being additional AI user stereotypes can be derived from
having also a relevance score of two or higher and an AI association score of
three or higher. These user stereotypes are expert and the citizen data scientist,
developer as well as manager and director. Assuming that an AI user stereotype
is missing, an AI activity is expected to receive a very low association score (the
survey participants do not find a good match within the existing user stereo-
types). Table 2 provides therefore an indication of the completeness of the six
AI user stereotypes and potential responsibilities for the identified five new user
stereotypes since it displays the various activities for applying AI together with
the association score per AI user stereotype. As a result, all activities received
an association score of three or higher and can thereby be considered to be
validated. An exception is the “Data Preprocessing” activity: The survey partic-
ipants clearly were not able to decide which user stereotype is conducting this
activity (five user stereotypes received an association score of only two).

The third decision group consists of all decisions regarding the mapping of the
previously introduced AI data artifacts and AI user stereotypes to the different
layers of AI2VIS4BigData Reference Model. For this purpose, the survey asked
the participants which IVIS4BigData processing steps they would associate with
what data artifacts. The result is visualized in Fig. 12. It confirms the mapping
of raw data sources and system activity data to “Data Management & Curation”
processing step as well as model configuration and knowledge representation data
to “Analytics” processing step. It also reveals that the survey participants would
rather map the AI result and label data, AI metrics, and label annotation data
to the two processing steps “Analytics” and “Data Intelligence” as well as the
user interaction data to “Interaction & Perception” processing step. The map-
ping of the AI user stereotypes to both, AIGO’s AI System Lifecycle phases as
well as IVIS4BigData’s processing steps is evaluated within the Figs. 14 and 15.



160 T. Reis et al.

The result confirms the mapping of the model designer, domain expert, model
deployment engineer, model operator, and end user stereotypes to their respec-
tive lifecycle phase and processing step as the majority of survey participants
decided to map them accordingly (on par with another phase or processing step
at least). The model governance officer user stereotype’s mapping to “Interaction
& Perception” processing step was also confirmed, yet it contrast to Fig. 4, the
majority of the survey participants mapped this user stereotype to “Operation
& Monitoring” lifecycle phase.

The challenges and technology that have been evaluated in the course of the
survey can’t be utilized to validate the reference model at the moment since
it still is described on an abstract level. Nevertheless, they prepare the further
specification and development focus of the AI2VIS4BigData Reference Model.
Regarding the challenges, they outline that the top five challenges in AI and
Big Data Analysis comprise a shortage of data scientists, a lack of explainabil-
ity and transparency, a lack of accessibility, computing and storage resource
expenses as well as insufficient testing and validation methods (refer to Fig. 16).
The technology evaluation suggests that a future reference implementation of
AI2VIS4BigData shall be based on open-source platforms and software, support
both, on-premise and hybrid deployment scenarios and shall support a variety
of different libraries and programming languages (with python and R being the
most-relevant ones).

Limitations. The generalizability of the results of the two AI2VIS4BigData val-
idation approaches, the expert round table as well as the workshop participant
survey strongly depends on representative demographics of the workshop par-
ticipants. An important limiting factor that needs to be mentioned is therefore
the rather small number of seven participants. Especially, since the participants
have not been selected to maximize representativity but based on qualitative
aspects of their submitted work that was reviewed by an international program
committee. All of the participants have a high educational background (M.Sc. at
least) and are affiliated with European research institutions (geographical bias).
There was no workshop participant that works in a larger research group with
more than 10 members or that focuses on the industry sectors of banking and
securities, communications, media, services, retail, or transportation.

6 Conclusion and Outlook

This paper qualitatively evaluated the AI2VIS4BigData Reference Model with
the support of selected experts that participated in an official satellite workshop
of the AVI2020 conference. For this purpose, two different validation approaches
were applied with an expert round table validation to validate the practical
applicability of the reference model itself and a workshop participant survey to
assess the reference model’s elements and their alignment in more detail.
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This paper briefly introduced the AI2VIS4BigData Reference Model and its
components and revealed the subjective decisions that were taken during its
derivation in [1]. Furthermore, it explains the conducted validation approaches,
their constraints such as the workshop setup as well as their results. These results
are then utilized to carry out the qualitative evaluation itself.

The results of the evaluation revealed that all workshop participants approved
the general applicability of the AI2VIS4BigData Reference Model and confirmed
the majority of the subjective decisions that were taken in the course of its
creation. Nevertheless, this evaluation disclosed that some of its elements or the
alignment of them needs to be assessed and potentially revised in future work.
As an outlook, this future work needs to include the examination the following
validation results:

1. Emphasizing the importance of Visualization for the reference model (e.g.
through additional elements or layers)

2. Revising the mapping of “Data & Model Design” lifecycle phase
3. Monitoring the practical relevance of UI models
4. Assessing the common user stereotypes with Big Data Analysis as AI user

stereotype candidates (e.g. developer or management user stereotypes)
5. Revising the mapping of AI data artifacts based on the participants’ feedback

This examination potentially leads to a revised version of the
AI2VIS4BigData Reference Model and thereby lays the foundation for future
specification activities such as a reference implementation.
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Abstract. COVID-19 data analysis has become a prominent activity in
the last year. The use of different models for predicting the spread of
the disease, while providing very useful insights on the epidemics, are
not inherently designed for interactive analysis, with time for a single
computation ranging in the tens of seconds. In order to overcome this
limitation, this paper proposes three techniques for progressive visualiza-
tion of Susceptible-Infectious-Recovered (SIR) models data, that govern
the trade-off between time and quality of the intermediate results. The
techniques are quantitatively evaluated showing promising results.

Keywords: Progressive visual analytics · Epidemiological models ·
Interactive exploration · Susceptible-Infectious-Recovered Model

1 Introduction

Data analysis of COVID-19 has been a prominent activity since its early detec-
tion, with efforts ranging in various activities, from monitoring the infection cases
during time, analyzing medical properties of the virus, providing risk indicators,
usually split by various countries in the world. Among them, an interesting task
has been the one to predict the evolution of the infection, with proposals rang-
ing from machine learning and artificial intelligence approaches [1], to several
models coming from epidemiology domain. While those models help in control-
ling the evolution of the infection and represent valid instruments in supporting
decision making, they usually ask the right parameterization and customization
in order to provide valuable and reliable results. This parameterization, even for
simple models, requires to explore the results in order to understand their fit to
the problem at hand. At the same time, the results of these models, even when
correctly parameterized, are often used to monitor the predicted trends of the
infection and compare them, or fit them with real data collected from hospitals
and medical centers. However, the computation and rendering time of the mod-
els for monitoring activities usually contrast with the time constraints needed
to support the interactive visual exploration, usually requiring tens of seconds
for a single run. Among the several existing models, this paper focuses on the
c© Springer Nature Switzerland AG 2021
T. Reis et al. (Eds.): AVI-BDA 2020/ITAVIS 2020, LNCS 12585, pp. 163–173, 2021.
https://doi.org/10.1007/978-3-030-68007-7_10
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Susceptible-Infectious-Recovered (SIR) models family. These models exploit the
theory by Kermack and McKendrick [2] to model the spread of a disease in a
population. While these models are quite fast to compute, the fit of their results
with respect to collected data can require time to be produced, and the param-
eterization of the model can require to explore the results of the different runs
produced. In order to allow interactive exploration of the parameterization space
and to support monitoring activities of the models results in real-time this paper
proposes a solution, based on Progressive Visual Analytics discipline [3,4] that
focuses on the progressive visualization of the results of the SIR models. The
contributions are:

– the study of the SIR models, providing an iterative version able to produce
intermediate results from the model with converging quality to exact result;

– a set of three strategies for governing the progressive visualization of the SIR
models results, diminishing the required rendering time by optimizing the
intermediate results to render;

– a quantitative evaluation conducted on the Italian regions data, showing the
benefits of applying the proposed techniques, in terms of better support to
interactive analysis of the results.

The rest of the paper is organized as follows: in Sect. 2 existing proposals are
reviewed, while in Sect. 3 a general description of the SIR model and its variations
is proposed. Section 4 presents the proposed techniques and the implemented
prototype, evaluated then in Sect. 5. Section 6 concludes the paper.

2 Related Work

Several works exist that use visualization techniques applied to COVID-19 data.
Dey et al. [5] proposed an environment to explore data concerning the COVID-19
in order to better understand trends and evolution of the epidemics. Marćılio-jr
et al. [6] proposed a new visual analytic tool that uses k-nearest neighbours of
cities to mimic regions and allows analysis of COVID-19 dissemination based on
the comparison of a city under consideration and its neighbourhood. Differently
from our approach, no prediction models are used in these works, with the main
aims being the visualization of actually collected cases and/or the similarity
among them.

Maciejewski et al. proposed PanViz [7], a visual analytic toolkit for analyz-
ing the effect of decision measures implemented during a simulated pandemic
influenza scenario. However, they do not cope with the problem of computing
results of the models in a time compatible with human interaction, but they
focus specifically on visualization of the effects that decision making (e.g. quar-
antine an area, limit movements) have on the disease spread. The work by Chen
et al. [8] reports an analysis of prediction models applied to COVID-19 that
exploits s SIR model. However, no considerations are made on enabling inter-
active parameterization and response time compatible with interactive visual
analysis, as our work does. Finally, Ramanathan et al. [9] proposed a visual
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analysis environment of the parameterization space for SIR models. However,
they focus on supporting, not in real-time, the parameterization of the models,
while no discussion is present in allowing a real-time rendering of the results
useful for interactive analysis.

Progressive Visual Analytics (PVA in what follows) is a novel discipline that
aims at making interactive the visualization and analysis of problems requiring
long computational time, through the production of intermediate partial results
with a controlled level of quality and converging toward the exact result. As
reported in the review by Angelini et al. [10], it can also be applied to produce
visual results compatible with Human time constants [11] (e.g. an update of the
visualization every 3 s to guarantee the flow of analysis and avoid User atten-
tion disruption) to support the Visual Analytics cycle. While several proposals
exist in the PVA field that apply the discipline to specific domain problems
(e.g. Turkay et al. [12] for credit card transactions analysis) or techniques (e.g.
Pezzotti et al. [13] for progressive t-sne), to the best of authors’ knowledge no
contribution exists that apply PVA to epidemiological models. This paper pro-
poses a solution for both keeping analysis of SIR models interactive and for
allowing an exploration of their parameterization space, exploiting the progres-
sive visualization part of PVA.

3 Epidemiological Models Background

Several compartmental models exist whose purpose is to simplify the mathemati-
cal modelling of the spread of infectious diseases. In an epidemiological model the
population is assigned to compartments; for example, in the simple SIR Model
the population is divided between Susceptible (S), Infectious (I), or Recovered
(R). People may progress between compartments following a flow from S to R
passing from I, formalizing the mathematical model through a system of differ-
ential equations.

This kind of models are very useful to predict things such as how a disease
spreads, or the total number of infected persons, and could be an effective tool to
help public health interventions. The SIR model is one of the simplest compart-
mental models and it can be easily extended by considering more intermediate
states between S and R, and more complex flows between them.

In this work a more complex model is leveraged and it is fine-tuned with
parameters that steer the transitions through the several stages of the model.
The model schema is represented in Fig. 1 in which:

– N: total population
– S(t): number of susceptible individuals at time t
– E(t): number of exposed individuals at time t
– I(t): number of infected individuals at time t
– C(t): number of critical individuals at time t
– R(t): number of recovered individuals at time t
– D(t): number of dead individuals at time t
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Fig. 1. Model schema [14]

– β: expected amount of people an infected infects per day
– δ: proportion of infected recovering per day
– P(I → C): probability of going from infected to critical
– P(C → D): probability of going from critical to dead

The system extracts day by day the transitions of the population from one
stage to another via transfer functions. In particular people in S (Susceptible)
can transit to E (Exposed) with a rate that depends by β parameter, people
from E can transit to I (Infected) with a rate depending on δ parameter, people
from I can transit to C (Critical) with a specific probability (P(I → C), or R
(Recovered) with the complementary probability (1- P(I → C). Once people is
in C, they can arrive in D (Dead) with the specific probability P(C → D) or in
R with probability (1 − P(I → C)).

The parameters of the transfer functions are both the result of a fine-tuning
of the model, starting from examples existing in the literature (for example δ =
1/9), or derived from statistically collected data on real cases.

In order to validate the model results and obtaining more reliable predictions,
usually a curve fitting technique is applied to model outputs, in order to fit the
resulting curves to real collected cases. We fit the model outputs using the deads
curve, since it can be considered of better quality and more representative of real
trends than the infected and the recovered curves, since a more accurate count of
the dead rather than of the sick and consequently of the recovered is supposed to
be done, due to the large number of asymptomatic and the insufficient number
of swabs performed.

It is important to note that curve fitting methods in general do not guarantee
to find a global minimum and that initial guesses for the parameters are crucial
in order to avoid long and/or not converging fitting. The fitting operation is a
long activity that can require tens of seconds to complete. Once the fitting has
been carried out it is possible to generate the model that allows to predict the
behavior of the curves for each single component of the model.
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4 Progressive Visualization Technique

In this section we present the proposed techniques and compare them with the
monolithic case. Further on, the system developed to support the analysis of the
various techniques will be presented.

In the monolithic case, in order to have the curves predicted by the SIR
model the user has to wait a computation time that, for some regions, lasts well
over 20 s; this delay mainly depends on the fitting function and on the number of
iterations needed to fit the real data. We developed a variation in the model fitter
that allows us to obtain the predicted model after every iteration of the fitting
step, allowing to greatly reduce the production of visual results. It additionally
exploits the characteristic that after each fitting step we are able to construct
a complete prediction, even with different quality with respect to the final one.
Three solutions have been designed to reduce the user’s waiting and inactivity
time of the monolithic case:

– naive progressive visualization, in which the prediction curves resulting
from all iterations of the fitting phase are rendered;

– high-variation progressive visualization, in which only curves that have
undergone a significant change with respect to the previous iteration are
rendered;

– smart progressive visualization in which the above mentioned curves are
represented in a second progression that affects the number of visualized
points of the curve with respect to the quality of each intermediate result.

The naive progressive visualization is trivial to implement. It allows
to have the rendering of curves starting from the first iteration without wait-
ing a long time compared to the monolithic case. However, a large number of
curves will be represented to the user, with many of them having a low quality
(representing values too immature to be considered close to the final solution,
considered as the optimal solution). It could be possible even to have sequences
of very similar trends in which the changes between one and the other would be
unnoticeable to the user and therefore unnecessary.

Starting from these considerations, the high-variation progressive visu-
alization has the task of reducing the number of unnecessary renderings from
the user point of view. Root-mean-square error (RMSE) is used to measure the
differences between predicted curves and real curves data (0 if the curves are
equal and increasing values for more different curves). The rendering for itera-
tion i will be executed if the variation between rmsei and rmsei−1 exceeds a
threshold level chosen by the user (adaptive threshold could be considered in a
future work), as shown in Algorithm 1.

A solution like the previous one does not take into account the quality of the
progression, in particular it only renders iterations if there is sufficient variation
in the quality of the fitting with the previous iteration. In this way, the number
of iterations to render will be heavily decreased, keeping intact the quality. How-
ever, low quality curves, particularly at the early stages of the progression, will
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Algorithm 1. high-variation solution pseudo-code
Ci ← curvePredictedIterationi

Ci−1 ← curvePredictedIterationi−1

Ci−2 ← curvePredictedIterationi−2

rmsei ← RMSE(Ci, Ci−1)
rmsei−1 ← RMSE(Ci−1, Ci−2)
variation ← Δrmsei, rmsei−1

if variation > threshold then
renderIterationi

end if

still be visualized. The smart progressive visualization tries to make a step
further, reducing the number of iterations to be rendered to the only ones that
increase the quality of the rendering. It maps the number of instants to represent
a curve to a liner scale of quality that have as extremes the minimum quality
(maximum error, iteration 0) and the maximum theoretical quality (rmse = 0).
The more is the quality of a curve, the more number of instants will be rendered.
If the quality fluctuates between different iterations, the number of points to be
rendered will stay fixed, in order to avoid visual ripples. Algorithm 2 shows in
detail how the solution works.

Algorithm 2. progressive solution pseudo-code
Ci ← curvePredictedIterationi

Ci−1 ← curvePredictedIterationi−1

Cr ← curveRealData
rmsei ← RMSE(Ci, Cr)
rmsei−1 ← RMSE(Ci−1, Cr)
maxError ← RMSE0

variation ← Δrmsei, maxError
if variation > threshold then

renderIterationi

stopProgression
else

if rmsei < rmsei−1 then
renderIterationWithPointProportionalToQuality

end if
end if

The three solutions have been implemented in a prototype environment con-
sisting of a Python back-end part for the SIR model computation and a D3.js
[15] front-end part for the rendering. An overview of the system is shown in Fig. 2
where a linechart with six curves is represented, three continuous colour curves
representing the value over the time for the real death, real infected, and real
recovered data, and three dotted colour curves representing the corresponding
predicted trends. On the top part the user can choose the Italian region on which
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the prediction is performed, the progressive visualization technique to apply and
the corresponding threshold parameters. Three labels shows for each technique
the id of the actual iteration, the total number of fitting iterations for the specific
region and the number of rendered iterations for the selected solution.

Fig. 2. Intermediate rendering for the smart progressive visualization technique, where
only a interval of time instants is represented for the predicted infected curve.

While in Fig. 2 an intermediate rendering for the smart progressive visualiza-
tion technique is represented, in Fig. 3 the sequence of three different renderings
is represented for the Lombardia region. The first and second renders represent
only a sub-part of the predicted infected curve; this means that they are not sta-
ble with respect to the input threshold value (0.3 in this case). The second follows
the first in sequence since its quality is better than the first, so it represents a
bigger time interval for the predicted infected curve. The last one represents the
whole prediction time interval, so it is stable regarding the threshold value and
it is the last rendering of the process, obtained sooner (savings 100 iterations)
with respect to the monolithic case. A video demonstration is available at this
link https://youtu.be/o7IhWtFkRvY.

Fig. 3. Sequence of 3 different stages of the smart progressive visualization technique.

5 Evaluation

In the first part of this section results on the fitting function of the model are
discussed with respect to the dataset of the Italian regions. In the second part

https://youtu.be/o7IhWtFkRvY
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the evaluation of the proposed techniques is discussed considering the time to
compute the different renderings, their quality and the reduction of number of
renderings for each solution. Curve fitting is the process of constructing a curve
or a mathematical function, which has the best correspondence to a series of
assigned points. In the model of this work it performs several iterations using
the least square minimization as fitting method, trying to adjust the numerical
values for the model so that it most closely matches the real data. We first
computed the needed number of function evaluations (nfeval in what follows)
to fitting the model to the real Italian regions data. In Fig. 4a the barchart
represents the nfeval variation for all the Italian regions for a specific day. It
can be seen that there is high variability in the results (considering for example
Bolzano region with less than 100 and Trento with more than 1100 iterations).

Fig. 4. a) The barchart shows the number of function evaluations (nfeval) for each
Italian region; it follows that the distribution is highly variable (comparing Bolzano
and Trento regions for example). (b) Each boxplot represents the nfeval distribution
for each region over time: the distribution is computed measuring the nfeval values for
each fitting function for different time instants with a frequency of 10 days. (c) Root
mean square error between R curve predicted for each fitting iteration and the R real
data for the Liguria region

As second experiment we measured the nfeval variation over time. In partic-
ular the nfeval is measured for different time instants with a frequency of 10 days
(first nfeval computed 10 days after the beginning of the epidemics, the second
after 20 days, and so on). In Fig. 4b, 21 boxplots are represented, one for each
region; each boxplot represents the nfeval distribution for the specific region over
the sampled data; boxplots do not include outliers. The large variation for the
nfeval is not only between regions but depends also from the time instants on
which it is sampled. For a specific region the nfeval can assume a value far from
the median of the distribution (Basilicata region assumes value (5500) so far to
it median (about 700)). It confirms that on average a high number of iterations
must be considered in the monolithic case, resulting in high response times.

To measure the quality of the fitting for each iteration the root mean squared
error (RMSE) between the predicted curves obtained for each fitting iteration
and the corresponding real data are computed. In Fig. 4c the RMSE for the
Liguria region is represented. Similar to other regions, the obtained curve shows
a trend that is mostly monotonic decreasing, indicating that the more iterations
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are computed, the better quality is obtained for the prediction. Additionally, the
trend shows that the optimal result is computed quite fast (iteration 40 out of
140) and that the remaining iterations do not differ sensibly to it. While not a
general property for all the trends, it remains valid on average and can be tuned
for window-based approaches with the right extent of the window.

In what follows, the different techniques proposed to represent the SIR model
are compared. Table 1 shows for each approach the time for the first rendering
and the number of renderings for each approach for a specific case study of the
Lombardia region.

Table 1. First time rendering and number of renderings for all the proposed techniques

Solutions Measures

Time for first rendering Number of rendering

Monolithic 13.075 s 1

Naive 0.091 s 492

High variation (t = 10) 0.632 s 58

Progressive (t = 0.3) 1.631 s 13

Compared to the monolithic case, the naive progressive visualization allows
the user to have a first view right away (0.091 s), without making the user waits
until the end of the process of the monolithic case (13.075 s). The high-variation
progressive visualization reduces the number of rendering of the naive from 492
to 58 (88% improvement). In this case the first rendering is rendered slightly later
(0.632 s compared to 0.091 s), but still in interactive time (less than a second). At
the same time it has a better quality since, with a 36% lower RMSE with respect
to the first rendering of naive solution. The smart progressive visualization fur-
ther reduces the number of renderings to 13 (77% lower than high-variation
solution), with the first rendering computed after 1.631 s, it has a quality of first
rendering marginally better (10%) considering the high-variation solution, but
it represents only a limited interval of prediction. However, after 5 and 10 s ren-
ders, it assumes quality of the rendering of the 57% and 61% better than naive
progressive visualization, while high-variation solution has a comparable quality
(10% worse) for the same intervals. Additionally, smart progressive visualization
presents a smoother unfolding of the curves with much less variations.

6 Conclusions and Future Works

In this paper we explored techniques for allowing a progressive visualization of
the results coming from SIR models, controlling their quality during the pro-
gression and allowing an interactive analysis of their results. The three pro-
posed techniques have been evaluated and shows interactive time rendering and
good quality bounds. These characteristics are useful to allow an exploration of
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parameterization space in real-time and/or the monitoring and what-if analysis
of different mitigation actions for limiting the spread of COVID-19 in terms of
effects on the prediction. Future works includes a more robust evaluation of the
three techniques in terms of the trade-off between time and quality of the result,
the further refinement of the progressive technique to better support a fluid ren-
dering of the curves, and the development of an environment that exploits these
techniques for predictive visual analytics of COVID-19 data.
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A.: Approximated and user steerable TSNE for progressive visual analytics. IEEE
Trans. Visual Comput. Graphics 23(7), 1739–1752 (2017)

http://arxiv.org/abs/2002.07096


Progressive Visualization of Epidemiological Models 173

14. Henri, F.: Infectious disease modelling: fit your model to coronavirus data,
April 2020. https://towardsdatascience.com/infectious-disease-modelling-fit-your-
model-to-coronavirus-data-2568e672dbc7

15. Bostock, M., Ogievetsky, V., Heer, J.: D3 data-driven documents. IEEE Trans.
Visual Comput. Graphics 17(12), 2301–2309 (2011)

https://towardsdatascience.com/infectious-disease-modelling-fit-your-model-to-coronavirus-data-2568e672dbc7
https://towardsdatascience.com/infectious-disease-modelling-fit-your-model-to-coronavirus-data-2568e672dbc7


An Experience on Cooperative Development
of Interactive Visualizations for the Analysis

of Urban Data

Paolo Buono1(B) , Maria Costabile1 , Alessandra Legretto1 ,
and Palmalisa Marra2

1 Università Degli Studi di Bari Aldo Moro, Via Orabona 4, Bari, Italy
{paolo.buono,maria.costabile,alessandra.legretto}@uniba.it

2 Links Management and Technology S.P.A., Via R. Scotellaro 55, Lecce, Italy
palmalisa.marra@linksmt.it

Abstract. Digital technologies and social networks offer several possibilities for
improving the quality of life in Smart Cities. Citizens are willing to contribute
to the efficiency of services that Smart Cities offer by reporting through dif-
ferent channels, such as phone/fax, front office, website, mobile app, sensors,
several problems they observe in the city. This paper contributes to the advance-
ment of the practice of HCI by describing an experience carried out with the
employees of a municipality about the identification and implementation of inter-
active visualizations, in order to support them in the management of urban issues
reported by citizens. The performed experience was inspired by the Cooperative
Method Development (CMD), that emphasizes a strong collaboration between IT
researchers and experts in a work practice, working side by side and being focused
on the practitioners’ problems, in order to identify critical aspects and possible
improvements that lead to the design and development of new software artifacts.
The municipality employees greatly appreciated their active involvement in the
overall CMD process, as well as the improvements on data analysis, thanks to the
developed interactive visualizations that enable them to detect trends, anomalies
and significant facts in the management of urban issues.

Keywords: Practice of Human-Computer interaction · Visual Analytics · Data
analysis · Smart cities

1 Introduction and Motivation

More and more city administrations solicit citizens to provide indications about various
problems occurring in the city. They offer different channels, such as phone/fax, front
office, web-site, mobile app, through which a citizen may report a description of the
type of problem (e.g. “broken or faulty street lights”), its gravity and location, in order to
allow municipality employees to faster solve the problem. Often, in smart cities, sensors
directly provide measures of a monitored aspect; for example, sensors that monitor
weather conditions and pollution are placed in specific locations to provide data about
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the evolution of the observed phenomenon. Citizens themselves can be seen as complex
sensors that contribute with their individual measurements according to their subjective
sensations, current perceptions or personal observations (e.g., see [1–3]).

In recent years the mobile device is becoming the privileged means to report prob-
lems. With a single “button press” by the user, the municipality employees get the photo
of the problem, its precise location, the sender’s contact details, and other data that
become immediately available in the municipality system. The citizen has the satisfac-
tion of contributing to improve the city quality and perceives that there are more chances
that the issue will be solved faster. Thus, citizen participation is a win-win condition for
providing better services in the city.

The authors of this paper are part of the research team that has been working in a
project of a municipality whose overall aim is to implement an effective approach of
citizen participation in order to provide more efficient and satisfactory services to their
citizens. It is a wide project with several specific objectives. The experience described
in this paper focuses on the conception of ideas, design and development of interactive
visualizations to support municipality employees in the critical analysis of urban data.
These activities were carried out based on a strong collaboration with the municipality
stakeholders using a qualitative research approach, including interviews and focus group,
as prescribed by theCooperativeMethodDevelopment (CMD)proposed byDittrich et al.
[4] and used in various research projects with companies, like those in [5, 6]. The active
involvement of the practitioners in the overall CMD process, including the fact that they
could directly evaluate the obtained improvements, was instrumental in emphasizing
the value of the developed interactive visualizations for supporting the analysis of urban
data.

The contribution of this paper is two-fold. First, the presented experience confirms
the value of CMD approach and ethnographically-inspired research that bring in-depth
understanding of the socio-technological realities surrounding a work practice [7, 8], in
order to support designers in creating software artifacts that better shape user experiences.
Second, it provides evidence on the value of information visualization techniques to
support the analysis of big data produced in smart cities. The positive outcomes of this
experience should encourage other researchers to adopt similar approaches for effective
technology transfer.

The paper organization is the following. Section 2 describes the CMD-based app-
roach to create interactive visualizations that support the analysis of urban data. Section 3
briefly illustrates the dataset used in the examples provided in this paper. Section 4
describes some of the implemented interactive visualizations. Section 5 concludes the
paper and highlights future work.

2 Developing Interactive Visualizations According to CMD

CMD requires the cooperation between researchers and practitioners to carry out quali-
tative empirical research, in order to identify critical aspects and possible improvements
in processes and software artifacts related to some activities in a certain work practice,
to implement these improvements and to evaluate them [4].

Originated in fields such as psychology and social sciences, qualitative research
keeps increasing in human-computer interaction and software engineering, since it is an



176 P. Buono et al.

effective way to explore the in-situ practice of interest [9]. Quantitative methods were
often claimed to be better than qualitative ones, since the latter rely on subjective interpre-
tation. Several studies have shown that careful qualitative researchers may analyze data
and present results in ways that ensure the necessary objectivity and soundness. More-
over, qualitative research ismore flexible and gives the possibility to involve practitioners
in the process, enabling researchers to discuss and evaluate with practitioners the possi-
ble improvements of their practices. Understanding the social side of a software project
helps to select and develop methods and tools that better support the addressed work
practice [7]. Practitioners can actively participate in the whole research process address-
ing their problems and discussing them with researchers. Thus, qualitative research is
very appropriate in the cooperation with companies and organizations.

TheCMDapproach “combines qualitative social sciencefieldworkwith the problem-
oriented method, technique and process improvement” [4]. CMD actually proposes an
evolutionary cycle, which consists of three phases that can be repeatedly applied in the
same context:

1 – Understand Practice: qualitative empirical investigation into the problem domain is
performed, in order to understand existing practices and to identify problematic aspects
from the practitioners’ point of view.
2 – Deliberate Improvements: the results of the first phase are used as an input for the
design of possible improvements, e.g., new software artifacts. This is done in cooperation
between researchers and the involved practitioners.
3 – Implement and Observe Improvements: the improvements are implemented, and
researchers observe practitioners performing their activities after the improvements.
The results are evaluated together with the involved practitioners.

In the experience we are describing, phase 1 consisted of several meetings among
researchers and the municipality stakeholders, which also included interviews and focus
groups, during which it came out that the city control staff is very much interested in
the quality of the processes they perform to solve the problems presented by the citizen.
In particular, they want to analyze how much time such processes take, in order to
understand the reasons why solving a certain type of problems might take too long;
addressing such reasons will permit them to reduce the process time, thus providing
a better service to the citizens. Practitioners showed the data visualizations they used,
which are based on very common techniques, such as histograms, bar charts and maps.
These techniques can visualize at most three attributes of the available data. For instance,
a histogram represents the time reference (years) along the x axis and the number of
reports received by citizens on the y axis, showing, for each year, five close bars, each
for one of the five areas in which the city is divided (each area is called “municipio”
in Italian). The researchers pointed out that, due to the multidimensional nature of the
data, more powerful visualizations could be adopted, capable to provide more insights
on the data.

This led to phase 2, where the researchers illustrated some multidimensional visu-
alization techniques that would allow the practitioners to interact with the data in order
to better analyze them. These techniques were proposed by the researchers on the basis
of their academic knowledge, but the discussion about which method should be selected
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and how it should be applied involved the practitioners very much. Many different and
powerful visualization techniques are available in the literature. Annual conferences
on Information Visualization and Visual Analytics keep providing a lot of references.
Several books are also published on these research areas (e.g. [10–12]). The choice of
a proper visualization technique depends very much on the type of data as well as on
the goals of the analysis, i.e. on what the municipality control staff wants to understand
and get from the data. Thus, interviews and focus groups were held in order to discuss
such issues with various municipality stakeholders and different visualizations tech-
niques that could provide significant alternatives were analyzed. Effective visualizations
should indeed, facilitate the interpretation of the data related to the provisioning of urban
services by highlighting trends and significant facts.

As the successive phase 3, the researchers implemented prototypes of these tech-
niques, applied them to some of the available urban data and showed the results to
practitioners. Further informal discussions, interviews, focus groups and tests with the
municipality employees by using the thinking aloud protocol [13] were conducted, in
order to evaluate the developed prototypes.

In order to conduct good investigations, different perspectives should be compared.
Thus, the final proposal was to provide different and powerful visualizations, in order to
allow the municipality experts to perform exploratory visual analyses to amplify their
cognition.

In this paper we present two of such visualizations. Some of the implemented tech-
niques are not novel, they are based on well-known techniques that are here applied to
the dataset of urban data and resulted very effective. This is the case of the Treemap

Fig. 1. The Treemap shows the different types of issues of the five city areas (MUNICIPIO 1,…,
MUNICIPIO 5). The color represents the average time spent to manage and solve issues of the
specific type. The color is darker when the average time increases. (Color figure online)
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shown in Fig. 1, while the other visualization described in Sect. 4 is new, even if inspired
by existing techniques.

3 Dataset

The dataset considered in the examples shown in this paper is composed of 14643
instances of urban issues, each one describing a problem occurring in the city, as reported
by a citizen through a mobile app. Each instance is characterized by the following very
typical attributes of this domain: problem id; title and description (written by the citizen);
type; location; area (municipio) in which the problem occurs; date and time of problem
reporting; date and time in which the process to solve the reported issue ended; note sent
by the municipality employees to the citizen to communicate the end of the process. The
time (in days) spent to process the reported issue is computed as the difference between
the date in which the process ended and the date in which the problem was reported.

4 The Implemented Interactive Visualizations

This section describes three of the interactive visualizations that were conceived,
designed, developed and evaluated in an evolutionary cycle, according to the CMD
described in Sects. 2. Their goal is to improve the activities performed by the munici-
pality employees in the analysis of multidimensional of urban data. The visualizations
were initially created using Tableau 1, then they were developed in Kibana 2 using Vega
and Vega lite 3 plugins.

The first visualization applies the Treemap technique introduced by Ben Schnei-
derman [14]. It is useful to represent hierarchical information. It partitions the display
space into non-overlapping rectangular bounding boxes representing the tree structure
[15]. Treemap makes 100% use of the available display space. This efficient use of
space allows very large hierarchies to be displayed in their entirety and facilitates the
presentation of semantic information. Many applications of this technique have been
proposed in various domains, e.g. stock exchange, public health, insurance. The urban
data considered in this research are modeled as a hierarchy in which the root is the city
and the root children are the five areas in which the city is divided. The children of each
area are the different types of issues. This three-level hierarchy is represented in the
Treemap as shown in Fig. 1. The city is the overall map, divided in five rectangles by
the white lines, each rectangle represents a city area (MUNICIPIO 1, …, MUNICIPIO
5). The size of each rectangle is proportional to the number of reports received by the
corresponding MUNICIPIO; therefore, it is immediately observed that MUNICIPIO 1
and 2, which are the two largest rectangles, contain the highest number of reports. Each
rectangle is divided in further rectangles (its children in the hierarchy), each represents a
type of issue and its size is proportional to the number of reported problems. In each city
area, the type with the highest number of reports is “Strade e Marciapiedi” (Roads and
pavements), followed by “Pulizia spazi pubblici e Spazzamento” (Public spaces clean-
ing), “Segnaletica stradale” (Road signs), and others. The color of a rectangle represents

1 https://www.tableau.com.
2 https://www.elastic.co/kibana
3 https://vega.github.io.

https://www.tableau.com
https://www.elastic.co/kibana
https://vega.github.io
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the average time to solve the problems of that type. The darker the color, the longer the
time spent. For example, by looking at the rectangles labeled “Strade e Marciapiedi” in
MUNICIPIO 1 and in MUNICIPIO 2, it is evident that they present an almost similar
number of problems, but the darker color of the rectangle in MUNICIPIO 2 indicates
that the process of solving the problems takes, on average, a longer time. This was
immediately recognized by the municipality employees as soon as we illustrated how
the Treemap works. They provided a very positive feedback, acknowledging the use-
fulness of Treemap as a tool that shows in a single view the main evidences they were
looking for, i.e. the type of problems processed in longer time, indicated by the darker
rectangles.

Fig. 2. This visualization shows the trend of the different types of reported problems during the
years 2013–2019. The types of problems are listed in the left column “Tipologia”.

Another need of the municipality employees is to analyze how the number of prob-
lems varies over the years. In order to include temporal information, a flow diagram,
shown in Fig. 2, has been implemented. The years from 2013 to 2019 are shown on the
columns, the types of problems are shown on the rows. For each type of problem and
for each year, it is shown a circle whose size is proportional to the number of reported
problems. A band connecting consecutive circles on a row shows the trend over time.
An interesting indication emerging from this visualization is that, since 2017 the number
of reported problems decreases considerably. This is in part due to the better work per-
formed by the city government in the last years. However, the municipality employees
are investigating more deeply on this, in order to better understand the possible causes.

With respect to Fig. 2, the municipality employees want to visualize other attributes,
such as the average time spent to solve problems and the city areas in which the problems
occur. They also prefer a more detailed view over time, i.e. referring to months rather
than years. A new visualization technique has been created to satisfy these requirements.
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5 Conclusions

This paper reports an experience carried out with the employees of a municipality to
identify and implement techniques and tools that might improve the analysis and the
management of urban issues reported by citizens. The experience was based on a quali-
tative research approach, as suggested by the Cooperative Method Development (CMD)
proposed by Dittrich et al. and adopted in several research projects [4]; it confirmed the
value of ethnographically inspired research.

Based on this experience, we strongly encourage other researchers to adopt a similar
approach in order to effectively transfer innovation to the daily practices of various
application domains (see, e.g., the case in [5]). Indeed, this experience is a further
demonstration of the value of CMD, which goes well beyond Human-Centred Design.
It emphasizes a strong collaboration between IT researchers and practitioners, working
side by side and being focused on the practitioners’ problems, not only in the design-
evaluation cycle but even before, i.e. starting from the analysis of the critical aspects of the
procedures adopted in a certain practice and the identification of possible improvements,
from which ideas on the design of new software artifacts come out, which are then
prototyped and evaluated up to the development of the final artifact. The CMD approach
guides the researchers in addressing questions such as: How do practitioners carry out
their daily work? What are the methods they use? What are the improvements we get
by integrating a specific method? In this way, researchers and practitioners can identify,
manage and improve critical aspects of relevant processes in a work practice.

The municipality stakeholders greatly appreciated their active involvement. The par-
ticipatory meetings and focus groups represented a novelty with respect to their usual
involvement in other projects; they realized how much useful information about the
project was provided by the different stakeholders expressing their own point of view.
Another important benefit is that, working very closely with the researcher in the design
of new solutions for their problems, users are more prone to accept these solutions and
use the resulting system with more satisfaction (Fig. 3).

The qualitative empirical investigation, performed during the several meetings of
researchers and other stakeholders in the early stage of the project, was the key of the
success of the overall experience. The performed activities are very close to those of the
Emphaty stage of the Design Thinking model (see, e.g. [16]), which in the last years
has triggered increasing interest among software development organizations, in order
to improve design and innovation processes and to provide better experiences to end
users. Empathy is not only the first one of the five stages of Design Thinking but, in our
opinion, it is the fundamental one because designers get very much in contact with users
while performing user research, and this is instrumental to gain real insights into users’
needs and expectations.

As further contribution, this paper provides more evidence that information visu-
alization techniques are very valuable in supporting the analysis of big data that are
processed in smart cities, in order to provide better services to the citizens. The munici-
pality employees acknowledged the power of the implemented visualizations to highlight
the situations of the different city areas and the different types of problems reported by
citizens. They liked the interactivity of the visualizations, which allow them to see the
data from different perspectives and make sense of the data.
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The collaboration with the municipality employees continues and we are working
together to other visualization techniques, in particular to some that may show data to a
daily level of granularity. However, a more challenging future work is on incorporating
Visual Analytics in this project. Specifically, we are going to use predictive models
that may provide estimations of the required time to solve the different issues. This
estimation is useful for both citizens and municipality employees. The idea is to allow
the decision maker to compare different predictive models and to choose the best one
for the data of interest. To this aim, we are planning to adopt an approach similar to
the one presented in [17]. Further directions are planned for this work. One might be to
adopt advanced interaction techniques to perform cooperative analysis. The approach
proposed in [18] uses spatially-aware cross-devices interaction to exploit the presence
of multiple devices, in order to combine them and create a multi-user interface. Another
direction is to adopt other qualitative methods, borrowed from the software engineering
to apply in the context of visualization [19].

Currently the dashboard is dynamic but has a little personalization. More attention
will be devoted to provide the user with the ability personalize and evolve their own
software environments [20].
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Abstract. Artificial intelligence algorithms – and data that feed them –
are increasingly imbued with agency and impact and are empowered to make
decisions in our lives in a wide variety of domains: from search engines, informa-
tion filtering, political campaigns, health to the prediction of criminal recidivism
or loan repayment. Indeed, algorithms are difficult to understand, and explaining
“how they exercise their power and influence” and how a given input (whether
or not consciously released) is transformed into an output. In the computer sci-
ence field, techniques of explainable artificial intelligence (XAI) have been devel-
oped for disclosing and studying algorithmic models, using data visualization as
visual language to let experts explore their inner workings. However, current
research on machine learning explainability empowers the creators of machine
learning models but is not addressing the needs of people affected by them. This
paper leverages on communication and information design methods (or compe-
tences) to expand the explainable machine learning field of action towards the
general public.

Keywords: Explainable AI · Communication design · Data visualization

1 Introduction

The increasing use of artificial intelligence in people’s everyday life has raised the
need for solutions aimed to reveal the work done by machine learning when transform-
ing a given input into an output, especially when the latter is perceived as wrong or
biased. Indeed, in the social science field, they [1] talked about algorithm drama refer-
ring to the role of algorithms in public life, highlighting the lack of clarity for the public in
regard to how them assert their power and influence [2]. In the computer science field,
they are trying to develop more and more precise XAI techniques for examining and
studying machine learning models at different degrees of sophistication with purposes
that range from improving performance to debugging them. However, the current sta-
tus of the research on machine learning explainability is still empowering the creators
of machine learning models but is not informing the people affected by them [3, 4].
Data visualization and interactive interfaces are even used for teaching naïve users how

The term artifact is intended as a man-made object.
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ML models react to different data inputs [5]. The act of making something understand-
able and informative entails a process that reveals an underlying phenomenon, which is
related both with the ability to visually communicate information and with the aptitude
of end users to interpret the decision taken by the [6] model. Starting from the assump-
tion that there are no standard methods for visually communicating, by the means of
data visualization and diagrams, algorithmic decisions to the affected general audience
[7], both the communication design and the computer science community would benefit
from the introduction of methods for visually communicating algorithmic decisions to
the affected general audience for the design of emerging data experiences.

2 Reaching the General Audience

The aim of information design is to interpret and translate information into analogical
and/or digital artifacts [8]. In 2011, Moere and Purchase [9], talking about the role of
information visualization in design studies, argued that visualization of data with per-
sonal relevance could help non-expert users in reaching reflective insights. Highlighting
data with personal relevance by the means of data visualization does activate users’
critical thinking [8] about the objectivity of machine learning models, pushing them in
reaching reflective insights. Indeed, promoting algorithmic transparency, awareness and
accountability at all levels has become an important challenge in terms of governance.
However, given that the transparency, accountability and explainability of AI towards
the lay public is considered problematic [10], it’s important to take into account that the
level of details proposed to users must be calibrated according to their ability and attitude
to understand. Even looking at purely computer-based researches, the complexity of the
desired explanation changes depending on the end user and the purpose of the applica-
tion: the message can be communicated using metaphorical narratives for reducing the
complexity of the vocabulary [11, 12], as well as explanations can be generated through
different types of media, such as visualization and verbalization [13].

In the information design field, it is not uncommon to find projects that try to explain
the mechanisms of AI algorithms and, as mentioned before, the ways in which the
message is built and communicated are various: the explanation is never unto itself , but
is always included and inferable from the demonstration of how the algorithm produces
a certain output. Thus, the role of the communication designer is understood as that
of the translator, who operates a continuous process of mediation between the starting
and finishing system [8], employing a combination of media and languages suitable for
understanding. Data visualizations, diagrams, illustration, animations, videos, games,
performances are the tools that in communication design could be combined to bring the
general user closer to the understanding of the algorithmic model, to understand why a
decision has been taken and to act critically in the society.

2.1 Critical Reflection Artifacts

This position paper wants to list which criteria should be considered when the commu-
nication designer produces an artifact with the intention of making AI algorithms more
transparent and understandable by a general user.
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• Language: the visual and verbal language employed, depending on the combination
of media used to visually represent an explanation.

• Approach: the approach used for presenting the artifact.
• Aim: the type of effect that the artifact must have on the user.

From those criteria emerges that, when it comes to communication and information
design, using the term explanation is limiting for addressing the general public. Thus,
the communication and information designer plays an essential role in interpreting and
translating information by reformulating and transmuting contents from one shape to
another. Digital artifacts designed to explain why (and how) an AI system produces a
certain output can be generally intended as critical reflection artifacts [14]. Narrowing
down, the aforementioned critical reflection artifacts can be organized according to the
above criteria (Language, Approach, Aim) in the following six groups. See Fig. 1.

Fig. 1. A synthetic and visual showcase of the critical reflection artifacts. Black lines summarie
the black/opaque model while the blue ones highlight the different approaches used to design
critical reflection artifacts.

– Dissection Atlases

Language: data visualization, diagrams with annotations, lines of code. Approach: those
artifacts open and dissect the “black box”, focusing on visually representing the process
in which data input and output.Aim: the overall view is that of a complex but usable set of
content, with the aim of providing an atlas that requires a slow reading for understanding
the process [15, 16].

– Friction Activators

Language: real-time videos, snapshots without extensive descriptions. Approach: those
artifacts show the effect that AI has on real life as a visual filter. Aim: those types of
artifacts push the user to slow down and to think. The absence of extensive descriptions
leaves users free to reflect and find connections between AI and reality [17, 18].

– Collective Games

Language: interactive digital games, diagrams and text. Approach: the functioning of the
algorithm(s) is discernible from the game mechanisms and is partially unveiled at the
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end using diagrams and illustrations. Aim: after a seemingly playful experience, users
come to an explanation section showcasing the actions performed by the user and how
AI has interpreted them [19, 20].

– Exposure Devices

Language: static or interactive visualizations. Approach: those types of communication
artifacts showcase and visualize contents generated by artificial intelligence as they are,
translating them in diagrams and abstract visual models. Aim: users can see the history
of generated contents, filter and analyze them to understand the relation between their
profile, choices and contents provided by an AI system [21, 22].

– Action Triggers

Language: videos (documentary-films, trailers, Instagram stories), annotations, data
visualization and illustrations. Approach: those type of artifacts can also be understood
as campaigns of social activism. Video documentaries and animated graphics tell per-
sonal stories of users and explain limitations and overuses of the technology. Aim: those
type of artifacts directly pushes users to act critically in society as form of activism [23].

– Annotated Experiments

Language: pre-recorded input/output videos, diagrams and interactive visualization
explaining technical details, explanatory text. Approach: the shape of these artifacts
appears like a logbook/tutorial during the application of one or more algorithmic mod-
els. Aim: those artifacts give users the hands-on knowledge for reproducing the same
experiments [24].

3 Discussion

This paper argues for adopting information visualization and communication design
strategies when dealing with AI explanations addressed to a general audience. By map-
ping three criteria it is possible to expand the definition of “explanation” that becomes
a critical reflection artifact. The combination of different media and languages, com-
bined with data visualization, could help non-expert users in reaching reflective insights,
enhancing the informative and critical role of the use of visualization. This research is
onerous and challenging, andmuch interdisciplinarywork can still be done to understand
the level of complexity that artifacts must have.
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Abstract. This paper summarizes some works performed in Informa-
tion Visualization and Visual Analytics in the last two decades at the
IVU Lab (Interaction, Visualization and Usability and UX Laboratory)
of the University of Bari Aldo Moro. This Lab has a long tradition in
HCI. At the IVU Lab, Paolo Buono is the coordinator of the Informa-
tion Visualization and Visual Analytics activities and he (co)authored
the publications that resulted from the research on this topic.
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1 Introduction

The work performed at IVU Lab on Information Visualization (InfoVis) and
Visual Analytics (VA) is mainly motivated by the increasing need, in many
fields, of tools that help people to make rapid and effective decisions. Present-
ing data through proper visualizations has a great potential of improving their
understandability, as well as their analysis, but requires a lot of work when data
amount is huge (Big Data) and/or change dynamically. In the following, some
of the works performed at IVU Lab are briefly reported. Figure 1 shows some of
the visualization techniques that were developed.

“Visual analytics combines automated analysis techniques with interactive
visualizations for an effective understanding, reasoning and decision making on
the basis of very large and complex data sets” [18]. The main focus at IVU Lab
is on the human side of the data analysis. Effective interactive visualizations
enhance the innate human ability to visually perceive patterns and trends to
effectively understand, reason and make decisions. The techniques and tools we
develop aim at enabling effective data navigation and interpretation, preserving
user control, thus enabling users to discover interesting or unusual patterns,
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Fig. 1. Visualizations techniques developed at IVU Lab.

even without the need to know in advance what kind of phenomena should be
observed.

2 Visual Analytics

VA often involves Data Mining (DM) methods to process data in order to reduce
the complexity and size of big data before presenting them to the user. A chal-
lenge faced at IVU Lab has been the visualization of the results of DM meth-
ods, such as Association Rules and Clustering. In most cases, DM methods
produce thousands Association Rules that the user must analyze. We pro-
vided a visual strategy that exploits a combination of graph-based and parallel
coordinates techniques to visually present the results of association rule mining
algorithms [3]. Data miners get an overview of the rule set they are interact-
ing with and can deeper investigate inside a specific set of rules. The developed
tools were embedded in a framework for data analysis, called DAE [8], which
was developed within the scope of the FairsNet EU Project. Some DM methods
produce Multilevel Association Rules that introduce further complexity, related
to the level of abstraction of the rules. A solution that allows the navigation
across two dimensions: a) the abstraction levels and b) rule granularity levels
were presented in [2]. An association rule can be visually encoded as antecedent
and consequent, each of them is a node composed of a set of atomic values,
the relation between such nodes can be represented as graphs, so the visualiza-
tion is based on the classic node-link approach, while other graph visualization
techniques are proposed in the literature. At IVU Lab, in collaboration with
foreign colleagues, in particular J.-D. Fekete and C. Plaisant, we are investigat-
ing on novel approaches for visualizing dynamic hypergraphs, which pose
very challenging issues, such as the visualization of network topology changes
over time, providing techniques and tools to enable users to detect patterns and
inconsistencies [20]. This research has been appreciated by the community. In
particular, two further papers report how to visualize dynamic hypergraphs,
using the PAOHVis technique, in an ordered, clean and understandable way,
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that avoids intersections and allow to see the topology evolution over time [21].
The Digital Humanities users we interacted with, during the development of the
PAOHVis technique needed to label data and reorganize them, possibly in clus-
ters. We then realized an enhancement of the PAOHVis tool that allows users to
cluster data according to a mixed-initiative approach, where, in accordance with
the VA strategy, the human and the machine are interleaved in the analysis. The
approach is called PK-Clustering and visualizes all clustering algorithm results
on the screen, by allowing the user to select which algorithm best fit the data at
hand [19].

Other significant activities have been performed with environment experts
to identify interactive visual tools suitable for their purposes [9]. We exploited
KNIME to visually model the process and transform the data in the format
they need. In the context of air quality monitoring, we developed a system that
allows decision makers to monitor the state of air quality [1]. Recently, an
ongoing work is proposing a novel user interface to analyze pollution data by
first applying clustering algorithm, then visualizing data and clustering results
on a geographic map using different visualization techniques.

A study addressing big data has been made, by analyzing one year of high-
way traffic data, characterized by an elevated number of vehicles traveling on
the highway and the temporal aspect [12]. Moreover, we started a collaboration
with a company (Links SpA) and Enrico Bertini (New York University) in the
Predictive Visual Analytics field. We developed an interactive visual tool
that allows for an easy comparison of multiple prediction models, in order to
select the one that best fit the data under investigation [16]. With the com-
pany, we aim to transfer knowledge to Public Administration (PA) employees,
to allow them choosing adequate visualization tools, in order to rapidly perform
complex analyses. Related to this, we also focused on supporting the work of PA
evaluators when performing usability tests to evaluate websites [7].

3 Time Series

The work on Time Series started at the Human-Computer Interaction Lab
(HCIL) of the University of Maryland, coordinated by Ben Shneiderman. A
first paper that reviews the state of the art on time series visualization,
focuses on techniques that enable users to visually and interactively query time
series [6]. The developed tool, TimeSearcher, allows people to explore multidi-
mensional data using synchronized tables and graphs; it includes mechanisms
to get overviews of data as well as details, to filter in order to reduce the
scope of the search, to select patterns and find similar occurrences, etc. Search
algorithms allows for easy comparison. Since time series, often describe a phe-
nomenon, which can be repetitive and can, thus, be predicted, an obvious exten-
sion of TimeSearcher is towards predictions. Therefore, a subsequent work on
time series was performed to define a data driven forecasting method and an
interface called Similarity-Based Forecasting (SBF) that displays graphically, as
a river plot, statistical information about the SBF subset [13]. A forecasting pre-
view interface allows users to interactively explore alternative pattern matching
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parameters and see multiple forecasts simultaneously. Time series are typically
visualized as line chart and linear timeline. But there are alternatives that in
some case can be more effective. We proposed a novel circular visualization
technique to analyze domestic energy consumption [4]. This technique was also
used in different domains, for example when quantifying self (see [17]) is rele-
vant [5], and also to support awareness in distributed teams by exploiting
collaborative traces of team members [10]. The circular visualization has several
advantages: in particular, in the latter case, it makes easy to identify the time
zones where different people work.

4 Other Topics and Research Directions

IVU members developed a visual technique and a tool for video summarization
to analyze long videos and identify interesting scenes. Compared to the liter-
ature, the analysis mainly relies on humans’ interaction, since the tool allows
users to quickly perform complex queries by simply selecting relevant parts of a
video through point&click [11,14]. A similar approach has been adopted also to
extract video sequences in surgery videos [11]. A study that falls in cybersecurity
visualization was conducted to understand how to visualize possible threats in
android mobile apps [15]. Mobile applications are now widely distributed, they
can be a source of a wealth of data revealing many personal data of their owner.
Cybersecurity visualization is one of emerging areas where it is worth spending
efforts to make more comprehensible and robust systems. Other directions could
be towards the visualization of evolution of relationships among people, which
has been recently found very relevant since the COVID disease has appeared.
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Abstract. This paper describes the research activity on financial crime
detection developed by the computer engineering group at the University
of Perugia. The presented research aims at designing and experimenting
advanced visual interfaces to support financial crime detection, with a
focus on tax evasion discovery. The activity of the group on this topic,
which has been ongoing for ten years now, involves institutional and
industrial collaborations and already led to system prototypes in use at
different institutions. The scientific relevance of the research is witnessed
by several publications in top-tier international journals and conferences.

1 Research Context and Motivation

Financial crimes represent a major problem of many governments and are often
related to organized crimes like terrorism and narcotics trafficking. Tax noncom-
pliance and money laundering are among the most common types of financial
crimes. They are based on relevant volumes of financial transactions to conceal
the identity, the source, or the destination of illegally gained money. For instance,
the estimated amount of money laundered globally in one year is 2 trillion in
current US dollars [16]. The major challenge for tax administrations and finan-
cial intelligence units (the main financial subjects fighting against such crimes)
is to deal with the volume and the complexity of the collected data.

In particular, tax noncompliance is a financial crime that represents a serious
economic problem for many countries. It consists of a range of activities, such as
tax evasion and tax avoidance, that undermine the government’s tax system. As
a consequence, a fundamental goal is to reduce the so-called tax gap, that is, the
difference between the tax amount that should be collected and the actually col-
lected amount. For example, in Europe, the estimated VAT (Value Added Tax)
gap for the year 2016 amounted to 147 billion Euros [2]. Among the European
countries, Italy has a severe tax gap, which is estimated at over 97 billion Euros
per year in the period 2013–2015 [12]. To deal with this phenomenon, many tax
administrations are experimenting novel solutions that exploit advanced data
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Fig. 1. A snapshot of the VisFAN system, originally published in [10].

analytics techniques [13–15]. In particular, the Italian Revenue Agency (Agen-
zia delle Entrate) has put in place various strategies to reduce the tax gap. A key
one is building an effective law enforcement policy based on an accurate assess-
ment of the so-called tax risk of the taxpayers. The main purpose of the tax risk
assessment is to identify those taxpayers who are more likely to be involved in
relevant tax evasion activities, which will subject to fiscal audits.

In this scenario, investigation and assessment activities can strongly benefit
from network-based analysis, where financial operators are seen as actors that
relate to each other within an interdependent system. The importance of ana-
lyzing economic transactions over a network of subjects rather than focusing on
individual entities has been recently emphasized in [3]. Moreoever, it is widely
accepted that the exploration of such networks in order to discover criminal pat-
terns strongly benefits from a strict integration of social network analysis and
visualization tools (see, e.g., [8,17,18]). Our goal is to exploit network visual-
ization methods and visual analytics tools in order to design advanced systems
that support the analyst in complex investigation scenarios.

2 Main Research Activities

Visual Analysis of Financial Activity Networks. About ten years ago, our
research group started a collaboration with the Financial Intelligence Agency
(AIF) of the San Marino Republic. The result of this collaboration has been the
design of a system, called VisFAN, for the visual analysis of financial activity
networks; see Fig. 1 for a snapshot of the system interface. The system allows
either the analysis of data within the same financial institution (bank, money
service businesses, insurance agency, etc.) or the analysis of suspicious trans-
action data collected by FIUs from different financial subjects. To this aim,
VisFAN adopts different models to deal with the different types and sizes of the
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networked data sets managed in these two scenarios. On the other hand, unified
algorithms and interaction paradigms are provided for fundamental analysis fea-
tures, such as clustering, automatic graph drawing and centrality indexes. After
the development of a first prototype, the system has been further engineered
and become a commercial product. It is currently adopted by AIF, which gave
us positive feedback about its usefulness.

We refer the interested reader to the related publications for a more complete
description of our research [4,9–11].

Visual Analytics for Tax Risk Assessment. A more recent key collaboration with
the Italian Revenue Agency (IRV) allowed us to further develop our research in
the field of financial crime detection, with a focus on tax evasion discovery. In
cooperation with IRV, we developed a new system called TaxNet. It supports
the work of tax officers through a set of functions that combine a powerful visual
language with network visualization techniques. The system models the data as a
unified network, whose nodes represent taxpayers and whose edges are different
types of economic and social relationships between them. The user can visu-
ally define classes of suspicious patterns, based both on topological properties
and on node/edge attributes. TaxNet exploits effective graph pattern match-
ing techniques to efficiently extract subgraphs that correspond to one or more
suspicious patterns, it provides facilities to conveniently merge the results, and
it implements new ad-hoc centrality indexes to rank taxpayers based on their
fiscal risk. The system also offers visual tools to interact with those subgraphs
that match a desired pattern, so to get more details or to filter out less relevant
information. To efficiently execute graph pattern matching routines on large net-
works, data are conveniently stored in a graph database instead of a traditional
relational database. After the positive results of preliminary experiments con-
ducted on a restricted set of real data, IRV is engineering and scaling the system
to work on larger datasets. The experimental data suggest that using TaxNet
can reduce the time needed to execute fundamental analysis tasks, it can facili-
tate the retrieval of suspicious patterns, and it can increase the reliability of the
results.

As a follow-up of the aforementioned research activity, we worked on two
main directions: extending our model to temporal networks with dynamic
attributes and extending our analytics tools to better support the decision mak-
ing process. Concerning the second direction, we designed a novel approach,
called MALDIVE (MAtch, Learn, DIffuse, and VisualizE), that combines differ-
ent data mining and data analytics methods, such as graph pattern matching,
social network analysis, machine learning, information diffusion, and network
visualization. The main goal of such new approach is to keep under control the
decision-making process of the public administration. It allows public officers to
better analyze and validate the results provided by automatic classification tech-
niques. The approach is based on the conceptual pipeline shown in Fig. 2, which
can be summarized as follows. We first construct a social network where taxpay-
ers are interconnected by various types of relationships and we define suspicious
graph patterns that represent risky schemes on this network. Such patterns are
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Fig. 2. A high-level scheme of the MALDIVE approach for the tax risk assessment of
taxpayers, originally published in [6]. It follows a pipeline that combines various data
mining and analytics methods in order to support a human decision-maker.

stored in a pattern library and matched in the social network in order to retrieve
risky subjects. Based on this social network and on the matched results, we com-
pute both classical social network analysis (SNA) indexes and domain-specific
indexes to highlight the most relevant actors. Next, we make use of a tax risk
forecasting model in which machine learning algorithms are trained not only on
standard business features of the taxpayers but also considering their social net-
work indexes computed in the previous phase. The forecasting model is trained
on the basis of the outcome of previous fiscal audits and it turns out to be quite
effective on identifying the most risky taxpayers. We then apply an information
diffusion method to propagate the fiscal risk in the taxpayer social network. The
diffusion process is based on a stochastic model that simulates the spread of an
information over an underlying network. In the last phase, the social network,
suitably enriched with the fiscal risk scores computed in the previous steps, is
the input of a network visualization interface. The purpose of this last phase is to
support the analyst in validating the fiscal risk scores assigned by the previous
phases. Thanks to a visual exploration of the social network, the analyst can
better assess the real risk profile of taxpayers, thus carrying out a more effective
selection of tax audits.

We refer the interested reader to the related publications for a more complete
description of our research [1,5–7].

3 Future Research Directions

Some of the future activities that we plan to conduct in order to further develop
our research on network visualization and visual analytics for financial crime
detection are: (i) Establishing new collaborations with institutions and industries
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at both national and international level, so to expand the scope of our systems;
(ii) Designing new visualization models and interaction paradigms that best fit
the investigation process scenario; (iii) Implementing new tools for extracting
and processing data from diverse sources (e.g., the dark web).
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