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Preface

This book dwells with cyber-physical systems’ progress and proposes ideas and
finding around digital tools and technologies and their application. In this book, the
authors confirm the scientific, practical, andmethodological approaches to the digital
technologies application in cyber-physical systems, including digital twins, computer
linguistics and computer vision paradigms, implementations of IoT, and solutions
for cybersecurity. The authors both analyzed and improved existing approaches to
solving problems and demonstrated new ways by showing their perspective view
on the subject matter. Implemented breakthrough systems, models, programs, and
methods that could be used in real processes to predict and lead cyber-physical
systems functions, states, and evolution.

There are five original chapters in the book grouped into five parts. Part “Cyber-
Physical Systems and Digital Twins” presents brand new ideas of digitization of
processes and manufactures via digital twins’ ideas. The next part “IoT for Cyber-
Physical Systems” includes results for enhancing approaches of communication and
information transferring between cyber-physical systems connected with the Internet
of things platforms. A chapter “Computer Linguistic for Cyber-Physical Systems”
presents findings in the handling of semi-formalized information via artificial intelli-
gence and machine learning approaches. A part “Intelligent Cybersecurity” contains
chapters covering the very important issue of secure data collecting and transfer-
ring inside and outside of a system of systems. The last part “Computer Vision for
Cyber-Physical Systems” shows how computer vision approaches and systems help
to improve digital technologies and increase their efficiency during implementation
and application.

The additional benefits of the book that authors determine key foreseen challenges
and the main features of complex processes. The implementations of the developed
prototypes, including testing in real industries, which have collected and analyzed
big data and proved their effectiveness, are presented.

The book is for researchers and practitioners who are interested in digital
technologies development and their applications for increasing efficiency.

Edition of the book is dedicated to the 130th Anniversary of Kazan National
Research Technological University and 35th Anniversary of Computer-Aided
Department at Volgograd State Technical University. Also, it is technically supported

v
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by the Project Laboratory of Cyber-Physical Systems of Volgograd State Technical
University.

The book was prepared with the financial support of the Russian Foundation for Basic Research,
project No. 20-08-20032.

Volgograd, Russia
St. Petersburg, Russia
Volgograd, Russia
January 2021

Alla G. Kravets
Alexander A. Bolshakov
Maxim V. Shcherbakov
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A Generalized Stacking
for Implementing Ensembles of Gradient
Boosting Machines

Andrei V. Konstantinov and Lev V. Utkin

Abstract The gradient boosting machine is one of the powerful tools for solving
regression problems. In order to cope with its shortcomings, an approach for
constructing ensembles of gradient boosting models is proposed. The main idea
behind the approach is to use the stacking algorithm in order to learn a second-level
meta-model which can be regarded as a model for implementing various ensembles
of gradient boosting models. First, the linear regression of the gradient boosting
models is considered as the simplest realization of the meta-model under the condi-
tion that the linear model is differentiable with respect to its coefficients (weights).
Then it is shown that the proposed approach can be simply extended on arbitrary
differentiable combination models, for example, on neural networks that are differ-
entiable and can implement arbitrary functions of gradient boosting models. Various
numerical examples illustrate the proposed approach.

Keywords Regression · Gradient boosting · Stacking · Ensemble · Neural
network · Machine learning

1 Introduction

One of the ways to enhance the machine learning models and to produce improved
results is to apply ensemble-based techniques which are based on combining a set of
the so-called base or weak models (classifiers, regressors) [18, 21, 24, 25, 34]. All
approaches to combiningmodels can be conditionally divided into threemain groups:
bagging, stacking, and boosting. The first group consists of bagging methods [5],
which are based on using bootstrapped samples. One of themostwell-known bagging
models is the random forest [7] using a large number of randomly built classification
or regression decision treeswhose predictions are combined to get the overall random
forest prediction. Random forests often use the combination of the bagging and the
random subspace method [16] for building trees. In contrast to bagging methods,
the boosting assigns weights to elements of a training set in accordance with special
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rules.One of the first efficient boosting algorithms isAdaBoost [13].Amongboosting
methods, we have to highlight the gradient boosting machines (GBMs) [14, 15]. In
accordance with these methods, the training of each base model depends on models
that have already been trained. The interpretation of GBMs in terms of regression
is the following. By using the first guess as a prediction, the residuals are computed
as differences between guessed predictions and target variables. These residuals are
used instead of target variables to build the next basemodel, for example, a regression
tree which is used in turn to predict new residuals. The boosting regression model is
constructed by means of iterative computing the sum of all previous regression trees
and updating residuals to reflect changes in the boosting regression model. In other
words, a set of regression trees is computed in the GBM such that each successive
tree predicts the residuals of the preceding trees given an arbitrary differentiable loss
function [25]. The gradient boosting has a lot of modifications. One of the most
popular modifications is the XGBoost [8] which is much faster than other models.
An efficient gradient boosting method is CatBoost [9].

Another interesting ensemble-based technique is stacking [6, 31]. This technique
is used to combine different base models by means of a meta-learner that takes into
account which base model are reliable and which are not. One of the combination
stacking models is when outputs of the base models are used as training data for the
meta-learner to approximate the same target function. A detailed review of stacking
algorithms can be found in [26].

It should be noted that the above division of the ensemble-based approaches is
rather rough because there are models that do not belong to these groups. Moreover,
there are a lot ofmodels that can be viewed as a combination of the above approaches,
for example, the deep forest or gcForest which was proposed by Zhou and Feng [35].
Due to many outperforming properties of the deep forest and due to its architecture
which is similar to the multi-layer architecture of neural networks (NNs), several
modifications of the deep forest have been developed, for example [28, 29]. We have
to point out also a very interesting combination of ideas of the gradient boosting
and the deep forest, which is called the multi-layered gradient boosting decision
tree forest [11]. It learns hierarchical distributed representations by stacking several
layers of regression gradient boosting decision trees as its building blocks.

A lot of surveys have been published due to the remarkable properties of ensemble-
based models [10, 12, 17, 18, 21–23, 32, 33]. Most ensemble-based models are
thoroughly studied in Zhou’s book [34].

By returning to the GBMs, it should be pointed out that there are some shortcom-
ings of the technique, which are explicitly described by Natekin and Knoll [19]. One
of the important shortcomings is that there is currently no a fast and efficient model
and the corresponding implementation of the smooth continuous base learner that
captures interactions between variableswhichmay play a crucial role in the particular
predictive model design. Moreover, the GBM can be regarded as a linear combina-
tion of base models with some weights, and errors of the base models are correlated
for some examples of the training set such that the GBM overfits. In order to over-
come this shortcoming,we propose to extend the standardGBMtowards constructing
ensembles of the models, i.e., ensembles of ensembles, to reduce the impact of errors
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caused by overfitting. The ensemble is organized by using the generalized stacking
algorithm where inputs of the meta-model are predictions of the ensemble of GBMs,
and the meta-model can be implemented as any differentiable machine learning
model, i.e., the ensemble of ensembles of GBMs is constructed by using arbitrary
differentiable models, for example, NNs. Moreover, the proposed approach allows
us to reduce the number of tuning parameters, that is many parameters become to be
trainable. It is important to note that the idea of a combination of NNs and GBMs has
been considered in the literature. In particular, Bilal [4] proposed the so-called deep
gradient boosting where the GBM was incorporated into the NN backpropagation
algorithm at every layer of the NN for updating the NN weights. Another combina-
tion of the GBM and the NN was proposed by Badirli et al. [1] where the authors
use shallow NNs as base learners in the GBM. The same combination of the NN
and XGBoost was proposed by Weldegebriel et al. [30]. Ideas of the NN and GBM
combination have been also studied by other authors, for example [2, 20]. However,
our approach differs from the available ones. We apply the NN as a possible tool for
implementing the stacking algorithm and the second-level ensemble of GBMs.

The peculiarities of the proposed approach open a door to develop a large class
of efficient ensembles of regression gradient boosting models. Various numerical
examples illustrate the efficiency of the proposed ensembles of GBMs.

The chapter is organized as follows. Sections 2 and 3 provide descriptions of the
standard regression problem statement and the GBM. An idea of using the stacking
algorithm for implementing the linear combination of GBMs is considered in Sect. 4.
An extension of the linear combination of GBMs towards the generalization of the
proposed approach is given inSect. 5.Numerical exampleswith real data are provided
in Sect. 6. Concluding remarks can be found in Sect. 7.

2 Regression Problem Statement

Let us formally state the standard regression problem. Given N training data (exam-
ples, instances, patterns) D = {(x1, y1), . . . , (xN , yN )}, in which xi may belong to
an arbitrary set X ⊂ R

m and represents a feature vector involving m features, and
yi ∈ R represents the observed output or target value such that yi = f (xi ) + ε.
Here ε is the random noise with expectation 0 and unknown finite variance. Machine
learning aims to construct a regression model or an approximation g of the function
f that minimizes the expected risk or the expected loss function

L( f ) = E(x,y)∼P l(y, g(x)) = ∫
X×R

l(y, g(x))dP(x, y),

with respect to the functionparameters.Here P(x, y) is a joint probability distribution
of x and y. The loss function l(·, ·) may be represented, for example, as follows:

l(y, g(x)) = (y − g(x))2.
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There are many powerful machine learning methods for solving the regression
problem, including regression random forests [3, 7], the support vector regression
[27], etc. One of the powerful methods is gradient boosting [15], which will be
considered below.

3 The Gradient Boosting Algorithm

Let us consider the gradient boosting decision tree algorithm [15]. The algorithm
is an iterative construction of a model as an ensemble of base (weak) prediction
models built in a stage-wise fashion where each base model is constructed, based on
data obtained using an ensemble of models already built on previous iterations, as
an approximation of the loss function derivative. A model of the size M is a linear
combination of M base models:

gM(x) =
M∑

t=1

γt ht (x),

where hi is the i-th basemodel; γi is the i-th coefficient or the i-th basemodel weight.
The gradient boosting algorithm can be represented as the following steps:

1. Initialize the zero-base model h0(x), for example, with the constant value.
2. Calculate the residual r (t)

i as a partial derivative of the expected loss function
L(xi , yi ) at every point of the training set, i = 1, . . . , N .

3. Build the base model ht (x) as regression on residuals
{(

xi , r
(t)
i

)}
;

4. Find the optimal coefficient γt at ht (x);
5. Update the whole model gt(x) = gt−1(x) + γt ht (x);
6. If the stop condition is not fulfilled, go to step 2.

Here the loss function depends on the machine learning problem solved (classifi-
cation or regression). Let us consider all the above in detail. Suppose that (M − 1)
steps produce the model gM−1(x). For constructing the model gM(x), the model
hM(x) has to be constructed, i.e., there holds

gM(x) =
M∑

t=1

γt ht (x) = gM−1(x) + γMhM(x).

The dataset for constructing the model hM(x) is chosen in such a way as to
approximate the expected loss function partial derivatives with respect to the function
of the already constructed model gM−1(x). Let us denote residuals r

(M)
i defined as

the values of the loss function partial derivative at the point gM−1(xi ) in the current
iteration M ,
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r (M)
i = − ∂L(z, yi )

∂z

∣∣∣∣
z=gM−1(xi )

.

By using the residuals, a new training set DM can be formed as follows:

DM =
{(

xi , r
(M)
i

)}N

i=1
,

and the model hM can be constructed on DM by solving the following optimization
problem

l = min
N∑

i=1

∥∥∥hM(xi − r (M)
i )

∥∥∥
2
.

Hence, an optimal coefficient γM of the gradient descent can be obtained as:

γM = argmin
γ

N∑

i=1

L
[
gM−1(x) + γ hM(xi ), yi

]
.

Then we get the following model at every point xi of the training set

gM(x) = gM−1(x) + γMhM(x) ≈ gM−1(x) − γM
∂L(z, yi )

∂z

∣∣∣∣
z=gM−1(xi )

.

If the loss function is the squared difference, then minimizing l corresponds to
minimizing the loss function. This implies that the choice of the optimal step γM is
not required, and its value is 1. In order to reduce overfitting, the step γM is reduced
by its multiplying by a constant called the learning rate. By introducing the learning
rate, it is possible to reduce the impact of model hM errors on the ensemble error.

The above algorithm allows us to minimize the expected loss function by using
decision trees as base models. However, it requires to select of the decision tree
parameters, for example, depths of trees, as well as the learning rate, in order to
simultaneously provide a high generalization and accuracy depending on a specific
task.

The gradient boosting algorithm is a powerful and efficient tool for solving regres-
sion problems, which can cope with complex non-linear function dependencies
[19]. However, it has a number of shortcomings. One of them is caused by the
“greedy” concept used in the model implementation. The GBM gM(x) constructed
using the above algorithm is an ensemble of base models itself, i.e., a linear combi-
nation of base models with given weights γi . However, each model is regarded as
the “greedy” one, which means that errors of base models are correlated in the worst
case when the base models are poorly approximating residuals for a set of points.
As a result, the loss function can be minimized in the vicinity of such points only by
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overfitting. Therefore, it makes sense to construct ensembles of GBMs in order to
reduce the variance of the error caused by overfitting.

4 An Ensemble of GBMs

The main idea behind the construction of a more accurate ensemble of GBMs is
to apply the stacking algorithm [31], which trains the first-level learners using the
original training dataset. The stacking algorithm generates a new dataset for training
the second-level learner (meta-model) such that the outputs of the first-level learners
are regarded as input features for the second-level learner while the original labels
are still regarded as labels of new training data.

Let us compose an ensemble EK
M(x) of K GBMs of the size M . It can be

represented as follows:

EK
M(x) =

(
g( j)
M (x)

)K

j=1
.

First, we consider a linear regression model for implementing the meta-model of
the stacking algorithm, which is of the form:

Sw(t) = t · w + b =
K∑

j=1

t jw j + b,

where w = (w1, . . . , wK ) ∈ R
K is a vector of weights; t = (t1, . . . , tK ) ∈ R

K is a
vector of the ensemble model predictions; b is the bias.

Wewill assume for simplicity purposes that the bias b is zero.Weights of the linear
regression model can be computed by means of the standard well-known approaches
depending on the regularization method used (the L1 or L2 norms). Suppose that a
differentiable expected loss function L

(
ŷ, y

)
is given, where y is a true class label,

ŷ is the model prediction. Let us set the initial approximation of the weights w(0).
We are searching for the optimal vector of weights using gradient descent:

w(q) = w(q−1) − α
1

N

N∑

i=1

∇wL
(
Sw

(
EK
M(xi )

)
, yi

)∣∣
w=w(q−1) .

Here Sw

(
EK
M(xi )

)
is the prediction of the ensemble for the input feature vector xi .

Note that the model Sw(t) is differentiable both by the vector of weights and
by the vector t of the ensemble predictions. It has been shown that the use of the
gradient boosting algorithm allows us to minimize the differentiable loss functions
by constructing new models approximating values proportional to their derivatives.
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We will use this peculiarity to optimize not only linear regression weights but also
the ensemble of GBMs.

Let us define a new differentiable loss function as follows:

L(t, y) = L(Sw(t), y).

Intuitively, such a loss functional “hides” the linear regression block Sw. Since the
gradient boosting algorithm allows iteratively minimizing an arbitrary differentiable
loss function, we apply it to minimize L. Each GBM in the ensemble minimizes the
corresponding loss function:

Li (ti , y) = L(Sw(t), y).

By using gradient boosting for each fixed set of weights of the linear model, we
can construct such an ensemble of GBMs, which minimizes the loss function

L(t, y). Similarly, optimal weights of the linear model can be determined for
a fixed ensemble of GBMs. We combine these two steps into one step, i.e., we
simultaneously optimize weights of the linear model and construct the ensemble of
GBMs.

Suppose that an ensemble of K GBMs is composed such that every its GBM is
initialized by a constant value, for example, by the mean value of the corresponding
target variable. Initial weights of the linear model are set as:

w(0) = 1

K
.

Denote the residual of the j-th GBM for point xi at step q as rqi, j , and differentiate
the loss function L as:

rqi, j = − ∂L(t, yi )

∂t j

∣∣∣∣
t=EK

q−1(xi )

= − ∂L(z, yi )

∂z

∣∣∣∣
z=Sw(t)

· ∂Sw(t)

∂t j

∣∣∣∣
t=EK

q−1(xi )

.

The partial derivative with respect to the j-th component of the linear regression
model is nothing else but the weight w j in the expression for Sw(t) corresponding
to this component. Hence, there holds:

rqi, j = − ∂L(z, yi )

∂z

∣∣∣∣
z=Sw(t)

· w
(q−1)
j .

Let us construct a function which approximates residuals as:

h j
q(x) = argmin

h∈F

N∑

i=1

∥∥∥h
(
xi − rqi, j

)∥∥∥.
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where F is a set of admissible functions.
We simultaneously optimize the weights of the linear model and each GBM in

the ensemble as follows:

⎧
⎨

⎩
w(q) = w(q−1) − α 1

N

N∑
i=0

∇wL
(
Sw

(
EK
M(xi )

)
, yi

)∣∣
w=w(q−1) ,

g( j)
q = g( j)

q−1 + γ
( j)
q h j

q(x).

For simplicity, γ ( j)
q will be taken identical for all models and iterations. In sum,

the learning algorithm consists of the following steps:

1. Initialize an ensemble of K GBMs.
2. Initialize model weights Sw.
3. Until the stop condition is fulfilled, at step q:

a. calculate the partial derivative of the loss function by weights of the linear
model;

b. calculate the residuals rqi, j ;

c. construct base models h j
q(x) approximating the corresponding residues rqi, j .

The resulting model will be called an adaptive ensemble of GBMs because each
member of the GBM ensemble adapts to a new loss function corresponding to each
iteration.

It should be noted that the results of the traditional gradient boosting algorithm
are strongly influenced by the choice of parameters of base models (decision trees).
For every specific problem, the most appropriate parameters exist. However, it is
necessary to construct the GBM many times to find the parameters and to apply
one of the evaluation methods, for example, the cross-validation method. In the
adaptive ensemble of GBMs, many different parameters of the base models can be
immediately included as follows. In each GBM of the ensemble, we use a unique
set of parameters corresponding to the GBM throughout the entire training of the
ensemble. As a result of training, the largest weights are assigned to models with the
most appropriate parameters.

As a rule, decision trees in traditional gradient boosting algorithms are used as
base models. In order to construct a model h j

q(x) approximating the residuals rqi, j , a
tree is built that minimizes the quadratic norm of the difference between the model
predictions and the residual h j

q(x). The decision tree model approximating residuals
implements a piecewise constant function with a small number of unique values.
That is, at each iteration of the ensemble training, the accuracy of a prediction of
the partial derivative of the loss function rqi, j is not high. Moreover, it is difficult
to control the accuracy of the approximation under the condition of a fixed tree
depth for each specific GBM. Hence, ensembles of GBMs with a larger depth of
trees will learn “faster” than GBM with a smaller depth, although trees of a smaller
depth may be more preferable for a specific task. The basic idea behind the problem
solution is to use more complex base models, namely, GBMs. Such models allow us
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to approximate the residuals with higher accuracy by using trees of a fixed depth. It
is important to note that the ensemble of GBMs, which uses GBMs as base models,
is also a linear combination of decision trees, however, the algorithm at each step
more accurately approximates the partial derivative of the loss function Li (ti , y).

Let us consider various ways of initializing an ensemble of deep GBMs:

1. An exact initialization using the training set: each GBM is constructed by opti-
mizing the loss function L directly over a certain number of iterations Minit . The
larger the number of iterations, the greater the correlation between the model
predictions.

2. A random initialization: each GBM includes only a single base model built
on the basis of the training set where values of free variables repeat those of
D, and reference values of the target variable are selected as observations of a
random variable from the normal distribution whose parameters, the mean and
the variance, coincide with the sample mean and the sample variance of the
reference target variable.

3. An exact initialization using subsets of the training set: in order to get the most
diverse GBMs in the ensemble (the diversity reduces the correlation of the model
prediction errors), the GBMs can be constructed on pairwise disjoint subsets of
the training set.

4. An initialization with the average value of the target variable.

Weights of the linear model can be initialized with optimal values under the
condition that the ensemble of GBMs is fixed.

5 Generalization of the GBM Ensemble

Note that only a few conditions have to be fulfilled for training the aggregate model
by means of the proposed algorithm:

• the loss function L has to be differentiable;
• the model Sw(t) has to be differentiable with respect to the parameter w and the

argument t .

This implies that the obtained approach can be generalized by replacing the linear
regression model with an arbitrary differentiable model SK

θ (t), whose input is a
vector of size K . The learning procedure for the model SK

θ (t) can be carried out not
only by gradient descent but also by another algorithm, for example, by means of the
support vector method. However, the model, in this case, has to be rebuilt after each
update of the ensemble of GBMs. Therefore, we will consider only differentiable
models SK

θ (t) from the class of NNs of forwarding propagation F :

F = {
f : RI × Θ → R

T
}
,
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where I is the dimensionality of the NN input space; Θ is the set of admissible
parameters of the NN; T is the dimensionality of the target variable.

Anymethod of initializing theGBMensemble among the considered above can be
used for the case T = 1, and the dimension of the input space is equal to the number
of models: I = K . If T > 1, then it is possible to exactly initialize every GBM in the
ensemble using the training set only by constructingmodelswith several outputs such
that everyGBM is a functionwhose values are in a space of dimension T . In this case,
there holds I = T · K , and the prediction of the GBM ensemble is the concatenation
of predictions of every GBM. In the case of large values of T , the construction of
the GBM ensemble with several outputs may be computationally expensive. For
example, if the target variable corresponds to images of sizes 100 × 100, and the
ensemble contains 100 GBMs, then the dimension of the input space of the NN will
be 106. When the size of the training set is equal to 1000 in this case, the number of
values that should be fed to the NN input is one billion. Therefore, it makes sense
in such cases to use the random initialization which allows us to directly control the
value of I by setting the number of models K .

We can construct a model on the basis of the proposed algorithm using both the
advantages of learning algorithms for base models, for example, for decision trees,
and the advantages of differentiable models, including the NN. The GBM ensemble
is actually a mapping from the original feature space into a new intermediate space of
dimension I , which is more informative in the context of a specific problem. More-
over, such the GBM ensemble has the following advantages of traditional ensembles
based on decision trees:

• possibility of training the ensemble of trees on a sample of small dimension;
• interpretability of models, in particular, an assessment of the effects of specific

features of input data on predictions;
• availability of deterministic algorithms for constructing decision trees;
• lack of assumptions about the existence of a linear relationship between features.

Note that the aggregate model inherits a part of the above properties, namely the
interpretability and the lack of assumptions about the existence of a linear relationship
between features, while the useful properties of the NN are potentially preserved,
including generating high-dimensional outputs (for example, images), simultaneous
solving several types of tasks (multi-task learning), parameterizing the loss function
of a neural network, and so on. But it is very important that the number of NN
parameters can be reduced, and, as a result, the NN can be trained on small samples
because the processing of the initial features is carried out to the NN.

6 Numerical Experiments

In order to illustrate the proposed approach, we investigate the model for real data
sets from the R Package “datamicroarray”which contains DNAmicroarrays. Table 1
is a brief introduction to the investigated datasets, while more detailed information
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Table 1 A brief introduction about the DNA microarray data sets

Data set Type m n C

Alon Colon Cancer 2000 62 2

Borovecki Huntington’s Disease 22,283 31 2

Chin Breast Cancer 22,215 118 2

Chowdary Breast Cancer 22,283 104 2

Golub Leukemia 7129 72 3

Gravier Breast Cancer 2905 168 2

Pomeroy CNS Disorders 7128 60 2

Nakayama Sarcoma 22,283 105 10

Sorile Breast Cancer 456 85 5

Singh Prostate Cancer 12,600 102 2

can be found from, respectively, the data resources. Table 1 shows the number of
features m for the corresponding data set, the number of examples n, and the number
of classes C. All these datasets are for solving the classification task. It can be seen
from Table 1 that the number of features of every dataset is much more than the
number of training examples. Accuracy measure A used in numerical experiments
is the proportion of correctly classified cases on a sample of data. To evaluate the
average accuracy, we perform cross-validation with 100 repetitions, where in each
run, we randomly select ntr = 3n/4 training data and ntest = n/4 testing data.

The numerical results of the DNAmicroarray classification are shown in Table 2.
Four models are compared: the linear ensemble of GBMs (Linear GBM) in accor-
dance with Sw(t); a combination of the NN and ensemble of GBMs (NN + GBM),
the standard GBM, and the random forest with the numbers of decision trees equal to
100 or 1000. The learning rates 0.1 or 0.01 are taken for training GBMs. Ensembles
of GBMs consist of 20machines with depths of trees from 2 to 21. The epoch number

Table 2 Comparison of four models on the DNA microarray datasets

Data set Linear GBM NN + GBM GBM Random Forest

Alon 0.708 0.833 0.771 0.762

Borovecki 0.979 1.000 0.958 0.925

Chin 0.987 0.894 0.900 0.933

Chowdary 0.987 1.000 0.962 0.992

Golub 0.861 0.991 0.889 0.911

Gravier 0.730 0.766 0.778 0.748

Pomeroy 0.511 0.422 0.556 0.453

Nakayama 0.577 0.590 0.526 0.585

Sorile 0.627 0.714 0.683 0.857

Singh 0.929 0.897 0.897 0.862
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Table 3 A brief introduction to the regression data sets

Data set Abbreviation m n

House Prices: Advanced Regression HouseART 79 1460

ML housing Boston 13 506

Diabetes Diabetes 10 442

Longley’s Economic Regression Longley 7 16

Friedman 1 Friedman 1 10 100

Friedman 2 Friedman 2 4 100

Scikit-Learn Regression Regression 100 100

is 10, and the learning rate of every ensemble is 0.05. The fully connected NN having
3 layers of size 10 with tanh as an activation function. The best performance for each
dataset is shown in bold. It can be seen from Table 2 that the combinations of the
NN and ensemble of GBMs provide better results for most datasets. Moreover, 7
datasets from 10 ones show outperforming results by using the proposed approach
(2 datasets by using Linear GBM and 5 datasets by using NN + GBM).

In order to study the proposed approach for solving regression problems, we
apply the datasets described in Table 3. The datasets are taken from open sources, in
particular, Boston Diabetes, Longley can be found in the corresponding R Packages;
HouseART can be found in the Kaggle platform; Friedman 1 and 2 are described at
the site: https://www.stat.berkeley.edu/breiman/bagging.pdf; Regression is available
in package “Scikit-Learn”.

Numerical results in the formof themean squared errors for the regression datasets
are shown in Table 4. We again use the four models described above. Ensembles of
GBMs consist of 100machines now. TheNN having 3 layers of size 20 is used. Other
parameters of numerical experiments are the same as in the previous experiments. It
can be seen from Table 4 that the combinations of the NN and ensemble of GBMs
provide better results for 4 datasets from 7 ones.

We can conclude after analyzing the numerical results that the proposed approach
provides outperforming results for cases of small datasets (see, for example, most
DNA microarray datasets and the Longley dataset). This implies that ensembles of

Table 4 Comparison of four models on the regression datasets

Data set Linear GBM NN + GBM GBM Random Forest

HouseART 6.43 × 108 2.02 × 108 8.02 × 108 9.26 × 108

Boston 1.42 × 101 1.16 × 101 1.47 × 101 1.64 × 101

Diabetes 4.06 × 103 3.73 × 103 3.48 × 103 3.74 × 103

Longley 1.01 × 100 6.04 × 100 1.91 × 100 1.65 × 100

Friedman 1 8.07 × 100 1.13 × 101 6.82 × 100 9.41 × 100

Friedman 2 2.06 × 103 6.35 × 103 2.40 × 103 3.85 × 103

Regression 1.15 × 104 1.84 × 104 1.06 × 104 1.34 × 104

https://www.stat.berkeley.edu/breiman/bagging.pdf
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GBMs partially solve the problem of overfitting, which takes place for datasets with
a small number of training examples.

7 Conclusion

A new approach for combining GBMs by using the stacking algorithm has been
proposed in the chapter. It has many advantages in comparison with the GBM as
well as with deep differentiable models such as NNs:

• the “greedy” stacking algorithm of GBMs does not guarantee the achievement of
the loss function optimum because the optimization procedure is carried out in
turn. The simultaneous optimization solves this problem;

• NNs consider linear combinations of input features, which lead to a serious
problem of overfitting when working with tabular data consisting of features
of different nature, for example, mass and length, as well as by a large number
of features and small sizes of training samples. The proposed approach allows us
to process features using decision trees and to construct arbitrarily deep models
taking advantage of NNs.

It should be noted that many important questions and studies remain outside the
scope of our study in this chapter. In particular, it is interesting to consider various
types of regularization which could improve the models. Moreover, it is interesting
to consider a procedure that removes a training example from the gradient descent
procedure when a current residual corresponding to the example is smaller than some
threshold. This improvement may reduce learning time and increase model accuracy.
The above questions can be regarded as directions for further research.
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Role of Simulation in the Development
of a Digital Twin of a Food Item

Marina Nikitina

Abstract Simulation is closely related to such categories as abstraction, analogy,
hypothesis, etc. The chapter suggests that a mathematical model of a food item,
which includes the whole variety of factors (physical and chemical, functional and
technological, structural, and mechanical) is a “digital model” of such item. The
example of creating a functional product in the form of a sausage product shows
the stages of forming the model. At the first stage, the nutritional, biological, and
energy value of the product is designed. By varying structural ratios of recipe compo-
nents, taking into account input constraints, it is possible to see how nutritional and
biological values of the product, as well as the protein-to-fat ratio, etc. change. The
second stage is associated with the development of structural forms of the product.
In our particular example, the Fourier equation of heat conduction in cylindrical
coordinates is used for this purpose. Initial conditions—temperature distribution
over the thickness of the product at the initial time. Third-type boundary conditions
characterize the law of convective heat transfer between the body surface and the
environment. To implement the stages, it is necessary to have a large scope of data
not only on physical and chemical parameters: moisture, fat, protein, etc. but also on
functional and technological properties of rawmaterials; kinetics of biochemical and
colloidal-chemical processes in food systems, analytical and empirical dependencies
characterizing main patterns of behavior of heterogeneous dispersed systems with
varying physical and chemical factors. A digital model of a food item will allow a
research scientist to expand the possibilities of conducting a scientific experiment,
forecasting, and making a decision.

Keywords Simulation modeling · Mathematical model · Digital twin · Food
items · Database · Bank of models · Knowledge bbase

M. Nikitina (B)
V.M. Gorbatov Federal Research Center for Food Systems of RAS, Moscow 26, Str. Talalikhina,
109316, Russia
e-mail: nikitinama@yandex.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
A. G. Kravets et al. (eds.), Cyber-Physical Systems, Studies in Systems, Decision
and Control 350, https://doi.org/10.1007/978-3-030-67892-0_2

17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67892-0_2&domain=pdf
https://orcid.org/0000-0002-8313-4105
mailto:nikitinama@yandex.ru
https://doi.org/10.1007/978-3-030-67892-0_2


18 M. Nikitina

1 Introduction

One of the scientific tools of modern biotechnology that allows studying the behavior
of an object (food product) using its mathematical description is modeling.

Among the existing types of modeling [1, 2], it can be assumed that simulation
of a specific food product is its virtual model, i.e. a digital twin or digital prototype.

A simulation model of the process and object allows (1) reducing the number of
laboratory experiments; (2) making changes to the physical and chemical composi-
tion of raw materials (since raw materials are heterogeneous in composition) at the
input and getting feedback at the output; (3) observing interaction effects of main
factors and cross-factor interactions; (4) altering and varying variables (ingredients,
recipe); (5) avoiding or reducing the number of gross and systematic errors, which
are an integral part of traditional research methods.

This hypothesis is based on one of the definitions of a digital twin [3–10],
namely “a digital twin is the use of a digital copy of a physical system for real-time
optimization” [6].

Solving the problem of obtaining a “digital twin” of a food product at different
stages is associated with finding optimal structural ratios, technological modes, and
processes, and determining material balance according to the selected criteria be-
tween the input and output flows.

A food product is a complex food system. When designing a food system,
a symbiosis of knowledge in the field of food chemistry, food biotechnology,
engineering, and computer modeling is required.

The process of creating a “digital twin” of a food product (virtual model) is not
only a reasonable choice of ingredients and structural relations between them, taking
into account various restrictions, i.e. solving the problem of food combinatorics.
But also “giving” the product necessary physical, chemical, structural, mechanical,
functional, and technological properties. A reasoned choice of optimal technological
modes.

The chapter considers the issue of creating a virtual model of a food product,
which includes the following stages: (1) preparation of initial data for design; (2)
structural optimization taking into account specified requirements and restrictions;
(3) formation of structural forms; (4) overall quality assessment.

2 Methodology Description and Results’ Discussion

2.1 Preparing Initial Data for Design. Analysis of Raw
Materials of Animal and Vegetable Origin

When developing a food product model with specified properties, one of the main
tasks is to fill in the missing nutrients in the diet, the optimal ratio of nutrients that
meet the medical and biological requirements of FAO/WHO.
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Fig. 1 Logical structure of the database

Thus, the first stage is associated with the selection of components of the future
recipe.Analysis of rawmaterials for various properties, such as physical and chemical
composition, functional properties, presence of bioactive peptides, etc. allows to
further provide the future product with certain functional properties and orientation.
Structural optimization allows setting necessary ratios of protein: fat: carbohydrates,
food, biological and energy values of the food product.

To implement the first stage, one needs to knowmain indicators of rawmaterials of
animal and vegetable origin, and auxiliary ingredients—moisture, protein, fat, carbo-
hydrates, energy value, amino acid, fatty acid, vitamin, and mineral compositions,
as well as information about functional, technological, structural and mechanical
properties, and the index of atherogenicity. In addition, the database should contain
information about rheological properties of raw materials, the rate of kinetic reac-
tions of biochemical and colloidal chemical processes; physical laws, equations of
mathematical physics, mathematical dependencies characterizing the behavior of
complex food systems.

A relational approach was used when developing the database structure (Fig. 1).
Data is structured as tables with the rows presented as records (tuples) [11].

2.2 Food Combinatorics. Recipe Optimization Issue

The second stage is associated with mathematical modeling of a combined food
product and solving the problem of structural and recipe optimization.

The recipe composition is calculated according to the physical and chemical
parameters of the nutrient composition of ingredients of animal and vegetable origin
selected from the database. The modeled recipe must meet established FAO/WHO
biomedical requirements and balance limits as much as possible.
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Table 1 Indicators of food and energy value, and the balance of amino acids in the control and
experimental recipe of emulsified meat product

Indicator name Control Sample Development Type

Moisture, % 60.15 44.36

Fat, % 23.31 18.24

Protein, % 13.02 13.65

Energy value, kcal 264 220

Minimum score, % 79.57 85.30

Utility coefficient, decimal quantity 0.82 0.84

Coefficient of difference of amino acid score, % 18.09 16.89

Biological value, % 81.91 83.11

As a criterion for optimizing a multicomponent food product, the criterion for
minimizing the sum of squared deviations of a group of indicators, for example,
food or biological value, from the reference (or desired) structures, can be used.

The principles for assessing the quality of protein and the balance of amino acid
composition in products are based on formulas and criteria proposed by Mitchell-
Block in the middle of the last century [12–14]. They are still relevant. They include
coefficients of utility and rationality of amino acid composition, comparable redun-
dancy, aswell as the index of essential amino acids, theminimumscore characterizing
the limiting amino acid, and the indicator of biological value.

Using the example of an emulsified meat product, we will show an assess-
ment of nutritional and energy value, as well as the balance of amino acids in the
product designed and control sample. The recipe composition of which, respec-
tively, includes: 2nd grade trimmed beef—48% (35%); semi-fat pork—30% (23%);
trimmed fat pork—20% (20%); potato starch—2% (2%); soy protein—0% (4%);
water for the hydration of soy protein—0% (16%) [15] (Table 1).

Alongwith the listed coefficients and indicators, the authors [16] proposed another
criterion of the amino acid compliance of protein for the quantitative assessment of
the protein composition of the designed gerodietetic product.

The criterion evaluates the ratio of essential amino acids such as methionine and
cystine, tryptophan, and lysine, taking into account the role of isoleucine, leucine,
phenylalanine, and tyrosine as gerontological competitors of tryptophan in the design
of a gerodietetic product. Ideally, the criterion should be equal to one.

K = a(Met+Cys)

aLys · CTrp
·
∑4

J=1 a jn
∑4

J=1 a j�

→ 1

where K is the coefficient of amino acid compliance, decimal quantity;
a(Met+Cys),aLys—mass fractions of methionine + cystine, lysine amino acids,

g/100 g of protein;
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CTrp—the score of tryptophan amino acid in the protein of a gerodietetic product
in relation to the FAO/WHO standard, decimal quantity;

a jn, a j�—mass fractions of j-th amino acid in the protein and the FAO/WHO
standard, respectively, g/100 g of protein;

the j is the index identifies respectively 1—isoleucine amino acid; 2—leucine
amino acid; 3—phenylalanine amino acid; 4—tyrosine amino acid.

Metadata of articles published over the past decades shows that the issue of the
computer-aided design of food products is well studied and mastered. A detailed
review of publications on food combinatorics is presented in the work [17].

2.3 Building Structural Forms of Designed Food Product

The third stage is associated with the design of structural forms of a food product.
As it is known, the optimal model system of the product without taking into account
rheological properties obtained at the second stage does not guarantee the production
of a product with required structural andmechanical properties. For example, instead
of “persistent” pudding, we may get a spreading liquid.

The appearance, consistency, smell, texture, connectivity, etc. of a food product
depend on the course of colloidal chemical reactions during the entire technological
process.

In meat food systems, the main structure-forming agent is protein. Reactions
like “protein-protein”, “protein-water”, “protein-fat”,” water-protein-fat” depend
primarily on the native properties of the protein, i.e. on its natural properties:
vegetable, dairy, meat (muscle, connective), etc. properties, and many other factors,
such as pH, temperature, ionic interaction force, the degree of minced meat grinding,
the depth of autolytic changes having occurred withmeat rawmaterials, etc. [18–20].

In the production of emulsified meat products, the most important stage is heat
treatment. Equations of mathematical physics are used to calculate thermal conduc-
tivity [21]. As an example, we may consider the Fourier thermal conductivity equa-
tion in cylindrical coordinates (implicit scheme). The advantage of using an implicit
scheme is that the time step change does not depend on the spatial coordinate step
change. This reduces the time to solve the issue. The partial differential equation of
thermal conductivity has the following form:

dU

dt
= a

(
d2U

dr2
+ 1

r
.
dU

dr

)

where 0 ≤ r ≤ R for a given initial temperature distribution over the radius of the rod
ofU (r, 0) = f (r) and conditions of convective heat exchange with the environment
on the rod’s side (third-type boundary conditions)

dU (R, t)

dr
= λ

α
[ϕ(t) −U (R, t)]
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where λ, α, a, ϕ(t) are coefficients of heat transfer, thermal conductivity, thermal
diffusivity, and the law of heating medium variation, respectively.

The Fourier thermal conductivity equation has innumerable solutions. To deter-
mine the uniqueness of their solution, it is necessary to specify the system’s state at
the beginning of the process (initial condition) and the nature of the interaction of
the system under consideration with the environment (boundary condition).

The following initial data were taken as an example of a solution: thermal diffu-
sivity coefficient of a = 0.0015; heat transfer coefficient of α = 0.004; thermal
conductivity coefficient of λ = 0.004; the initial temperature of U0 = 15; duration of
Tm = 14,400 s. (or 240 min, or 4 hours); time division step of l = 30 s.; loaf radius
of r = 3; the number of division points by the radius of n = 6 [21].

As a result of solving the thermal conductivity equation (implicit method) in the R
programming language in the Jupiter Notebook environment, we have obtained the
temperature distribution during the technological process and managed to construct
the temperature field of internal points (Fig. 2a, b)

The temperature field shows the temperature distribution over time (t), both on
the surface of the sausage product and inside. As a rule, the most interesting thing
for technologists is the temperature on the surface of the sausage product, since the
heating and cooling process is evaluated based on it.

All food products belong to complex food systems with a design that must take
into account rheological properties.

For example, in the baking industry, rheological properties acquired by the product
during proofing and baking are important. The results of modeling [22–24] allow
correlating the recipe with the final cell structure and understanding better the main
mechanisms.

In the dairy industry, fermentation processes play a great role in the production
of fermented milk products. The works [25–27] have predicted the use of ultrasonic
processing as a technological tool for creating an environment that would stimulate
the accumulation of functional components in fermented dairy products.

2.4 Quality Assessment

Each of the stages of developing a “digital twin” includes a number of criteria. This
set of criteria is open and can be supplemented with other criteria that are significant
for the development of different types of food products.

The set of solutions corresponds to the achievement of the global extremum for
each criterion separately. To generalize and structure the results obtained, convolution
in the form of an integral quality indicator is required.

To solve this issue, the author suggests using a “weighted” quality functional that
varies from 1 to 0 [16]
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Fig. 2 a. Visual result of solving the thermal conductivity equation under the given initial and
boundary conditions—the “Temperature field”. b. Visual result of solving the thermal conductivity
equation under the given initial and boundary conditions—the “Temperature field” (from a different
angle)
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Φ(z) = 1 −
√
√
√
√

n∑

k=1

bkz2k

where bi, zi are the weight coefficient of the i-th criterion and the relative
dimensionless estimate.

The optimal solution of the issue is related to the achievement of the functional
value equal to 1. This indicates the maximum likelihood of the “digital twin” to meet
established requirements.

Along with the functionality proposed by the author, other convolutions can be
used [28], such as the Saati scale [29], or the Harington desirability function [30].

3 Conclusion

The use of simulation as a tool in creating “digital twins” allows expanding
researcher’s boundaries in conducting a scientific experiment with any combination
of factors and interaction effects.

Using the “digital twin” of a food product before launching it into production,
process engineers can analyze the nutritional, biological, and energy value and other
properties of the product. By changing and adjusting the spread of parameters and
properties of biological raw materials in real-time operating conditions, it can be
compensated by choosing optimal strategies for redistributing components and rear-
ranging technological schemes depending on the actual resource and component
composition of biological raw materials. Thus, each possible state of the input flow
of biological raw materials will be opposed to a certain structural and mode-setting
option ensuring maximum processing of products from a unit of raw materials at the
maximum approximation to standard indicators.

Acknowledgements This chapter is published as part of a scientific research themeNo. 0585-2019-
0008 under the state assignment of the federal state budgetary scientific institution V.M. Gorbatov’s
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The Application of Statistical Methods
for the Analysis of Multi-Parameter Data
of Complex Composite Objects
in the Field of Cyber-Physical Systems

Sergey Demin , Oleg Panischev, Valentin Yunusov, and Sergey Timashev

Abstract We design a scheme of an automated intelligent system for monitoring the
evolution of complex composite objects. We develop new methods for the analysis
of multi-parameter data for further possible applications in the industry of cyber-
physical systems. We describe the possibilities of the Memory Function Formalism
and Flicker-Noise Spectroscopy in the analysis of collective phenomena realized
in complex systems of a living and astrophysical nature. We determine diagnostic
criteria for photosensitive epilepsy by the analysis of the power spectra of magne-
toencephalogram signals of healthy subjects and patients. We establish different
mechanisms of disk accretion by the study of cross-correlations in radio emission
signals of quasars at different frequencies. The effects of frequency phase synchro-
nization are studied based on the construction of 3D cross-correlators.We performed
calculations of the dynamic and spectral characteristics of simultaneously recorded
signals in the MatLab environment. We note prospects of using methods of statis-
tical physics in the development of integrated data analysis systems in the field of
the Internet of Things.

Keywords Cyber-physical systems · Internet of things · Automated intelligent
system · Monitoring of complex systems evolution · Statistical data analysis ·
Collective phenomena · Cross-correlations · Effects of synchronization

1 Introduction

The complex systems play a special role in the diversity of objects around the world.
The time series of dynamic variables and spatial maps of the structural characteristics
of complex systems carry meaningful information about their evolution, which can
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be extracted using mathematical methods of statistical physics. For example, signif-
icant information on the functioning of the human brain is collected by medical
devices—electroencephalographs (EEG, electroencephalogram) and magnetoen-
cephalographs (MEG,magnetoencephalogram).Methods of intellectual analysis and
machine learning, software tools using neural networks, etc. are effectively used for
processing large arrays of collected experimental data (Big Data). In regard to this,
the development of cyber-physical systems to integrate modern computing resources
with real objects of animate and inanimate nature seems to be very relevant. The
development of cyber-physical systems in healthcare is of particular importance
under the conditions of a gradual transition to “personalized” medicine of the future.
In this case, the Internet of Things (IoT), as one of the areas of development of cyber-
physical systems, will allow developing the methods for the prevention of human
pathologies, facilitating their diagnosis and treatment, based on the individual char-
acteristics of the patient. The collection of biomedical data is carried out by stan-
dard medical equipment; the assessment can be performed by software-analytical
complexes using methods of statistical physics.

Complex systems have unique properties, primarily, non-equilibrium dynamics,
nonstationarity, and nonlinearity, fundamentally distinguishing them from other
objects. The first property means that a complex system is far from equilibrium
with the environment. The second one means that the system is evolving, i.e. contin-
uously changing the nature of its dynamics. The third property establishes that the
processes within the system and the response to external influences are nonlinear.
The specified properties, on the one hand, give complex systems their extraordinary
“flexibility”, and on the other hand, make the task of describing them quite difficult.

In addition, the description of the evolution of composite objects is complicated
due to the presence of a large number of interacting components. On the one hand,
the components generate their own dynamics, and on the other, they are in close
interaction with the environment and act as a whole. Then the key factor in the
stability of a complex system is the collective processes that arise as a result of
interaction or redistribution of relationships.

There are a considerable number of approaches for describing the coordination
processes implemented in complex systems. First of all, it is necessary to single out
the concepts of phase and frequency synchronizations [1–4], which are based on
the detection of characteristic frequencies and analysis of the phase difference of the
signals produced by parts of a complex system. In practice, frequencies and phases of
oscillations other than harmonic can be establishedwithin the framework of the “ana-
lytical signal” model using Fourier, Hilbert [1–3] or Wavelet transform [4]. Besides
the phase model, stochastic synchronization models are being used, the essence of
which is a comparative analysis of the topological structure of attractors describing
the dynamics of nonlinear interacting oscillators; “generalized” synchronization [5];
and also synchronization of time scales.

The description of the mutual dynamics of parameters of complex systems
based on the study of cross-correlations, i.e. probabilistic relationships between
two sequences of random variables—time series recording of dynamic variables.
The Random-matrix method is widely used in the study of financial systems [6];
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detrended cross-correlation analysis is used to study power dependencies in cross-
correlations between non-stationary time series [6–8]. Besides that, there is a group
of methods that directly use cross-correlation functions [9–13].

The logic of the chapter is a preliminary description of the authors’ statistical
methods for monitoring and analyzing the dynamic states of complex composite
systems, with further application of the obtained results in the design of an automated
cyber-physical system and analytical services, e.g. for the healthcare sector.

2 Theoretical Approaches to the Analysis
of Multi-Parameter Data

2.1 Memory Function Formalism

In this chapter, we present the possibilities of describing cross-correlations and
synchronization effects in complex systems based on statistical analysis methods:
the Memory Function Formalism (MFF) and Flicker-Noise Spectroscopy (FNS).
Memory Function Formalism [11, 14, 15] is a theoretical approach to the study of
auto- and cross-correlations generated by complex systems with discrete-time. The
effects of statisticalmemory in amore general sense describe the complex and hidden
nature of the birth, distribution, and attenuation of correlations. From a physical point
of view, the time scales of processes associated with correlations and memory effects
cannot be arbitrary. For a quantitative comparison of these processes, as well as for a
description of the relationships between them, functions and measures of statistical
memory are introduced that characterize the rate of change of random variables at
different levels of the statistical description.

The studied signals are presented as a sequence of values
{
x j

}
,
{
y j

}
of two random

variables X, Y:

X = {x(T ), x(T + τ), x(T + 2τ), . . . , x(T + (N − 1)τ },

Y = {y(T ), y(T + τ), y(T + 2τ), . . . , y(T + (N − 1)τ },

where T is the initial time, (N–1)τ is the signal recording time, τ is the sampling
time step.

For the specified sequences mean values X ,Y , fluctuations δx j , δy j and variances
σx , σy are calculated:

〈X〉 = 1

N

N−1∑

j=0

x(T + jτ), x j = x(T + jτ), δx j = x j − 〈X〉, σ 2
x = 1

N

N−1∑

j=0

δx2j ;
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〈Y 〉 = 1

N

N−1∑

j=0

y(T + jτ), y j = y(T + jτ), δy j = y j − 〈Y 〉, σ 2
y = 1

N

N−1∑

j=0

δy2j .

We write the expression for the time cross-correlation function (CCF) as:

c(t) = 1

(N − m)σxσy

N−m−1∑

j=0

δx(T + jτ)δy(T + ( j + m)τ ),

t = mτ, 1 ≤ m ≤ N − 1.

Based on MFF [11], higher-order memory functions MXY
n−1(t) are calculated, as

well as expressions for the kinetic λXY
n and relaxation �XY

n parameters:

MXY
n−1(t) =

〈
WX

n−1

{
1 + iτ L̂22

}m
WY

n−1

〉

〈
WX

n W
Y
n

〉 ,

λXY
n =

〈
WX

n−1 L̂W
Y
n−1

〉

〈
WX

n−1W
Y
n−1

〉 ,�XY
n = i

〈
WX

n W
Y
n

〉

〈
WX

n−1W
Y
n−1

〉 .

Where WX
i ,W

Y
i are dynamic orthogonal vectors derived from state vectors A0

k(0),
B0
k(0) using recurrence relations:

A0
k = A0

k(0) = {δx0, δx1, . . . , δxk−1},

B0
k = B0

k(0) = {δyo, δy1, . . . , δyk−1}.

WX
0 = A0

k,W
X
1 =

(
i L̂ − λXY

1

)
WX

0 ,WX
2 =

(
i L̂ − λXY

2

)
WX

1 − �XY
1 WX

0 , . . . ,

WY
0 = B0

k,W
Y
1 =

(
i L̂ − λXY

1

)
WY

0 ,WY
2 =

(
i L̂ − λXY

2

)
WY

1 − �XY
1 WY

0 , . . . .

L̂ is the Liouville’s quasi operator.
For analyzing the frequency phase synchronization, the power spectra of the

memory functions are used:

μXY
0 (ν) =

∣∣∣∣∣∣
�t

N−1∑

j=0

c
(
t j

)
cos 2πνt j

∣∣∣∣∣∣

2

, . . . , μXY
i (ν) =

∣∣∣∣∣∣
�t

N−1∑

j=0

MXY
i

(
t j

)
cos 2πνt j

∣∣∣∣∣∣

2

.
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2.2 Flicker-Noise Spectroscopy

The prospects for using Flicker-Noise Spectroscopy to study signals generated by
complex systems [13, 16] are due to the introduction of information parameters
characterizing the components of the analyzed signals in different frequency ranges.
The extracted information includes low-frequency “resonances” that are specific for
each signal, as well as parameters of chaotic components.

The parameters introduced in FNS are determined on the basis of the “image” of
the autocorrelation function, which is basic for statistical physics:

ψ(τ) = 〈V (t)V (t + τ)〉T−τ , 〈(. . .)〉T−τ = 1

T − τ

T−τ∫

0

(. . .)dt,

where τ is the “lag” time parameter, 0 ≤ τ ≤ TM (TM ≤ T /2). To extract the infor-
mation contained in ψ(τ ) (we set 〈V (t)〉 = 0), it is more convenient to analyze
some transformations of this function, namely, the cosine transform S(f ) (f is the
frequency):

S( f ) = 2

TM∫

0

〈V (t)V (t + t1) 〉T−τ cos 2π f t1dt1

and its difference moments (Kolmogorov transient “structure” functions) Φ(2)(τ ) of
the second-order:

Φ(2)(τ ) = 〈[V (t) − V (t + τ)]2〉T−τ .

Two-parameter cross-correlators introduced in the framework of the FNS allow
obtaining direct information on the dynamics of correlation relationships between
simultaneously measured signals—dynamic variables—Vi(t) and Vj(t), measured
at spatially separated points i and j of the studied system or signals of different
nature. The corresponding expression for “two-point” correlators or cross-correlators
is represented as [16]:

qi j
(
τ, θi j

) =
〈⎡

⎣Vi (t) − Vi (t + τ)
√

Φ
(2)
i (τ )

⎤

⎦

⎡

⎣Vj
(
t + θi j

) − Vj
(
t + θi j + τ

)

√
Φ

(2)
j (τ )

⎤

⎦
〉

T−τ−|θi j |
,

where τ is the “lag” time (we set τ > 0), θ ij is the “time shift” parameter.
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3 The Study of Collective Phenomena in Complex Systems
Based on Intelligent Data Analysis

Further, as an example, the results of studying the frequency phase synchronization
in the activity of individual regions of the human cerebral cortex at photosensitive
epilepsy (PSE) and healthy subjects will be presented. Signals [17, 18] are magneto-
electric responses caused by flickering light stimuli. The disease is a type of epilepsy
in which seizures are triggered by the flickering light of high intensity. MEG signals
were recorded by a Neuromag-122 installation (Neuromag Ltd., Finland) using 61
SQUID (Superconducting QUntum Interference Device) sensors with a sampling
frequency of 500 Hz. The group of subjects included 9 healthy people (age 22–
27 years) and a patient with PSE. The red-blue stimulus was projected onto a special
screen 80 times in two seconds with an interval of three seconds. The results of all
repetitions were averaged.

Consider the signals recorded by sensors from the left- (№ 37) and right-temporal
(№ 60) areas of the cerebral cortex. In Fig. 1 the power spectra μX

0 (ν), μY
0 (ν) of the

autocorrelation functions and the cross-correlation functionμXY
0 (ν) for the signals of

one of the healthy subjects are shown. A comparative analysis of the amplitude bursts
of the spectra (for example, peaks 1 and 2) allows us to establish the frequencies at
which the synchronization of the signals of the cerebral cortex is realized.

The power spectra of the initial CCF calculated for the signals of a healthy test
subject (Fig. 2a) and a patient (Fig. 3a) have a clear fractal structure. Significant differ-
ences can be detected using the following relaxation levels (Fig. 2b–d, Fig. 3b–d) on

Fig. 1 Power spectra of autocorrelation functions calculated for two MEG signals (dashed lines),
in comparison with the power spectrum of the cross-correlation function (solid line)
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Fig. 2 Power spectra of the cross-correlation function (a) and memory functions (b–d) for the
mutual dynamics of the neuromagnetic responses of a healthy subject

Fig. 3 Power spectra of the cross-correlation function (a) and memory functions (b–d) for the
mutual dynamics of neuromagnetic responses of a patient with photosensitive epilepsy
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the spectra of memory functions. The spectra of CCF power and memory functions
for signals of a healthy subject are characterized by a pronounced low-frequency
dynamics with the presence of significant bursts in the range up to 50 Hz, which
correspond to physiological rhythms. Rhythms reflect the complex psychophysio-
logical processes of brain activity. The picture is different for the spectra of CCF
and memory functions for signals of a patient with PSE (Fig. 3). The process with
a frequency of about 50 Hz is dominant. At the same time, additional quasiperiodic
processes appear in the region of higher frequencies.

The results suggest that there are processes that compensate for the development
of the abnormally high collective activity of neurons in spatially separated areas of
the cerebral cortex of healthy subjects in response to light exposure.

In the framework of Flicker-Noise Spectroscopy, we study the effects of synchro-
nization in the dynamics of the spectral density of the radio emission flux of the
quasars 0420m014 and 2251p158 at frequencies of 2.7 GHz and 8.1 GHz [19].
According to themost common concepts, quasars are active nuclei of distant galaxies
that are at the formation stage, in which a supermassive black hole absorbs matter
from a gas-dust disk. When the layers of the incident substance move, collective
effects, and resonance phenomena arise, which ultimately affect the dynamics of the
radiation of the quasar.

In Fig. 4 3D cross-correlators for the radio emission of the quasars under consider-
ation at frequencies of 2.7 and 8.1GHz are presented.Cross-correlation dependencies
for 0420m014 quasar signals show a clear oscillating structure, reflecting the domi-
nance in the dynamics of a certain frequency. The sequential maximum values of
qij(τ ,θ ij), represented in Fig. 4a when θ ij> 0, mean that the signal at a frequency
of 2.7 GHz follows with a certain frequency the signal at a frequency of 8.1 GHz.
At the same time, sequential maximum values of qij(τ ,θ ij), calculated when θ ij< 0,
mean that the signal at a frequency of 8.1 GHz with the same periodicity precedes
the signal at a frequency of 2.7 GHz.

In the dependence of qij(τ ,θ ij) for the radiation of 2251p158 quasar (Fig. 4b),
a low-frequency diffuse large-scale structure can be observed. The absence of the
generated set of natural frequencies in the dynamics of quasar 2251p158 signals

Fig. 4 3D dependencies of cross-correlators qij(τ ,θ ij) for radio emission of the quasars 0420m014
(a) and 2251p158 (b) at frequencies of 2.7 GHz and 8.1 GHz
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leads to a lower level of synchronization than it’s observed for quasar 0420m014.
At the same time, the significant influence of dynamic intermittency effects leads to
asymmetry of the 3D structure of the cross-correlator.

4 The Design of a Cyber-Physical System for Monitoring
the Evolution of Complex Systems

Based on the proposedmethods, we develop a software-analytical complex for moni-
toring the evolution of complex systems as an example of the integration of computing
and physical resources optimized in an automated cyber-physical system.

The software-analytical complex includes the following modules:

1. Experimental data collection module: can be represented by a remote or built-
in standard or specialized recording and control-measuring equipment (e.g.
electroencephalography);

2. Database: includes input experimental data, intermediate data, quantitative and
qualitative characteristics, and parameters obtained after calculations;

3. Calculation module: performs numerical calculations based on the author’s theo-
retical approaches; carries out the construction of analytical diagrams and the
calculation of the numerical values of qualitative indicators (Fig. 5). Designed
for processing and parameterization of digitized recordings of signals in order to
identify their dynamic and spectral features, correlation features, synchroniza-
tion effects, as well as the degree of manifestation of statistical memory effects
for various dynamic states of a complex system;

4. Analytical module: an autonomous diagnostic system that allows making the
decision about the state of the system, including the abnormal one;

5. Knowledge base: contains decision-making algorithms based on the data
obtained; contains information about the decisions taken and their subsequent
adjustment;

6. Interfacemodule (user information input/outputmodule): visualizes the decision;
allowsmaking adjustments to the software-analytical complex; interacts with the
user.

5 Conclusion

In this chapter, we consider the results of applying the author’s methods: theMemory
Functions Formalism and Flicker-Noise Spectroscopy to the study of synchroniza-
tion effects between parts of a complex system. The first method is based on the
use of power spectra of memory functions to identify sets of frequencies at which
synchronization occurs. Using the presented method, the characteristic frequencies
were established at which the neuromagnetic signals are synchronized for various
areas of the cerebral cortex of healthy subjects. Disturbance or suppression of these
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Fig. 5 The structure of the calculation module of the proposed cyber-physical system (software-
analytical complex)

periodic processes served as the basis for the discovery of diagnostic criteria for
pathological brain activity for photosensitive epilepsy. The second method is based
on the use of two-parameter cross-correlators, the structure of which reflects collec-
tive phenomena manifested in the system. The effects of frequency phase synchro-
nization discovered in the radioactivity signals of quasars at different frequencies
contributed to the establishment of different mechanisms of their disk accretion.

The presented methods for analyzing multi-parameter data of complex systems:
theMemory Functions Formalism and Flicker-Noise Spectroscopy, as separate areas
of “Data Science” or “Complexity Science”, show a possible way of developing an
intelligent analysis of biomedical and observational space data in order to search
for diagnostic and prognostic criteria for human neurological diseases, identification
of astrophysical objects. The combined use of MFF and FNS with other machine
learningmethods for studying cross-correlations and synchronization effects (see, for
example, [20–24]) will allow advancing in understanding the collective phenomena
realized in complex composite objects of animate and inanimate nature, as well as
economic and financial systems [25, 26]. The results obtained during the research can
be applied in the economy when developing cyber-physical and robotic systems for
actions in emergency situations and conditions; the creation of automated diagnostic
and treatment centers [27]; personified medicine.
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The use of theoretical approaches and numerical algorithms for the analysis of
time signals will become the basis for a software-analytical complex that is adapt-
able, e.g. to monitoring physiological conditions, identifying and predicting human
pathological states. The purpose of the software packagewill be to identify individual
parameters of a person, accumulate a knowledge base, intellectual decision-making
support when making a diagnosis (Internet of Things).
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The Methodology of Hybrid Modelling
for Gas Turbine Subsystems Prescriptive
Analytics

Sergei Nikolaev, Sergei Belov, Tatiana Greenkina, Tikhon Uglov,
and Vadim Leshchev

Abstract This chapter proposes a methodology for building hybrid models of gas
turbine power plants for solving the task of prescriptive and predictive plant health
analytics. The hybrid models are built based on the physics model of the power
plant subsystem and machine learning methods. The combination of physics-based
models and machine learning models allows predicting the occurrence of malfunc-
tions and predicting internal parameters of subsystems influencing the gas turbine
plant’s technical health. The proposed methodology was implemented as a special
software system, and it was tested on the field data from mobile gas turbine plants.

Keywords Prescriptive analytics · Physics-based modelling · Gas turbine
condition monitoring

1 Introduction

A frequent problem appearing during predictive analytics of machinery such as gas
turbines is the lack of field data. Machine health prognostics is complicated due to
the small amount of available data that characterize malfunctions and malfunctions’
development.Healthmonitoring could be realized at the initial stage ofmachine oper-
ation, but it only provides the monitoring of faults’ development when the machine’s
operating regime becomes abnormal [1]. Usually, operators do not have a lot of
labeled data to make a prescriptive model, which would determine the exact reason
for the malfunction and provide operators with information on how they should act
[2].

Another approach to monitoring the system during its lifecycle is model-based
systems engineering [3]. Software tools like Simulink, Simcenter Amesim, Dymola,
or OpenModelica allow engineers to develop, change, and manage the system from
design to operation. Physics-basedmodeling allows simulating the system’s behavior
by solving equations of mechanics, thermal, and fluid dynamics. Physics-based
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models play an essential role in some cases where the system’s structural complexity
or operating conditions (for example, high temperature) make it impossible to place
sensors and acquire the data.

For most gas turbines on themarket, the primarymaintenance strategy is designed
by the manufacturer. It suggests some scheduled actions which are needed to be
performed. These actions are based on equipment tests, historical operation data,
and expert knowledge. These scheduled actions are not connected with the operation
condition of the gas turbine. Thus, plant operators desire to perform maintenance
actions when they are needed.

That is why predictive and prescriptive maintenance is so desirable. Predictive
models connectedwith real operation equipment determine the possiblemalfunctions
in the future and recommend the actions. A prediction of the maintenance model
should be accurate. False-negative results can lead to equipment damage, whereas
false-positive results cause unnecessary maintenance and high expenditures.

The advantages of pure data-driven and physics-based approaches could be
combined using a hybrid modeling technique (Fig. 1). The hybrid approach should
include a two-phase methodology for prognostics, where the first phase develops a
physics-based model for both healthy andmalfunctioning conditions, and the second
phase computes the residuals when comparing themeasurements with the simulation
results.

In this chapter, we propose a methodology for developing a prescriptive model,
which is based both on machine learning models and physics-based models. The
methodology is implemented in special in-house software, which is tested on real
field data.

Fig. 1 Hybrid modelling
approach
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2 Prediction of Malfunctions in the Gas Turbine Power
Plant Subsystems Using Data-Driven Approach

The term “malfunction” means an event indicating the gas power plant’s technical
condition is inoperable, and it requires to repair and/or restoration works to make the
system operational. For choosing malfunctions for machine learning modeling, it is
important to take into account two criteria. The first criterion is the rate of occurrence.
The event must occur often enough so that the training set has enough instances of
this or other events occurring. The second criterion is the severity (significance) of
the event.

The task of malfunction detection is to predict the time of occurrence of the event
to prevent an emergency shutdown. Solving this task means predicting the time of
event occurrence for each predicted shutdown. As events follow one after another,
the closest event is predicted for each moment of time. Then, based on the event
occurrence rate, the optimal prediction time is determined.

The prediction horizon is the maximum time where the machine learning model
can predict the event’s occurrence. The model does not predict beyond the prediction
horizon. For choosingoptimal prediction time, themaximum time to the event is taken
into account, and it is checked that no more than one event takes place. This concept
is implemented by transforming the event occurrence data by limiting the prediction
time (for each moment of time to the nearest event, if the time is greater than the
prediction horizon, the time values are set to the prediction time). The obtained
values are then normalized (Fig. 2) from one (the event cannot be detected) to zero
(the event is detected).

As the occurrence of the emergency shutdown occurrence is often characterized
by complex change of all parameters of the system, data from different subsystems
having the least correlation are used for analyzing events. The data is formed as a set

Fig. 2 Transformation of data for prediction
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Fig. 3 Input data
convolution

of examples having a selection of all selected tags for a certain time interval (number
of time steps). A Convolutional Neural Network [4] is used to solve this type of
problem; the idea is to form a set of features for different data channels. Thus, the
power plant technical condition is represented as a generalized vector by sequentially
processing sensor time series by convolution layers (Fig. 3).

The prediction is conducted using a fully connected layer with the Exponential
Linear Unit (ELU) activation function. The dimension of the output layer is equal
to the number of processed events. Thus, the machine learning model is capable of
predicting time for each of the selected events.

For the malfunction identification problem, predicting the malfunction is more
important than predicting the absence of it. Thus, for calculating the error function,
the difference between the response and the reference value is multiplied by the
penalty coefficient 0.9 if the reference value is less than 1 (time to malfunction is
less than one hour) and 0.1 if the reference value is 1 (time to malfunction is more
than one hour).

Aside from applying the penalty function mentioned above, the balancing of the
training set is conducted. The training set is comprised of the instances of the gas
turbine power plant state and the set of times to events.Compared to normal operation,
malfunctions are rare, so the number of malfunction instances in the training set is
very small. Such an imbalance of the training set can cause model overfitting on data
without malfunctions, causing reduced prediction accuracy of themodel on data with
malfunctions. The number of instances of current power plant operation is reduced
to the number of instances of malfunctions, thus balancing the training set.

The proposed approach was tested for the case of the Mobile Gas Turbine Unit.
The training history is shown in Fig. 4.

Figure 5 shows the model prediction for the test set.
Aside from the accurate prediction of time to malfunction, the obtained model

should also accurately detect the malfunction itself.
Similar to the classification models, the malfunction detection model must deter-

mine where an event will occur in the system at the nearest time or not at anymoment
of time. To that end, models must be evaluated by the precision and recall metrics.



The Methodology of Hybrid Modelling … 43

Fig. 4 Training error history
for the training and the
validation sets

Fig. 5 Training error history for the training and the validation sets

As the model does not respond as a classifier (malfunction is present or not), the
following algorithm was developed to transform the model responses:

The model responses and the reference responses whose values are equal to 1 are
classified as “no malfunction”;

The intervals of reference data with the value less than 1 are classified as
“malfunction are present”;

The model responses can be classified as “malfunction is present” if the intervals
where the model responses are less than zero and form a straight line with the slope
equal to that of the reference like on the interval with data classified as “malfunction
is present.”

Based on the assumption that the model responses replicate the straight line of
reference values, a model straight line is fitted using the least-squares method, and
its slope is evaluated.

Based on the developed algorithm, the model can be classified using the precision
and recall metrics. Table 1 shows the evaluation results.
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Table 1 Model quality
metrics

Metric Training dataset Test dataset

Precision 0.86 0.66

Recall 0.88 0.70

F1-score 0.82 0.68

3 Physic-Based Model of Subsystems for the Case
of Hydraulic Subsystem

To build hybrid predictive models, physics-based models of each subsystem of a
gas turbine power plant should be developed. The main purpose of the physics-based
model is to identify dependencies between observed variables (measured by sensors)
and internal parameters of the subsystem,which could not bemeasured. The principle
of such a physics-based model is presented on the example of a hydraulic subsystem.

3.1 Description of the Hydraulic Subsystem

The hydraulic system’s designation is to ensure the operation of the Inlet Guide
Vanes (IGV) and Variable Stator Vanes (VSV). The oil for the hydraulic pump is
taken from the gas generator lube system after inlet filters. The pump is installed
on the main gearbox and is driven from the pinions/vertical shaft connected to the
High-Pressure Compressor (HPC). The oil passes through the filter with an internal
bypass. The pressure regulator maintains the required pressure by bypassing excess
oil in the gas generator lube system. The filter pressure differential is determined
using pressure sensors at the filter inlet and outlet. If the differential pressure is high,
an alarm signal is issued, and a controlled shutdown is conducted upon reaching the
upper limit of the pressure differential.

3.2 Assumptions of the Model

The following empirical assumptions are made during model development. The
elements whose state is constant for the steady-state operation were either extremely
simplified or neglected. For valves, themodel considered their section as fully opened
during steady-state operation. The study considered the system’s variant where veri-
fication can be done based on the current values of displacements of rods of hydraulic
cylinders of the VSV and IGV.



The Methodology of Hybrid Modelling … 45

3.3 Model Architecture

Figure 6 shows the architecture of the physics-based model of the hydraulic system
The gear pump supplies hydraulic pressure for the VSV/IGV control system

through the filter. The pressure coming to the system from the oil supply system is
recorded by pressure gauges, by which the modeled system pressure is compared to
real sensor readings. The filter is modeled as a block similar to the real filter having
through holes with corresponding diameters. After the filter, the oil passes to the
servo valve; if a threshold (750 psi) is breached, a pressure regulator opens and sends
the excess oil into the oil tank. The servo valve control signal is formed based on the
difference between the hydraulic cylinder rod’s target and current positions. Both
hydraulic cylinders VSV and IGV are identical and have the same working mecha-
nism: rod pro-tracts and retracts depending on what inlet the pressure is supplied to.
The leaks from cylinders can be set as a parameter in the corresponding component.
In the model, the oil tank is simplified as a component with a certain pressure and
temperature where fluids can be drained.

Fig. 6 Physics-based model of the hydraulic subsystem
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3.4 Model Verification

The verification of the subsystem was done as follows. For each variable at the
subsystem output mean absolute error is calculated on 10 random time intervals of
the plant operation when the high-performance compressor rotor speed is greater
than 10,000 rpm. The error is determined as follows:

MAPET AG = 1

n

∑∣∣∣∣
T AGreal − T AGsim

T AGreal

∣∣∣∣ (1)

where TAGreal is real data from the plant, andTAGsim is the value of an output variable
of the model. The model is considered verified if the error for each output variable
is less than 10%. In this case, the errors were less than 1%.

3.5 Modeling of Malfunctions

Using the developedmodel of the hydraulic system, it is possible to conductmodeling
of the system with occurring faults. For example, let us consider the fault related to
the system filter clogging. In this model, the filter is modeled as a component with the
following parameters: the number of bores and the diameter of each bore. The filter
works correctly if the number of holes is 10,000, and the hole diameter is 0.2. If the
filter is clogged, the number of holes decreases, which can be set as the component
parameter value. The filter clogging results can be seen from the differential pressure,
as shown in Fig. 7. The greater the clogging, the less the number of holes is, and the
greater the pressure difference is.

4 Health Prediction of Gas Turbine Power
Plant Using Hybrid Modeling

For predicting the gas power plant’s health, an approach based on hybrid modeling
is used. The model’s essence is in representing the technical health of a subsystem
of the plant as the difference between the “ideal” functional physics-based model of
a subsystem and its real indicators.

The “ideal model” is understood as the model determining the healthy subsystem
behavior under current operating conditions. It is assumed that the system’s critical
events are pre-defined by the degradation of parameters of its subsystems, allowing
early warning about possible disorders at the early stages of degradation. It makes
sense to track not the parameters itself but rather the difference between its measured
values and the “ideal” model indicators. This approach determines the deviation of
the current state of the subsystem from the normal state and predicts a deviation
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Fig. 7 Time histories of differential pressure with a reduced number of bores

Fig. 8 Trend prediction

trend. As soon as the trend exceeds the model error, the difference starts to grow
until it reaches its critical value (malfunction), as shown in Fig. 8.

The physics model error is calculated as a mean absolute percentage error
(MAPE).

MAPE = 1

n

n∑

t=1

∣∣∣∣
ytrue − ymodel

ytrue

∣∣∣∣ (2)
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So, the health index (HI) is calculated as the difference between the modeled
parameters and the real sensor data biased by the value of mathematical model error
and scaled from zero to one.

H I =
{

1, trend ≤ error
1 − trend−error

ycrit−error , trend > error
(3)

where the parameters trend and error are calculated as follows:

trend = ytrue − ymodel (4)

error = MAPE ∗ ytrue (5)

As the deviation trend is time series, prediction can be made using standard
machine learningmethods. LongShort-TermMemory [5, 6] recurrent neural network
is an example of these methods. This network can predict the system state by
analyzing its current status.

The prediction task is to determine the future values of the difference between the
modeled values of the system’s parameters and real sensor data [6]. For the current
time interval with a set time window, the data come to the prediction model’s input,
and the model predicts future values, Fig. 9.

For the hydraulic system, the data characterizing a progressing malfunction (oil
filter clogging) were modeled. The data served as the training set for the LSTM
model. The model predicted future values with a 20-minute prediction horizon for
30 min. The model was comprised of a recurrent layer (LSTM) with 100 neurons,
followed by a fully connected layer (MLP) with the ELU activation function. The
model error function was MSE, and the training algorithm was ADAM [7].

Fig. 9 Trend of deviation of
the model parameters from
the “ideal” model
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5 Software for Technical Health Monitoring and Prediction

The software for Technical Health Monitoring and Prediction (THMP) was devel-
oped for automating the tasks of monitoring and predicting the technical health of
gas turbine power generating plants based on mathematical models of mobile gas
turbine plants. The software implements a combination of a data-driven approach
for predicting often events and a hybrid modeling approach to analyze and predict
health index.

The software conducts the analysis of the technical health of gas turbine
subsystems:

• High- and low-pressure compressors;
• High- and low-pressure turbines;
• Combustion chamber with flame tubes and fuel spray nozzles;
• Fuel system;
• Oil system;
• Air intake system;
• Thrust balance system;
• Hydraulic VSV control system;
• Hydraulic launch system;
• Power turbine.

The software has a monolithic server architecture with three logical layers.

• Business logic layer;
• Resource layer;
• Communications layer.

Software architecture is shown in Fig. 10.
The business logic layer is comprised of:

• The complex of functional physics-based models of the gas turbine power plant
subsystems having a detailed mathematical formulation of the interconnections
and physical processes taking place in the subsystems of the physical object in
the form of algebraic and differential equations.

• Modules implementing the algorithms for analysis and prediction of the gas
turbine power plants’ technical health based on machine learning methods.

The business logic layer inputs data sets of physical values from real sensors in
the generator subsystems and runs mathematical models to obtain readings from the
virtual sensors used to calculate deviations in measurements to detect malfunctions
in the generator subsystems.

The resource layer is implemented using the NoSQL database having a system
cache for storing modeling parameters, modeling results, and previous sensor read-
ings to provide the fastest access to them. Also, file storage is located at this
level.
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Fig. 10 Software structure

The communication level is developed as methods implementing API queries to
the database. The communication to the external database service is implemented
via an HTTP protocol using REST API.

Given architecture allows us to analyze and predict the technical conditions of the
gas turbines in real-time. The developed software is used for predictive analytics of
mobile gas turbines and is under test exploitation at an energy production company.

6 Conclusion

The methodology, based on a combination of data-driven and physics-based
modelling is presented in this chapter. This methodology is implemented for
gas turbine power plant predictive analytics and implemented in special in-house
software.

The presented hybrid modeling approach enables malfunction detection with a
small amount or even no labeled malfunction data. The following advantages of the
combined approach present the research interest in this field:

• Very little operation data is required to tune the model for a real turbine;
• Compared to the pure data-driven approach, the combinedmodel allows operators

not only to determine abnormal behavior of gas turbines but also reveal the causes
thereof;

• Many malfunctions can be simulated as soon as the model is validated. In this
part of the work, tight cooperation with field engineers and operators is required.
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Automation of Assembly Batches
Installation in Hot Rolling Mills

Alexander Galkin and Vladimir Istomin

Abstract The study presents the process of forming assembly batches installation
in a hot rollingmill. There has been developed an algorithm for the optimal formation
of assembly batches at a hot rolling mill based on the genetic algorithm considering
technological restrictions imposed on the production process. The optimization of the
set of assembly batches consists of the construction of a set with maximum produc-
tivity, which is achieved by reducing the time for the reconstruction of the equipment
when switching to different width and thickness of rolling stock. A program for auto-
matic formation of assembly batches at a hot-rolled steel mill has been implemented.
It is now possible to save each batch included in the generated set to a separate file,
as well as write general information about the entire set to a file. The algorithm was
tested when forming assembly batches from a set of slabs available at the warehouse.
Calculations on the formation of optimal assembly batches have been carried out.
The presented results of the study show the increase of the formed assembly batches’
productivity and their compliance with all technological restrictions.

Keywords Production planning · Hot rolled products · Formation of installation
batches · Rational picking · Optimization · Genetic algorithms

1 Introduction

Hot rolled steel [1–3] is in great demand in many industries. The sorting of hot
rolled steel is not corrosive, is very advantageous in terms of price and quality, is
produced in plastics with high strength, hardly requires treatment, is resistant to high
temperatures, and mechanical damage [4].

Metal rolling on a continuous broadband mill is carried out in mounting batches
[5], for the required quality of which a number of technological restrictions on
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temperatures and mechanical damage are imposed [6–9]. In addition to quality char-
acteristics, productivity is the most important indicator of production, including hot
rolled steel [10]. In this case, production optimization consists of planning installa-
tion batches that minimizes the total time of their rolling, i.e. increases productivity,
while observing all the specified restrictions that affect the quality of rolled prod-
ucts. Thus, the development of optimization methods, as well as the introduction of
new methods for forming assembly batches at hot rolled mills, is one of the current
research topics in the direction of metal production.

2 Initial Mathematical Formulation and Research
Methodology

In the process of studying the topic under consideration, an algorithm for forming
assembly batches based on the specified restrictions was developed. The information
about the availability and characteristics of slabs in the warehouse is used as input
data. The programming block of the Mathcad [11] package is used to implement
the algorithm. Optimization is implemented through the use of genetic algorithms
[12–19]. Let us perform the task formalization.

There is a set of vectors X = {X1, . . . , Xn} consisting of slabs Xi . It is necessary
to create such a sequence of execution of ordersYu(X) for rolling at themill to achieve
the maximum rolling performance V of the formed assembly batches. Productivity
refers to the ratio of the length of the rolled tape to the duration of the process.

Enter the following notation to describe slabs and assembly batches:

Xi =
⎡
⎢⎣

x1
...

x13

⎤
⎥⎦, Yu =

⎡
⎢⎣

Xr
...

Xm

⎤
⎥⎦,

where i = 1 . . . n; n—the number of slabs, u—the number of the installation batch,
r and m—respectively, the first and last elements of the installation batch; xl—a
parameter that contains information about the slab, l = 1 . . . 13.

The necessary parameters are selected from the array of data about available slabs
received from the warehouse, and rows with missing data, as well as those that are
obviously incorrect, are removed. The final selection includes the following columns:

x1—slab rolling time (s);
x2—steel grade;
x3—surface finishing group;
x4—route;
x5—slab thickness (mm);
x6—slab width (mm);
x7—length of the slab (mm);
x8—slab weight (t);
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x9—target roll thickness (mm);
x10—target roll width (mm);
x11—strip length (m);
x12—destination shop;
x13—note.
Objective function:

V (Y1, . . . ,Yz) = 1

z

z∑
u=1

v(Yu) = 1

z

z∑
u=1

d(Yu)

t (Yu)
→ max, (1)

where z—number of batches, v—performance u-nd installation batch, d—the total
length of the u-nd installation batch, t—the total time for rolling all slabs of the u-th
installation batch.

The time for rolling is calculated using the formula:

t = x1 + tp,

tp =
⎧⎨
⎩
120, if (x10,w �= x10,w+1),

60, if (x9,w �= x9,w+1) ∧ (x10,w = x10,w+1),

0,

where tp—time to reconfigure the mill, w—the serial number of the slab in the u-th
installation batch.

Taking into account the restrictions described in [6], the following conditions
must be met for installation batches G(Y (X)):

G(Y (X)) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

q∑
w=1

x8,w ≤ 4000,

x10,w+1 − x10,w ≤ 250,
x9,w+1 − x9,w ≤ 1.5,
q∑

w=1
x11,w ≤ 40000, (x10,w = x10,w+1)∀w = 1, . . . , q,

where q—the number of slabs in the u-th installation batch.
The entire array of reading data is divided into the following subsamples, which

have conditions set for them:

1. Rabv—the included metal after handling the work rolls.
2. km7\_60—the length of the installation from 7 to 60 km.
3. km97—the installation length is up to 97 km.
4. km120—the installation length is up to 120 km.
5. km121\_—the length of the installation after 120 km.
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Production batches are compiled from the sub-samples received in accordance
with technological restrictions for these groups. Also, each installation batch takes
into account a number of restrictions imposed on the entire installation.

The scheme of the developed algorithm is shown in Fig. 1.
The optimization algorithm is implemented as follows. An Excel file with the

prepared selection is read. The received data is sorted by bandwidth—from wide to
narrow. It also reads steel grades that belong to certain groups: ugl PDS—carbon
steel rolling for PDS; xolkS—cold rolled steel grades; tovar S—commercial steel
grades; electr S—electro-technical steel grades [20]. These groups of brands are
required when forming installations to meet the imposed technological restrictions.

At thefirst step of the genetic algorithm, initial populations are compiled in order to
complete slabs from the warehouse into assembly batches. The formation of batches
stops if there are no slabs in any of the subsamples. So they are made up sequentially
one after the other and have the following form:

Fig. 1 The block diagram of the program
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montu =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

J1 · · · Jg
D1 · · · Dg

M1 · · · Mg

T1 · · · Tg
k1 · · · kg
y1 · · · yg

ogshDL 1 · · · ogshDLg

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, J =
⎛
⎜⎝

j1
...

jk

⎞
⎟⎠,

where montu—generated installation number of subsamples, g = 1, . . . , 5—the
number of subsamples; Jg – vector column with sequence numbers selected in the
installation of slabs from the warehouse, k—the number of slabs in the sub-sample g
installation u; Dg—the total length of the installation in the sub-sample g subject to
the preceding sub-groups (mm); Mg—total weight of installation in a subsample of
g subject to the pre-pacing subgroups (t); Tg—the total rolling time of all mounting
slabs in the sub-sample g taking into account the preceding subgroups (s); yg—rows
of selected slabs in the g sub-sample; ogshDLg—the total length of consecutive
slabs of the same width.

Assembly batches that are made in accordance with technological restrictions are
combined into a set of installations.

The slabs thatwere not included in the assembly batches are distributed in subsam-
ples of the same structure that were used for forming the initial populations of the
genetic algorithm. They will be called free subsamples.

The scheme of formation of initial populations is shown in Fig. 2.
A fragment of the obtained initial populations (montages) is shown in Fig. 3.
The next step is to mutate the resulting set of montages.
Themutation operator changes an arbitrary number of elements in an individual to

other arbitrary ones. In fact, it is a kind of dissipative element, on the one hand pulling
from local extremes, on the other—bringing new information to the population.

The population mutation scheme is shown in Fig. 4.
Under the conditions of the problem being solved, the mutation operator will

change an arbitrary number of subsamples frommontages with random free subsam-
ples. Mutated mounts are combined into a set and so several individuals are obtained.
Among the available individuals of descendants, themost adapted one is selected, i.e.
the set of mounts with the highest productivity (1), which will become the parent for
the next generation of mutants. The cycle repeats until the productivity of new gener-
ations is less than or equal to that of their ancestor. At the same time, the installations
inside the set are checked for compliance with the entered restrictions.

The best set of montages obtained by mutations passes through crossing among
the montages included in this set. Free sub-selections are discarded.

This genetic algorithm uses uniform cross-breeding, otherwise called monolithic
or single-stage, performed in accordance with a pre-selected standard that specifies
which genes should be inherited from the first parent (the remaining genes are taken
from the second parent).

The population crossing diagram is in Fig. 5.
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Fig. 2 Scheme of initial populations formation

Fig. 3 Fragment of the obtained initial populations
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Fig. 4 Diagram of mutations in populations

Fig. 5 Scheme of interbreeding populations
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Randomly selected individuals from a set of mutated montages are selected in
pairs to perform the crossing operator:

monta = (
[Rabv]a [km7_60]a [km97]a [km120]a [km121_]a

)
montb = (

[Rabv]b [km7_60]b [km97]b [km120]b [km121_]b
)

in which the following replacement occurs:

montc = (
[Rabv]a [km7_60]b [km97]a [km120]b [km121_]a

)
montd = (

[Rabv]b [km7_60]a [km97]b [km120]a [km121_]b
)

the resulting montages are a new generation of individuals. They have combined
again into a set. In this way, several randomly crossed sets are formed. The crossing
stop criterion is the same as the mutation stop criterion (1). At the end of the crossing
operator’s work, the optimal set of mounting batches will be found, which is the
result of the genetic algorithm.

3 Interpretation and Discussion of Research Results

A study on the operation of the implemented algorithm has been conducted. The
information provided by the metallurgical plant about slabs from the warehouse is
used. The information necessary for the algorithm is selected from the received data.

With the help of the program for forming assembly batches of hot rolled steel
products, 276,000 rows of data from the warehouse were processed, resulting in 14
unique sets of assembly batches. Each set is formed on non-overlapping input data
ranges of 20 thousand samples in the first 13 sets and 16 thousand in the last one.
General information on the sets is provided in Table 1.

In Table 1№—dial number, Km—number of installations in the set (PCs), Kp—
number of rolled products in a set (PCs), Ln—total length of the rental set (km),
Mn—total weight of rolled products in a set (t), T p—required rolling time (h), Vn—
the performance of the kit after the application of genetic algorithms (km/h),�Vn—
increase the performance of the hire after the application of genetic algorithms
(km/h).

The average productivity increase was 0.56 (km/h), which indicates the relevance
of the method used for forming and optimizing the composition of assembly batches
at hot rolledmills. Themutationoperator had agreater effect onperformance changes.

A comparison of the performance of mounting sets before and after applying the
genetic algorithm is shown in Fig. 6.

In total, the algorithm obtained 507 installations with an average productivity of
30.34 (km/h), which corresponds to an increase in rolling efficiency by 1.9%.
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Table 1 Information about installation kits

№ Km Kp Ln Mn Tp Vn ΔVn

1 40 5952 5626.81 143772.51 183.50 30.66 0.68

2 42 6360 5830.02 155523.89 198.06 29.44 0.34

3 41 6118 5726.41 147124.89 186.37 30.73 0.31

4 35 5367 5014.91 129461.26 166.36 30.14 1.21

5 32 4702 4446.35 113782.32 147.38 30.17 0.36

6 37 6012 5678.48 146602.34 187.64 30.26 0.00

7 40 6547 6141.22 158462.54 201.55 30.47 0.00

8 37 5640 5358.69 135655.05 171.73 31.20 0.39

9 43 6399 6016.90 158217.29 199.88 30.10 0.62

10 38 5677 5348.68 140675.45 174.30 30.69 0.74

11 34 5040 4742.33 124922.34 155.59 30.48 0.60

12 28 4092 3929.63 102252.99 130.77 30.05 1.18

13 35 5260 4910.13 127793.26 165.73 29.63 0.53

14 25 3701 3558.23 91074.60 114.88 30.97 0.89

Fig. 6 Comparison of performance after GA operation

4 Conclusion

Thus, there is presented the algorithm for optimal assembly batches installation at a
hot rolling mill based on genetic approaches. The crossing and mutation operators
were applied. The algorithm considers the technological restrictions imposed on the
production process. The optimality criterion is obtaining the maximum performance
during installation, which is achieved by reducing the time for re-building equipment
when switching to different widths and thicknesses of rolled products. Based on the
obtained results, the developed model of optimal assembly batches installation at the
hot rolling mill of metallurgical production allows us to increase the productivity of
the mill and reduce energy consumption.
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Software Application for Modeling
the Fractionation Process Based
on the Principle of Maximum Entropy

Alexander I. Balunov , Maksim A. Smirnov, and Sergey Yu. Boykov

Abstract The chapter considers software designed for modeling and optimization
of the process of multicomponent fractionation based on the entropy-informational
approach. The process is described mathematically based on the informational prin-
ciple of maximum entropy, and the informational criterion of a relative estimate of
system organization bears the role of the target function in the optimization. The
application allows a user to calculate the most probable values of the main param-
eters of the process and can be used for decision support both at designing new
fractionation devices and at the optimization of existing devices.

Keywords Fractionation ·Mathematical modeling ·Maximum entropy principle ·
Optimization ·Windows application

1 Introduction

The last decade saw the informational principle ofmaximumentropy as away to solve
problems of uncertainty (Jaynes’ formalism [1, 2], entropy modeling method [3]).
This principle provides an opportunity to obtain the most probable result based on an
accurate but incomplete information source [4]. The maximum entropy principle is
known to be used in physics [5, 6], ecology [7–9], biology [10], social studies [11],
and other fields.

Since the mid-seventies of the last century, the school of V. P. Maykov develops
a system-informational approach to modeling and optimization of chemical engi-
neering processes through their works [12–14]. This approach intends the maximum
entropy principle to be used to describe technological processes mathematically.
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Among those, the most fully developed is the fractionation theory, in which the law
of distribution of components in the column streams, when described, is assumed to
be the most probable, corresponding to the maximum of information entropy when
the balance constraints are taken into account. The constraints also include the equa-
tion specific to the entropy method of modeling, which introduces the properties of
components and specifies the degree of stream separation.

Themathematical description ofmulticomponent fractionation of close-to-perfect
mixtures determines Shannon’s entropy as the criterion of maximum likelihood.
It measures the uncertainty of the presence of microparticles (molecules) of each
component in a mixture. Since the probability of detecting particles of a specific
type in such mixtures is equal to their molar fraction, Shannon’s entropy can be
calculated based on the molar composition of the mixture [12, 13, 15]. Generally,
this probability is related to the size of microparticles. It means that to describe the
processes of mixture separation, the non-ideality of which is caused by the difference
in the size of component molecules (athermic mixtures), we propose an extended
version of the maximum entropy principle [14, 16]. In this version, the criterion of
likelihood is the information entropy of a complex experiment. This entropy includes
conditional entropy and conditional probabilities [17].

The criterion of likelihood within the description of processes of separation of
(oil) mixtures is the information entropy of a continuum [18, 19].

Thus, the entropy method provides a way to describe the fractionation process of
both ideal [15] and non-ideal (athermic) mixtures [14, 16], both multi-component
[14–16] and continuous systems [18, 19], as well as a tray and packed columns on a
unified methodological basis.

The optimization of processes based on the system-informational approach sees
the criterion of a relative estimation of the degree of system organization as the main
target function [20]:

η = Hin − Hout

Hin

Hin and Hout here are information entropies used to evaluate the disorder of streams
at the input and the output of the system.

It proves to be helpful when evaluating the separation power of the fractional
column—the higher the η, the higher the separation power of the column, and the
better the quality of separation. The maximum possible separation of power is η =
1. This corresponds to the hypothetical case of separation of a binary mixture into
pure products or a multicomponent mixture into two pure fractions. On the contrary,
when the process is reduced to a simple separation of a mixture into two parts of an
equal initial composition, then η = 0.

In the thermodynamic interpretation, the criterion η represents the relation of the
thermodynamic work of fractioning the initial, close to the ideal mixture into given
products to the similar work of fractioning into pure products. It is known that such a
criterion does not contradict the criteria based on technical and economic evaluation
[15].
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2 Mathematical Model of the Process

The application of the entropy method to the description of the fractionation process
has made it possible to reproduce previously known theoretical results as well as
new ones. In determining the law of the most probable distribution of components in
the product streams of the column, we obtain the proportions that meet the Fenske-
Anderwood equation known in the theory of equilibrium fractionation. The analog of
the number of theoretical trays in the column is one of the Lagrangemultipliers in the
conditional extreme task of calculating the most probable distillate and distillation
residue compositions. The obtained dependencies can be used both in the project
and verification settings of the column calculation problem [15]. In the first case,
we set the separation quality of the mixture, while product stream compositions and
the conditional height of the column (Lagrange multiplier) are to be determined. In
the second case, we set the conditional height of the column (model identification
parameter), and the product stream compositions are to be determined. Verification
calculation to analyze the work and optimization of the existing fractional apparatus.

Similar dependencies have been obtained for calculation of the most probable
compositions of streams leaving the column volume limited by two arbitrary sections
with known compositions of input streams [15]. Here, one of the Lagrange multi-
pliers acquires the physical meaning of the parameter that determines the degree of
separation of output streams.

As a result of the combination of these dependencieswith the equations ofmaterial
balance of the top (reinforcing) and bottom (exhaustive) sections of the column, we
have obtained the recurrence ratios for calculation of the most probable distributions
of components in adjacent sections at the step-counterflow scheme of streams in the
column [15]. Generally, the calculation is possible for both equilibrium (the degree
of separation of streams is one) and non-equilibrium (the degree of separation is
less than one) contact steps. While calculating per equilibrium (theoretical) steps,
the received ratios completely coincide with generally accepted dependencies of per-
tray calculation. However, it should be noted that the degree of stream separation here
is not introduced from the outside as, for example, tray efficiency in traditional meth-
ods, but follows from the solution of the problem itself—it is a Lagrange multiplier
in a conditional extreme problem.

The separation of the mixture in the column reduces the disordered nature of the
source stream evaluated by entropy. It is natural to require the work of each part of
the column to be subordinated to that goal. However, in the feed node, due to mixing
streams, the disorder does not only decrease but even increases somewhat. Therefore,
the optimal location of the feed input to the column should provide the minimum
possible increase of disorder. As a result of the optimization problem solution, we
have obtained dependencies for the calculation of such compositions in the feed node
sections, which minimize entropy production in it [15].
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3 Calculation Algorithms

Progressively solving the problems above makes it possible to use two algorithms
for calculating the column depending on the volume of initial information. The first
algorithm, which is called the “main” algorithm, is more focused on the project
calculation of the column, and the second algorithm—“decompositional”—can be
used both at project and calibration calculation.

Calculation using the main algorithm is performed in the following sequence.
The first step, calculate compositions of product streams of the column, as well

as the value of the Lagrange multiplier at the project calculation (the minimum
number of theoretical contact steps in a non-selective one). The initial information
for the calculation is molar composition and relative volatility of the components
of the shared mixture, product selection, as well as the concentration of one of the
components in the product streams (project calculation) or the parameter that reflects
the conventional height of the column (verification calculation).

The second step, determine the compositions of streams in the cross-sections of
the optimal feed node. To do this, the evaporation fraction and the phase composition
of the feed, as well as the phlegm number, are additionally specified (or calculated).

In the third step, calculate the compositions in sections of the column and deter-
mine the number of equilibrium or non-equilibrium contact steps in each of them
at a given degree of separation of output streams of the step. It is calculated with
the recurrence ratios in mind from one section to another in the direction from the
product streams to the feed node. Particularly, when the vapor stream at the top of the
column condenses in a full condenser, and the distillation residue evaporates in a full
evaporator, the streams compositions at the end sections of the column are consid-
ered to be equal compositions of product streams. Generally, at the partial condenser
and boiler, the compositions at the end sections of the column are calculated using
known dependencies of single condensation and evaporation.

The condition of joining sections with the feed node is the equality of the average
energy parameter for the sections of the column and feed node [15]. To comply with
this condition, it is necessary to vary the degree of separation of streams at the contact
steps adjacent to the feed node, which is equivalent to crushing them.

The main algorithm assumes that the compositions of distillate and distillation
residue do not depend on phlegm mode and feed input location. This information
is omitted, i.e. it is assumed that the given separated can be related to a variety of
constructive and mode parameters defined at the next steps of calculation. If this
information (or a part of it) is known, it is possible to clarify the solution of the
problem somewhat using the decompositional calculation algorithm, which contains
only two steps [19, 21].

The first step, find the most probable component distributions in the end cross-
sections of the column sections and, thus, decompose the column into two subsys-
tems—the exhaustive and reinforcing sections. The initial information for the column
calculation is evaporation ratio and phase composition of the feed, the relative
volatility of the mixture components, product selection, phlegm number, as well
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as, in the case of the project calculation, the concentration of the target component
in the product streams and the value of the parameter defining the conditional height
of one of the sections, and in the case of verification—the value of these parameters
for each section.

When determining the compositions of output streams of column sections, the
dependencies are usually used to calculate the compositions of product streams of
the entire column. Thus, an input stream of the reinforcing section is a total vapor
stream arriving in it from a feed node and the liquid arriving from a dephlegmator,
while in the exhaustive section, it is a total stream of the liquid arriving from a feed
node and vapor from a boiler. The relationship between the material streams of the
sections is determined by the equations of thematerial balance of the feed node. Since
compositions of output streams of sections depend on compositions of input streams,
which are not known initially, the calculation is iterative and consists of multiple
alternating calculations of each section before the stabilization of compositions in
boundary sections. The practice of calculations has shown that the compositions of
streams are stabilized to the fourth decimal in 5–7 iterations.

In the second step, the column sections are calculated similarly to the main algo-
rithm, using the components obtained at the first step of component distribution in
the boundary cross-sections of the column sections.

It should be emphasized that although the decomposition algorithm leads to the
need to introduce iterative procedures, the latter are much simpler and more reli-
able compared to traditional calculation methods. At the same time, the algorithm
preserves the main advantages of the entropy method—a smaller volume of source
information and a significant reduction in calculation time.

4 Software Functionality

To model and optimize the process of fractionation of multicomponent mixtures
based on the system-informational approach,we have developed a special software—
MS Windows application, in which both calculation algorithms are implemented
(Fig. 1). To make the algorithm more convenient, it starts with determining compo-
sitions of product streams of a column in a non-selective mode (the first step of the
basic algorithm) for the chosen calculation option, and then depending on the chosen
algorithm, compositions are calculated either in optimal feed node or in boundary
cross-sections of column sections. The compositions are then found in the cross-
sections of the top and bottom sections of the column, and the optimality criterion
is calculated.

The user interface language can be selected in the application. The main interface
window with the active tab “Concentration Profiles” is shown in Fig. 2.

In the left part of the window, the user can enter new source data or load previously
entered data from saved files, as well as select an algorithm (main or decomposi-
tional) and option (project or verification) of column calculation. If there are no
source data required for the next calculation step, the user can either enter them and
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Fig. 1 Flowchart of the fractional column calculation algorithm
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Fig. 2 Application interface: “Concentration Profiles” tab

continue with the calculation or finish the calculation. Here the user can also enter
the experimental compositions of product streams of the column and identify the
verification mathematical model. The identification parameter, as mentioned above,
is the Lagrange multiplier, which defines the separation power of the column.

There are five tabs on the right side of the window: “Basic Results”, “Detailed
Input Node”, “Column Cross-Sections”, “Concentration Profiles”, “Identification”,
the results of calculations are presented as a spreadsheet and a chart, which can also
be printed.

The application is developed in Python using third-party libraries:

– «Pyside2»—user interface design;
– «NumPy»—multi-dimensional arrays operation;
– «PyQtGraph»—plotting graphs of component concentration distribution along

with the height of column sections;
– «Skipy»—an approximation of component concentration distribution along with

the height of column sections using the Interp1d class;
– «PyFPDF»—*.pdf results output.

5 Conclusion

This software can be used for decision-making support both at designing new frac-
tionation devices and at the optimization of existing devices. It can also be included
as one of the hierarchical levels in the system strategy for calculating multicolumn
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fractionation units. As a result, the fractionation system will be calculated in the
following sequence: choice of the optimal scheme of separation (system structure),
optimal decomposition of the system into subsystems (columns), and calculation of
each column separately.
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Identification of a Technological Process
with Application of Neural Network
Modeling

A. S. Aleksandrova, A. G. Shumikhin, and B. V. Kavalerov

Abstract A conceptual scheme for identifying a controlled process using neural
network modeling is proposed. A cyber-physical system including a technological
object and a control system is considered. The conceptual scheme is based on the
hidden information potential of the cyber-physical system, which consists of the data
on its functioning registered during operation. Neural network technology allows
us to realize this potential, using the accumulated data to build a process model.
Further, the neural network model is used to conduct computational experiments
on it in order to identify the model of the object. In accordance with the presented
conceptual scheme, the model of the controlled technological process of maintaining
the temperature of the gas-raw material mixture at the furnace outlet of the catalytic
reforming unit of the oil fraction was identified.

Keywords Cyber-physical system · Control object · Identification · Passive
identification · Frequency identification · Neural network modeling · Automation
regulation

1 Introduction

In recent years, modern industrial enterprises of the chemical industry have paid
increased attention to the issues of production efficiency [1, 2], the situation is similar
in the electric power industry, for example, in the production of electricity by gas
turbine power plants of small and medium power [3]. Modern production in a broad
sense is a cyber-physical system that includes technological processes and objects, as
well as an automatic control system.Automation systems for technological processes
play an important role in solving issues of increasing efficiency. The competent
design of automatic control systems, selection of the correct configuration, and timely
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adjustment of algorithm parameters can significantly improve the quality indicators
of technological processes. For example, to increase the yield of the product, to
reduce the costs of technological processes, to reduce the costs associated with the
loss of the product, and for energy [4].

There is a demand for the implementation of strategies for advanced control of
technological processes (Advanced Process Control) [5], while often the potential
of the implemented control systems remains unrealized. This leads to a decrease
in the efficiency of systems for advanced control of technological processes, or the
functions of the control system are shifted to the upper-level subsystem.

First of all, it is necessary to ensure the optimal operation of the control algo-
rithms, to perform their correct adjustment and timely adaptation with the changing
characteristics of the object [6, 7].

Calculation or reconfiguration of automatic control systems requires the construc-
tion of an object model [8]. There are three main approaches to building a model of
a technological object. This is the construction of an analytical model based on the
regularities of the ongoing physical and chemical processes, the identification of a
certain model of the object based on the results of an active experiment on the object,
and the building of a model of the object based on the results of a passive experiment
using statistical methods.

The creation of analytical models is costly and time-consuming. The use of such
models for tuning control algorithms for a technological object is impossible without
their additional adaptation to the current conditions of its functioning [9].

The most common and reliable method for identifying models is identification
based on the methods of active experiment on the object [10, 11]. There are technical
limitations to the applicability of these methods. Limitations may be related to the
impossibility of physical implementation of the test signal at the input of the object
or the inadmissibility of turning off the control system of a technological object for
conducting experiments. When identifying by conducting an active experiment, it is
necessary to ensure the stabilization of all influencing signals except the test signal,
which is practically impossible for real industrial objects exposed to the influence
of many different kinds of recorded and unrecorded disturbing influences. However,
carrying out an active experiment at an operating industrial facility increases the risk
of deterioration in the quality of the functioning of a technological facility, which
leads to a deterioration in finished products and an increase in resource consumption,
and also increases the threat of reducing the safety of hazardous industrial facilities.

It is especially difficult to obtain a satisfactory model of an object from the data
of its normal operation for the case when the object is part of an automatic control
system. The disadvantages of this approach to determining the characteristics of
control channels based only on data from the normal operation are explained by
deviations of the statistical properties of controlled variables from the prerequi-
sites under-lying the known mathematical methods for identifying multidimensional
objects. The known methods of modeling and identification based on the results of
passive observation do not allow constructing an adequate mathematical model of a
technological object in the presence of feedbacks in the control circuit and insufficient
dispersion of input actions during normal operation [12].
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Therefore, the use of active identification methods is a necessary measure. It is
necessary to strive to optimize the active identification procedure itself, minimizing
the negative influence of some factors on the process of controlling the identification
procedure by reducing the time of the active experiment, reducing the amplitudes of
the test signals, and also by mutual compensation of the influence of the test signals.

The development of methods for modeling and identification of multipara-
metric, controlled technological objects, allowing to minimize the intervention of
the researcher in the operation of the control system, is an urgent task [13–15].

It should be noted that at present the vast majority of continuous technological
processes are cyber-physical systems and are equipped with modern control systems
that include a real-time database. In such systems, the registration and storage of the
values of technological parameters are realized with a rather small discreteness in
comparison with the inertia of the processes and for a long period of time, as a rule,
several years. Considering a system that includes a technological object and a control
system as a single cyber-physical system, it is possible to discover the information
potential hidden in the arrays of accumulated data on the technological process during
its operation. Such data may contain information necessary for building a model of
an object [13].

The technology of neural networks allows realizing this potential [16–20]. Recur-
rent neural networks with delay are able to simulate the behavior of dynamic objects
[21, 22]. Neural networks make it possible to use the operating data of a techno-
logical object [23] to build a model, while the requirements for the characteristics
of the processes are softer than when conducting an active or passive experiment.
In particular, signal trends can be used during the period of emergency situations,
significant disturbing influences, changes in the operating mode of the object, etc.

Even when it is necessary to conduct an active experiment on-site, no specific test
signal waveforms are required. The impact on the object can be of a random nature
and, when acting on the modeled object, at the same time partially compensate
for the influence of the test signals. There are also no special requirements for the
characteristics of random test signals.

2 Conceptual Scheme of Technological Process
Identification Using Neural Network Modeling

Figure 1 shows a conceptual scheme for identifying a technological process using
neural network modeling.

The conceptual identification scheme includes two stages - the stage “Building a
neural network model” and the stage of “Identification by a neural network model”.

The stage “Building a neural network model” includes three steps. The first step
“Data collection” includes collecting information about the object under study. The
main data source is the control system database. The most unstable states of the
technological process, periods of the greatest influence of disturbing influences, etc.
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Fig. 1 Aconceptual scheme for identifying a controlled technological object according to its neural
network model

should be chosen. If necessary, tests can be carried out in the form of effects on
the investigated technological process within the required operating mode. The data
(2) is transferred to the step “Analysis and processing of experimental data” in the
form of technological parameter trends. Also, information about automatic control
algorithms (3) in the case of modeling a controlled object is transmitted to the step
“Building a neural network model of the process”.

The step “Analysis and processing of experimental data” includes a correlation
analysis, during which technological parameters that affect the output parameter of
the model are determined. Research on the neural network model should be carried
out for those channels, the correlation function of which indicates the presence of
a linear relationship, and exclude interdependent signals, leaving one of them, the
least noisy or earlier influencing the output value. Depending on the time of the
first peaks of the correlation functions, the maximum required delay for the neural
network model is calculated. For controlled objects, it is necessary to calculate the
values of the correlation functions from the investigated parameters and the control
action.

In the case of noise, the signals are passed through a smoothing filter. For inertial
processes, it is advisable to thin out the data. For the technological parameters selected
for building a neural network model, a spectral analysis is carried out, during which
the harmonic composition of the signal is determined. The results of the spectral
analysis (6) are transferred to the stage “Identification by neural network model”. At
the step “Analysis and processing of experimental data” training and test samples
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are formed (4), which are transferred to the step “Building a neural network model
of the process”.

The step “Building a neural networkmodel of the process” includes the process of
training a neural networkbasedon the date of the training sample.At this step, a neural
network model is formed. For a controlled object, the neural network model includes
a regulator model. In the case of successful testing, the model (5) is transferred to
the stage “Identification by the neural network model”.

At the stage “Identification by a neural network model” methods of the active
experiment is used, a distinctive feature of which is the use of a neural networkmodel
of an object instead of a full-scale object for carrying out a computational experiment
on it. So by the method of a computational experiment on a neural network model, a
series of experiments is carried out with the supply of periodic test signals with the
parameters of characteristics (amplitude, frequency). For tests on a neural network
model, it is necessary to use signals with the same characteristics as the signals of the
training sample. Signal parameters are determined based on the results of spectral
analysis of the training sample at the stage “Building a neural network model” at the
step “Analysis and processing of experimental data”.

Further, the results of the computational experiment are transferred to the next
stage, where the results of the computational experiment are processed and the object
model is constructed. As a result of processing the results of the computational
experiment, the complex frequency response is formed, which is approximated by
a certain transfer function. The resulting model of the technological process in the
form of transfer functions is further tested on experimental data, which ensures the
adequacy of the resulting model.

3 Identification of the Model of a Controlled Technological
Process in Accordance with the Presented Conceptual
Scheme Is Performed

In accordance with the presented conceptual scheme, the model of the controlled
technological process of maintaining the temperature (TIRCSA1_09) of the gas-
feed mixture at the outlet of the furnace of the catalytic reforming unit of the oil
fraction was identified (Fig. 2).

After heating in Furnace E-1 (Fig. 2), the raw material is sent for purification
from sulfur, nitrogen, and oxygen and further to the reforming reactor. With an
increase in the temperature of the gas-raw mixture, the intensity of the reactions
of hydrodesulfurization and hydrogenation of unsaturated hydrocarbons increases.
At the same time, the intensity of hydrocracking reactions increases to a greater
extent. As a result of these reactions, there is a loss of raw materials that turn into
gases. Insufficient heating of raw materials leads to insufficient purification from
sulfur, nitrogen, and oxygen. The presence of these impurities in the gas-feedmixture
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Fig. 2 Furnace of a catalytic reforming unit with preliminary hydrotreating of the feedstock

poisons the reforming catalyst. The strategy for controlling the temperature of the gas-
raw mixture consists of maintaining the temperature at the minimum value required
for hydrotreating reactions, while the regime is always carried out with a certain
quality margin. Those the temperature must be kept several degrees higher than
necessary. The better the temperature is stabilized, the smaller the quality margin is
needed, and the less the likelihood of rejects and the less loss of raw materials for
hydrocracking.

The consumption of rawmaterials in the tee ofmixingwith a circulating hydrogen-
containing gas is regulated by the device pos. FIRCSA3_06.Thepressure and temper-
ature of the raw material supplied to the mixing tee are recorded by the devices pos.
PIR2_13 and TIR1_13_5. The flow rate and pressure of the hydrogen-containing gas
supplied to the mixing tee are recorded by the devices pos. FIRA3_64 and PIR2_25.
For unloading the E-1 furnace, a part of the hydrogen-containing gas is discharged
in addition to the hydrotreating unit. The flow rate of excess hydrogen-containing
gas, in addition to the hydro-cleaning unit, is regulated by the device pos. FIRC3_85.
After the mixing tee, the gas-raw mixture passes through the annular space of the
heat exchangers H-1/1,2,3, then the convection part of the E-1 furnace passes in two
parallel flows, where it is heated by the exhaust flue gases and the combined flow of
the gas-rawmixture enters the radiant chamber of the E-1 furnace. The temperature of
the total flow at the entrance to the convection chamber and the exit from the chamber
is recorded by devices pos. TIR1_17_1 and pos. TIR1_17_9. The temperature of the
gas-raw mixture at the outlet of the E-1 furnace into the reactor is controlled by the
device pos. TIRCSA1_09, the control valve is installed on the fuel gas supply line to
the E-1 furnace. The temperature of the flue gases over the E-1 passes is controlled
by devices pos. TIRSA1_46_1 – TIRSA1_46_3. The pressure at the entrance to E-1
is recorded by the device pos. PIRSA2_07. The E-1 hydrotreating furnace operates
on combined fuel - liquid and gaseous. Liquid fuel consumption (direct and reverse)
is recorded by devices pos. FIR3_23 and FIR3_24. The pressure of the liquid fuel
to the furnaces is recorded by the device pos. PIRSA2_81. Gaseous fuel - the fuel
gas flows from the manifold to the T-3 fuel gas separator, where the blow-off gases
from the T-2 tank and the gas after separation into the irrigation tanks are sent. The
pressure in the tank T-2 is regulated by the device pos. PIRC2_05. The temperature
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of the fuel gas on the furnace is recorded by the device pos. TIR1_13_8. The fuel
gas pressure in front of T-3 is regulated by the device pos. PIRCA2_53. Flare gas
consumption from T-2 to T-3 is recorded by the device pos. FIR3_89. The temper-
ature of the flare gas from E-2 to B-3 is recorded by the device pos. TIR 1-36. The
fuel gas pressure to the main burner is recorded by the device pos. PIRSA2_73. The
fuel gas pressure to the pilot burner is recorded by the device pos. PIRSA2_73.

Collected experimental data on 23 technological parameters within 5 h with a
recording period of 1 s by downloading their values from the database of the control
system. Correlation analysis for technological parameters and control action of
the temperature regulator of the gas-fired mixture at the furnace outlet is carried
out. Correlation functions from 5 parameters (PIR2_13, PIR2_25, PIRSA2_07,
FIRA3_64, and FIRC3_85) and control activities are almost the same, and the corre-
lation coefficients between these parameters are close to 1.0. So of these 5 param-
eters, it is advisable to choose one with the maximum value of the extremum of
the correlation function (this is the parameter PIRSA2_07). The value of the corre-
lation function at the extremum point for the parameter FIR3_23 and the control
action can be considered insignificant, i.e. the parameter has no significant effect
on the controlled value. Similar results were obtained for the parameter PIRC2_05.
Correlation functions for a number of parameters (TIR1_13_8, TIR1_36, FIR3_89
have a maximum at time 0 s, which indicates the presence of a connection between
these parameters, but not through an adjustable value because it is known that the
transmission channel “control action - controlled variable” has a delay.

Based on the results of the analysis of the experimental data, training and test
sampleswere formed to build a neural networkmodel, which include, as input param-
eters for the neural network model, the disturbing parameters - the pressure of the
gas-rawmixture at the entrance to the furnace (PIRSA2_07) and the control action of
the temperature controller (TIRCSA1_09). At the output, the trained neural network
model outputs the temperature value of the gas-raw mixture after the furnace. So
an imitation neural network model of a controlled object is built, shown in Fig. 3,
including a regulator, which ensures adequate operation of the neural networkmodel.

Fig. 3 Neural network model of a controlled object
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Figure 4 shows the results of testing a simulation neural network model of a
controlled object.

The trained neural network model is transferred to the stage “Identification by a
neural network model” for performing computational experiments on it. A series of
computational experiments are carried out with the input of themodel of periodic test
signalswith different frequencies. The frequencies are selected in accordancewith the
results of the spectral analysis of the training sample of the neural network model. In
the course of the computational experiment, a Nyquist diagram was obtained, shown
in Fig. 5.
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Fig. 4 Results of testing the simulation neural network model of the controlled object

Fig. 5 Nyquist diagram of
the controlled object along
the channel “pressure of the
gas-raw mixture at the
entrance to the furnace -
temperatures of the gas-raw
mixture after the furnace”
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Fig. 6 Simulation model of the technological process in the form of transfer functions
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Fig. 7 Testing themodel of the technological process ofmaintaining the temperature of the gas-raw
mixture at the outlet of the furnace, identified following the conceptual scheme

TheNyquist diagram is approximated by transfer functions. The simulationmodel
of the technological process in the form of transfer functions is shown in Fig. 6.

The results of testing the technological process model in the form of transfer
functions, identified following the conceptual scheme, are presented in Fig. 7.

The mean square error of the model output from the real values does not exceed
0.57 °C. The maximum absolute error does not exceed 1.6 °C.

4 Conclusion

The conceptual scheme for identifying a process model is based on the represen-
tation of a controlled process as a cyber-physical system containing performance
data used to identify the process model. The presented approach to the identifica-
tion of technological processes using neural network modeling makes it possible to
combine the methods of passive and active experiments, minimizing the disadvan-
tages of these methods and optimizing the procedure of collecting information about
the technological process necessary for building its model.
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The conceptual identification scheme includes validation procedures by testing a
neural network model and a simulation model in the form of transfer functions on
a test sample, which ensures the adequacy of the results obtained. A feature of the
proposed concept is the use of test signals for conducting computational experiments
on a neural network model with characteristics similar to those of signals in the
training sample formed from data on the functioning of the technological process.
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Development of Digital Twin of Plant
for Adaptive Calculation of Development
Stage Duration and Forecasting Crop
Yield in a Cyber-Physical System
for Managing Precision Farming

Petr Skobelev , Igor Mayorov , Elena Simonova , Oleg Goryanin ,
Alexey Zhilyaev , Aleksey Tabachinskiy , and Vladimir Yalovenko

Abstract The chapter proposes a formalized model of a digital twin of the plant
on the basis of a graph of transitions of states corresponding to stages of plant
development, a description of which is contained in the knowledge base. The graph
of states is based on a mathematical model of the “tube” of ranges in values of
parameters at each stage during the normal development of the plant, as well as
in case of dangerous weather events and going beyond critical boundaries, which
leads to partial or complete loss of yield. The software implementation of the digital
twin of the plant uses a conceptual (ontological) model for representing domain
knowledge (ontology of crop production). The created ontological models of the
development of plant varieties are loaded into a multi-agent system for planning
stages of plant development and generating yield forecast for each stage, presented
by its own software agent. A prototype of an intelligent system of the digital twin
of the plant has been developed, in which, among others, the functions of modeling
duration of plant development stages and forecasting crop yield are implemented
depending on weather and climatic conditions and external events. The digital twin
can help systematize, formalize and accumulate knowledge for decision-making in
each farm and automate management processes when introducing precision farming
technologies.
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1 Introduction

A report of the international research agency MarketsandMarkets determines the
following leading segments in precision farming: Farm Labor Management and
Crop Scouting (monitoring and forecasting the harvest) [1]. Global climate changes
create risks for crop production, associated primarily with changes in average annual
temperatures (in most cases—their increase) and precipitation (an increase in some
regions and a decrease in others). Therefore, patterns of plant development, well
known for the preceding decades, cease to be fulfilled. In addition, there is a growing
impact of soil degradation and a number of other factors that disrupt the existing
seasonal “recipes” for agrotechnical operations. Therefore, an increasingly urgent
and significant problem for modern farms of precision farming is end-to-end enter-
prise management, in which the role of knowledge of qualified agronomists is
significantly increasing as it is essential for managerial decisions on the choice of
crops and technologies, planning crop rotation for the season and further daily plan-
ning agrotechnical measures taking into account the available human, material and
technical resources.

The chapter proposes the creation of a digital twin (DT) of plant, intended for
automated decision-making processes by agronomists when implementing precision
farming technologies. The introduction of this chapter substantiates the relevance of
developing a plant DT for management of a precision farming enterprise, which
must be accurate not only “place-wise”, but also “time-wise”. The second chapter
formulates the problem statement for developing a DT as part of an intelligent cyber-
physical system for managing precision farming (ICPS) to support managerial deci-
sions at all stages of crop development. The third chapter provides an overview of
the existing developments of CPS and DT in precision farming. The fourth chapter
defines an approach to the development of an intelligent digital twin (IDT) of plant-
based on multi-agent technology and semantic representation of knowledge about
stages of plant growth and development in the form of a plant production ontology.
The fifth chapter proposes a new model and method for calculating the duration
of stages and assessing the yield, which is based on the concepts and relations of
ontology as an “explanatory dictionary” for agents. The sixth chapter describes the
software package for DT implementation. In the seventh chapter, experiments are
described to estimate the duration of plant development stages and changes in the
yield of the selected crop—winter wheat—with the help of created plant DT. The
eighth chapter discusses prospects for further development of plantDT and directions
of its use as part of ICPS for precision farming.
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2 Problem Statement

Let us define the “digital twin” of the plant as a software program that models
stages of plant development depending on parameters of the external environment,
which is synchronized with the growth of a real plant, for example, through regular
inspections of crops by agronomists. Intelligent “digital twin” (IDT) is an intel-
ligent system built on the basis of a specialized knowledge base about stages of
plant development and methods of reasoning or decision-making. The plant IDT
should accumulate, formalize and represent knowledge that is currently acquired by
agronomists throughout their life, and should also allow formodeling the plant devel-
opment under different conditions, at least at a qualitative level, acting as the basis
for construction and functioning of the intelligent cyber-physical precision farming
management system.

The knowledge of how each subsequent microstage of plant development should
look like at any moment in time [2, 3] will help the agronomist to more accurately
model and predict plant growth, plan and carry out special agrotechnical measures in
time if there is a deviation of the actual development of the real plant from the “ide-
al” (norms). Moreover, this is possible from the earliest stages of such a deviation.
The presence of plant DT in the CPS of precision farming management changes the
approach to the management of machinery. ICPS should combine analysis of data on
the state and progress of plant growth and development, obtained from agronomists,
as well as data received from sensors in fields or unmanned aerial vehicles, with
the weather forecast, creating and adaptively changing machinery routes. The digital
twin of the plant as part of ICPS will provide agronomists with decision support
based on formalized knowledge about the rate of plant development and real data on
growth in microstages, setting the temporal pace and rhythm of the enterprise.

Thus, at present, the management of precision farming enterprises requires a
model of control object—the “digital twin” of plant, which will be the basis for
an intelligent cyber-physical system that determines the production plan of the
enterprise.

3 Review of Existing Cyber-Physical Systems and Digital
Twins in Precision Farming

An analysis of available Russian and foreign software developments of intelligent
cyber-physical systems in agriculture and precision farming has shown that there
are no ready-made solutions in this area. However, various cyber-physical systems
are being actively developed to solve the problems of increasing the efficiency of
managing an agricultural enterprise.

[4] describes the structure of a typical CPS for precision farming, which should
consist of four parts: sensors and receiving units, computing units of the control center
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for issuing commands to specialists and resources of a farm, aswell as communication
means.

The A-FARM solution represents a universal cyber-physical platform consisting
of a set ofmicroservices, implemented on theATLAS framework, designed to deploy
precision farming systems and manage data of complex agricultural production
systems. However, the versatility of the platform and lack of knowledge base and
decision support module is its significant drawback [5].

[6] describes the following projects: Sensing Change and Smart Water Manage-
ment Platform (SWAMP), which combine software developments in agriculture and
the Internet of Things (IoT) platform for irrigation management. Within the project,
a CPS has been created, which can collect data on plants from sensors and display
them on the dashboard, i.e. create a digital shadow that reflects the state of the object.
However, this is not a digital twin of the plant. It also allows users to regulatewatering.
This is a research project and it has not been brought to industrial use.

Nowadays, in plant growing, industrial ICPS is almost absent, with the excep-
tion of one accelerating direction of their development for research laboratories and
greenhouses, where such systems are already used to control and optimize the appli-
cation of nano fertilizers, for example, a project of theTaiwanese companyLandgreen
Technology & Co [7].

[8] describes a project which made an attempt to develop a DT in the field of
aquaponics based on a simulation model with feedback from sensors. The main
challengewas the combination of a large number of interacting nonlinearly connected
elements (hydroponics, aquaculture, and IoT systems). As a result, only two of a large
number of parameters (pH and total dissolved solids) were successfully modeled
using DT.

The Taiwan Agricultural Research Institute of the Council of Agriculture is devel-
oping the technology Digital Twin Solutions for Smart Farming in order to build up
farmers’ knowledge of production and provide intelligent, adaptive, and dynamic
facility management tools, as well as proposals for decision-making in real-time [9].
It is fulfilled within the Smart Agriculture R&D program with the goal of combining
human intelligence (HI) with artificial intelligence (AI). However, this development
uses neural networks, and there is no plant model as such.

The development of a DT for a complex physical object and the processes occur-
ring in it can be divided into two main stages. Initially, a mathematical model of
a physical object and/or processes is built in the form of systems of algebraic or
differential equations, the solution of which at a given moment in time gives the
state of the object. In their absence, it can also be built based on the expert knowl-
edge of agronomists. At the second stage, the created model is converted into digital
form by creating a software program, for example, for the numerical solution of the
above-mentioned system of equations, or for modeling the processes of the object’s
functioning, as well as forming the corresponding arrays of time series or databases
for managing the object [10]. Further, to process this data, machine learning algo-
rithms can be used, available as cloud services [11]. By processing data for each
season, it is possible to estimate the harvest of the next year at the beginning of the
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next seasonmore andmore accurately—however, only if climatic conditions, charac-
teristics of plant varieties, their cultivation technology, fertilizers, or plant protection
products, do not change, which is, of course, almost impossible.

These models andmethods can be used to accumulate certain statistics, but for the
first step, a conceptual model is needed that will help formalize the expert knowledge
of agronomists and make it applicable to obtain estimates of stage duration and
forecast the yield depending on parameters of the external environment. Thus, the
analysis showed that the creation of a data center and CPS for precision farming is an
urgent and significant task, and its solutions are still being designed in order to ensure
greater adaptability, scalability, fault tolerance, safety, and usability, surpassing the
capabilities of embedded systems.

4 Approach to Developing Intelligent Digital Twin
of Plant-Based on Multi-agent Technology

The model of stages of plant growth and development has been taken as the basis for
developing the DT; wheat has been chosen as the object of research. It goes through
about 100 microstages of plant development, organized into 10 main macrostages
[2, 3]. These can be formalized for the purpose of more accurate and frequent control
of plant development by continuous real-time comparison of the expected (average)
and actual (observed) states at each step of cultivation. If one of the phases of plant
development is delayed or values of controlled parameters are reduced at the exit of
the phase, then the forecast of plant development for the next stages should also be
recalculated, which, in fact, will determine the possible plan for future agrotechnical
measures, for example, for application of fertilizers.

To implement such “wave” recalculations by stages, which can be started from
any stage, if parameters of external environment change, multi-agent technology is
proposed [12–14]. Currently, multi-agent technology is considered as a universal
new approach to solving a variety of complex problems, such as planning and opti-
mization of resources, pattern recognition, or design of complex products. However,
applications for modeling living systems are not yet known.

Each stage of plant development should be represented by its own agent, which
reads the weather forecast, performs calculations, rebuilds its forecast for values of
output parameters, and then transmits the obtained data to agents of the next stages
along the chain—until the final yield forecast from the last stage is obtained. After
adjustment and approval by the agronomist, this forecast will lead to an adaptive
change in composition, timing, and volume of fertilization and other agrotechnical
operations performed by teams of workers, as well as unmanned vehicles and field
robots in the future.

For the operation of plant stage DT agents, a knowledge base is required that
deter-mines the graph of transitions by micro-stages of plant development, including
parameters of eachmicro-stage, possible relations between them, signs of the average
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rate of plant development and possible deviations, temporal characteristics, etc. It is
advisable to build the knowledge base operating with the ontology toolkit that has
been actively developing recently within the Semantic Internet approach [15]. This
requires the definition of classes of concepts and relations, specific to the description
of plant development micro-stages, and their linking with existing ontologies in
agronomy, plant physiology, etc. [16–18].

The general structure of the intelligent DT system for planning stages and fore-
casting plant yield is shown in Fig. 1. The system includes the following main
modules:

1. Ontology editor—allows users to create an ontology for the development of plant
stages;

2. The knowledge base—a repository of ontological models of plant varieties
development, built on the basis of the ontology of plant stages development;

3. Knowledge base editor—allows users to create and edit ontological models of
plant varieties development;

4. Multi-agent system (MAS) for plant growth and development planning—allows
users to build a plant development plan and simulate the impact of different
factors, as well as synchronize (adjust) the resulting plan according to the survey
data from agronomists;

Model of plant development stages 

Knowledge 
Base

Knowledge base 
editor 

Ontology editor 

Plant development ontology

Manuals, reference books, 
report results  

Assessment of stage 
duration and yield 

Weather service 
(forecast and fact)

Data on soil,  
etc. 

Agronomist’s changes 

Multi-agent system        
for planning plant growth 

and development   

Yield forecast 

Cultivation time and duration of the main stages

Plan of plant development by stages 

Fig. 1 The general structure of the intelligent DT system for planning stages and forecasting plant
yield
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5. Plant development plan by stages—shows the expected timing for the onset of
each stage and the yield forecast.

Based on the constructed and always up-to-date plant development plan in a
specific field, it is possible to plan measures for influencing the plant, for example,
choosing the time points for fertilizing and the number of applied substances, as well
as planning the work of precision farming machinery exactly on time [19]. A more
detailed description of plant IDT within ICPS is described in [20].

5 Method for Assessing Duration of Development Stages
and Forecasting Plant Yield Based on the “Tube”
Parameters

In the developed intelligent DT system, a method is proposed for assessing the yield
and duration of plant development stages based on the concept of a working “tube” of
changing the most important parameters. The “tube” of parameters is understood as
the ideal (nominal) range for each parameter (Fig. 2) that affects plant development.
As the first step in describing plant growth and development at different stages, it
is proposed to use linear relations of different types. This means that the deviation
of the input parameter of the external environment from the ideal will cause a linear
(proportional) change in the yield and timing of stages in one direction or another.
If the parameter values go beyond the permissible limit values, then the plant, as a
rule, dies, and the yield is lost. In some cases, for such a parameter, it is proposed
to indicate the resulting effect through an expert “if-then” rule, which connects the
input and output variables of the plant.

Fig. 2 Model of the range of changes in plant parameters (“tube”)
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Fig. 3 Models of the “tube” for the main parameters of plant DT

As a result of a survey of agronomists and analysis of results, the following
most important weather parameters for assessing the yield and duration of plant
development stages have been identified: air temperature and humidity, soil moisture,
hydrothermal coefficient. The ranges of these parameters have been collected and
studied for winter wheat in the Samara region on the basis of available monographs
and reference books and formalized for DT in the form of “tube”models (Fig. 3). The
drop in crop yield due to unfavorable external conditions is proposed to be modeled
using the “bonuses and penalties” function, where the initial estimate is taken as
100%.

The model for assessing the yield and duration of plant development stages is
based on the concepts and relations of ontology as an “explanatory dictionary” for
agents.At the top level, the digital twin ontology is defined,which consists of themost
general and reusable classes of concepts and relations. In a specialized ontology of
plant growing, domain-specific details are described, and instances of these concepts
for specific plant varieties are formed in the knowledge base.

Figure 4 shows a fragment of the ontology of the digital twin of the plant. The
key concept here is “Order” (for sowing) to obtain “Product” (yield), for which the
plant needs to complete a sequence of certain “Tasks” (stages). For tasks, the rules
for calculating the duration and values of parameters of the product (for example,
assessing the yield) are determined. Compliance with these rules depends on param-
eters of the external environment (temperature, humidity, etc.), data on which are
provided by third-party services. Environment parameters are tied to certain “loca-
tions” (fields) on which “orders” are placed, thus, each field and sowing forms its
own external environment.

One of the concepts in ontology is the “Parameter calculation rule” (Fig. 5).
Parameters are divided into two groups: environmental parameters and parameters
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of plant development (the “Product”). “Yield Assessment” is a “Product” parameter.
“Stage duration”—a “Tasks” parameter. The rules for calculating the duration of
a stage are set through the sum of a certain parameter, for example, temperature.
Several “Condition” objects are associated with the “Parameter calculation rule”
object. Each condition has a link to the parameter for which this condition is defined,
an operator (>, <,=), and a value for comparison. Such a system is universal and can
be used to calculate not only stage duration but also other parameters, for example,
yield.

The specified data will be read by the stage agent for each stage to ensure
appropriate calculations and transfer of results to subsequent agents in the chain.
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6 Description of the Prototype Plant DT

To implement the proposed approach to creating plant DTs, an intelligent system
has been developed. To work with the DT, an agronomist’s workstation and mobile
application for data synchronization with DT of real plants have been implemented.
These tools allow for receiving data fromweather services, enteringDTdata, entering
events and viewing plans, receiving and adjusting data on stages of plant development
and yield forecast, aswell asmodeling behavior of the plant in response to unforeseen
events. Figure 6 shows the knowledge base and representation of a class in crop
production ontology in the table and semantic format.

To obtain data about the external environment, a service registration mecha-
nism is used. Each service implements an API interface that provides access to
values of a certain parameter for the selected field at a specified time interval.
To do this, it implements methods for receiving and setting parameter values (for
entering external events). For example, the “weather service”, included in the soft-
ware package, unloads historical and forecast data from files of a structured format
and associates them with parameters described in ontology, such as temperature, air
humidity, cloudiness, etc. Data and results for all environment parameters defined in
the model are plotted on a timeline.

Themulti-agent system for planning stages of plant development performs forma-
tion and adaptive restructuring of the plant development plan, taking into account
prevailing environmental conditions. The system creates and configures instances
of agents, provides a multithreaded environment for their execution, determines

Fig. 6 Representation of a class in the knowledge base
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the order and algorithm of their work, and interaction protocols. As a result of the
module’s work, the following plant development plans are formed:

1. Nominal—a plan for the development of plants in ideal conditions;
2. Preliminary—a plan for the development of plants in a specific field, built at the

beginning of the season, at the time of sowing according to a long-term weather
forecast;

3. Current (actual)—a plan that takes into account the actual fact of real weather
for the current date and the nearest short-term forecast;

4. Modeled—a plan for assessing the possible consequences of weather changes or
implementation of agricultural activities.

The constructed plans for each field can be exported to Excel for further processing.

7 Experiments with Plant DT

We will conduct experiments to assess the duration of plant development stages and
changes in the yield of winter wheat. Let us create two fields—in the north of the
Samara region (Klyavlino) and the south (Bezenchuk). On the tab displaying fields
with DT attributes, we will set data on the average daily temperature, air humidity,
and amount of precipitation for the entire time interval from sowing to harvesting.
A fragment of data showing the differences in temperatures in the selected fields is
given in Table 1.

Based on the temperature data, the MAS of plant stage planning determines the
duration of crop development stages. Due to the difference in climatic conditions,
there is a difference in cropdevelopment: in the southernpart of the region, crops ripen
in 323 days, and the northern part—in 342 days. It is possible to compare the duration
of plant development by stages (based on the rule of temperature accumulation): in
the southern field, faster development of wheat is observed already at the first stage.

The system also provides the ability to add events to simulate various situations,
in response to which the planning system rearranges the plant development schedule.
Let us add an event of temperature rise in September in the southern field (Fig. 7).

On the “Plan” tab, you can see that the seed ripening occurred two days earlier
due to the reduction of the “Seedling growth” stage, in accordance with the rule
described in the ontology.

The “Indicators” tab shows the change in yield estimate according to calculation
rules using the “bonuses and penalties” functions (Fig. 8). The graph shows a gradual

Table 1 Average daily temperature in the selected fields

Date 05.09 05.11 05.01 05.03 05.05 05.07

Klyavlino (north) 11.5 2.5 −1.4 −0.6 18.7 22.2

Bezenchuk (south) 12.2 4.5 0.1 0.8 19.8 26.1
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Fig. 7 Graph of air temperature changes before and after the temperature increase

Fig. 8 Changes in duration of plant development stages

decrease in the yield estimate due to imposed fines, and for crops in various fields,
different dynamics of yield changes can be observed.

8 Conclusions

The chapter discusses the development of plant DT, which is the main part of an
intelligent cyber-physical system. It proposes a method for calculating stages of
plant development and forecasting yield, based on the concept of the “tube” of plant
parameters, an ontological model of a plant variety, and a multi-agent technology for
associated calculation of stage parameters. The first DT prototype has been created,
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which makes it possible to carry out model experiments to determine the dura-
tion of plant development stages and yield forecast, setting various environmental
conditions.

Further development of plant DTs will include the following additions: introduc-
tion of various regionalized wheat varieties into the knowledge base, development
of a “tube” model of parameter values for them; development of a soil model, taking
into account its granulometric composition, acidity,moisture, availability of nitrogen,
phosphorus, exchangeable potassium; development of typical combinations of the
DT model parameters; checking the performance of the DT system on data from
5–10 seasons; development of a plant model in terms of constructing agents of the
root, stem, leaves, and fruits of a plant with the possibility of integration based
on the developed method of knowledge about physical, chemical and biological
dependencies.

Development of an ICPS for managing a precision farming enterprise on the basis
of plant DT will allow for solving the urgent and significant problem of optimizing
plant cultivation, taking into account variability of the plant habitat for the most
efficient organization of the crop production process.
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Forecasting the Future State
of a Dynamic System by a Neural
Network as a Task for a Cyber-Physical
System

Sergey Masaev and Yuri Bezborodov

Abstract The issues of utility and the complexity of the use (opposition) of neural
networks in management, the use of their prognostic abilities using the example of
a nonlinear dynamic system with unknown environmental parameters as one of the
tasks of the cyber-physical system are considered. The experiment uses a layered
network structure with a teacher, an “anti-rotation” learning optimization algorithm,
neurons with sigmoid nonlinearity, a fully connected network for predicting the state
of a dynamic system. The activity of a special economic zone under the influence
of environmental parameters was taken as a cyber-physical system. The parameters
of the neural network were revealed: for which the weighting coefficients of the
neurons closed the calculation at the saturation point and thereby led to its paralysis.
Also, the modes of stalling the calculation into a local minimum or maximum of
any local function of the system were revealed, depending on the period and the
importance of this parameter in this period. As a result of the experiment, the cyber-
physical system obtained a prediction of a set of output values from a set of input
values based on the experience obtained by the neural network while minimizing the
forecast discrepancy. A set of competencies is proposed to improve the accuracy of
the neural network forecast and control the cyber-physical system (special economic
zone).

Keywords Control theory · Dynamic system · Neural network · Special economic
zone · Forecast · Cyber-physical systems

1 Introduction

The development of neural networks is associated with the formalization in 1943 of
a mathematical model of a biological neuron by the names of W. McCallock and
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W. Pitts, and in 1949 D. Habb outlined the law of learning. In 1962, F. Rosenblatt
published his monograph with a detailed description of the perceptron, which had a
significant impact on the development of the theory of neural networks. The use of
neural networks is quite extensive due to the fact that a person experiences a natural
craving to simplify the adoption of complex decisions in his activities.Human activity
generates a large amount of data and repeated operations in management [1–25], and
the use of a neural network allows you to perform these operations much orders of
magnitude faster than the personnel of the organization.

The task of predicting the behavior of an economic object as a cyber-physical
system remains relevant, taking into account the desire of participants to find a
method that forms, and confirms the accuracy of their control. Classically, works in
this area includeA.G. Granberg, L.V. Kontorovich, V.V. Leontyev, V.F. Krotov [1–3],
and foreign authors [4–10]. Often, the developed economic forecasts contradict each
other and confuse managers. The recurring financial crises show the imperfection of
the management methods used. The indicated activity gives rise to some repeating
field of factual data, decisions, external environment, and controls [1–10]. Then we
assume that the neural network is able to notice and predict such a field much faster
than human analytical abilities, other analytical methods, and expect the benefits of
such a forecast in the speed of decision-making, regardless of the complexity of the
control object. The original approaches to the application of neural network planning
are the works of the authors: Alex Krizhevsky, Ilya Sutskever, Geoffrey E. Hinton,
and M.V. Pokrovskaya [11, 12].

The chaotic behavior of a complex economic object is described by the behavior
of a deterministic system. In nonlinear dynamics methods, there are effective
approaches to the analysis of phenomena (physics, chemistry, biology, sociology,
economics) of time series even in experimental data [1–15].

However, in the analysis of complex economic objects, traditional mathematical
methods ofmodeling are unacceptable. It is impossible to determine the parameters of
nonlinear dynamics (the dimension of the attractor, entropy, Lyapunov parameters),
due to the large dimension of the data of a large number of participants in this process
and their display. We suggest that a neural network can help find the function of the
dependence of the function Y = F(x1, x2, . . . , xn) on the selected input parameters.

Objective: to investigate the prognostic ability of a neural network to predict the
state of a nonlinear dynamic system (an economic object is a special economic zone)
as a task of a cyber-physical system.

2 Initial Mathematical Formulation of System
and Research Methodologies

The study uses a fully connected multilayer neural network where each neuron is
connected to all the axons of the neurons of the previous layer and the first layer is
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connected to all inputs, respectively. The training of a single-layer network (single-
layer perceptron) does not usually cause difficulties. It is not difficult to adjust
synaptic connections, minimize error, for a known output of correct values.

It is impossible to train a multilayer perceptron in this way, since the required
exact values of the output parameters of all layers are unknown and, therefore, the
magnitude of the error is not indicative. In this case, it is necessary to select the output
signals corresponding to the input for each layer of the neural network. Another way
is to adjust the weight coefficients of the synapses, which allows you to find slightly
variable parameters that affect the accuracy of training in the output parameters. The
first two methods are very cumbersome to perform, so the third method will be used.
The third method is the reverse direct feed of the signal from the output of the neural
network to its inputs during normal operation (backpropagation).

Consider the third method in more detail.
By the least-squares method, the objective error function is minimized:

E(w) = 1

2

∑

j,p

(y(N )
j,p − d j,p)

2, (1)

where y(N )
j,p —the actual state of the neuron j at the output of the neural N network

layer with a signal at the input p of the image; d j,p—parameters of the reference
state of the same neuron.

All the outputs of the neurons in all images are added up. The gradient descent
method is being implemented. The weighting coefficients are adjusted according to
the formula:

�w
(n)
i j = −η · ∂E

∂wi j
, (2)

where �w
(n)
i j —the weight coefficient of the synaptic connection connecting i the

layer neuron n − 1 to the layer j neuron n, η—learning rate factor, 0 < η < 1.
Next, we count

∂E

∂wi j
= ∂E

∂y j
· dy j
ds j

· ∂s j
∂wi j

, (3)

where y j neuron output signal j , s j—a weighted sum of neuron input signals
j (activation function argument). We calculate the hyperbolic tangent (classical
sigmoid)

dy

ds
= 1 − s2. (4)

Then ∂s j/∂wi j is equal to the output of the neuron of the previous layer y(n−1)
i .

Multiplier ∂E/∂y j (3) can be imagined:
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∂E

∂y j
=

∑

k

∂E

∂yk
· dyk
dsk

· ∂sk
∂y j

=
∑

k

∂E

∂yk
· dyk
dsk

·w(n+1)
jk , (5)

where the sum k of layer neurons n + 1.
From

δ
(n)
j = ∂E

∂y j
· dy j
ds j

(6)

we have a recursive calculation of the layer δ
(n)
j value n from the value δ

(n+1)
k of the

next layer n + 1

δ
(n)
j =

[
∑

k

δ
(n+1)
k · w

(n+1)
jk

]
· dy j
ds j

. (7)

Values for the course layer

δ
(N )
l = (y(N )

l − dl) · dyl
dsl

. (8)

Formula (2) is converted:

�w
(n)
i j = −η · δ

(n)
j · y(n−1)

i . (9)

By adjusting theweights, you can adjust the “dynamics” of the process, quenching
sharp and unit jumps on the surface of the objective function, then in (9) the weight
in the previous operation changes

�w
(n)
i j (t) = −η · (μ · �w

(n)
i j (t − 1) + (1 − μ) · δ

(n)
j · y(n−1)

i ) (10)

where μ—inertia coefficient, t—current iteration number.
Having considered the theoretical aspects of the calculation, we can identify an

algorithm for calculating experimental data.
Step 1. The input of the neural network is set in the mode of its normal operation.

Calculate output parameter values

s(n)
j =

M∑

i=0

y(n−1)
i · w

(n)
i j (11)

where M—the number of neurons in the n − 1 layer, taking into account a neuron
with a constant output state of +1, which sets the displacement; y(n−1)

i = x (n)
i j —i

input of neuron j layer n.

y(n)
i = f (s(n)

j ), (12)
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where f—sigmoid (13).

y(0)
q = Iq , (13)

where Iq—q input image vector component.
Step 2. Using the formula (8), determine δ(N ) for the output layer. According to

the formulas (9) or (10), the weight of �w(N ) the layer N .
Step 3. Using formulas (7) and (9) (or (7) and (10)), calculate δ(n), and �w(n),

respectively, for the remaining layers, n = N − 1, . . . , 1.
Step 4. Perform weight adjustment

w
(n)
i j (t) = w

(n)
i j (t − 1) + �w

(n)
i j (t). (14)

Step 5. Check the accuracy of the forecast. If the error is not within the
requirements of the process control, then start step 1. Otherwise, the end of the
algorithm.

Now it is necessary to move on to the dynamic characteristics of the observation
object, for which the algorithm will be used in predicting its future state.

The dynamic object in the research is a special economic zone (hereinafter referred
to as the SEZ). SEZ is a geographic unified territory on which various economic
objects with preferential tax regimes perform economic activity [16–21].

The activity of the SEZ is given as a dynamic system through the equation

y(t) = A(t)x(t) + B(t)(x(t)u(t)) + v(t) (15)

where C = {c1, . . . , ci }—list of enterprises, I—their total number. T =
{t : t = 1, . . . , Tmax}—many points in time (months).

x(t) = [
x11(t), x

1
2(t), . . . , x

i
N (t)

]T
—N—a vector of the economic parameter i of

the enterprise, where xiN (t) the value of the element n of costs/incomes (order of
the Ministry of Finance of the Russian Federation of October 31, 2000 No. 94n and
PBU No. 10/99) i enterprise at the time of t subspace Xi space Ω .

There is some g regulation for planning the allocation of available resources to
functions xi for an enterprise based on the values of past periods x∗, then x = g(x∗)

with criterion Xi (t) =
T∑
t=1

n∑
i=1

T Xi → max.

The planning function x∗(t) is performed according to past economic indicators
with a lag of l periods x(t) = g(x(t − l), ε(t)), if ε(t)—the error is 0, then the plan
is equal to the fact x∗(t) = x(t) [18, 20].

u(t) = [
u1(t), u2(t), . . . , uM(t)

]T
—M—control vector, where ui is the above

control action by the state in the form of changes in tax interest rates (tax code of the
Russian Federation), subsidies to the industry, and benefits aimed at increasing the
gross national product (GRP) at the time of t u1—income tax rate to the budget of the
subject of the Russian Federation, u2—income tax rate in the consolidated budget
of the Russian Federation, u3—transport tax, u4—electricity cost, u5—tariffs for
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transportation of products, u6—the average value of contributions to the pension fund
of the Russian Federation (PF RF), the territorial compulsorymedical insurance fund
(FOMS) of the Krasnoyarsk Territory, the Federal compulsory medical insurance
fund (FFOMS), the social insurance fund of the Russian Federation (FSS RF), u7—
the rental price of land (land rent), u8—the rental price of a forest plot (forest rent).

Control for the goals of the SEZ in general: J = J (W ) → inf
W∈�∗, where q neural

network prediction of the states of a dynamic system at different points in time t ,
W = [wi j ]—Q × N—control structure matrix, where J is the target parameter of
the system states for various q, defining a set of control matrices �

∗, taking into
account the restrictions and requirements for the dynamics of the process of control
a neural network u = W (q)y.

y(t) = [
y1(t), y2(t), . . . , yK (t)

]T
—K—observation vector, where yi (t)

observed values of GRP (gross regional product) at an instant t .
v(t) = [

v1(t), v2(t), . . . , vK (t)
]T
—interference acting on x(t) or other known

factors that we cannot influence: v1—resource prices, v2—outrunning salary growth
(in the model +4% annually), v3—investment from the owner, v4—technological
innovations, v5—a movement of material flows, v6—project logistics improvement
measures, v7—labor resources, v8—technology prices, v9—inflation (in the 4%
model annually), v10—dollar exchange rate (in the model it is assumed 70 rubles
per dollar).

A(t) − N × N—a matrix that determines the speed of development of the SEZ,
through the use of financial resources and the impact of other activities. ai j—the
degree of influence of economic parameters on each other xi on x j .

B(t)−N ×M—matrix determining the development of the SEZ, when changing
control rules. bi j—the degree of influence of the control action u j (t) on the
development of j the economic parameter of the enterprise x j (t).

H(t)−K×N—matrix H(t) of observations of the actual state, allowing to obtain
an assessment of measures y j (t) by the actual level x j (t).

3 Interpretation and Discussion of Research Results

The taskwas solved by a neural networkwith a teacher. It is expected that a prediction
of a set of output values over a set of input will be obtained based on the experi-
ence gained by the neural network while minimizing the prediction discrepancy.
For training, we used the “anti-rotation” optimization algorithm BFGS (Gorban-
Rossiev), neurons with sigmoid nonlinearity, and a fully connected network. The
neural network solved the problem in the form of a vector predictor that provides the
output of a vector of predicted numerical values from a set of input numerical values
of actual data and values of control parameters.

An economic object—a special economic zone (SEZ) of eight enterprises (an
example of the structure and operating modes of such enterprises is disclosed in
separate works [21–25]) 9.6 million values were modeled at each time step. The
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SEZ control dimension was reduced through the matrix of the control structure W .
The SEZ as a nonlinear dynamic system is characterized by a sample (Ȳk , Uk+1) of
45 values over a 3-year time interval. The calculation is presented see tab. 1 and see
Fig. 1.

It was found that the neural network, for a given sample of values, from one and
four layers of neurons, in principle, is not able to solve the forecast task posed in
the experiment. With the network, parameters indicated see tab. 1, lines 1, 2, 3, and
5, calculations were paralyzed. Based on (7) and (8), neural network learning stops.
An exception is training a network with a parameter of 0.5 sigmoid neurons and a
council of 5 neural networks with 4 layers of 100 neurons per layer and there are two
reasons for this.

Table 1 Predictive ability of a neural network

No. Number of hidden
layers

Number of neurons in
one layer

Sigmoid neuron
parameter

The ability to
calculate a neural
network
(well no)

1 2 100 norm The network is
paralyzed

2 3 100 norm The network is
paralyzed

3 3 100 0.7 The network is
paralyzed

4 4 100 0.5 Possibly

5 4 100 0.7 The network is
paralyzed

6 Council of neural networks Possibly

Fig. 1 Predicted trajectories found by the non-network
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The first reason—the values of the weight coefficients shifted the resulting values
to the saturation point. Based on (7) and (8), neural network learning stops.

The second reason is that the system falls into local minima in the economic
object of any function. This is understandable because in the economic object there
are incomes and expenses, and the economic object achieves its effectiveness by
engaging in certain important functions in any period.

To obtain global optimization, the sigmoid with the exponent was transformed to

f (x) = −0.5 + 1/(1 + e−α·x ).

The hit in the local minimumwas excluded by fixing the weight coefficients. Then
we increased η to start the gradient descent from a new point. When repeating the
calculation algorithm, the neural network came, with a slight deviation, to one result.
Then we can say that a global minimum or maximum of a dynamic object is found
and our forecast is conditionally correct.

Good accuracy of forecasting the parameters of the special economic zone of 15–
17% was achieved. Some SEZ parameters were not predictable or were forecasted
with an error of 85–95%, which leads to a situation where the costs of controlling
and finalizing the forecast by the neural network exceed the reasonable time for
generating the forecast by ten times limit their use and cause criticism from the
management. It turns out that when finalizing the forecast for individual parameters,
it is necessary to conduct a whole scientific study that exceeds the budget and the
time of the process of controlling a special economic zone.

Here, it is worth noting separately that the observed parameters that have single
bursts (random from the point of view of the experiment) and, accordingly, do not
have clear observation intervals of the phenomena, the neural network predicts poorly
or does not predict their value at all. Due to the fact that the factor (4) dy j/ds j is a
derivative of this function with respect to its argument. The values of the output
parameters, i.e. their function should be determined on the entire abscissa axis.
Therefore, parameters with constant seasonal fluctuations are predicted much more
accurately.

In this regard, in order to avoid rejection of the neural network (confrontation) and
the use of cyber-physical systems by the management, the most important task is to
increase staff competencies at the level of deputy heads of an economic facility due to
the following competencies: to be able to process large volumes of information, apply
experience from one area to another, understand interdisciplinary the relation-ship
of the managed object, synthesize professional knowledge and experience, create
new applied knowledge in a specific field and/or at the junction of areas, identify
sources (search for information) necessary for the development of activities, which
will allow decentralizing the use of neural network planning in the areas of work of
a special economic zone and its de-departments. These operations will improve the
accuracy of forecasting and managing SEZ as a cyber-physical system.
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4 Conclusion

Decentralization of responsibility in the cyber-physical system for the result of neural
network forecasting in a dynamic system (economic object) allows and determines
their use “tomorrow” and “the day after tomorrow” in large (multidimensional)
systems for solving complex control problems.

The obtained accuracy of the forecast, the state of the SEZ, is 80–95%. The
forecast accuracy is 15% higher than similar calculations at an economic facility
(enterprise) 57–70%, performed in a separate study [12].

The goal of the work, to investigate the prognostic ability of a neural network
to predict the state of a nonlinear dynamic system (an economic object is a special
economic zone) as a task of the cyber-physical system has been achieved.
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on Bibliometric Analysis and Paper
Ranking Algorithm
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Abstract One of the most essential investigation demands in the computational
evaluation of scientific publications is whether the immense collections of scientific
papers hold significant indication about the dynamics included in the development
of science; signs that may help predict the growth and decline of scientific methods,
ideas, and even fields. The research presented in this paper focuses on a general
approach to analyze and predict the thematic evolution of a given research field by
pointing out uptrend keywords. In particular, we propose a dataflow of method and a
paper ranking algorithm. This results in ranking papers, from there we select the best
20 papers and extract from them meaningful keywords (concerned with research
field/subfield, algorithms, methods, etc.). After that, we formulate the final score
for keywords by summing up scores of papers containing them and then group the
obtained results by year. Therefore, we can demonstrate scores of keywords through
years in time series and observe which keywords are displaying an upward tendency.
As a case study, the proposed approach is applied to analyze the thematic evolution
of the Artificial Intelligence research field in the period 2005–2016 from the Web
of Science database. Ultimately the method is evaluated by checking occurrences
of predicted keywords in true prominent keywords in timeframe 2017–2019 and
provides precision 73.33%.
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1 Introduction

The amount of scientific publications is growing at a fast pace and it becomes
increasingly difficult to remain up to date with everything that has been published.
Moreover, the importance of experimental contributions has resulted in large and
fragmented research directions. This interferes in accumulating intelligence and
actively collecting relevant achievements through a collection of previous research
documents. Hence, literature reviews are progressively undertaking a principle
role in synthesizing previous research results to effectively utilize the state of the
art knowledge base, advance a direction of research, and supply evidence-based
comprehension of the practice, expert support, and professional judgment [1].

Scholars utilize various quantitative and qualitative literature reviewing methods
to digest and systematize previous findings. Among these, bibliometrics is a
transparent, systematic, and reproducible inspection process form by the statis-
tical measurement of scientific activities, scientists, or overall science [2]. Unlike
other approaches, bibliometrics generates more reliable and objective analyses. The
immense quantity of conceptual developments, new research information, and exper-
imental data is the conditionwhere bibliometrics becomes advantageous by rendering
a structured analysis to a huge set of data, to forecast researched themes trends over
time, detect shifts in the boundaries of disciplines, to identify the most productive
institutions and scholars, and to represent the “wide picture” of the present research.
Numerous research fields employ bibliometric approaches to discover the impact of a
set of scholars, the impact of the field, or the impact of specific papers [3–5]. Further-
more, the ability to predict research trends in advance would likely revolutionize the
strategy science is carried out, e.g., by enabling funding agencies to optimize the
allocation of resources towards promising research areas [6].

For this reason, the main aim of the paper is to present a general approach to
analyze and predict the thematic evolution of a given research field by pointing out
uptrend keywords. This approach presents a dataflow of the method, a paper ranking
algorithm, and science mapping for detecting and visualizing thematic research
trends. As a case study, the proposed approach is applied to analyze the thematic
evolution of the Artificial Intelligence (AI) research field. The rest of the paper is
organized as follows: Sect. 2 introduces bibliometric analysis, collected dataset, and
some derived results from bibliometrics. Section 3 describes a method for paper
ranking, adopts the proposed method to collect meaningful keywords, and illus-
trates thematic research trend results by pointing out uptrend keywords; then the
method is evaluated by detecting occurrences of predicted keywords in true promi-
nent keywords set. Finally, Sect. 4 presents the conclusion and future directions of
the study.
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2 Analyzing Research Trends Based on Bibliometric
Analysis

There are two important procedures in bibliometrics: performance analysis and
science mapping. Performance analysis focuses on evaluating scientific element
groups (researchers, departments, universities, and countries) and their activity
impact on bibliographic data. Science mapping is a graphic representation of how
academic papers, authors, disciplines, and fields are related to one another [7]. Stan-
dard workflow for science mapping comprises four principal steps: Study design,
Data collection, Data analysis, and Data visualization [8].

2.1 Study Design

In the study design, scholars specify the research questions and select suitable biblio-
metric methods that can solve the problems. By utilizing bibliometrics, three general
kinds of research questions for science mapping can be: (i) discovering the intel-
ligence base of a topic or research field and its knowledge structure; (ii) studying
the research front (or conceptual structure) of a topic or research field; and (iii)
constructing a social network structure of a specific scientific community. In this
paper, the second (ii) question is considered in detail.

2.2 Data Collection

Data collection consists of three steps. Thefirst step is data retrieval.Numerous online
bibliographic databases, where metadata of academic publications are stored, can be
sources of bibliographic information, e.g., Scopus (scopus.com), Clarivate Analytics
Web of Science (webofknowledge.com), Google Scholar (scholar.google.com).
Other analogous databases were generated for specific disciplines (e.g., Data System,
Astrophysics, Medline), patent data, and digital libraries (e.g., CiteSeerXPatent,
arXiv, DBPL).

The second step is data conversion in which scholars need to convert data into an
appropriate format for the adopted bibliometric tools.

The final step is data cleaning. The result value depends on the quality of the
data. Various preprocessing methods can be utilized, e.g., detecting duplicates and
misspelled words, removing punctuations. Despite most of the bibliometric data are
dependable, cited references may include various versions of the same publication
and multiple alternative names of an author. Moreover, cited journals can also be
presented in slightly varied forms. Books may have several editions, which will be
cited as different references.



112 V. T. Nguyen et al.

In this paper for the case study, we select Clarivate Analytics—Web of Science
core collection for the bibliometric database. Then a search with keywords “Artifi-
cial intelligence” was implemented with timespan from 2005 to the 2016 year and
category filter “Computer science Artificial intelligence”. At the time of writing this
paper, 6696 publication results were scraped for our experiment. Furthermore, 3211
publications of timeframe 2017–2019 were collected for evaluating the proposed
method.

2.3 Data Analysis

Data analysis includes descriptive analysis and network extraction. Examples of
descriptive analysis are topmost cited references or authors, topmost frequent
keywords, authors’ dominance ranking, topmost productive author, etc. Figure 1
demonstrates the top 10 most frequent author keywords of the AI field in timeframe
2005–2016, which was obtained by using R-package Biblioshiny [9].

At the same time, several approaches have been advanced to extract networks
utilizing different units of analysis. For instance, the co-word analysis adopts themost
substantial words of documents to explore the conceptual structure of an examined
field. It is the only method that exploits the plain text of documents to establish a

Fig. 1 Top 10 most frequent author keywords of the AI field in 2005–2016
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Fig. 2 Bibliographic coupling network of AI field in period 2005–2016

similarity measure, while the others link publications via citations. Co-word analysis
generates semantic maps of a field that help understand its cognitive structure. This
analysis can be applied for paper keywords, full texts, or abstracts.

On the other hand, citation analysis is the most usual analysis in bibliometrics. It
utilizes citation amounts as a similarity measurement between documents, journals,
and authors. Citation analysis consists of the direct citation, bibliographic coupling,
and co-citation analysis. Examples are author coupling, author co-citation, journal
coupling, and journal co-citation, etc.

More specifically, bibliographic coupling analyses the citing documents, whereas
co-citation analysis examines the cited ones. Despite the fact that bibliographic
coupling is advantageous in exploring the association between research groups [10],
co-citation analysis observed over time slices is also useful in discovering a shift in
schools of thought and paradigms. The selection of the method to utilize depends on
the purposes of the analysis. Typically, co-citation analysis is executed for mapping
older papers (prospective analysis—it is dynamic and best exploited in various time
slices), whereas bibliographic coupling is utilized to represent an existing research
front (retrospective analysis).VOSviewer software [11] is used to demonstrate a bibli-
ographic coupling network of collected papers with a minimum number threshold
of citations 30 (Fig. 2).

2.4 Data Visualization

Analysis methods allow us to extract valuable knowledge from data and to demon-
strate it according to intuitive visualizations ormaps such as social networks, dendro-
grams, and bi-dimensional maps. Network analysis allows performing a statis-
tical analysis upon the generated maps to present numerous measures of the entire
network, measures of the relationship, or the overlap of the various detected clusters.

Visualization techniques are employed to demonstrate the science map and the
outcome of diverse analyses. For instance, networks can be presented by thematic
areas [12], or bymaps inwhich thedistancebetween elements displays their similarity
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in VOSviewer software [13]. In particular, by using VOSviewer a co-occurrence
analysis map can be constructed and depicted in Fig. 3 to demonstrate keyword
prominence detection and their interrelation (minimum number of occurrences is
20).

On the other hand, to illustrate the research evolution in sequential time periods,
cluster strings [14] and thematic areas can be utilized. Figure 4 shows thematic areas
evolution of author keywords in consecutive time periods over collected data of the
AI field, which is derived from R-package Biblioshiny.

Fig. 3 Co-occurrence map of keywords for detecting prominent themes in years

Fig. 4 Thematic evolution map of author keywords
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Fig. 5 Author keywords dynamics in the AI papers from 2005 to 2016

Alternatively, temporal analysis performs the conceptual, intellectual, or social
evolution of the research field by detecting seasonality, patterns, trends, and outliers.
Among them, burst detection is a temporal analysis that discovers feature, which have
notable intensity in various time periods [15]. To demonstrating thematic intensity in
time periods, Fig. 5 represents author keywords dynamics of the AI field in timeline
2005–2016 derived from R-package Biblioshiny.

3 Predicting Research Trend Based on Paper Ranking
Algorithm

To the best of our knowledge, the drawback of mentioned techniques is not aggre-
gating together Titles, Abstracts, Author keywords, and Keywords plus (in Web of
Science, Keywords Plus are index terms automatically generated from the titles of
cited articles and are ordered from multi-word phrases to single terms). Moreover,
the expectation is analyzing and synthesizing all aspects of the most prestigious and
influential papers (impact factor). On the other hand, the research trend topics and
word dynamics are simply identified by word frequency, not considering the impact
factor of papers containing these keywords. Additionally, all mentioned above results
do not indicate clearly thematic evolution through timespan.

Subsequently, we propose a newmethod of tracking scores of keywords in consec-
utive time periods to help predict research trends. The dataflow of the proposed
method is illustrated in Fig. 6.

In the following, we describe in detail some of the most important parts of our
method.
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Fig. 6 Dataflow diagram of the proposed method

3.1 Paper Ranking Algorithm

Klavans and Boyack [16] recently recommended that direct citations are more reli-
able in pointing out a research front than co-citation and bibliographic coupling.
Subsequently, this ranking method is based on the graph structure of the direct cita-
tion network formed by research papers. The impact of a scientific publication is
approved fair by the peer vote, in other words being cited by the others. Research
papers cite the others, from which they obtain inspiration, rationales and there is
a well-connected graph structure within the network of these academic documents.
The importance of a research paper is directly proportional to the importance, quality,
and amount of the ones that cite it. We use this assumption in our algorithm to rank
the research papers by assigning each of them an authoritative (impact) score.

Let G be the directed citation graph of n papers and m citations. Then V (G) is
the set of papers and E(G) is the set of citations. Furthermore, let pi , p j ∈ V (G),
then paper pi cites paper p j if e = {pi , p j } ∈ E(G). Using this graph notation to
describe a paper p, the references in paper p’s reference list is the set C+

G (p) =
{r ∈ V (G)|(p, r) ∈ E(G)}, the capacity of which is identified by the out-degree of
a vertex p : O(p)—number of vertices adjacent from p.

While the number of citations that paper p received is I (p)—the
number of vertices adjacent to p, which is capacity of the set C−

G (p) =
{r ∈ V (G)|(r, p) ∈ E(G)}. It follows that |C−

G (p)| = I (p), and |C+
G (p)| = O(p).
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In the following we describe how to compute paper ranking, which is denoted by
vector �r = [r1, . . . , ri , . . . , rn], where ri is authoritative (influential) score of paper

i. The normalized constrain is:
n∑

i=1
ri = 1.

The initial scores at iteration t = 0 are : r (t=0)
i = 1

n , i = 1, n
At each iteration (t) the paper score ri is calculated by formula:

r (t)
i =

∑

j∈C−
G (i)

r (t−1)
j

O( j)

r (t)
i = r (t)

i + 1 − ∑n
k=1 r

(t)
k

n

The loop stops when score vector �r converges with a predefined precision ε, this
is equivalent to:

∥
∥
∥�r(t) − �r(t−1)

∥
∥
∥ < ε

Furthermore, we need to take into account the time characteristic in research
papers ranking to diminish the disadvantage against the recent documents which
receive less time for being investigated and consequently less cited by the scholars
when comparing to the older papers. Based on the idea of m-index [17], which is
defined by h/y, where h is h-index, y is the number of years since the first published
paper of the scientist, to get the final scores we divide paper scores by their corre-
sponding ages (a factor of 100 was adopted so that the later visualization was more
visual):

si = 100
ri
yi

, i = 1, n

where si : final paper score, ri : paper score after exiting the iteration, yi: paper age.

3.2 Predicting Research Trend of Artificial Intelligence

Applying the proposed algorithm on collected data of the AI field in the timeline
2005–2016 to rank papers, we get scores of each paper and sort them by scores in
descending order, which is represented in Table 1.

Thenwe create a corpus by combiningTitle, Abstract, Author keywords,Keyword
plus of top 20 papers from above ranking table. Afterward, we use functionality
“Create a map based on text data” in VOSviewer software to create a term co-
occurrence map based on the derived corpus and then extract all terms (keywords)
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Table 1 Top-20 best (influential) papers obtained by proposed algorithm

from the co-occurrencemap [18]. InVOSviewer the term identification stage consists
of the following five steps:

• Removal of copyright statements in abstracts.
• Using the sentence detection algorithm given by the Apache OpenNLP library,

the text data is split up into sentences.
• Using the part-of-speech tagging algorithmgivenby theApacheOpenNLP library,

each word is assigned a part of speech, e.g., noun, verb, preposition, adjective,
etc.

• Noun phrase identification: VOSviewer specifies noun phrase as a chain of one or
many successive words from a sentence, in which the last word of the phrase is a
noun and each of the remaining words is either an adjective or a noun. To define
noun phrases, VOSviewer processes only the longest feasible noun phrases that
can be detected in a sentence.

• Noun phrase unification: Eliminatingmost non-alphanumeric characters, deleting
accents from characters, changing plurals to singulars, and changing upper case
characters to lower ones.

In the next stage, starting from the collection of identified terms (keywords), the
selection is made by excluding terms with occurrence threshold, by excluding terms
with a low relevance score, and also by manually excluding certain terms. More
specifically, we include only meaningful terms concerned with method, algorithms,
field or subfield of research and exclude manually all general or uninformative terms
like “direction”, “first step”, “action”, etc.

Using the scores of the research papers calculated by above mentioned algorithm,
we formulate final scores for keywords by summing up scores of papers containing
them, and then group obtained results by year. Therefore, we can demonstrate scores
of keywords through years in time series and observe which keywords are retaining
uptrend. For the sake of clarity, we keep only quite frequent and recent keywords
(appear at least in the last 4 years in papers) and divide them into 4 groups. The
dynamics of keywords scores are illustrated in Fig. 7. From the figure we collect 30
clearly uptrend keywords, these are also predicted research trends after the 2016 year:
‘artificial neural network’, ‘computational intelligence’, ‘diagnosis’, ‘disease’,
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Fig. 7 Dynamics of keywords scores in time series
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Fig. 8 Word cloud of 30
keywords research trend
after the 2016 year

‘emotion’, ‘genetic algorithm’, ‘machine learning’, ‘ant colony’, ‘cognitive science’,
‘evolutionary algorithm’, ‘evolutionary computation’, ‘fuzzy set’, ‘game theory’,
‘granular computing’, ‘human brain’, ‘intrusion detection system’, ‘machine intel-
ligence’, ‘markov decision process’, ‘medicine’, ‘multilayer perceptron’, ‘particle
swarm optimization’, ‘pattern recognition’, ‘radial basis function’, ‘support vector
machine’, ‘swarm intelligence’, ‘cognitive psychology’, ‘health care’, ‘rough set
theory’, ‘tree search’, ‘fuzzy cognitive map’, ‘pattern classification’, ‘recurrent
neural network’, ‘artificial bee colony’, ‘cognitive system’, ‘differential evolution’,
‘empirical evidence’, ‘honey bee’, ‘human reasoning’, ‘network intrusion detection’,
‘sociology’, ‘tumor’, ‘computer go’, ‘electricity market’, ‘gene-expression data’.

Alternatively, these keywords are also demonstrated by the word cloud in Fig. 8.
Among them, keywords like ‘artificial neural network’, ‘computational intelligence’,
‘disease’, ‘emotion’, ‘genetic algorithm’, ‘machine learning’ showhigh-speed evolu-
tion, and logically we can predict that these thematic researches still appear strongly
in later years.

3.3 Method Evaluation

To the extent of its isolation and deepening, each field of knowledge develops its own
special language, whichmakes it inaccessible to specialists in other fields. Therefore,
a statistical analysis of the publication keywords allows us to trace the dissemination
depth of new ideas and methods, which can be set by the occurrence frequency of
words encoding whole concepts. Thus, in order to evaluate the proposed method, the
results are evaluated against collected papers from the bibliographic WoS database,
category “Computer science Artificial Intelligence” in the timeframe 2017–2019.
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Firstlywe create corpus by combining Title, Abstract, Author keywords, Keyword
plus of all papers from the dataset. Subsequently, we again use functionality “Create
a map based on text data” in VOSviewer software to create a term co-occurrence map
based on the derived corpus, and then extract all keywords from the co-occurrence
map with occurrence threshold 50. Similarly, we include only meaningful terms
concerned with method, algorithms, field or subfield of research and exclude manu-
ally general and uninformative terms like “argument”, “distance”, “thing”, etc. This
results in a set of most 50 frequent keywords in descending order of occurrences
with corresponding relevance scores, which are presented in Fig. 9. Terms owning
high relevance scores are likely to express particular topics discovered in the text

Fig. 9 Most frequent research topics (keywords) in timeline 2017–2019
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data, whereas terms with a low relevance score obtain only general meanings, thus
these are not representative of any certain topic. By excluding general terms with
low relevance scores one obtains particular and informative terms [13].

These terms are considered to be focus research trends in the period 2017–2019,
and we will determine how the accuracy of our prediction is by comparing the occur-
rence of predicted keywords with real prominent keyword set. More specifically,
the comparison between keywords is executed not only by explicit match but also
by approximate match (e.g., ‘game theory’ and ‘game’, ‘fuzzy cognitive map’ and
‘fuzzy logic’ are considered same keywords). Thus, we detected 22 keywords (of
overall 30 predicted uptrend keywords) in the keyword set (50 items) of true focus
research trends. Therefore, the prediction precision is about 73.33% (22/30).

4 Conclusion

Because of the fast augmentation in the number of academic publications, it is diffi-
cult to remain an overview of the dynamic and structure evolution of a certain science
field, as well as all scientific domains. However, understanding of prominent trend
topics or shifts of focus in specific research areas is a significant factor of supporting
resource allocation decisions in governmental institutions, research laboratories, and
corporations. Bibliometrics becomes advantageous by providing a structured anal-
ysis to a large body of information, to infer trends over time, themes researches and
identify shifts in the boundaries of the disciplines. However, there are some draw-
backs of the described bibliometric methods, including not aggregating all metadata
and not indicating clearly thematic evolution over a period of time.

This paper introduces some bibliometric analysis tools and presents a general
approach to analyze and predict the thematic evolution of a given research field by
pointing out uptrend keywords. The proposed method includes a dataflow diagram
and a paper ranking algorithm for detecting and visualizing thematic research trends.
As a case study, the proposed approach is applied to predict the emerging thematic
evolution of the Artificial Intelligence research field in the period 2005–2016 from
theWoS database. Finally, the method evaluation is implemented by detecting occur-
rences of predicted keywords in real prominent keywords in timeframe 2017–2019.
The derived prediction precision is 73.33%. In the future, we plan to improve predic-
tion precision by enhancing paper ranking algorithms and accounting more features
such as authors and journals impact factors or conference proceedings ranking.
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Development of a Module for Predictive
Modeling of Technological Development
Trends

Alla G. Kravets, Natalia A. Salnikova, and Elena L. Shestopalova

Abstract In this work, the problem of forecasting technological development trends
was solved. A review of the sources of the global patent space, an analysis of techno-
logical development trends, a survey of data sources for training the neural network
were carried out. Existing data mining techniques were analyzed for more accurate
and faster forecasting. A module for predictive modeling of trends in technological
development is developed, algorithms for the module for predictive modeling of
trends in technological development are described.

Keywords Patent search · Neural network · Decision trees · Gradient boosting ·
Deep study · Forecasting · Technology trends

1 Introduction

Patent activity indicators are currently used in technological forecasting and in
competitive intelligence often. An important role is played by forecasting the devel-
opment of patent trends in individual countries and around the world, which makes
it possible to identify the main priority areas of technology development [1, 2].

In the context of the globalization of the economy and the rapidly changing
competitive environment, the problem of choosing a technological development
strategy is of particular importance. The relevance and, as a consequence, the effec-
tiveness of this choice is largely determined by how accurately the subject of macro-,
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meso- or microeconomics takes into account global and regional and technological
trends [3, 4].

The formation of technological trends is influenced, first of all, by the objective
processes of development of world markets, as well as the processes of development
and change of technological patterns. In addition, the formation of technological
trends is affected by measures of state regulation of the economy, taking into account
social, environmental, political and other factors. The results of the analysis of global
economic processes and trends are formalized in the form of program documents of
government bodies, such as forecasts and strategies for socio-economic development;
framework programs, studies and forecasts of large consulting companies, as well
as international financial institutions. These documents and forecasts are based on
deep and comprehensive research and, as a rule, they demonstrate high comparability
[5, 6].

Thus, the task of developing methods for predictive modeling of technological
development trends is relevant.

It is necessary to solve the following tasks for achievement this goal:

• To analyze the global patent space;
• Conduct a survey of data sources for the analysis of technological trends;
• Conduct an analysis of technological development trends;
• Conduct a survey of data sources for training the neural network;
• Conduct data mining;
• To form structural and functional modeling of technological development trends;
• Describe the methods used for data mining (DM);
• Design a module for predictive modeling of technological development trends;
• Describe the algorithms of the module for predictive modeling of trends in

technological development;
• Test the module for predictive modeling of technological development trends.

The aim of the work is to develop software and information tools for predicting
trends in technological development.

The object of research is the technological development trends.
The subject of the research is the methods of predictive modeling of trends in

technological development of modeling.
Scientific novelty lies in the proposed and software-implemented formal method-

ology for predictive modeling of technological development trends, in contrast to
existing ones, which are based on statistical data from open sources, which allows
one to obtain trend forecasts for both technologies introduced into production and
for promising technologies in terms of patenting.

2 Analysis of the Global Patent Space

One of the tools for analyzing technological trends is the analysis of patent land-
scapes. Patent Landscape is an analytical tool in the field of patenting, which allows
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to outline the technological context of any issue, invention or solution in the field of
intellectual property. Introducing the patent analysis tools as a whole, patent land-
scapes repeatedly enhance the potential of patent search results and patent analysis
through visualization methods and multidimensional analytical representations. The
analysis of the patent landscape becomes an essential step preceding any research and
development in conditions of a significant volume and complex nature of information
[7, 8].

Indeed, patent documents are not the only source of information in a detailed
analysis of a technological trend. Important sources of information are also data on
scientific and technical publications, data on the results of research and development,
including in the framework of federal target programs, as well as market information.
At the same time, a significant number of publications devoted to the use of patent
information in order to determine technological trends indicates the indisputable
advantages of using patent documentation in the analysis of technological landscapes,
as well as forecasting promising areas of development of various industries [9, 10].
At the same time, however causal relationships between patent indicators have been
identified and systematized in literary sources not deeply and fully to solve practical
problems, despite a significant number of studies and publications„ on the one hand,
and strategic and tactical decisions in the field of technological development, on the
other hand [11, 12].

Every year, more andmore companies want to patent their inventions. That is why
the number of patent applications is increasing from year to year. The increasing flow
of applications and more than 70 million issued patents increase the time that patent
examiners should spend on considering all incoming applications [13, 14]. Some-
times incoming applications wait for examination up to several years. Sometimes
an examiner has to make hundreds of searches and manually process thousands of
existing patents during the examination process to decidewhether to approve or reject
the application. This process can take him more than 20 h. The growing workload
of patent offices has necessitated the development of automated decision support
systems to assist examiners in the examination process. The system of automatic
positioning of application materials for obtaining a patent for an invention in the
global patent space is based on the statistical and semantic approaches of the E-
patent Examiner—a decision-making system by experts during the examination of
a patent application [15, 16].

The task of examining patent applications can be divided into twomain sub-tasks:
the task of finding the relevant issued patents—a search according to the prior art
and the task of automatically deciding on the patentability of an application. The
implementation of the system will reduce substantive expertise. The main tasks of
the development of the system are:

• providing automatic positioning of application materials for obtaining a patent
for an invention in the global patent space based on statistical and semantic
approaches;

• optimization of processing of technological processes associated with the exam-
ination of the invention, based on the results of the automatic positioning of
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Fig. 1 Data streams of the automatic positioning method

application materials to obtain a patent for an invention in the global patent space
based on statistical and semantic approaches.

The proposed algorithm (Fig. 1) for the search for patent analogues is performed
using the statistical analysis method, where the procedure of comparing membership
vectors for unnamed clusters obtained by the LDAmethod, semantic analysis of text
in natural language, consisting of the following stages: preprocessing, morpholog-
ical analysis, construction of semantic sentence trees, is applied, assessment of the
similarity of semantic trees using a modified Levenstein algorithm.

3 Data Mining

Ananalysiswasmade of a number of systems for searching statistical data for training
a neural network.

The World Intellectual Property Organization (WIPO) Statistics Data Center for
Intelligent Systems is an online service that provides access to WIPO statistics on
intellectual property worldwide. Users can select from a wide range of indicators
and view or download the latest available as well as historical data according to their
needs.

TheWIPOStatistics Center covers the following types of indicators: patent, trade-
mark, industrial design, utility model, and PCT, Madrid, and Hague systems. Most
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indicators related to patents, trademarks, industrial design, and utility models relate
to the period starting in 1980.

SJCR (The SCImago Journal & Country Rank) is a publicly accessible portal that
includes journals and national scientific indicators based on information contained
in the Scopus® database (Elsevier BV). These indicators can be used to evaluate
and analyze scientific areas. Logs can be compared or analyzed separately. Country
ratings can also be compared or analyzed separately. Magazines can be grouped by
subject area (27main subject areas), subject category (313 specific subject categories)
or by country.Citationdata is taken frommore than34,100 titles frommore than5,000
international publishers and country performance indicators from 239 countries.

SHAPE OF SCIENCE is an information visualization project whose goal is to
uncover the structure of science. Its interface was developed to access the database
of bibliometric indicators of the SCImago Journal & Country Rank portal. SHAPE
OF SCIENCE shows a very intuitive image of the relationship of various subject
areas from the perspective of magazines. Separate log profiles can be accessed from
this interface.

The world report—offers detailed information to analyze the world and each of
the eight major geographical regions. Numerous indicators are presented here and
tables and trend charts are shown (1996–2017) for all or one of the 27 main subject
areas and for all or one of the regions corresponding to the selected parameters.
The following indicators are presented: H index, reliable documents, citations, self-
quoting and citations per document. The report also shows the development during
the period 1996–2017.

A comparative analysis of the functionality of these systems was made after
analyzing the above systems for the search for statistical data after analyzing the
above systems for the search for statistical data. The results are shown in Table 1.

As a result of the comparative characteristics of search engines it was concluded
that these sites do not provide an opportunity to predict trends in technological
development, but using the data they publish is quite possible.

As a rule, these initial data represent large arrays of structured and unstructured
data for the analysis and identification of hidden patterns in which data mining
(DM) is widely used. Various DM methods are implemented in software products
of Russian and foreign companies, such as IBM (IBM SPSS Modeler computer
program) [17], StatSoft (Statistica statistical package), WizSoft (WizWhy analytical
system), BaseGroup (Deductor analytical system), IntefralSolutions, Microsoft, etc.

A comparative table is below (Table 2), which reflects the advantages and disad-
vantages of existing methods for modeling customer churn and their implementation
in existing software products.

Table 1 Comparative characteristics of search engines

System Technology selection Time interval
selection

Country selection Document type
selection

WIPO + + + −
SJR + − + +
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Table 2 Analysis of IAD methods

Models and
methods

Benefits Disadvantages Software products

Associative rule
search

Finds very simple and
intuitive rules

Identifying frequently
occurring sets of
elements requires large
computational and time
resources

Deductor studio,
SPSS Modeler,
STATISTICA, SAS
Enterprise Miner

Neural networks Resistant to noise. Solve
problems with unknown
patterns. Retrained when
the environment changes.
Fast acting. Fault tolerant

The reasons for the
decision may be unclear.
No guarantee of
unambiguous repeatable
results

Deductor studio,
SPSS Modeler,
STATISTICA,
SAS Enterprise Miner

Maps of
Kohonen

Resistant to noisy data.
Fast and unmanageable
training. The ability to
render

Heuristic learning
algorithm. The
predetermination of the
number of clusters.
Dependence on initial
network settings

Deductor studio,
SPSS Modeler,
STATISTICA,
SAS Enterprise Miner

Random decision
forests

Effective with data with
a large number of
characteristics and
classes. Work with
continuous and discrete
features. Insensitive to
monotonous
transformations

They are prone to
retraining in case of
noisy data. Large
dimension models

SPSS Modeler,
STATISTICA,
SAS Enterprise Miner

Decision trees The speed of training.
Extracting rules in a
natural language.
Intuitive classification
model. High accuracy of
the forecast.
Construction of
nonparametric models

The decision only
classification issues.
Inability to work with a
continuous target field

Deductor studio,
SPSS Modeler,
STATISTICA,
SAS Enterprise Miner

Cox regression Able to work with
censored data and
categorical variables.
The ability to render

Censorship of data
reduces the sample,
which may result in
inconsistent results

SPSS Modeler,
STATISTICA,
SAS Enterprise Miner

Binary logistic
regression

Is simple. Quickly
received. Well
interpreted. Widely
applicable. Accurate
enough. It has tools for
assessing the quality of
models

It has difficulties due to
the nonlinearity of the
relationship between the
outflow and the factors
influencing it. The
predicted parameter is
usually a number from a
continuous range

Deductor studio,
SPSS Modeler,
STATISTICA,
SAS Enterprise Miner
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Each of the considered IADmethods has its limitations and features as well as the
advantages of using it. It is worth noting that the neural network, and in particular, the
Kohonen self-organizing map, have a number of advantages, such as self-learning
and resistance to noisy data [18].

4 Development of a Formal Methodology for Predictive
Modeling of Technological Development Trends

The steps of a formal technique consist of the following steps:

• downloading statistics from WIPO and SJR sites;
• formation of a training sample;
• providing a trained model;
• request for technology analysis (trending or not).

The formation of the training sample is carried out manually by creating a file of
the.csv format. In the created file, you need to create two columns: year (year) and
the number of patents per year (total). Then transfer the data from the downloaded
files to the created document.

After the sampling is completed, this file is loaded into the software module,
which in turn reads the data from it and makes a prediction based on these data.
Based on the results of the program module, based on the constructed trend, the user
makes a request for technology analysis. The development of technology is clearly
visible on the chart.

Then, structural and functional modeling of technological development trends is
carried out. We use the IDEF0 methodology, which prescribes the construction of a
hierarchical system of diagrams for the process of predicting the modeling of trends
in technological development.

Figure 2 shows a general view of the process of predictive modeling of
technological processes.

A process analysis request is received at the input of the process. The rules of data
sampling and rules of parsing control acts.csv. The user, the analyst, the software
and the data sources will play the role of the mechanism. The forecast of patented
technologies, the forecast of the dynamics of patenting and the forecasting of intro-
duced technologies will be revealed at the output. The data flow diagram is shown
in Fig. 3.
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Fig. 2 General functional model of the technique

Fig. 3 Data flow diagram



Development of a Module for Predictive … 133

5 A Designing a Module for Predictive Modeling
of Technological Development Trends

A preliminary model can be represented in the form of functional diagrams of
precedents.

The diagram is a reflection of the actors who interact with the system, and its the
reaction of the information system to their actions.

A chart of precedents describing the information system is shown in Fig. 4.
The first step of the program is to read the.csv file format. Next is the training of

the model. Since the module cannot predict the data immediately ahead for several
years and each subsequent prediction is recorded in the total array and the year is
recorded in the year array. The module is retrained after changing the data array.
Thus, the total parameter can be predicted for each unlimited number of years in
advance. The program builds a graph where the X axis is the year and the Y axis is
the number of patents after predicting the required number of years.

Figure 5 shows the algorithm of the software module.
After testing the module for predictive modeling of technological development

trends, we can conclude that the trained module makes a fairly accurate forecast for
the first 5 years. The forecasting accuracy directly depends on the size of the training
sample.

Fig. 4 Functional behavior of the system
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Fig. 5 The algorithm of the
module for predictive
modeling of trends in
technological development

6 Conclusion

In this work, the problem of forecasting technological development trends was
solved. Existing data mining techniques were analyzed for more accurate and faster
forecasting. One of these methods turned out to be gradient boosting. Gradient
boosting is a machine learning technique for classification and regression that builds
a prediction model in the form of an ensemble of weak predictive models, usually
decision trees.

A module for predicting trends in technological development in Python with the
CatBoost library was developed. The process of the system involves 2 main stages:
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training and forecasting. The experiment results showed that the trained module
makes a fairly accurate forecast for the first 5 years and the accuracy of forecasting
directly depends on the size of the training sample. As a result, the developed soft-
ware module can be used as part of the tasks of predicting trends in technological
development.
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The Software for Formation of Technical
Function Assessments Based
on the Patent Analysis

Dmitriy Korobkin , Sergey Fomenkov , Alexander Zlobin,
Dmitriy Shabanov, and Alexander Golovanchikov

Abstract Based on the developed method of construction of a database of technical
functions carried out by physical effects, realized the software with following func-
tions: (a) extraction of technical functions; (b) search of the physical effect descrip-
tion; (c) construction of term-document matrices “Patent - Technical Function” and
“Patent - Physical Effect”; (d) construction based on the reduced term-document
matrices the matrix “Physical Effect - Technical Function”. The system consists of
two main and independent parts: the patents repository and the semantic core. The
repository implements a standard CRUD interface for creating, reading, updating,
and deleting documents. The semantic core is a library that implements all text
processing functionality. The correctness of algorithms work was estimated on a
test sample, the method of extraction of technical functions showed the following
criteria: precision—0.87, recall—0.77, F—0.82, the method of search of physical
effect description showed precision—0.92.

Keywords Technical functions · Physical effects · Patents

1 Introduction

The chapter shows the developedmethod for the automated construction of a database
of technical functions performed by physical effects. For the synthesis of the physical
principle of operation of new technical systems [1] in several scientific approaches
[2, 3], physical effects (PE) are used. PE implements technical functions, which in
turn constitute the constructive functional structure of the technical system [4]. The
authors have developed a method for extracting descriptions of physical effects and
technical functions fromUS patent documents (USPTO) and Rospatent. The method
of automatic creation of a table of technical functions performed by physical effects
is based on identifying latent dependencies in term-document matrices «Physical
Effects-Patents» and «Technical Functions-Patents» [5].
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The purpose of this work is to programmatically implement a formation system
of the matrix of technical functions performed by physical effects based on patent
array analysis.

2 The Methodology

The automated system (AS) should provide the following functions:

• Extraction of technical functions in the «Subject - Action - Object» (SAO) [6–8]
format from the texts of patent documents;

• Search for a description of the physical effect in the text of patent documents;
• Construction of the term-documentary matrix «Patent - Technical function», the

elements of which are the values of the frequency response TF-IDF [9] for the
corresponding technical function and patent document;

• Construction of the term-documentary matrix «Patent - Physical effect», the
elements of which are the values of the frequency response TF-IDF for the
corresponding physical effect and the patent document;

• Reduction of the space of technical functions for the term-document matrix
“Patent - Technical function» and the space of physical and technical effects
for the term-document matrix «Patent - Physical effect»;

• Construction from the reduced term-document matrices «Patent - Physical effect»
and «Patent - Technical function» of the matrix «Physical effect - Technical func-
tion» based on the method of cosines as a characteristic of the representations of
the physical effect and technical function in the space of patent.

AS is implemented in python version 3.7.2. For morphological tagging the
program TreeTagger [10, 11] is used, for syntactic parsing—UDPipe [12]. The infor-
mation structure of the input XML documents must conform to the document type
declaration (DTD) «us-patent-application», the version of the patent document must
conform to «v4.4 2014-04-03», which meets the general description of the «ST.36»
standard.

The AS consists of two main and independent parts (Fig. 1): the patent array
storage and the semantic core.

The patent array storage implements the functionality of storing and issuing to
the user the texts of patent documents and their meta-data, such as number, class
according to IPC classification [13], and so on. The storage implements the stan-
dard interface for CRUD operations for creating, reading (receiving), updating, and
deleting documents, as well as the functionality of writing queries to retrieve data,
which allows you to filter documents by the value of certain fields. Such an imple-
mentation allows, if necessary, to replace this module with any NoSQL storage in
the future. The document storage implementation stores the patent data and all the
necessary metadata locally in a specified directory. If cluster computing is required,
the data folder can be placed on any network file system that supports FUSE tech-
nology. From the program interface side, this storage is an interface that provides
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Fig. 1 Component diagram

a collection of documents in the form of a generator, which allows not to store the
entire requested sample in memory, but to retrieve data only when accessing them.

All work on extracting data from files of patent documents is delegated to a
separate library that implements the functionality of reading and extracting data for
specific formats of patent documents. All communication between the store and the
data extraction library is done through a set of data classes. The architecture of the
block for working with the data warehouse is presented in the form of class diagrams
(Fig. 2) and object diagrams (Fig. 3).

The functionality of the CRUD operation to the patent array is implemented in
the «Bulk» class that works with objects that implement the «Document» inter-
face—in this case, «Patent». The «DataFetcher» is responsible for extracting data
and creating data document objects. For its operation, two objects of classes are
needed that implement the «DocumentReader» and «DocumentParser» interfaces.
«DocumentReader» extracts the text of patents from patent document files in their
original formats (files from the USPTO database are contained in yourself several
patents, archives, and other data at once). «DocumentParser» is responsible for the
creation of document objects (class «Patent»). Since there are several dozen formats
of input files and formats of the documents themselves, for simplicity, most of them
are omitted in the diagram and replaced by the “…” sign, which symbolizes many
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Fig. 2 Document storage class diagram

Fig. 3 Patent storage object diagram



The Software for Formation of Technical Function … 141

different implementations for each format. For the same reasons, the «HandlerPool»
class has been introduced, which is the standard «Chain-of-responsibility» design
pattern. «HandlerPool» stores a list of all registered handlers and, when a request
for processing arrives, delegates it to one of them, which makes it easy to add func-
tionality for processing new input data formats with small code changes. The class
object relationships are shown in Fig. 3.

The second part (semantic core) is a library that implements all the functionality
for text processing:

• graphemic and lexical analysis, implemented in the form of text processors, as
well as adapters to third-party word processing libraries such as NLTK [14];

• morphological and syntactic analysis, implemented in the form of adapters to
third-party libraries TreeTagger, MaltParser [15, 16], UdPipe, and others;

• syntactic and semantic analysis—packages for working with PE and TF that
programmatically implement the methods and data structures described in this
work.

The architecture of the semantic core block is presented in the form of class
diagrams (Figs. 4, 5) and object diagrams (Fig. 6).

Fig. 4 Semantic core class diagram
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Fig. 5 Pipeline data processing class diagram

Fig. 6 Diagram of Pipeline data processing objects

In the approachwhen data is the root cause, themain emphasis is on: storage struc-
tures and work with different formats and notations (classes SAO, Conll, ConllTree,
etc.) [17] and processors of this data, taking data in one format as input and producing
morphological (class TreeTagger), syntactic (UdPipe class), semantic analysis, such
as extracting technical functions (SaoExtractor class).

The main concept that is taken as a basis is the Data Pipeline. Most of the existing
Batch Processing systems are based on this principle. In this work, we use several
third-party libraries based on a data pipeline, which has its implementation specific
to the data format they use (matrices, token sequences, etc.). It was decided not to use
one of the existing pipelining systems due to their cumbersomeness and specificity,
but to implement a simpler and more flexible implementation based on the «Iterator»
design pattern and functional programming elements. The main idea is to build a
chain of tasks, implemented based on the «Command» design pattern, which allows
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implementing delayed execution of a certain set of functions. Text processors are
examples of this approach (Fig. 5). An illustrated principle has been applied to the
entire system.

The diagram shows the text processors «PatternReplacer», «WordTokenizer» and
«SentenceTokenizer» that process text at different levels: as a sequence of symbols,
words, and sentences respectively. “PatternReplacer” is intended for replacing or
deleting blocks of text by a pattern, instances of this class implement their specific
functionality, for example, for deleting formulas and numbering paragraphs, as
illustrated in Fig. 6. The classes «WordTokenizer» and «SentenceTokenizer» add
functionality to similar classes of the NLTK library. «WordTokenizer» combines
several words into one for named entities according to the input rules. «Sentence-
Tokenizer» segments sentences. These classes are designed to eliminate from the
text constructions that do not carry semantic significance in the framework of the
problem being solved but negatively affect the correctness of the work of morpho-
logical and syntactic analyzers. The classes described above implement the standard
«Command» design pattern, which allows you to create deferred objects and build
task chains (the «Chain» class) or pipelines (the «Pipeline» class) for processing
data. The «Chain» class represents a chain of execution, stores a list of handlers that
implement the «Callable» interface, passes the input data (a single object) to the
first, its result to the next, and so on along the chain. The Pipeline class implements
similar functionality but works with a collection of objects.

3 Research Results

Command-line interfaces for working with the data storage (Fig. 7) and the semantic
core (Fig. 8) were implemented.

By the physical effect model, each of its components is described by a regular
expression, an example of a description is given in Table 1, for clarity, the pattern is

Fig. 7 Data storage command-line interface
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Fig. 8 Semantic core command-line interface

Table 1 Description of the physical effect “Ohm’s Law”

Component Description Pattern

Input Impact Electrical field [weak] electric[al] field

Characteristic of impact weak

Physical quantity electric field strength
(V/m)

(electric[al] field) density |
pressure) | voltage

Output Impact electricity

Characteristic of impact Direct, alternating,
electronic, mixed, ionic

([alternating | direct | ionic |
mixed]
[electric[al]] current) | AC |
DC

Physical quantity current density (A/m**2) [electric[al]] current density

Object conductor, semiconductor [semi]conductor | resistance
| resistor

presented in the following form: optional parts of the pattern are presented in square
brackets, alternatives are listed, separated by the “|” symbol. Examples of found
descriptions of the physical effects are shown in Table 2.

Examples of found descriptions of technical functions in SAO format are shown
in Table 3.

The correctness of the algorithms was proved on a test sample prepared manually.
Technical functionswere extracted from the «Summary of Invention» [18, 19] field of
the document, and physical effects were searched for in the «Description» field [20].
The test sample was composed of 60 patent documents and includes 480 technical
functions and a description of 20 physical effects, with one document describing
only one physical effect.

TF extraction method: accuracy—0.87, completeness—0.77, and F-measure—
0.82.

Search for PE description: accuracy—0.92.
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Table 2 Examples of searching for descriptions of technical functions in the text of a patent

№ Determined PE Input data

1 PE № 303 «Thermo-photoelectric effect» Patent US6380534B1
The amplitude of the Brillouin peaks and the
frequency shift of the Brillioun peaks
compared with the Rayleigh peak is a measure
of the voltage and temperature of the optical
fiber at the point from which the light was
backscattered

2 PE № 37 « Ohm’s law» Patent US2965301A
Conductors, as indicated, are connected to the
resistors for application thereto of
factor—representing voltages and/or currents
and for deriving therefrom an output, all as
more fully explained hereinafter

Table 3 Examples of searching for technical functions in the text of a patent

№ Determined SAO Input data

1 S: method and apparatus
A: measure
O: temperature and strain within a
structure

Patent US6380534B1
…A method and apparatus for measuring the
temperature and strain within a structure
consists of having optical fibres incorporated
in the structure, passing pulses of light down
the fibre and detecting the backscattered
light…

S: optical fibres
A: pass
O: pulses of light down the fibre

S: optical fibres
A: detect
O: backscattered light

2 S: object of the invention
A: provide
O: simple and reliable multiplier-divider
computer unit of increased capacity.

Patent US2965301A
…object of the invention is the provision of a
simple and reliable multiplier-divider
computer unit of increased capacity.
Another object of the invention is the
provision of a simple and reliable D.C.
multiplier-divider computer unit…

S: object of the invention
A: provide
O: simple and reliable D.C.
multiplier-divider computer unit

To test the method of constructing a database of technical functions performed
by physical effects, a combination of test and design samples was made, measuring
60 and 10 thousand patent documents, respectively.

We will assume that for a specific document of the test sample, a correspondence
between the PE and the TFs implemented by it has been determined, if at least 80%
of the technical functions marked by experts in the document and correctly found at
the stage of testing the method for extracting TF technical functions were marked in
the TF-PE matrix for this PE. This threshold value is introduced in connection with
the possible exclusion of technical functions at the stage of reducing their space.
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According to the results of testing, the accuracy of extracting technical functions
performed by physical effects was 0.78.

4 Discussion

The theoretical value of this work lies in the developed methodology for analyzing
graphical representations of mathematical formulas to expand the description of
scientific and technical effects and create an automated system on its basis.

5 Conclusion

The reported study was funded by RFBR (research project 18-07-01086), RFBR and
Administration of the Volgograd region (projects 19-47-340007, 19-41-340016).
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The Formation of Morphological Matrix
Based on an Ontology “Patent
Representation of Technical Systems”
for the Search of Innovative Technical
Solutions
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Sergey Kolesnikov, Dmitriy Tolokin, and Alla G. Kravets

Abstract Today, the active development of technology leads to a huge increase in
the amount of information in patent databases. In this regard, it is necessary to process
this information and extract the most relevant data from the array of patents. This
article discusses component extraction methods, technical problems, and solutions.
Structured information from patents is stored in a structured form in an ontology.
Information about system components is retrieved by querying the ontology. The
paper also describes the grammar for extracting technical functions in the form of a
“solution-problem”. The structure and components of the subsystem for allocating
the functions of technical objects are described.

Keywords Technical systems · Patent · Ontology · Fact extraction

1 Introduction

With the development of the direction of the automated invention [1–5], CAI systems
are being used more and more recently. Computer-Aided Invention is the search for
innovative solutions using the computer. CAI systems are automated support systems
and search for new technical solutions. The completeness of various knowledge bases
and the completeness of ontologies of subject areas directly affect the success of
support systems and the search for new technical solutions that find their application
in the synthesis of new technical solutions. But one of the serious problems of CAI
systems is the problem of updating the knowledge base since this process is rather
difficult [6].

Scientific documents, patent documents, reference books can be the main sources
of technical information to supplement existing knowledge bases. Patent documents
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can be considered one of the main sources of technical information since the number
of patents in patent databases is quite large.

The existingmore than 20millionworldwide patent database can act as a source of
information for the initial stages of designing new technical solutions. Such volumes
of data require automated processing.

One of the convenient ways of conceptualized knowledge representation about
any subject area is the ontology model. Ontologies are a convenient organization of
stored knowledge, thanks to which you can search and analyze data. Considering that
the array of patent documents contains a lot of information useful for extraction and
analysis, such as claims, classifications, country of origin, organization; ontologies
provide the ability to structure and link information.

2 Analysis of the Patent Array

Apatent document is a document issued by an authorized public authority confirming
the exclusive right of the patent holder to an invention, utility model, or industrial
design. One of the most useful for analysis is the patent claims, which are part of the
specification of the patent document. The International Patent Classification (IPC) is
a vehicle for internationally uniform classification of patent documents. This paper
deals with patents belonging to the classes of electricity andmechanical engineering,
that is, classes H and F, respectively.

In this study, as morphological features, which are concepts of ontologies of the
subject areas “Technical functions” and “Implementation of technical objects”, the
technical implementation and the structure “problem-solution” are highlighted. The
technical implementation determines the constructive composition of the invention,
and the problem-solution structure expresses the problem solved by the technical
implementation. The source of data for the first feature is the claims of the device,
and for the second—the item of the technical result in the description section of the
invention.

Using the SAO (Subject-Action-Object) [7–9] model, technical implementations
of objects can be represented, and the problem-solution structure is an incomplete part
of the model. Morphological features of technical objects from patent documents can
be represented by certain syntactic constructions that can be used for the automated
construction of ontologies.

The main methods for extracting concepts and relationships between concepts for
building domain ontologies are dependency parsing and part-of-speech tagging [10–
15]. The SAO model is used to represent the implementations of technical objects
and technical functions. To extract concepts from the claims of a patent document,
the latest version of the Stanford NLP called Stanza [16] is used. An example of
concept extraction is shown in Fig. 1
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Fig. 1 Example of fact extraction

3 Developed Methods for Extracting Information
from the Patent Array

Features of patent presentation of technical systems:

• Descriptions of realizations of technical objects are contained in the invention
formula;

• The technical problem solved by the device (device from the name of the patent)
is contained in the first paragraph of the summary of the patent.

Before proceeding to parse patent documents containing descriptions of imple-
mentations of technical devices, it is necessary to perform preliminary processing
of the patent array, which is an XML file. The filtering of patents is carried out by
classes H and F, which correspond to electricity, mechanical engineering, etc.

To search for and retrieve realizations of technical objects [17–20], the claims
are analyzed. The first claim is the most generalized and contains the most complete
description of the device, and it is he who is being analyzed.

3.1 Pre-segmentation Algorithm

The main idea of preparing the segments of the first paragraph of the formula is to
“restore” sentences for correct analysis by the stanza parser. In Example 1, you can
see a fragment of the first claim of the invention in its original form.

For the left side of the claims, the main device is searched. The claims begin
with the main device, followed by the sequence of characters “comprising:”. To
restore the segments the left part is taken up to the “:” character and the right part
containing the enumeration is split by the “;” character. At the beginning of each
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segment representing an enumerated element, a substring is added containing the
main unit of the patent claims.

Each penultimate enumerated element has after the “;” the conjunction “and”,
which can complicate the parsing of the sentence. Therefore, in the first claim, the
combination of symbols “; and” is replaced with“; ”, after which the first occurrence
of the word “ where ”is searched for. The claims are divided into two parts—before
and after. If “where” is absent, then the whole formula is taken. Since there can be
several “where”, then the part of the formula after the first mention of “where” is
broken down by “where”, and for each resulting segment, whitespace characters are
removed from the beginning and end of the segment.

Example 1. A fragment of the first claim of the invention
<claim-text> 1. A decoupled gas turbine engine
comprising:
<claim-text> a low pressure compressor; </claim-text>
<claim-text> a high pressure compressor;

</claim-text>
…
<claim-text> a second turning duct in fluid

communication between the combustor and the high
pressure turbine; </claim-text>
<claim-text> where the low pressure compressor and

the low pressure turbine …
After preliminary segmentation, the first claim will have the form shown in

Example 2.

Example 2. View of the first claim after preliminary segmentation
A decoupled gas turbine engine comprising a low
pressure compressor.
A decoupled gas turbine engine comprising a high

pressure compressor.

3.2 SAO Extraction Algorithm

A global list of extracted SAOs is used to store and write retrieved device compo-
nents in the form of an SAO model. For each pre-segmented segment, all SAOs
are retrieved. The input segment is split into a sequence of tokens using a parser.
Only those segments with tokens that contain key verbs typical for extracting the
implementation of technical objects are subject to processing. Key verbs include
the following: comprise, consist, connect, include, attach, have. The extraction of
technical realizations should be continued until there are no unprocessed key verbs
in the segment. Figure 2 shows an algorithm for extracting realizations of technical
objects from the claims.
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Fig. 2 Algorithm for extracting realizations of technical objects from the claims

Dependency parsing and parts of speech detection are used to directly extract the
technical implementation. The algorithm for extracting technical implementation
assumes the presence of a potential key vowel, for which it is necessary to find a
subject and an object.

Figure 3 shows a detailed algorithm for extracting a specific implementation of a
technical object.

An example of extracting the implementation of technical objects is shown in
Fig. 4.
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Fig. 3 Algorithm for extracting the implementation of a technical object

Fig. 4 Example of the method implementation
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Fig. 5 Algorithm for extracting the problem of the device and technical functions to be solved

To extract technical functions and the problem to be solved, the device does not
analyze the patent formula, but the section of the patent with the title “Technical
Problem”. Figure 5 shows an algorithm for extracting the device problem to be
solved and technical functions.

4 The Ontology

Triplets are the main way of expressing information in ontologies. A triplet consists
of three components—subject, predicate, and object. This model is ideal for storing
retrieved realizations of technical objects as SAO. So, a triplet will consist of three
components—subject, action, object.

In Fig. 6 you can see the class diagram of the ontology of the subject areas
“Technical functions” and “implementations of technical objects”.

The following properties of objects were selected:

• hasFunction—a property for linking a technical function and a component;
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Fig. 6 Scheme of classes of the ontology of the subject areas “Technical functions” and
“implementation of technical objects”

• comprises—a property for communication between the components of a device
(the verb “comprise”);

• connectedTo—property for communication between device components (verbs
“connect”, “attach”);

• consists—a property for communication between device components (the verbs
“consists”, “include”);

• parentFor—indication of the presence of a parent relationship between elements
(the verb “have”);

• partOf—indication of the belonging of the component to the device of the patent
document;

• solutionFor—property for linking the problem and the device being solved by it;
• connected_to—connection between elements (verbs “install”, “connect”, “con-

nect”, etc.).

Figure 7 shows the ontology replenishment algorithm.
The resulting ontology is exported to an OWL file, which can then be opened for

further work in Protege.

5 The Software

The automated system is implemented as a desktop application for Linux operating
systems. Development was carried out on the Ubuntu 18.04.4 operating system. The
system is implemented in the Python 3.6.9 programming language. The PyQt5 library
was used to create the user interface. For the analysis of natural language texts, the
latest version of Stanford NLP called Stanza was used. The MySQL DBMS was
used to store the extracted SAOs, and the Python PyMySQL library was used for
development. XML files were parsed using the lxml library. The Owlready2 library
was used to work with ontologies.

The automated systemallowsyou to downloadpatent documents, extract technical
functions and implementations of technical objects, display the extracted implemen-
tations of technical objects in a form, build ontologies for a user-selected patent, as
well as for all uploaded patents for which technical functions and technical object
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Fig. 7 Algorithm for replenishing the ontology of the subject areas “Technical functions” and
“implementation of technical objects”

implementations have been extracted. Figure 8 shows the constructed ontology for
one patent document.

As a computational experiment, patent documents were manually sorted out, the
number of SAO retrieved for each patent and the time taken to parse each patent docu-
ment were recorded. The extraction accuracy (P) was calculated using the formula
(1)

P = E

N
, (1)

where E is the number of correctly extracted by the SAO system, N is the number of
SAO in the patent document.

In Table 1 you can see the results of the experiment.
The average time for parsing one patent by the system was 1.72316 s, the average

time for parsing one patent by an expert was 46.6 s. Accuracy rates are above 70%.
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Fig. 8 The ontology for one patent document

Table 1 Results of the experiment

Experiment number Time spent processing
by the system, c

Time spent on
processing by an
expert, c

Extraction accuracy, %

1 1.324552 47.0 85.7

2 2.366441 54.0 100.0

3 2.608219 51.0 76.5

4 0.656219 38.0 100.0

5 1.660411 43.0 71.4

6 Discussion

This work solved the general problem of information support for the synthesis of
new technical solutions based on the analysis of USPTO patents.

As concepts of the ontology of subject areas, the structural elements of a technical
object (TO) and the relationship between them, aswell as descriptions of the problems
solved by the invention,were considered. The first claim of the patent document acted
as the main source of information. The unit of extraction was the semantic structures
SAO (Subject-Action-Object).

The main linguistic features of patent documents were identified. The method of
preliminary processing of the patent mass has been formed. A separate auxiliary tool
has been developed for the preliminary processing of the patent array. An algorithm
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for extracting SAO from the patent formula has been formed. A method has been
developed for exporting extracted SAOs from English-language patents to a domain
ontology.

The developed methods were tested on US patent documents
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The Software for Computation
the Criteria-Based Assessments
of the Morphological Features
of Technical Systems
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Abstract The software of computation criteria-based assessments of the morpho-
logical features of technical systems based on an analysis of trends identified from
the patent array was considered in this article. This method is developed based on
highlighting the most important technical functions, as well as based on an approach
to comparing and identifying synonymous technical functions.

Keywords Patent analysis · DGH structures · Patent documents · Fact extraction ·
Technological trends

1 Introduction

Today, themassive development of technology leads to a huge increase in the amount
of information in patent databases. In this regard, there is a need to process this
information and extract themost relevant data from the patent array. There are several
approaches to solving this problem. The most relevant approach seems to be the use
of semantic units, such as the structures of the SAO [1–7] (subject, object, action),
DGH (action, object, restriction), etc., which represent the basic semantic meaning
of the sentence.

Researchers such as Yoon, Kim, and Wang are working in this direction [1–10].
Extracting from the patent documents the structures of the SAO [5–15] or extended
structures of the SAO [15], they receive key information about the structure,materials
of the invention, as well as information about its application. Which in the future
can be used to analyze technological trends, compare patents, compile competitive
maps, etc.

Due to the peculiarities of the Russian language, the most successful choice
for research seems to be the structure of DGH, consisting of action, object, and
restrictions.
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This chapter presents a method for the formation of criteria-based assessments of
morphological features of technical systems based on an analysis of trends identified
from the patent array. The method is based on the analysis and finding of the most
relevant structures of DGH and the identification of patent trends based on them
[11–15].

2 The Method of Extracting the Technical Functions
from Natural Language Documents

Semantic analysis of a segment of a patent formula is carried out usingLinkGrammar
Parser software that uses a grammar of relationships. The parser takes input segments
of the sentence in a natural language and displays the connections found in the
sentence with the markup of the morphological features of the words of the segment.
As a result of the parser, we get not syntactic relations (subject to object), but relations
between pairs of words.

The relationships found by the parser are interpreted to represent the technical
function according to the DGH model.

By analyzing certain types of relationships, you can find words that are objects
of the action, the action itself, and the condition for the action to be performed.

As a result, the description of the function of the technical object in the text is
presented in the following form: F=<D,G,H>,whereD is the set of actions (actions)
per-formed and leading to the desired result; G is the set of objects to which these
actions are directed; H—a lot of special conditions (conditions) of the performed
actions.

A context-sensitive grammar was compiled to extract the components of the DGH
model from Russian-language patent proposals through link analysis:

Gram = (T, N, <W>, R),
where T = {action, object, condition} is a set of terminals, N = {<MV>, <SI>,
<E>, <J>, <I>, <A>, <M>} is a set of non-terminals, <W> is the initial non-
terminal, R is the set of production rules:

<W> → action <MV> <E> | action <MV> | action <E> | action | ε
action <MV> → action <MV> | action <MV> <MV>
action → action | <I> action | action <I>
<I> action → action action | <I> action action | action <I> action
action <I> → action action | action action <I> | action <I> action
<MV> → object <MV> | <A> object | <A> object <M> | object <M> |
an object
<A> → object → object object | <A> object object | object <A> object
object <M> → object object object | object <A> object | object object <M> |
object <A> object <M>
condition <J> → condition | condition <E> | condition <J>
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<A> condition → condition condition <M> | condition <A> condition <M>
condition <M> → condition condition | condition condition <M> | condition
condition <J> | condition <A> con-dition
<MV> → <MV> | <SI>
<E> → <E> | <EI>
<A> → <A> | <AXP> | <PI>

To extract Russian-language descriptions of the functions of a technical object,
it is necessary to carry out semantic analysis of a patent formula based on Link
Gram-mar for Russian software using a grammar of relationships.

To parse Russian-language patent formulas, you need the following types of links
Link Grammar for Russian:

• W—connects the border of the sentence and the main word, which is usually
noun;

• MV—connects verbs with their objects;
• SI—connects verbs with their objects, answering the question what;
• E—connects an adverb with a verb;
• J—connects a preposition with a dependent noun or pronoun;
• I—connects the verb with another dependent verb;
• A—connects a pronoun or adjective with a noun;
• M—connects nouns with other dependent on them nouns;
• EI—connects a verb with an adverb;
• PI—connects verb adjectives or participles with
• nouns;
• AXP—connects pronouns or adjectives with adjectives.

3 The Method for the Computation of Criteria-Based
Assessments of the Morphological Features of Technical
Systems

Firstly, the term-document matrix is formed. The terms (functions of the technical
object DGHi) are extracted from the totality of all documents {P} of the patent array
and the frequency of their occurrence in patent documents is determined.

Metric TF of the i-th technical function DGHi in the j-th patent document Pj
(section of the patent relating to the main purpose of the invention):

T Fi j = fi j (1)

where fi j is the frequency of occurrence of DGHi in Pj.
At the initial stage, Table 1 in the cells will contain 0 if DGHi does not meet Pj,

or some integer value.
Further, the contents of the term-document matrix are modernized based on the

developed DGH comparison algorithm. If the technical function DGHi is found in
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Table 1 Matrix of occurrence of technical functions in patents

DGH1 DGH2 … DGHm

P1 TF11 TF21 … TFM1

P2 TF12 TF22 … TFM2

… … … … …

PN TF1N TF2N … TFMN

the j-th patent document Pj, then on the basis of DGHi, a subset of the technical
functions {DGH} is searched for which the similarity coefficient DGHi is higher
than the entered threshold value.

Consider an example comparison of two DGH structures that extracted from
patents:

• SU245727A1 «Ustanovka dl� oqistki vozduha» (Air puri-
fier)—«Ustanovka prednaznaqena dl� oqistki vozduha v
proizvodstvennyh pomeweni�h…» (The unit is designed for air purification
in industrial premises…)

• SU28860A1«Fil�trdl�vozduha» (Air filter)—«Predlagaemy�fil�tr
dl� vozduha, prednaznaqenny� dl� oqiweni� pyl�nogo teplogo
vozduha v �ilyh i promyxlennyh pomeweni�h…» (The proposed air
filter designed to clean dusty warm air in residential and industrial premises).

Thefirst step is a comparison of the “Action” (D). If the top of the firstDGH(search
query pattern, SQP) and the second DGH (search document pattern, SDP) do not
match, then Word2Vec technology is used to identify the semantic proximity of the
terms “Actions”. A set of word2vec algorithms for calculating vector representations
of words implements two main architectures:

• Continuous Bag of Words: taking into account the four nearest neighbors of the
term (two previous and two subsequent words) without taking into account the
sequence.

• Skip-gram: a sequence of length n, where the elements are at a distance of no
more than k from each other. The body of patent tests (claims of 200 thousand
Russian-language patents) is fed to the input, and the output is a set of word
vectors.

As a result of the operation of the algorithms, the following results are formed:

• Word2Vec in “CBoW” mode: the output is a list of words that characterize this.
• Word2Vec in “skipgrams”mode: the output is a list of words interchangeable with

the data (contextual synonyms). For the word “Cleaning”, according toWord2Vec
technology, we obtain the following list of contextual synonyms with part of
speech and Cosine similarity coefficient:

– Flushing—NOUN—0.61
– Purification—NOUN—0.59
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– Filtration—NOUN—0.58
– clean—VERB—0.56
– extraction—NOUN—0.54
– recycling—NOUN—0.54
– sorting—NOUN—0.54
– precipitation—NOUN—0.54
– drying—NOUN—0.53
– sewage—ADJ—0.53

Among the first 10 contextual synonyms, there is the term “purification”. We
introduce the concept of the similarity coefficient DGH for the “Action” element:

K D =
⎧
⎨

⎩

1, if D matches for SQP and SDP
Cosine similarity, if contextual synonyms

0, if not matches
(2)

Consider the example in Fig. 1 in SQP, the D-vertex is “purification”, in SDP—
“purification”, respectively, KD (coefficient of similarity DGH for the element
“Action”) is 0.59 (Cosine similarity).

At the second stage, the similarity of the “Object” is checked—a comparison of
the vertices G and the associated child structures.

If the G vertices of the SQP and SDP do not match, then the similarity coefficient
of DGH for the “Object” is 0. If the G-vertices of the SQP and SDP match, then their
children associated with this G-vertex are compared.

At each level, when terms (words) do not match, a check is made for significance.
The significance of the term is checked on the basis of a prepared table in which
the IDF coefficients are determined (the inverse document frequency with which
terms are found in all documents of the patent base). If the IDF term is less than the
threshold value, then the word is not significant and is not taken into account in the
calculation of the similarity coefficient.

We introduce the concept of the similarity coefficient DGH for the “Object”
element:

Fig. 1 Comparison of two extracted DGH (SQP, SDP)
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KG =
⎧
⎨

⎩

1, if G matches for SQP and SDP
Cosine similarity, if contextual synonyms

0, if not matches
(3)

Let us introduce the concept of the similarity coefficient of children associated
with a G-vertex (“Object”):

KG
C =

⎧
⎨

⎩

Nsqp∑

i=1
S(t1, t2)

1, if Nsqp = 0
(4)

where Nsqp—the number of children of the G-vertex of the SQP taking into account
IDF;

TGSQP, TGSDP—a set of child elements associated with the G-vertex for SQP and
SDP, respectively (taking into account IDF)

S (t1, t2) is the operator that determines the coincidence of the t1∈TGSQP and
t2∈TGSDP

S(t1, t2) =
⎧
⎨

⎩

1, if t1 matches t2
Cosine similarity, if contextual synonyms

0, if not matches
(5)

Consider the example in Fig. 1 the coefficient KG of the similarity of DGH in
the “Object” is 1. There are no children in the SQP for G vertices, in the SDP—2
(“dusty”, “warm”), respectively, Nsqp = 0. The coefficient KG

C is 0.
In the third stage, the similarity “Constraints” is checked—a comparison of the

vertices H and the associated child structures.
If the H-vertices of SQP and SDP do not coincide, then the similarity coefficient

of DGH according to the “Constraint” is 0. If the H-vertices of SQP and SDP are the
same, then their children associated with this H-vertex are compared.

We introduce the concept of the similarity coefficient DGH for the “Constraint”
element:

K H =
⎧
⎨

⎩

1, if H matches for SQP and SDP
Cosine similarity,if contextual synonyms

0, if not matches
(6)

Let us introduce the concept of the similarity coefficient of children associated
with an H-vertex (“Restriction”):

K H
C =

⎧
⎨

⎩

Nsqp∑

i=1
S(t1, t2)

1, if Nsqp = 0
(7)
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where Nsqp—the number of children of the H-vertex of the SQP, taking into account
IDF;

THSQP, THSDP—a set of children associated with the H-vertex for SQP and SDP,
respectively (taking into account IDF);

S(t1, t2)—the operator that determines the coincidence of the elements t1 ∈
T Hsqp and t2 ∈ T HSDP ;

S(t1, t2) =
⎧
⎨

⎩

1, if t1 matches t2
Cosine similarity, if contextual synonyms

0, if not matches
(8)

Consider the example in Fig. 1 the coefficient KH of the similarity of DGH in the
“Constraint” is 1. In SQP 1, a child element for G peaks (“production”), in SDP—2
(“residential”, “industrial”), respectively, Nsqp = 1. The term “production” passes
the filter according to the IDF parameter.

For the word “production”, according to Word2Vec technology, we obtain the
following list of contextual synonyms with part of speech and Cosine coefficient
similarity:

– production—NOUN—0.68
– company—NOUN—0.65
– technological—ADJ—0.65
– Technical—ADJ—0.63
– design—ADJ—0.60
– industrial—ADJ—0.60
– forestry—ADJ—0.59
– Equipment—NOUN—0.58
– operational—ADJ—0.57

Among the first 10 contextual synonyms, there is the term “industrial”. The
coefficient K H

C is 0.6. We introduce the concept of the similarity coefficient of 2
structures:

KDGH = K D + KG+KG
C

2 + K H+K H
C

2

3
(9)

For example in Fig. 1 KDGH = (0.59 + 2/2 + 1.6/2)/3 = 0.8. TwoDGHs can be
called similar if their similarity coefficient is greater than a certain threshold value.
The maximum value of the coefficient is 1.

Next, for each DGH, a search for similar structures is performed. If, on the basis
of DGHi, a similar DGHj with a similarity coefficient KDGH was found, then the TF
characteristic for DGHj in the rows of the term-document matrix corresponding to
patents in which TF (DGHi) is greater than 0 will take the value TF (DGHi) *KDGH .
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Table 2 An example of an initial matrix of occurrence of technical functions in patents

DGH1 DGH2 … DGHm

P1 1 0 … 0

P2 0 2 … 1

… … … … …

PN 0 0 … 1

Table 3 An example of a modernized matrix of occurrence of technical functions in patents

DGH1 DGH2 … DGHm

P1 1 1*0,8 … 0

P2 2*0,58 2 … 0

… … … … …

PN 0 0 … 1

For example, if, based on DGH1, a similar structure of DGH2 with a coefficient
of KDGH = 0.8 was found, and for DGH2, the similarity coefficient of DGH1 is
0.58. Tables 2 and 3 are examples of the conversion of the characteristic TF.

(2) The inverted document frequency is selected as the DGHi global weighting,
which is 0 if the technical function appears in all patent documents of the array, and
this weight increases as the number of documents in which the technical function
occurs decreases:

I DFi = log

(
N

∑N
j=0 χ

(
fi j

)

)

(10)

where N is the number of documents in the patent array,
fi j is the frequency of occurrence of DGHi in the patent Pj

χ
(
fi j

) =
{
1, if fi j > 0,
0, if fi j = 0

(11)

Thus, the inverted document frequency (IDF) will be one of the criteria for
evaluating the morphological features of technical systems, which will identify
“commonly used” technical functions and reduce their significance.

(3) The patent array is analyzed by time intervals (quarters), clusters with
maximum increasing activity (patent trend) are identified, a set of key technical
functions corresponding to modern technologies is formed.

Fuzzy clustering of the “Patent Technical Function” matrix is carried out to iden-
tify key modern technologies and inventions. In this case, patents registered over
the past 10 years (2009–2019) are taken into account. Matrices “Patent Technical
Function” are built for each time quarter (I quarter 2009, II quarter 2009, … III
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quarter 2019). Clustering is based on the LDA [16] model and the constructed model
is used to obtain distribution vectors for clusters (unnamed topics). To do this, apply
the Spark distributed computing framework and its MLlib [17] machine learning
library.

A term document matrix is the mathematical matrix in which rows are patents
and columns are terms. This matrix describes the statistical set of the document,
describes the frequency of occurrence of each term in the document. In our case,
terms are understood as technical functions in the DGH format, and documents are
patents.

To construct the Dirichlet Latent Placement Model (LDA), a matrix based on TF
[18] (term frequency) is used, which displays the frequency of DGH occurrence in
patent texts.

A dictionary of all technical functions in the DGH format is used, extracted from
the patent array, voc = {t1, t2, t3,…, tn}, where ti is another unique trending DGH of
the patent array. Then each i-th row of the term-document matrix will be the resulting
dictionary, and each column will be the number of occurrences of the DGH structure
(including similar structures found according to the developed algorithm) in the i-th
patent.

Based on theLDAmodel, it is possible to obtain simultaneous clustering of patents
and technical functions on the same set of clusters called topics. As a result, “soft”
clustering is built, that is, a patent (and a technical function) may belong to several
topics to varying degrees. In the future, we will use the degree of membership of a
fuzzy cluster equal to 0.7 as a pore value.

DGHCli = {DGH1}, PCli = {Pk} (12)

where i = 1,…, cl is the cluster index; cl—a given number of clusters (based on
the experiments we set the number of clusters equal to 150); DGH_Cli—i cluster of
technical functions in the DGH format; DGHl ∈ TDGH—the l-th technical function in
the cluster DGH_Cli; P_cl—i cluster of patents; Pk ∈ TP—k-th patent in the cluster
P_Cli.

Next, we rank the resulting clusters by the number of patents and correlate their
technical functions. We select the first 30 clusters with the maximum number of
patents and the minimum distance from the centroid to the most remote patent
(Euclidean distance) [19].

Thus, for each time quarter, we get a set of so-called “trending” technical functions
in the DGH format, which make up the first 30 clusters from the ranked list. The set
of trend DGH for a certain period of time is determined as follows:

T t
DGH = {

DGHi , DGHj , . . . DGHNt
DGH

}
(13)

A criterion assessment of the presence of a technical function in key modern
technologies is formed as its frequency of occurrence in the sets of trend DGH for
all 39 time quarters (I quarter 2009, II quarter 2009,… III quarter 2019):
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T Ri =
29∑

j=0

χ
(
fi j

)
(14)

where fi j is the frequency of occurrence of DGHi in the list of trend technical
functions T t

DGH ,

χ
(
fi j

) =
{
1, if fi j > 0,
0, if fi j = 0

(15)

(4) The following criteria-based assessment of a technical function is formed on
the basis of a forecast of its occurrence in a future period.

Time series are constructed on the basis of the vector of occurrence of the technical
function in patent documents (the TF characteristic from the term-document matrix
“Patent Technical Function” is used) [20]. In this case, patents registered during
the last 30 years (1989–2018) are taken into account. Matrices “Patent Technical
Function” are constructed for each temporary quarter (I quarter of 1989, II quarter of
1989,… IV quarter of 2018). Thus, for each technical function in the DGH format,
we obtain a time series where the number of references to TF is recorded in patents
issued in a certain time quarter.

This will be data set No. 1, which is used to implement the proposed method, and
data set No. 2 (I quarter of 2019, II quarter of 2019, III quarter of 2019) will be used
to verify the effectiveness of the proposed method.

The formula for the model for predicting the development of technology,
expressed in terms of DGH, can be obtained using regression analysis.

3 indicators are used (2 quantitative and 1 qualitative):

• TI1 estimates the popularity (frequency of references) ofDGHover an appropriate
period based on the TF metric

• TI2 shows the potential for future references to DGH. We use the slope of the
curve in the last retrospective period to show the trend of the curve in the future

• Qualitative criterion TI3 is formed by experts, used to minimize the expected
deviation caused by two previous quantitative indicators. This criterion is used
when choosing a technical solution based on a morphological table (paragraph
5 of the Report). Experts are invited to evaluate the importance of each imple-
mented technical function (TF) by distributing points (on a 10-point scale) for
each component of a technical object (TO), and then TF with a large contribution
to solving specific problems that are supposed to be solved using a new technical
solution, may get higher scores than others. The average value of all expert ratings
is defined as TI3.

A criterion assessment of the significance of a technical function in a future period
is formed by predicting time series based on the ARIMA method.
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4 Conclusion

The method of forming criteria-based assessments of the morphological features of
technical systems based on an analysis of trends identified from the patent array was
considered in this chapter. The approach to extracting and ranking the main technical
functions from the texts of the documents is shown, and a technique for extracting
the most relevant information is given.
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Abstract The chapter discusses methods for business documents’ recognition with
a flexible structure. The subject of the research is algorithms for matching areas
meant for the extraction of text data. This task is applicable, for instance, for scanned
paper documents recognition and retrieval of attributes for further processing. A
mock-up for hierarchical matching using recognized words is described. Classifying
text objects methods (zones, lines, fields) for speculation of an object’s boundaries
are considered. A modification of the Levenshtein distance is proposed to compare a
set of recognized words with a limited vocabulary. An algorithm for speculation of
the fields’ boundaries in recognized text line using text feature points is proposed.
The proposed methods have been time-tested on our private data array. The proposed
method showed high recognition quality for documents of Agreement andConsistent
type.
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1 Introduction

The subject of this chapter is Document Image Processing and Document Under-
standing. The relevance of the study in this field is characterized by a significant
amount of works on this topic to have been published recently, for instance [1–4].

We will call a business (administrative documents [5]) documents those that are
involved in some kind of workflow. Business documents have attributes, they can
be stored in electronic archives. The set of attributes of a business document is a
document card that is not irrelevant in the context of searching for a document and
analyzing its contents. Business documents’ examples are: registration certificates,
documents for personal identification (hereinafter referred to as identification docu-
ments), attorney letters, billing statements, application forms. We will distinguish
business documents from discretionary documents that do not contain attributes
necessary in some kind of workflow and are not irrelevant as an appendix to busi-
ness documents. When it comes to entering documents into a computer, the most
important function of modern systems is to recognize the structure and contents of
digitized documents.

The document will be considered in the form of two layers: a document template
and filling out of a document. Filling out contains unique document information in
the formof single-line entry fields orwrapped fields.A document template consists of
static elements: lines, sheets, static texts, images, note fields (checkboxes), markers,
a complex background. There are fields in the template as well: areas for printed,
handprinted or handwritten filling out. There are fixed and flexible patterns. A fixed
template does not allow static texts’ modification, for example, when using PDF
format. Flexible templates can be used to allow static texts’ modification, which
are for example templates in Microsoft Office format. We will distinguish fixed and
flexible documents respectively.

An example of a fixed document is an application form for the issuance of an
international passport of the Russian Federation. Inflexible documents, static and
filling out elements are not bound to a specific location and cannot possess similar
geometrical characteristics. An example of a flexible document is an “invoice”, in
which the distances between specific fields can vary depending on the filling out with
specific data and on the text layout. Another example is “attorney letter” documents,
in which the fields are named entities (place of registration, address, ID number,
Signature, Date, etc.) that can be located in any place of a large-sized zone. Business
documents can be either fixed or flexible.

Fixed document recognition is described in [6]. Each document is described by a
view model used to detect field borders. The stages of the proposed page recognition
of a digitized document are: page image normalization, page type classification, page
matchings (recognition field zone search), ANN-based recognition, post-processing.
The most important stage in recognizing a video stream with documents in [6] is to
integrate the separate pages’ recognition results. Document page matching can be
performed using feature pointsmechanism selected in such away as to steadily detect
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a set of feature points for a single-valued forecast of area boundaries for recognition
[7].

As for flexible documents, some systems are known for the extraction of fields’
values from a document imagewithout using a viewmodel using text line recognition
[8] or an additional graphic image analysis [9]. The disadvantage of such systems
is the ability to solidly identify only a small quantity of relation types between
documents’ elements.

In this chapter, we will consider the model and algorithms for a flexible document
matching for reliable speculationof the boundaries of area boundaries for recognition,
which can be modified over a wide range.

2 Background

The group of authors [10–12] addressed flexible documents’ geometrical structure
analysis issues. In paper [12], a flexible document model was considered, which
consists of structural elements (a static text or a field bounded by four-sided figures)
and geometrical relations between them. It has been argued that simple geometrical
relations like:

– element B is located below (above, to the left, to the right) element A;
– element B is located above (below, under, left, right) element A;
– element B is located in the upper left (upper right, lower left, lower right) corner

regarding element A;
– the distance between elements A and B lies within a certain interspace.

The authors define an algorithmwhose source data is a set of fuzzy logic statements
over a formal description of the document structure. Fuzzy logic statements are
formed in the process of analyzing training documents. The algorithm was used to
parse the payment documents structure, in which the structural elements are defined
by dividing lines.

In another paper [10], a segmentation algorithm is presented, consisting of iden-
tifying graphic images in different parts of a document indicated in a document
template. The statement of the problem is considered, allowing non-rigid division of
the document into pages and free flow of text blocks from page to page. A model of
the segmentation “FrameStream” is proposed in the form of a graph, which changes
during segmentation and recognition. The upper level of themodel corresponds to the
stream of scanned pages, the lower one—to the stream of characters in the text line.
The model allows alternative options of partitioning and recognition, as well as the
presence of different document types in one stream and various options for document
formatting. In such a paradigm, the recognition problem is restricted to constructing
and searching for the best path in the segmentation graph. The algorithm operation is
illustrated by the example of “scientific investigation” document segmentation. The
authors consider cases of alternative segmentation that are possible for the proposed
model, leading to additional segmentation graph ramification.
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The proposed model was developed in paper [12]. The model is described with
formalized language based on simplified regular expressions using concatenation and
alternative operations. The search for substrings was performed using the substring
analysis procedure in recognition alternatives, allowing non-rigid matching of words
in the form of substitution, omission, and addition of characters. A numerical esti-
mate of substrings similarity was formed, resistant to typos and recognition errors.
An oriented graph not supposed to contain cycles was used for geometrical struc-
ture recognition. The search for structural elements was based on predetermined
elements’ correspondence analysis regarding each relation set candidate. The rela-
tional graph was built manually, it was indicated that its construction was not
single-valued, and the final document parsing reliability depended on the graph.

A system feature [12] was the ability to work with documents whose structural
elements do not possess a fixed location on paper, as well as the ability to describe
documents, well-defined examples of which are not presented.

In this chapter, a model developing the model [12] will be described below. The
model consists of several structural elements types. Matching methods based on
comparing recognized words using generalized Levenshtein distance will also be
described.

3 Model

Wewill call primitives the simplest geometrical objects that are automatically pulled
in from the document image. By the means of primitives, more complex objects are
created for document analyzing and recognition.Wewill use the following primitives
pulled in from color images:

– line segment;
– printed word frame;
– illustration, photo, or logo frame;
– handwritten notes frame (words, check-box, signature);
– print frame.

For images normalized by angle [13, 14], the primitives listed above can be consid-
ered rectangles. Of course, primitives are pulled in with a certain accuracy, and
primitive detection errors are possible.

Searching rectangles primitives’ algorithms can be either simple, based on binary
representations and connected components, or based on machine learning, for
instance, using image points belonging to a certain class of primitives [15].

Base elements are formed based on combining and refining primitives’ features.
Following on from the line segments, lines themselves are created that can be contin-
uous or broken and can correspond to sheet division in the document template. By
the means of line segments, barcode frames and checkboxes can also be formed.

Based on word frames recognized words or textual feature points are formed.
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W = (T (W ), (W ))

where

– T (W ) is the core of a text feature point, that is, a sequence of word characters
consisting of certain alphabet characters or a sequence of character location with
conformity ratings of character location with alphabetical characters;

– B(W ) is the frame of the text feature point, consisting of the border coordinates
to Bx1(W ), By1(W ), Bx2(W ), By2(W ); coordinates can be normalized in a certain
range;

– F(W) is the attributes of a text feature point, such as family resemblance and font
modification.

A text feature point is similar to “graphic” image feature points, which are
understood as points that satisfy several conditions:

– difference from points in one’s neighborhood,
– noise immunity,
– resistance to certain transformations (for example, to affine transformations or

scaling) [16].

It is assumed that a text feature point is different from juxtaposed text feature
points in its neighborhood. If by neighborhood we mean a text line, then most of the
words in business documents differ from the neighbors in the line. Multiple identical
words placed on the same line will not be considered text singular points. However,
if by neighborhood wemean one or two neighboring words, then two identical words
placed on the same line and distinguished by neighboring words will pass for text
singular points.

The juxtaposition of feature points is performed using similarity d, which should
receive next to none values in case of comparing two points corresponding to one
image location, and large values when comparing points from different image loca-
tions. It is proposed to use the match threshold of two words T(W) and Wr in order
to measure the similarity of text feature points. Comparisons of the two cores of text
feature points in this chapter are based on the Levenshtein distance and its modifi-
cations. If ρLev(W,Wr ) < d(W ), then the wordWr and the text feature pointW are
identical, otherwise they are different. In the simplest case, d(W) is the maximum
number of substitution operations when transforming one word into another.

A feature point’s program controlword is an identifier usedwhenmatching feature
points. The program control word is expected to be invariant when matching feature
points regarding image transformations. The text feature points comparison can be
based on the core of T(W), as well as on the use of additional features of F(W).

The method of pulling in feature points from an image is called a detector. A
text feature point detector is a recognition procedure using some OCR that pulls in
feature point program control words from a document image. Word recognition is
based on the search for word boundaries [17, 18] and their recognition, for example,
using ANN [19, 20].
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In the proposed model, the most important base element is a text line consisting
of static words and, possibly, fields from printed or handwritten elements that need
to be pulled in. For business documents, the assumption that most of the lines are
different from juxtaposed lines is true.

The following structural elements were used in the proposed model:

– text area—a set of text lines arranged vertically;
– broken lines.

Relations between structural elements are defined according to the rules described
above. A zone can be either a text column or part of it, for instance, a paragraph. The
zone can also be placed in a table cell or be limited by several dividing lines.

4 Methods of Matching Flexible Documents

Adocument pagemodel is a foregone set of lines consisting of text feature points that
are a subset of the page static text. The document page image for analysis is converted
by the primary OCR detector into a set of text lines corresponding to both static texts
and filling in fields and other objects (stamp, signature). It is also known beforehand
that static text lines are unequivocally divided into zones separated by lines or placed
at a sizable distance from each other. There are geometrical relations between zones
as structural elements. Indubitably, the number of zones is significantly less than the
number of words of the page static text.

A multi-page document can also be represented as a set of lines grouped into
zones. In the image of a multi-page document, some lines may move from page to
page. Zones can be partially located on one or two pages.

Supposing that in some way the page was divided into zones consisting of text
lines. If the number and location of the zones detected correspond to the zone graph
known beforehand, then the zones analysis can be performed by the algorithm [12].
However, if for some reason the number and location of the zones detected do not
correspond to the graph, it’s necessary to take actions to adapt the zones detected to
the ideal zones described in advance. For this, it is proposed to use text feature points
comparison.

The word W is a text feature point on the assumption of distinction from other
words W1, W2, … Wk in some neighborhoods of e(W ). The coincidence of the
two words Wi={wi1, wi2, …, wk1} and Wj ={wj1, wj2, …, wk2} is estimated by the
Levenshtein distance ρLev

(
Wi ,Wj

)
. The Levenshtein distance takes the value 0 in the

case when the word lengthsWi andWj are the same (k1= k2) and the corresponding
word characters coincide (∀p : wi p = w j p), in other cases ρLev

(
Wi ,Wj

)
> 0. The

correspondence of some document wordWi to the text feature pointW is established
using the threshold d(W) subject to the conditions

ρLev(T(W ),Wi ) < d(W ).
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Let us consider the recognized document area as a text line set. The correspon-
dence of this region to a certain region where a text feature point, unique to the
neighborhood representing a page of the document, is located, is established unam-
biguously. A part of this zone is classified the same way if some of the words are lost
by the zone due to distortions or recognition errors. At the same time, at the training
stage, text feature points that are unique for the page TFP1, TFP2, … and thresh-
olds d(TFP1), d(TFP2) allowing to distinguish each of the text singular feature from
the recognized words convincingly, must be preliminarily selected. Note that unique
text feature points should be selected in static text captures, taking into account their
appearance in the filling in fields.

In general, to determine a zone, several positive detectors (unique to the page of
text feature points) and several negative detectors (words that should not be placed
in this zone) are required. In other words, the zone Z is determined by the model
M(Z) as a set of points

M(Z) = {
W (Z)+1 ,W (Z)+2 , . . . ,W (Z)+k+,W (Z)−1 ,W (Z)−2 , . . . ,W (Z)−k−

}
(1)

for which thresholds are known. Based on weak classifiers (positive and negative
detectors), a strong zone classifier is determined. We define the matching of a text
pointW toZ if there is awordw fromZ that fulfills the conditionρLev(W, w) < d(W ).
In the simplest case, the zone Z is attached to the model M(Z) if at least one of the
points W+

1 ,W+
2 , . . . ,W+

k+(Z) is attached, and at the same time, none of the points
W−

1 ,W−
2 , . . . ,W−

k−(Z) is attached. For greater accuracy, relations between bound text
feature points of typeW+

1 above or belowW+
2 are checked. The zones recognized as

pages are classified based on foregone models M(Z1), M(Z2), …,M(Zq). For each of
the allocated to the model of a zone (1), the correspondence estimates �(Z, M(Zi)),
are calculated equal to 0 or 1. There are three possible selected zone Z matching
cases:

– single-valued matching: there is a unique model M(Zi) for which �(Z, M(Zi)) =
1;

– no matching: for any model M(Zi): �(Z, M(Zi)) = 0;
– multivariate matching: there are several models to which zone Z is bound.

The last two cases are eliminated by selecting an appropriate zone via sorting
out possible zones and checking limitations relation between the candidate zone and
neighboring zones.More complex classifiers are possible, for example, in the form of
disjunctive normal forms over positive and negative detectors, in which the distance
control between words is additionally applied [16].

We mentioned zone boundaries allocation errors above. There may be cases
of merging several zones into one and splitting one zone into several. The use
of a classifier based on positive and negative detectors allows matching of two
or more combined zones Z1, Z2, … to models M(Z1)⊕M(Z2) ⊕…, in which
points W+

1 (Z1),W
+
2 (Z1), . . . ,W+

k+(Z1),W
+
1 (Z2),W

+
2 (Z2), . . . ,W+

k+(Z2), . . . ,

W−
1 (Z1),W

−
2 (Z1), . . . ,W−

k−(Z1),W
−
1 (Z2),W

−
2 (Z2), . . . ,W

−
k−(Z2) are used. The
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case of splitting one zone into several can be processed by combining the described
method by sorting out the limitations of the structural elements [12].

Let us consider the features of comparing program control words of text feature
points. Inherently, for the Levenshtein distance, the distance between different short
words is small (not exceeding the word length), however, the distances between
similar long words are drastic. Taking this circumstance into account, it is proposed
to use unique thresholds for text feature points to compare them with recognized
words. Thresholds d(W) are formed upon training.

There may be such pairs of words on one page for which most of the characters
coincide, and the difference is observed in a small number of characters located in a
certain location. These words can be identifiers and abbreviations. Such words can
also be used as unique points, if we introduce the function Const(w, i), equal to 1,
if, for the word character w placed in position i (i does not exceed the length of the
word w), any editorial instructions are prohibited. When calculating the Levenshtein
distance, it is necessary to calculate editorial instructions for each character and
use the beforehand Const(w, i) set values. If an editorial instruction for a character
with Const(w, i) = 1 is found, the process of calculating the Levenshtein distance is
completed and the distance is determined as some a great number.

It is on record that characterswith similar typefaces canbe replacedwith eachother
upon OCR recognition. Examples for the Latin alphabet include pairs of characters
“B8”, “DO”, “1I”. When calculating the Levenshtein distance for compensation of
such cases, the price of replacing a character with another character with a similar
typeface can be reduced. The price of replacing a letter for characters with similar
typefaces is chosen in the process of training.

Line classification (line matching) can be performed both for the entire page and
for a separate zone. Classification within a separate zone increases both the validity
and processing speed of the method. Valid lines models Ms1, Ms2,…, Msq are set
beforehand, each MS model consists of a text feature points set

MS = {
W+

S1,W
+
S2, . . . ,W+

S,k+,W−
S1,W

−
S2, . . . ,W−

S,k−
}

(2)

and additional parameters, the most important of which is dLINK(MS)—the threshold
value of bound points number for well-functioning matching. The line models M1

ranking method of matching the Sw lines found consists in calculating conformance
evaluation for the models �(Sw, Msi). The �(Sw, Msi) evaluation is 0 if at least one
point from W−

S1,W
−
S2, . . . ,W−

S,k− is bound.
The�(Sw, Msi) evaluation is 1 if no pointsW

−
S1,W

−
S2, . . . ,W−

S,k− were bound and
at least nLINK3dLINK(MSi ) of points W

+
S1,W

+
S2, . . . ,W+

S,k+. were bound. There are
three possible cases of matching a Sw line detected:

– single-valued matching: there is only one MSi model for which �(Sw, MSi) = 1;
– no matching: for any MSi model: MSi: �(Sw, MSi) = 0;
– multivariate matching: there are several models to which Sw lines are bound.
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The many-valued matching can be compensated via various heuristics, for
instance, by choosing the line with the maximum (nLINK − dLINK(MSi))/dLINK(MSi)
value. The absence of line matching is eliminated by selecting the appropriate line by
sorting out possible lines and checking the limitations relation between the candidate
line and the upper or lower neighboring lines. Absence of matching is inevitable for
lines in which there are no text feature points W+

S1,W
+
S2, . . . ,W+

S,k+ applicable for
matching, that is, for such lines that do not contain keywords.

After line matching, the main matching task becomes possible, which is finding
field boundaries for attribute values pulling in. The described model (2) is supple-
mented by the boundaries of each field. For the boundaries of each field F, text feature
points located to the right or left are known:

– …, W−2(F), W−1(F), F, W1(F), W2(F) …—for fields at central positions in the
line;

– …, W−2(F),W−1(F), F—for fields at the last position in the line;
– F, W1(F), W2(F), …—for fields at the first position in the line.

Fields that have neither right nor left neighbors should have been matched before
using the upper or lower neighboring lines. A correct frame prediction is possible if
the neighbors of the field are bound:

– W−1(F), F,W1(F) …—for fields at central positions in the line, the field frame is
determined via the left border of the word bound to W−1(F) and the right border
of the word bound toW1(F);

– W−1(F), F—for fields at last positions in the line, the field frame is determined
using the left border of the word bound toW−1(F) and the right border of the line;

– F, W1(F)—for fields at the first position in the line, the field frame is determined
using the left border of the line and the right border of the word bound toW1(F).

If the nearest neighboring text feature points are not detected, then the precision
of the prediction for the remote neighbors depends on the measure of discrepancy
between the real and the model lines. By the same token, it is beneficial to bind all
text feature points that are juxtaposed to the document fields. For this, the second
matching step is used in the proposed method. In the second step, an attempt is
made to find the boundaries of words recognized with a large count of errors, as
well as words split into parts or combined with other words. In the second step, line
segments between two bound keywords are considered, between which one or more
words juxtaposed to the fields to be pulled in are not detected.

The following procedure is suitable for matching parts of the words recognized
with simple errors. We consider the representation of a line segment without spaces.
In this representation, we search for substrings that are not bound beforehand to text
feature points, for example, using amodified algorithm “bitup” that uses Levenshtein
distance [21]. In this case, the threshold value d(W~) is increased in comparison with
the matching threshold value used earlier in the line matching step.
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5 Experimental Results

For an experiment, a private dataset containing images of the scanned documents
“Consent” (333 samples) and “Attorney” (308 samples) was drawn up. These docu-
ments were created on the ground of flexible templates allowing changes in text
layout and word placement. Documents were created by real users. Documents were
printed and scanned on various devices, the quality of the documents was good and
satisfactory (several significant superfluously highlighted areas were detected), the
optical resolution ranged from 100 to 300 dpi. The text consisted of type size 8
symbols, some words were underlined.

For two types of documents, the Mconsent (32 text feature points) and Mattorney

(30 text feature points) were created, each document consisted of one zone. The
zone classification method described above was used for document classification. In
addition to the presence of positive detectors, unambiguous vertical relations between
the text feature points frames were checked. OCR Smart ID Reader [6] was used for
recognition. The quality of the algorithm was evaluated according to the following
criteria:

– Precision = tp / (tp + fp),
– Recall = tp / (tp + fn),

in which the following values were used:

– the number of correctly classified documents of its class tp;
– the number of rejected classified documents of its class fp;
– the number of rejected classified documents of another class tn;
– the number of incorrectly classified documents of another class fn.

The results obtained are in Table 1. All errors (fp�= 0) were caused by recognition
errors in superfluously highlighted areas.

The validity of field matching was estimated (the proportion of correctly bound
fields to the total number of fields of the entire dataset documents) using the proposed
method. To bind 14 fields of the “Consent” document, the model contained 23 text
feature points and 12 fields, 4 fields were multiple-line. For the matching of 14 fields
of the “Attorney” document, the model contained 47 text feature points and 29 fields,
4 fields were multiple-line.

Matching accuracy was 96.4% for the Consent document and 97.9% for the
Attorney document. 1.2% of Consent document fields and 0.3% of the Attorney
document were not detected. The matching accuracy of the “Consent” document

Table 1 Experimental results
of classifying the document
type

Mconsent Mattorney

tp = 331 fp = 2 tp = 307 fp = 1

tn = 308 fn = 0 tn = 333 fn = 0

Precision = 0.99 Recall = 1 Precision = 0.99 Recall = 1
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fields is worse than the matching accuracy of the “Attorney” due to recognition
errors in superfluously highlighted or glared areas.

6 Conclusion

The chapter proposed a model for the description of flexible documents structural
elements based on text feature points. The elaborated text objects classification
algorithms by the means of the proposed model are described.

The proposed algorithms make extraction of document field values that were
printed via flexible templates allowing font modification and text layout possible.
Disposal of lines’ parts, as well as transferring the lines from one page to another
in a multi-page document, is available. Business document templates with a limited
vocabulary in the static text were considered. Such documents are circulated in
workflow systems in the banking and financial sectors.

The proposed models and methods have been field-proven on real datasets. High
precision has been demonstrated, Precision and Recall, commeasurable to methods
for recognizing fixed documents [6].
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Abstract The present article is concerned with methods of comparison of scanned
copies of business documents. Such a problem arises when comparing two copies
of business documents signed by two parties to detect possible changes made by
one of the parties. This problem is relevant, for example, in the banking sector when
concluding contracts in paper form. It considers the partial matching method for the
flexible form that allows modifying text attributes and inadvertent modifications of
common words. It proposes the method of comparison of two scanned images based
on recognition and analyses of N-grams words sequences. The proposed method has
been tested on its private data set. Theproposedmethodhas demonstrated highquality
and reliability of searching for differences in two copies of the same Agreement
document.
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1 Introduction

Often the process of signing contract documents by two parties takes place on
different premises. For example, a template of the agreement with an organization is
downloaded from the website, printed out and signed by the client outside the bank’s
office, and passed to the organization for signing. There are cases when bank clients
made changes to the agreement and then took advantage of that.

Such a situation may occur when working with providers of various services. We
have in mind the situation described below. Currently, many organizations attracting
plenty of new customers offer them to prepare a contract on their own, by down-
loading the contract template from the organization’swebsite.Acontract thus printed,
completed, and signed is then delivered to the other party for signing. The other
party checks up contracts prepared by the potential customers, say, by checking up
the delivered documents manually. There may be plenty of such documents; there-
fore, several attentive employees are to be involved in the check-up. However, when
several dozens of documents with identical meaning are checked up during a day,
even a diligent employeemaymiss errors. That’s what accounts for the cases of fraud
not detected during the manual check-up.

The procedure of comparing the copy of the business document (agreement,
contract) with the standard is necessary for the reliability of the transaction. If there is
a highflowof contract documents (hereinafter referred to as documents), theirmanual
verification before signing takes a long time. Moreover, when the operator checks
manually a large number of contract documents, omissions of possible modifications
are unavoidable.

Agreement documents are of the category of business documents created for any
record keeping and document management systems. The distinguishing feature of
business documents is a limited glossary to be used and the method of execution
thereof. That is due to the tendency of document templates unification to facilitate
comprehension of business documents, primarily by humans.

The document template contains static text and margins for entering the informa-
tion. Let’s consider two widespread categories of templates: the fixed one and the
flexible one. The fixed template does not allowmodifying static texts when using, for
example, the PDF format. Flexible templates can be used that allow modifying static
texts, for example,Microsoft Office format templates. Thereafter, wewill distinguish
between fixed and flexible documents. The subject of this article is Document Image
Processing and Document Understanding. The relevance of the study in this field is
characterized by a significant amount of works on this topic to have been published
recently, for instance [1–6].

There are knownmethods of automated comparison of the signed document image
with its prototype [7–10]. They are checked for possible modifications to the content:

– replacing one or more characters in a word;
– replacing one word with another one;
– adding a character, word, or group of words;
– deleting a character, word, or group of words.
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Modifications of the document design are also possible:

– changing the style of words (size, font, type);
– changing document margins of words;
– changing the number of paragraphs;
– changing margins.

Modification of a fixed template is an intended falsification.Modification of a flexible
template maybe both falsification and an accidental misprint or a consequence of
formatting improvement.

The paper will consider models and methods of search for falsifications in copies
of business documents printed out using both fixed and flexible templates.

2 Background

A great problem with the development of forgery detection methods consists in the
absence of public data set for algorithm assessment. It is explained by the fact that
organizations do notwant to share the information found about forgery of documents,
among other things because there are their personal data in the documents. In this
paper [7] a public data set is presented that has been composed of a package of
477 falsified (modified) pay sheets, wherein a total of about 6000 characters were
modified. The authors [7] assumed that adding or deleting words occurred in static
texts, the placement of which in the document image should be invariant. For the
analysis, there were synthesized documents that were modified by volunteers.

The paper [8] describes the forgery automatic detection method focused both
on detecting outliner of characters in a discriminant feature space and on detecting
analogous (similar) character images. The feature set is calculated for all characters,
and then, based on the distance between characters of the same category, the character
is classified as genuine or fake. In the papers [9, 10] a simplified approach was used
for comparing the documents coming from the same source. In the paper [11] the
main distortion associated with the search for falsifications is called nonuniform
vertical scaling. When a printed document is scanned, the content of the reprinted
document differs from the original one by different vertical distances between text
elements.

These methods show a high quality of document comparison. For example, the
comparisonmethods proposed in the paper [11] allow us to find all forgeries for a test
set containing invoices and medical statements (40 original documents and 12 fake
ones), at that 30% of the original documents are classified as suspicious. However,
these methods have not been tested for documents printed in Cyrillic, and they are
not aimed at searching for modifications of individual words or characters, but at
testing the hypothesis that the whole document is fake.

The present paper is dedicated to solving the problem of searching for modifi-
cations in a document with the known template that develops the authors’ works
[12, 13].
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3 Statement of the Problem

The model of the one-page document is D the set of lines {Ld
i }|D|

i=1, each line Ld is a

set of words {Wl
j }|L

d |
j=1.

Some lines can be clustered, for example, as paragraphs and sections. The word
W is defined as a textual key point

W = (T (W ), B(W ), F(W )) (1)

where

– T (W ) is the core of the textual key point, i.e. a sequence of characters of the
word composed of characters of a specific alphabet or a sequence of character
spaces with estimates of correspondence of the character space to the alphabet
characters;

– B(W ) is the frame of the textual key point composed of the border coordinates
Bx1(W ), By1(W ), Bx2(W ), By2(W ); the coordinates can be normalized in a specific
range

– F(W ) are the features of the textual key text, for example, the font style and
modification.

The textual feature point is analogous to the “graphic” feature point of an image
which is understood to be a point that fulfills some conditions:

– distinguishing from points in its neighborhood;
– noise resistance;
– resistance to some transformations (for example, to affine transformations or

scaling) [14].

Properties of feature points are the following ([15]):

– Repeatability—the feature point must be located in the same place as the image
object, regardless of changes in the viewing point and illumination;

– distinctiveness/informativeness—neighborhoods of feature points must differ
significantly;

– locality—the feature point and its neighborhood must take up a small area of the
image;

– quantity—the number of detected feature points must be big enough for detecting
objects;

– accuracy—the detected feature points must be localized accurately both in the
original image and in the image of another scale;

– efficiency—the timeof detection of feature points on the imagemust be admissible
for the time-critical applications.

Feature points mapping is carried out using the similarity measure d that shall take
on values close to zero when comparing two points corresponding to the same place
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in the image, and big values when comparing the points from different places of the
image.

It is supposed that the textual feature point differs from the proximate textual
key points in their neighborhood. If a neighborhood is understood as a textual line,
then most of the words in business documents differ from the proximate ones in the
line. Several identical words placed in the same line are not textual feature points.
However, if the neighborhood is understood as one or two proximate words, then
two identical words placed in the same line and distinguished by the proximate
words are textual feature points. Comparing the feature points is carried out using
the similarity measure d that shall take on values close to zero when comparing two
points corresponding to the same place in the image, and big values when comparing
two points corresponding to the same place of the image.

Comparing the two cores of the textual feature points in this work is based on
the Levenshtein distance ρLev [8] and modifications thereof. The threshold d(W ) for
comparing the word T (W ) with other words is calculated a priori. If ρLev(W,Wr ) <

d(W ), then the wordWr and the textual feature pointW are identical, otherwise they
are distinguished.

The feature point descriptor is the identifier used when mapping feature points.
The descriptor is expected to be invariant when mapping feature points relatively to
image transformations. The mapping of textual feature points can be based on the
core T(W), as well as on the use of additional features F(W).

The method for extracting key points from the image is called a detector. The
detector of the textual feature point is a recognition procedure using some OCR that
extracts feature point descriptors from the document image. The document image
was generated based on the paper page, using a scanner or a digital camera.

The above-mentioned properties of feature points are valid for textual key points
in case the modern OCR can compensate for different types of image distortions.
The uniqueness of the textual feature point descriptors is determined by the struc-
ture of documents (unambiguous partitioning of the document into constellations—
sections, paragraphs, and lines) and the properties of natural language (rare matching
of two neighboringwords in documents). A different relationship between the textual
feature points (the relationship above—below, on the right—on the left or geometric
distance between the frames) allows combining the points into constellations using
the clustering algorithms.

Ideally, the OCR correctly extracts all textual key points from the images of the
copy and the ideal of the document. This allows forming the lines. Comparison of
the copy and the standard consists of the unambiguous matching of all or a part
of the textual feature points of the standard and a set of the textual feature points
of the copy. The process of matching of points or constellations of points is called
coordination.

The coordination of fixed documents refers to the matching of all words and lines
of the static text. The matching shall account for the additional features (typeface,
size, etc.). The coordination of fixed documents includes:

– search for matching of any point of the standard in the copy points;
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Fig. 1 Fragment of a textual image with distortions

– search for matching of any point of the copy in the standard points;
– search for matching of any static line of the standard in the copy points;
– search for matching of any static line of the copy in the standard points;
– check for the image identity of each pair of coordinated images.

Any detected mismatch is a potential modification. Certainly, the mismatch detected
may have been caused by the detector errors (OCR) or distortions of the document
image.

The coordination of flexible documents refers to matching between all words
of the static text. However, unlike fixed documents, there is no matching between
lines of the flexible document static text. In the flexible documents, there may be
legitimate changes that do not change the meaning of the text, such as changing the
font, changing the line borders, or line breaks. Such modifications may lead to line
breaks to another page, so the comparison of multi-page flexible documents should
be carried out for the entire page sequence.

In general, with no knowledge of the structure of the document, coordination of all
words in the test and reference documents shall be necessary. The principal disadvan-
tage of total coordination of words is a considerable number of mismatches detected.
Mismatches occur due to recognition errors, specifics of photographic images (refer
to the example—a fragment of a textual image with distortions in Fig. 1). Each
mismatch shall be interpreted as a modification, and the person responsible for
verification will have to spend extra time, checking the false modifications.

Notwithstanding the total coordination of words in the copy and the original,
despite false recognition errors, there may be other insignificant mismatches. The
fact is that, for the functional User of the program comparing the copy and the
original, not all words are equally significant. The subset of words in a page of the
document, determining the essential terms of the contract, is actually significant. It
is assumed that a fraudster’s goal is to make such modifications that, in court or
pre-trial proceedings, may be deleterious to the organization that signed a contract
with the fraudster. It is hardly possible to give a formal definition of such essential
words, they are to be determined by specialists. Moreover, some words become
significant in combination with neighboring words. For example, the particle “not”
in combination with the adjacent word “accepted” is significant. Modification of the
word “Agreement” into the word “Notagreement” is insignificant as the fraudster
cannot benefit from it in the court proceeding.
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Thus, another statement of the problem of the modifications search based on a
subset of words in a document is possible. The statement of the problem uses knowl-
edge of both the structure of the document and the placement of the words essential
for a check-up. In such a statement, the document model consists of paragraphs and
textual lines. Each textual line and each paragraph is represented by a set of textual
feature points the sequence of which is unique for such a paragraph or line. Lines
and paragraphs may also contain words that are not unique, i.e., which are repeated
or even placed next to each other. Additionally, distances between the unique words,
determined by the number of blank characters, or geometric distance between images
of words, are used.

A special case of searching for falsifications is not the analysis of the full set of

words WD = {Wl
j }|L

d |
j=1 of a document’s page, but the analysis of a subsetW’D ⊂ WD

of the set of words. The list of words W’D for a partial check for falsifications may
be determined based on the word value in terms of the responsibility of the person
who has signed the document.

4 Description of the Method of Search for Falsifications
in Scanned Documents

The proposedmethod of comparison of fixed documents is based on the coordination
of pairs of textual feature points and further comparison of word images of one pair.
The word coordination has been performed simultaneously with line coordination.
An analogous problem is resolved when coordinating stereo images using feature
points [16]. The paper [13] introduces the comparison of two digital images based
on a combination of several methods of word image comparison:

– comparison of the cores T (W1) and T (W2) of two textual feature points W1 and
W2;

– comparison of two sets of feature points RFD extracted from the borders of textual
feature points B(W );

– comparison of the expanded images extracted from the textual feature points
B(W ).

The last two words comparison methods were used to compensate for OCR recog-
nition errors. When comparing using the RFD descriptors, an algorithm based on
the RANSACmethod [17] was used to find the optimal transformation. The descrip-
tors of points located in the reference image were calculated on the converted test
image, and then two sets of binary point descriptors with geometrically close loca-
tions were compared. After comparing, outliner cleaning was performed and the
similarity factor was calculated:

1− |noutliners| /(|noutliners| + |ninliners|),
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where noutliners is the number of outliners, ninliners is the number of inliners. Two
words were considered coordinated if the similarity factor for them is bigger than
the predetermined threshold.

One more method of comparison of words images is based on the following
symmetrics: for each image, I an expanded image O(1)(I) is created which includes
the image I itself and its single neighborhood. The distance between images A and
B is calculated using the following formula:

μ1(A, B) =
m∑

i=1

n∑

j=1

(ai j · Ō(1)
b,i j+bi j · Ō(1)

a,i j ),

where O(1)(A) = ||O(1)
a,i j ||, O(1)(B) = ||O(1)

b,i j || are the expanded images A and
B. When comparing images A and B several shifts of image A were performed in
different directions, and the minimum value from the reported values was chosen as
the distance between the centered images A and B

d1(A, B) = min(m1
(
A(h,v), B

)
),

where h, v ∈ Sp(z) = {−z, . . . , 0, . . . , z}, z is the natural number, A(h,v) is the shift
of the image A to the vector (h,v).

The combination of several methods proposed in these papers [12, 13] allows
resolving the problem of searching for mismatches between scanned copies of busi-
ness documents. The experiments performed show that on the images scanned with a
resolution of 300 dpi there has been obtained an accuracy of 90.9%; the completeness
has been equal to 98.2%, for these images errors of the 2nd class.

Note that for fixed documents, in the same way as word comparison, the compar-
ison of line images can be applied which should not be modified in the same way as
word images.

For comparison of flexible documents, a partial modification searchmethod based
on the recognition and application of N-grams words is proposed. The recognition
is preceded by image preprocessing which consists of normalizing the page image
by size and inclination angle. The recognition result is represented as a set of textual
feature points.

The developed method of searching for modifications includes two stages. At the
first stage, one or more recognized document pages were analyzed as a set of textual
feature points. (1) Clustering is performed using the nearest neighbor method; the
criterion for entering the cluster is the closeness of a textual feature point to the
textual feature points that have already entered the cluster. The recognized line Sr is
represented as a cluster consisting of an ordered sequence of textual feature points
WS = {W1(Sr), W2(Sr),…}.

The constructed lines are classified using the similarity estimation δ(Sr, Li) of the
recognized line Sr and the model line Li. The model lines that convert δ(Sr, Li) to
the minimum are selected.
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At the second stage a search was performed for a predetermined sequence of
mandatory keywords

w1, w2, . . . wn,

ordered using the ratio: ifBx2(wi) <Bx1(wj) for the words from the same line (w j ∈ Sr
i w j ∈ Sr), or the words refer to different lines (w j ∈ S1r i w j ∈ S2r ), and with that
the line S1r is located higher than the line S2r .

For searching for keywords n-grams of words in the following forms are used:

– n1(wi) = <wi> ,
– n2(wi) = <wi, r1(wi)>
– n3(wi) = <wi, r1(wi), r2(wi)>
– n2(wi) = <l1(wi), wi>
– n3(wi) = <l1(wi), wi, r1(wi)>
– n4(wi) = <l1(wi), wi, r1(wi), r2(wi)> (2)
– n3(wi) = <l2(wi), l1(wi), wi>
– n4(wi) = <l2(wi), l1(wi), wi, r1(wi)>
– n5(wi) = <l2(wi), l1(wi), wi, r1(wi), r2(wi)>,

where rk(wi), lq(wi) is the word located on the right or on the left from wi; there are
known also acceptable distances ρBT(wi, r1(wi)), ρBT(r1(wi), r2(wi)), ρBT(l1(wi),wi),
ρBT(l2(wi), l1(wi)) between adjacent words. Let us name index k in the designation
of N-gram nk(wi) length of N-gram.

The form<wi> is applied for thewords that are present on the page in a single copy.
For the words that occur in multiple instances on the page, the forms with adjacent
words are used, for example <l2(wi), l1(wi), wi, r1(wi), r2(wi)>. The comparison of
the recognized word and the text key point was based on the Levenshtein distance,
the threshold of comparison d(wi) was chosen differently for each keyword wi. The
forms allow identifying one or more recognized words as one of the N-grams (2).
The evaluation of each form was determined based on the Levenshtein distance and
the recognition evaluation of each word.

The model of paragraph consists of an ordered sequence of N-grams

n1(w1), n
2(w2), . . . , nm(wm),

with predetermined n-tuples of words ni(wi), with distances between pairs
{n j−1

(
w j−1

)
, n j

(
w j

)} known beforehand. Note that some N-grams are unique to the
paragraph, while some may be repeated. To ensure uniqueness, N-grams of various
lengths may be used.

The construction of the document model was developed out in two stages of
training. At the first stage, N-grams (2) were selected for an ideal document without
errors, so that each word wi surrounded by adjacent words could be unambiguously
found. At the second stage, the thresholds d(wi) were selected for a validation set
to minimize false identification errors due to character recognition errors; the words
are considered identical when ρLev(W,Wr ) ≤ d(wi ).
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When constructing the model of the paragraph, N-grams are formed to maxi-
mize the number of the unique N-grams. The use of N-grams by contrast to separate
keywords ensures uniqueness for the majority of paragraphs of the Agreement docu-
ments, which is primarily due to the above-mentioned significant limitation of the
set of words in the static text.

It makes sense to carry out training and parameter optimization on real datasets.
Note that we will not be able to see possible modifications even on real datasets,
which is primarily due to the classification of such data by the private dataset. So we
have to make the modifications manually.

The trigram search algorithm resolves itself into selecting several consecutive
words. The first thing we need is to generate a set of textual feature points. To do
that, we have taken the following steps:

– halftone image processing,
– normalizing the image by angle, using the methods based on the fast Hough

transformation [18].
– word boundary detection using the erase and dilate operations,
– recognition of characters within the boundaries of the words found.

A paragraph was presented in the form of a single long line. A comparison of
the ideal words and recognized words in the paragraph was carried using a modified
Levenshtein distance. The well-known Levenshtein distance calculation algorithms
make it possible to detect not only the number of editorial instructions but also the
instructions themselves.

The modified Levenshtein distance was used. First, the unique threshold was
chosen to compare a particular word with other words. For refusal to identify pairs of
words of the “ACCEPT” and “EXCEPT” with thresholds d = 2 type or for identifiers
of the “IDENTIFIER196”, “IDENTIFIER296”, “IDENTIFIER199” type, another
rule was used. For such words, segments that were to remain unmodified, were spec-
ified. That is, at the beginning of the words “IDENTIFIERddd” a greater number of
errors were allowed, but identification was prohibited when the editorial instructions
were found in the last 3 characters of a word.

Another modification was to compensate for the replacement of some characters
with similar characters, done by OCR. Formally, replacement of the Latin alphabet
characters B and 8, D and O, 1 and I are errors. However, reducing the significance
of such replacements may improve word identification accuracy. Significance of
replacement of a letter for similar style characters was chosen during training.

Based on several distances between the center and the N-gram neighborhoods to
the analogs chosen, a heuristic evaluation of N-gram binding as a whole is formed.
Parameters of the model (N-gram thresholds, length) were chosen during training to
minimize the number of errors in N-gram binding, and to maximize the number of
N-grams bound correctly.

After binding the N-grams to the words in the paragraph, the check-ups listed
below may be carried out:

– availability of all the expected N-grams,
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– availability of all the unique N-grams in a copy,
– N-grams sequence order,
– distances between the N-gram neighborhoods.

Failure to carry out any of the check-ups means the detection of modification of the
essential keyword.

5 Experimental Results

Themethodwas tested on the test samples consisting of document images of national
(Cyrillic) scanned with resolution from 100 to 300 dpi. Was tested 161 documents
of type “Agreement”. The model consisting of 33 keywords was examined. A part of
the keywords in the test samples images was deleted or modified intentionally. 740
deletions and 140 modifications of words were made. The OCR Smart ID Reader
[19] and open-sourced OCR Tesseract [21] were used for recognition.

The algorithm quality was estimated using the following criteria:

– Precision = tp / (tp + fp),
– Recall = tp / (tp + fn),

in which the following values are used:

– count of found modified words tp;
– count of correct words classified as modifications fp;
– count of unfound modified words fn;
– count of correct words classified as correct tn.

The results are given in Tables 1 and 2. The tables contain the characteristics calcu-
lated for several thresholds of theword correctness d(wi). Note that when recognizing
by ANN [20] in the OCR Smart ID Reader all modified words were found.

Table 1 Experimental results of detection for OCR Smart ID Reader

d(wi) tp fp tn fn Precision Recall

1 216 414 738 0 0.34 1

2 216 90 1062 0 0.7 1

3 and more 216 54 1098 0 0.8 1

Table 2 Experimental results of detection for OCR Tesseract

d(wi) tp fp tn fn Precision Recall

1 201 288 756 13 0.38 0.94

2 201 192 792 13 0.45 0.94

3 and more 201 80 972 13 0.66 0.94
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The speed of comparison of a one recognized document without regard to the prelim-
inary recognition was equal to 0.075s per document on the computer Intel® Core™
i7-4790 3.60 GHz. Whereby recognition time was equal to 1–1.5s per document.

6 Conclusion

The proposed new method is intended for analyzing incidents of possible distortion
of the content of business documents. It is aimed at analyzing a part of the words that
determine the legal significance of the document, for example, when dealing with a
dispute in court or arbitration. The advantage of the method is a high accuracy, as
well as a small number of cases for manual verification. The limitation of the method
is word-level analysis; modifications of individual characters are either ignored or
controlled manually.

The proposed method is applicable for searching for modifications of flex-
ible documents printed using a well-known template that allows modification, for
example,Microsoft Office document templates. Themethod has high detection accu-
racy. The method’s errors are associated with recognition errors, mainly due to the
scanning defects.
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Text Classification in Emergency Calls
Management Systems

Artur Sabitov, Rifkat Minnikhanov, Maria Dagaeva, Alexey Katasev,
and Timur Asliamov

Abstract In this chapter text mining approach for emergency calls management
systems is investigated. A data mining approach of emergency calls classification
based on themachine learning decision treemethodwas proposed.As an input dataset
for model building the data with 1.6 million textual emergency events descriptions
was taken. Approbation results, finally, led to the conclusion that high effectiveness
and a possibility of practical use in the emergency calls management information
systems.

Keywords Natural language processing · Classification · Machine learning ·
Decision trees · Knowledge base · Decision support system

1 Introduction

In recent years a steady trend towards the digitalization of services and resources
in many areas of human activity is observed. This process is aimed at the optimiza-
tion of the various services work; it becomes actual due to the following factors:
urbanization, modern cities’ infrastructure is getting more complicated, increasing
the significance of digital interaction between citizens, companies, and government
structures. As a result, we can see an increasing necessity of data processing in
different fields of life [1–5]. Usually, the data in information systems is heterogenic,
partial incompleteness, and uncertainty. An emergency calls management system is
an example of this kind of information systems.

Emergency calls management systems are systems that collect and process emer-
gency event data [6]. Their main purpose is to centralize incoming calls, improve the
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interaction between emergency services, and accelerate response time. The archi-
tecture of emergency calls management systems includes the collection of incoming
messages about incidents, registration, and transmission to the competent emer-
gency services. In the Republic of Tatarstan (Russian Federation) operates «The
System for providing emergency services call operates under a single number “112”
(Service-112)». The main purpose of the system:

– full-time monitoring, receiving, and registration of all incoming events reports;
– receiving a location of persons contacting with Service-112 from telecom

operators;
– immediate initiation of work, operational processing of received messages,

sending incident information to competent emergency services;
– collection, storage, classification, and archiving of the main characteristics of the

registered incidents (location, retranslation time, results, etc.).

Service-112 has the ability to process phone calls (stationary or mobile) or text
messages (ShortMessage Service). Operators of the Service-112 register and process
received messages. Registration includes filling a specialized form in which the
operator enters basic information about the incident. During message registration,
the operator solves a problem of analyzing and classifying calls, makes a deci-
sion of sending the completed incident card to competent services. The operator
makes the decision based on internal instructions and his personal experience, which,
due to human factors, can lead to errors. In addition, the decision-making phase of
redirecting information to competent services takes some time.

Modern technical solutions, big data analysis, and machine learning methods
allow us to solve described problems by the implementation of automatic incidents
classification approach. Themain requirement for the approach is being highly effec-
tive and possible to be embedded into existing architecture, the openness of decision-
making rules (possibility of interpreting classifier’s work). Technology should be
implemented as part of the decision support system. It should increase the efficiency
of the Service-112 and leave for the operator only decision-making functions.

2 The Emergency Event Classification Technique

We proposed technology of text messages processing and classification for Systems
for providing emergency services calls in the Republic of Tatarstan. The technology
aims to automate a process of events data analysis and classification. Figure 1 shows
a scheme of event messages processing by the operator.

As shown in Fig. 1 operator receives a message and fills a special form of basic
information from a person (or information from automatic warning systems) and
additional systems. The operator analyzes information and classifies calls. Our tech-
nology was developed for automatic events classification based on data received by
the operator. Figure 2 shows some main stages of our technology running.
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Fig. 1 Scheme of event messages processing by the operator

Fig. 2 Scheme of intelligent text processing technology

As shown in Fig. 2 technology of text messages processing and classification
includes four serial steps [7–9]:

Step 1: initial data selection;
Step 2: data preprocessing;
Step 3: data transformation;
Step 4: data analysis.

Each of these steps is described in more detail below. On the step of initial data
sampling, we selected data for subsequent analysis. The main requirements for data
are sufficient completeness and representativeness to practical problems solving.

On the step of data preprocessing noises, outliers and anomalies are excluded
from selected data. Using data without their preprocessing as an input for datamining
approaches can lead to building inadequate models, characterized, for example, by
low classification accuracy, and an increase of classifier working time, etc. [9–11].
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In order to minimize the influence of negative factors, special methods of text data
cleaning are used.

On the data transformation step, the input dataset is modified. Text transformation
allows preparing text data for machine learning algorithms. Since converted data
should be informative and representative of the original datasets, selection of the
transformation method is based on a preliminary analysis of the subject area [9–11].

On the data analysis step, a machine learning-based classifier is implemented
and applied. Selecting of algorithm main parameters was made on the basis of a
preliminary analysis of the subject area, taking into account a number of additional
requirements.

3 Raw Data Sampling and Preprocessing

As initial data, we use a set of historical textual descriptions of incidents recorded
in the emergency call system of the Republic of Tatarstan from 2013 to 2018 and
classes of events. The classification was made by Service-112 staff according to
internal instructions, acts of the Ministry of Civil Defense and Emergencies of the
Republic of Tatarstan, and the General Directorate of the Ministry of Emergencies
of Russia for the Republic of Tatarstan. Information on the Service-112 is provided
as part of the «Open Tatarstan» project.

According to the project documentation, 16 main categories of incidents were
identified: anti-terror, salvation, medicine, fire, crimes, traffic accidents, gas services,
natural phenomena, psychological assistance, national and religious conflicts,
communal services, reference call, repeated call, service call, global emergency situ-
ation, other. Events of global emergency and national and religious conflict categories
were excluded from consideration due to a low number of recorded events. The total
volume of the initial dataset amounted to more than 1.6 million events descriptions
recorded on the territory of the Republic of Tatarstan during the specified period.
Some examples of dataset messages are presented in Table 1.

According to Table 1, each event of the initial dataset is characterized by a unique
identification number, text description, timestamp, and corresponding class. Text
data contain a certain amount of distortions, errors, and unnecessary, uninformative
words. We made the following preliminary cleaning operations of text descriptions
[9, 10]:

• identical messages, punctuation marks, and service symbols excluding;
• texts tokenizing;
• stop words excluding;
• words “stemming”.

Each of these operations is described in more detail below.
Identical messages exclusion was made due to the fact that inputting duplicates

to algorithms data can lead to the building of inadequate models that could result in
excessive classes’ significance. In addition, the exclusion was performed to clearly
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Table 1 Examples of emergency text description

Id Description Timestamp Category

1365 The house is on fire. The
applicant sees fire from his
home. There is no information
about the victims

6 September 2016 02:06:18 Fire

527987 A suspicious yellow plastic
bag measuring 50 * 40 cm was
found in the underpass

13 November 2016 16:58:02 Anti-terror

548315 A bird fell into the chimney 26 November 2016 18:27:08 Other

563467 Repeated call on 02. A fight
with two unknowns on the
street

5 December 2016 23:02:33 Repeated call

662879 The taxi passenger broke the
wiper, hit the applicant on the
head, threatens … The
applicant closed in the car

22 January 2017 22:56:08 Crime

684168 From the evening of February
3, 2017, hot water flows from
the cold water and hot water
pipelines

4 February 2017 09:39:43 Communal services

735270 High blood pressure 220/105
(fourth day), medications do
not help. Anamnesys: stroke,
hypertension

3 March 2017 20:26:30 Medicine

1288940 A traffic accident involving
public transport, without
injuries

24 December 2017 21:37:29 Traffic accidents

1618345 The smell of gas in the
apartment

29 May 2018 17:01:43 Gas services

distinguish the initial dataset to training and test samples. Punctuation marks and
other characters were excluded to make a correct representation of text data.

Text tokenization is a segmentation of a single text into separate words or word
forms (tokens) by analogy with natural language [9, 12–14]. We divided texts by
spaces, tabs, and line break characters.

Stop-words’ exclusion is removing the most commonly used words. We deleted
most common and uninformative Russian language words: introductory words,
prepositions, conjunctions, etc.

Words stemming is a reduction of invariant word forms to lexical foundations
by removing endings and suffixes [9, 10, 14, 15]. Stemming was made by Porter
algorithm for the Russian language. Porter algorithm is based on reducing words by
the set of rules [16–18].
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4 Data Transformation

On the data transformation step, we analyzed text data presenting methods.
Probability-weighted word methods are based on matching to each word a frequency
of its occurrence in the text or corpus of texts. We concluded that the probability-
weighted words approach is optimal for extracting text messages parameters in terms
of efficiency and the possibility of interpreting decision rules [19–22]. Following
methods of probability-weighted words described in more details below:

• Bag of Words (BOW);
• Time frequency-inverse domain frequency (Tf-IDF).

Bag of Words is a method that allows numerically to evaluate words’ importance
and represents texts as a vector. The Bag of Features vector represents an integer
vector of N length, where N—number of all unique tokens in the set, vector values
represent each token occurrences. An example of a message in the form of Bag of
Words and Bag of Features is presented below.

Original message:
«A roommate stole two telephones (iPhone brand) worth 32000 (thirty-two

thousand) rubles, 15000 (fifty thousand) rubles».
Message in BOW:
{‘15000’, ‘32000’, ‘iphon’, ‘two’, ‘brand’, ‘fift’, ‘rubl’, ‘roommat’, ‘worth’,

‘telephone’, ‘thirt’, ‘thousand’, ‘stol’}.
Message in Bag of Features (BoF):
{1, 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 2, 1}.
According to this example, each word of BOW corresponds to one number of a

Bag of Features vector. Every Bag of Features vector value characterizes uses the
word in a text.

Tf-Idf is a method that evaluates the numerical significance of the words in the
text. Tf-Idf is based on calculating occurrence frequency or time-frequency (TF) of
a word in the text (like in Bag of Feature’s) and its domain frequency of occurrence
(IDF) in the considered texts [20]:

f (t, d) = nt
∑

k nk
, (1)

where nt—the number of word occurrences in a document,
∑

k nk—total number of
words in a document;

id f (t, D) = log
N

|di ∈ D : t ∈ di | , (2)

where N—number of documents in a corpus, |d ∈ D : t ∈ d|—number of docu-
ments, where the token t is found.

Coefficient Tf-IDF is calculated by TF and IDF values
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T f I d f (t, d, D) = t f (t, d) ∗ id f (t, D). (3)

Calculation of Tf-IDF for each token of a text in corpus allows us to create a vector
of parameters that characterize not the only number of each token occurrences, but
also calculate some syntactic significance of words. This significance is expressed
in the value of the parameter limited by [0; 1] values, where value tending to “0”
expresses a low word significance, and to “1”—high. An example of a message in
the form of Tf-Idf vectors is presented below.

Original messages:
«A roommate stole two telephones (iPhone brand) worth 32000 (thirty-two

thousand) rubles, 15000 (fifty thousand) rubles».
«Applicant lost his documents on 08/26/08 at 8.50 on his name (passport, driver’s

license. There is a video surveillance camera that recorded this fact».
Messages in BoW:
{‘08’, ‘15000’, ‘26’, ‘32000’, ‘50’, ‘iphon’, ‘vid’, ‘driv’, ‘this’, ‘two’, ‘docu-

ments’, ‘record’, ‘applicant’, ‘nam’, ‘camer’, ‘mark’, ‘surveillanc’, ‘passport’,
‘lost’, ‘licens’, ‘fift’, ‘rubl’, ‘his’, ‘roommat’, ‘worth’, ‘telephone’, ‘thirt’, ‘thousand’,
‘stol’, ‘fact’}.

Messages in Tf-Idf vectors:
{0.242, 0, 0.242, 0, 0.242, 0, 0.242, 0.242, 0.242, 0, 0.242, 0.242, 0.242, 0.242,

0.242, 0, 0.242, 0.242, 0.242, 0.242, 0, 0, 0.242, 0, 0, 0, 0, 0, 0, 0.242},
{0, 0.229, 0, 0.229, 0, 0.229, 0, 0, 0, 0.229, 0, 0, 0, 0, 0, 0.229, 0, 0, 0, 0, 0.229,

0.458, 0, 0.229, 0.229, 0.229, 0.229, 0.458, 0.229, 0}.
According to the example, each Bag ofWords corresponds to a number of Tf-IDF

vector, which characterizes the occurrence number in the text and the corpus of texts.
Applying probability-weighted word models on high-volume text data causes

computational difficulties [9, 22]. It is caused by an increase of each text vectors’
presentation dimension and increasing in a large number of useless and uninforma-
tive tokens. Therefore, the exclusion of such tokens before the data mining stage was
performed. It was required due to the fact that such data does not affect classifica-
tion accuracy, but their presence causes an exponential increase in a computational
load on model training. Moreover, the Pearson coefficients of the statistical relation-
ship between each token with each class of incidents were calculated. The Pearson
correlation coefficients were calculated by the following formula [23]:

rXY =
∑

(X − X̄)(Y − Ȳ )
√∑

(X − X̄)2(Y − Ȳ )2
, (4)

where X̄ = 1
n

∑n
t=1 Xt and Ȳ = 1

n

∑n
t=1 Yt—average values of dataset.

According to Pearson correlation coefficients, the most informative words of texts
were selected. We heuristically established that an exception of tokens with correla-
tion coefficients below |0.05| allows us to save classifiers’ accuracy and reduce the
number of analyzed tokens. It allows us to reduce overall time (on training and eval-
uation steps) of algorithm performance, as well as to increase model interpretability.
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The exclusion of non-informative tokens reduces the dimension of Tf-Idf vectors of
each text message bymore than 70 times (from 154 thousand to 2.2 thousand words).

5 Data Analysis

On the step of data analysis, a classification algorithm is selected. There are
variousmachine learning algorithms that are used for classification issues. Therefore,
machine learning algorithms were considered and it was revealed that the decision
trees classification method has the most significant accuracy, high interpretability
of obtained rules, and a possibility of large dimension input data processing.
Decision trees algorithms are based on simple heuristic decision-making rules
(CART—Classification and Regression Trees) [9, 10, 24–26].

A distinctive feature of these algorithms is the formation of explicit rules for
solving problems and the possibility of their interpretation. Sets of decision rules
have a hierarchical tree structure: each decision rule except the root belongs to other
“parent” rule (Fig. 3). Therefore, each sequence of decisions from the root rule to
the last can be interpreted by Boolean algebra operations [26].

Figure 3 shows an example of decision rules visualization for a model trained on
a limited data sample (2.5 thousand examples and two categories of events).

We built classifier by “top-down induction” of decision trees creating: on each
stage, the initial dataset is recursively divided into parts by a local criterion of the
greedy algorithm [27]. Subsampling and rules formation stopped when data on some
node was completely separated or when the algorithm was limited to the depth
of rules, the threshold of separation criterion, and a minimum number of sample
elements on the node.

The decision tree model is implemented on Python v3.7.3 (Jupyter Notebook)
using specialmachine learning, natural language processing, support formultidimen-
sional and sparse data arrays libraries (Scikit-learn, Scipy, NumPy, NLTK). Decision
tree classifier was built with the following parameters:

• separation strategy: the best separator;

Fig. 3 Scheme of operator event processing
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• criterion for the quality of separation assessing: Gini Impurity;
• threshold criteria for assessing the quality of division: 10-7;
• minimum number of samples for separation: 10;
• maximum depth of decision rules: 100.
• class weights: relative to the number of instances of each class.

Model building and evaluation were performed on a server with the following
characteristics:

• CPU: AMD EPYC 7551P 2.00 GHz (32 cores 64 threads);
• GPU: 2 Nvidia Tesla V-100 (videomemory 16 Gb, Compute Capability 7.0);
• RAM: 512 Gb (clock frequency 2667 MHz).

6 Experimental Setup and Evaluation

The developed algorithm was tested on the analysis of a data sample in 896 thousand
unique text messages. Training and verification data sets were formed to assess
classifier accuracy, these data sets consist of 805 thousand and 89 thousand values of
the initial sample, respectively. In both samples, the ratio of the number of objects of
each class is preserved. Evaluation of classifier accuracy was carried out on test data
that was not inputted into the algorithm during the learning process. The volume of
data by each category of events presented in Table 2.

Table 2 The volume of data
by each category of events

Category of event Size of training
data sample

Size of evaluation
data sample

Medicine 340,159 37,796

Crimes 189,687 21,077

Communal
services

42,644 4738

Traffic accidents 27,922 3102

Fire 24,972 2775

Salvation 13,936 1549

Gas services 12,252 1361

Natural
phenomena

6536 726

Service call 4624 514

Psychological
assistance

4171 464

Anti-terror 3789 421

Reference call 43,370 4818

Repeated call 30,896 3433

Other 60,650 6739
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Table 3 Accuracy of classification

Category of event Accuracy of data classification
for training sample

Accuracy of data classification
for evaluation sample

Medicine 0.981 0.978

Crimes 0.944 0.941

Communal services 0.880 0.875

Traffic accidents 0.966 0.966

Fire 0.943 0.942

Salvation 0.658 0.627

Gas services 0.949 0.932

Natural phenomena 0.782 0.763

Service call 0.558 0.550

Psychological assistance 0.850 0.831

Anti-terror 0.753 0.698

Reference call 0.973 0.968

Repeated call 0.917 0.909

Other 0.916 0.905

Full sample 0.945 0.941

As shown in Table 2, the algorithm was implemented on an unbalanced by cate-
gories data set. Therefore, in order to avoid inadequate learning of algorithms, each
class was aligned with all others by introducing special weighting coefficients during
model formation. The values of these coefficients are inversely proportional to a
number of unique event descriptions of each class relative to the volume of the entire
data set.

This operation was carried out to eliminate classes “outsiders”, for which a suffi-
cient number of decision rules will not be developed in a model. Results of training
and accuracy evaluation presented in Table 3.

According to the results presented in Table 3, we can conclude that the devel-
oped algorithm shows the effective classification of most incidents. However, in four
classes (service call, anti-terror, natural phenomena, and salvation), the algorithm
showed insufficiently accurate results. It should be noted that implemented tech-
nology shows the same accuracy on the training and verification data sets. Moreover,
in order to improve the accuracy of classification, we propose to use additional proce-
dures for text data cleaning and transformation. In the future, the simultaneous use
of several methods for selecting classification features will increase the information
content of analyzed data and improve the accuracy of classification for classes that
have shown insufficiently high results.
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7 Conclusion

Evaluation results of proposed technology allow us to confirm a possibility of its
effective practical use for automating the process of incidents classification in the
existing architecture of emergency call management system of the Republic of
Tatarstan and similar emergency systems as an element of decision support system
and for messages classification knowledge base forming.

References

1. Kizim,A.V.,Kravets, A.G.:On systemological approach to intelligent decision-making support
in industrial cyber-physical systems. Stud. Syst. Decis. Control 260, 167–183 (2020)

2. Kotenko, I., Parashchuk, I.: Determining the parameters of the mathematical model of the
process of searching for harmful information. Stud. Syst. Decis. Control 260, 225–236 (2020)

3. Korshikova, A.A., Trofimov, A.G.: Predictive model for calculating abnormal functioning
power equipment. Stud. Syst. Decis. Control 260, 249–259 (2020)

4. Golovanov, P., Livshits, M.Y., Tuponosova, E.: Analysis of impact made by the flagship univer-
sity on the efficiency of petrochemical complex. Stud. Syst. Decis. Control 260, 289–300
(2020)

5. Proletarsky,A., Berezkin,D., Popov,A., Terekhov,V., Skvortsova,M.:Decision support system
to prevent crisis situations in the socio-political sphere. Stud. Syst. Decis. Control 260, 301–314
(2020)

6. Dagaeva, M., Garaeva, A., Anikin, I., Makhmutova, A., Minnikhanov, R.: Big spatio-temporal
data mining for emergency management information systems. IET Intell. Transp. Syst. 13(11),
1649–1657 (2019)

7. Fayyad, U., Piatetsky-Shapiro, G., Smyth, P.: From data mining to knowledge discovery in
databases. AI Magazine 17(3), 1–34 (1996)

8. Suad, A.S., Bhaya, A.S., Bhaya, W.: Review of data preprocessing techniques in data mining.
J. Eng. Appl. Sci. 12, 4102–4107 (2017)

9. Kowsari, K., Meimandi, K.J., Heidarysafa, M., Mendu, S., Barnes, L., Brown, D.: Text
classification algorithms: a survey. Information (Switzerland) 10(4), 150 (2019)

10. Aggarwal, C.C., Zhai, C.: A survey of text classification algorithms. Mining Text Data, vol.
9781461432234. pp. 163–222 (2012)

11. Famili, A., Shen,W.,Weber, R., Simoudis, E.: Data preprocessing and intelligent data analysis.
Intell. Data Anal. 1, 3–23 (1997)

12. Kaplan, R.: A method for tokenizing text. Inquiries into Words, Constraints and Contexts (5),
55–64 (2005)

13. Huang, C.H., Simon, P., Hsieh, S.K, Prevot, L.: Rethinking Chinese word segmentation:
tokenization, character classification, or wordbreak identification. In: Proceedings of the ACL
2007 Demo and Poster Sessions, pp. 69–72 (2007)

14. Denny, M.J., Spirling, A.: Text Preprocessing for unsupervised learning: why it matters, when
it misleads, and what to do about it. Polit. Anal. 2(2), 1–22 (2017)

15. Singh, J., Gupta, V.: Text stemming: approaches, applications, and challenges. ACM Comput.
Surv. 49(3), 1–16 (2016)

16. Porter, M.F.: An algorithm for suffix stripping. Program: Electron. Librar. Inf. Syst. 14(3),
130–137 (1980)

17. Willett, P.: The Porter stemming algorithm: then and now. Program: Electron. Librar. Inf. Syst.
40(3), 219–223 (2006)

18. Paice, C.D.: An Evaluation Method for Stemming Algorithms, pp. 42–50. Springer, London
(1994)



210 A. Sabitov et al.

19. De Boom, C., Van Canneyt, S., Demeester, T., Dhoedt, B.: Representation learning for very
short texts using weighted word embedding aggregation. Pattern Recogn. Lett. 80, 150–156
(2016)

20. Tokunaga, T., Makoto, I.: Text categorization based on weighted inverse document frequency.
Spec. Interest Groups Inf. Process Soc. Jpn. 94, 33–40 (1994)

21. Aizawa, A.: An information-theoretic perspective of tf–idf measures. Inf. Process. Manage.
39, 45–65 (2003)

22. Mikolov, T., Chen, K., S., Corrado, G., Dean, J.: Efficient estimation of word representations
in vector space. International Conference on Learning Representations (2013)

23. Pearson, K.: Notes on regression and inheritance in the case of two parents. Proc. Roy. Soc.
Lond. 58, 240–242 (1895)

24. Quinlan, J.R.: Induction of decision trees. Mach. Learn. 1, 81–106 (1986)
25. Breiman, L., Friedman, J. H., Olshen, R.A., Stone, C. J.: Classification and Regression TREES,

p. 358. Wadsworth & Brooks and Cole Advanced Books & Software, Monterey, CA (1984)
26. Rokach, L., Maimon, O.: Decision Trees. Data Mining and Knowledge Discovery Handbook,

pp. 165–192 (2010)
27. Azad, M., Chikalov, I., Moshkov, M., Zielosko, B.: Greedy algorithm for construction of

decision trees for tables with many-valued decisions. Fundamenta Informaticae 928 (2013)



Computer Vision for Cyber-Physical
Systems



Accented Visualization User Interfaces
in Augmented Reality

Anton Ivaschenko , Sergey Orlov , and Arkadii Krivosheev

Abstract The features of using modern augmented reality devices (tablets, glasses,
and helmets) in practice require the development of new principles for building
user interfaces. Due to the three-dimensionality of the observed scene and the
need to combine real objects with virtual ones in one scene, specific difficulties
arise in ensuring effective human-computer interaction in industrial applications.
To solve this problem, it is proposed to adapt the user interface in accordance with
the concept of accented visualization and implement adaptive generation of virtual
scene elements as necessary, as a result of analysis of the user’s focus and current
context. The chapter discusses the basic patterns and requirements for augmented
reality interfaces for decision-making support systems that will improve the usability
and effectiveness of augmented reality devices application. In order to personalize
the interface and adapt it to the current operations and user interests, it is proposed
to implement machine learning algorithms.

Keywords Augmented reality · User interface · Accented visualization · Artificial
intelligence

1 Introduction

Nowadays, Augmented Reality (AR) develops from an innovative concept used
primarily in computer games to a practically useful technology, which allows
improving user interfaces in many applications. Modern AR devices, including
specific ones like goggles and helmets as well as universal smartphones and tablets,
provide the possibility to realize AR in addition to traditional user interfaces (UI).
Despite this availability and ease in use, implementation of AR UI remains yet
challenging due to the differences in perception of traditional and virtual objects.

At the same time, typical requirements for software applications deployed on
smartphones and tablets include high usability and the possibility of personaliza-
tion. The main trends come from Web services and social networks. From one side,
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any additional information or functionality can be provided to the user contextually
considering his current interest. On the other side, software developers try to reduce
redundant and annoying hints and notifications. Efficient usability is always a result
of some compromise.

Based on some experience of AR UI implementation in practice [1] there was
proposed an original concept of accented or focused visualization [2, 3], which
provides additional facilities to capture and track the user’s focus and adapt visu-
alization and behavior of corresponding controls. Further developments have led to
a new concept of the virtual mark-up approach, which describes the technology of
docking and localization of virtual elements and controls to provide better usability.
The details can be found below in this chapter.

2 Related Works

The fundamental trends in software development, including the requirement to
provide high usability and personalization, are inspired by recent Internet devel-
opments [4]. Social media bring the user inside a virtual reality of continuous inter-
communication with the network of users and devices. As a result, people perceive
it naturally to keep some interactive controls always in the area of attention.

Modern technologies of Augmented Reality are widely used in the game industry,
education, interactive manuals, and decision-making support [5–11]. We need to
differentiate the use cases of AR application in computer games and entertainment
from its continual use in professional activities. In the first case, the users are driven
by their interest, andAR starts being themain instrument to involve the user in virtual
reality and attract his attention.

UsingARdevices in the professional sphere, e.g., in surgery assistance, interactive
user guides or decision-making support runs into difficulties. The main problem is
that these interfaces often play a secondary role. Due to high uncertainty and low-
performance, AR devices do not become the basis of business processes and often
duplicate the existing IT technologies. This feature makes it difficult to overcome
implementation barriers.

Let us concentrate on this type of application. The main difference of AR inter-
faces is in their possibility to allocate virtual objects in the same space and time as
the real ones. Hints and control panels can be presented for the user at any point in
a 3D scene; they can overlap and even intersect with each other and real entities in
view. Thus AR devices provide overlaid information additive or masking the real
environment. AR technology allows developing interactive and context-dependent
user interfaces that should provide the possibilities of computer vision and object
recognition.

As a result, the user is put inside the “loop” of computer-human interaction [12, 13]
and make user interfaces context and focus dependent. The system should interlink
all related data sets (e.g., images, text,measured values, scans) and offer visual scenes
[14]. It is proposed to involve the decision-maker in the process of data processing
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and visualization using continuously interacting with the system, which helps to
optimize the learning behavior of both humans and algorithms.

AR interfaces behavior can be determined by the declarative logic in the form of
rules. Considering the high complexity and uncertainty of virtual and real objects
allocations and intersection in a 3D scene [15], necessary conditions can be deter-
mined using artificial intelligence [16–18]. Machine learning algorithms can be used
to personalize the interface and adapt it to the current actions and interests of the
user [19].

As a result of related works overview, there was formulated a new problem of AR
UI development considering modern requirements of personalization. Its implemen-
tation in practice can be performed based on the concept of accented visualization
as shown below.

3 Virtual Mark-Up Approach

The concept of accented visualization analysis for decision-making support is
presented in Fig. 1. The idea is based on the formalization of <focus, context, and
overlay context> for each user. Focus points on the object that is processed by the
user or attracts his attention. The context describes the current situation and considers
the history of previous actions and events that have led to it. Overlay context includes
virtual entities (textual items, marks, or highlights) that attract user attention to the
required scene objects when needed.

Such an approach allows changing the user focus to target values using the overlay
context as a management tool. Therefore it refers to the soft manipulation techniques
and provides higher user involvement and independence. These features increase the
usability of AR-based systems and contribute to their implementation in practice.

Within the framework of the AR-based system is required to introduce an intelli-
gentmodule of object recognitionusing, e.g., artificial neural network. In theprovided
solution, this module becomes a part of the Identifier that processes the images,
includes identification of all critical objects in view, and handles this information to
Navigator.

Navigator is responsible for user focus identification, processing, and control.
For this purpose, it can incorporate an eye-tracking subsystem. Navigator detects the
gaps in the viewer’s perception if no required attention is given to particular scene
objects at necessary times. As a result, it forms an overlay context for user focus
coordination.

Let us consider the scene sk , where k = 1 . . . Ns is the scene number that contains
some real objects wi,k , i = 1 . . . Nw

k and virtual entities v j,k , j = 1 . . . N v
k :

sk = {
wi,k ,v j,k

}
. (1)

In the mixed reality, each object at a time tn can be described by geometrical
parameters of size and shape gi,k,n . Simplistically gi,k,n can be represented by a
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Fig. 1 Accented visualization solution for AR applications

polyhedron:

gi,k,n = gi,k,n
(
wi,k, tn,

{
ci,k,n,m

})
, (2)

described by a set of points in space projected to the view of an AR device ci,k,n,m =
ci,k,n,m

(
xi,k,n,m, yi,k,n,m, zi,k,n,m

)
.

Physical objects can have various locations in space and not interact, but in the
view of AR user, their images can overlap, which can be described by a Boolean step
function:

δ
(
g j,k,n, gi,k,n

) =
⎧
⎨

⎩

1, g j,k,nhides gi,k,n;
0.5, partial overlap;
0, no overlap.

(3)

There is no need for accurate calculation of overlapping percentages. In most
cases, even extensive overlapping does not interfere with the recognition of the
specific parts that are in view.
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Overlapping of real objects in view does not depend on the application logic and
cannot be reduced. However, the amount of intersection with virtual objects and
critical physical objects in view must be reduced to minimum necessary cases:

Ω(sk, tn) =
∑

i

∑

j

δ
(
g j,k,n, gi,k,n

) → min. (4)

To solve this problem, we need to analyze the couples of real and virtual objects
considering their position and time of appearance. As a result, the following changes
can be applied to virtual objects:

• the relative shift in space to minimize or reduce overlapping;
• prioritizing of hints and control elements at a specific moment;
• grouping and docking the hints and elements in certain space areas.

The last feature helps to solve an essential problem of user interface adequacy
and stability. In case some elements disappear due to low demand, the user should
remain confident that he will be able to find them in a particular place when needed.
Especially active components like buttons and links should not migrate or move
around.

Groups of hints and active elements can be placed on separate overlay contexts
associated with specific events and requirements of a workflow. Overlay contexts
can be switched on and off when needed. This helps in introducing adequate and
understandable logic in AR user interfaces.

Solution architecture is shown in Fig. 2. Focus point data, the position of real
objects in the image, and the initial location of the virtual entities are sent to the
Matcher module. Matcher operates with logic and machine learning models. Its
purpose is to choose the pre-processor that is best suited to improve the location of
virtual entities to avoid overlapping with real objects.

Matcher also decides to leave the current position of virtual entities unchanged.
The chosen pre-processor uses neural networks, machine learning models, or logic
circuits to process the location of virtual objects. The results are then transferred to
the postprocessor in the form of a new arrangement of virtual entities. Postprocessor
evaluates the results from the pre-processors at a higher level.

After the evaluation, a decision is made to accept the result or sent it back to
Matcher to continue processing. The result is chosen from all the options as one with
the highest rating if a loop is detected as well as in the case of the expiration of the
maximum allowable time.

4 Implementation

The proposed approach was implemented in a specialized intelligent system for
industrial manual operation control, developed by Open Code LLC [3]. The system
is illustrated by Fig. 3. The overall solution is used to identify gaps and failures
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Fig. 2 Virtual mark-up
solution architecture

Fig. 3 AR-based intelligent manual operations’ control
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of the operator in real-time, predict possible operating mistakes, and suggest better
procedures based on comparing the sequence of actions to the experience of highly
qualified operators.

The objects are identified using the neural network and presented in an AR scene
generated by the tablet or interactive dashboard. It is possible to use AR goggles, but
the operators still refuse using it due to low comfort.

System functionality includes:

• scene object identification based on image analysis;
• complex devices analysis including components identification by the partial view

and assemble tips generating;
• contextual description of the object in view;
• search and highlighting of the object required;
• user attention identification and contextual add-ons generating according to the

principles of accented visualization;
• operating scenario processing, tracking, and control.

Virtual objects include two layers for all the identified objects (marked by blue) and
hints for wrong or delayed operations (marked by red). For regular using the first
layer is switched off. 3D models of the objects are not depicted as well. Overlapping
of irregular operating notifications with the corresponding objects do not interfere
with the workflow and help to attract attention in the required time and space.

Another example of an AR application is the specialized solution for electric
meters surveying based on photo fixation [2]. The main challenge is concerned with
a large variety of analog and digital meters available on the market. In addition to
this, each meter has some additional digital notes on the front. Notes can be mixed
up with an indication.

System functionality includes:

• automation of the process of recording the readings of electricity meters by
employees of the company;

• identification of fraudulent and other illegal actions of consumers;
• collection of evidence of identified offenses for use in judicial and other

proceedings.
• There was developed a specializedmobile application for photographing the read-

ings of electricity meters (see Fig. 4), their transmission to the data processing
center, recognition, and operational analysis by the staff of a regional energy
distribution company.

To overcome this difficulty, there was proposed a solution of a pre-launchAIMatcher
that distributes the identification procedure to separate layers, which corresponds to
the idea of virtual mark-up. The first layer is used to identify the type of meter and an
indication screen. Then the picture is processed to a separate neural network capable
of digits recognition.

This approach allows using the solution in complex conditions with low light,
screen pollution, and shading. The first layer has low sensitivity, and the second can
identify digits using minimum information available.
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Fig. 4 Examples of meters reading recognition

5 Discussion

User interface usability analysis can hardly be formalized. Some users prefer simple
user interfaces that contain minimum necessary control elements; others find it
comfortable to get access to all functionality available at a time. Nevertheless, the
widespread use of smartphones and Internet browsers has formed the principles that
are common for the majority.

In AR applications, the virtual objects are mixed to the projections of the real
objects over the user screen. In this situation, it is impossible to split them off and
isolate basic controls in a specific area. In computer user interfaces, this problem is
usually solved by docking the controls to the borders of the screen. In AR interfaces,
the screen borders disappear, which makes it impossible to find the best place for
them.

It can be noticed that despite there remains such a critical point in space like the
center of user view, determined by his focus. But any user expects to find there an
important real object, not supplementary controls. So it is also not the best point for
additional elements.



Accented Visualization User Interfaces in Augmented Reality 221

To analyze and compare various solutions of user interface comfort, there can
be introduced the minimum time of finding the required element. With inefficient
computer interfaces, the skilled user can find the necessary element for a fixed time
easily. In case some controls are hidden or needmultiple steps for access, this time can
be increased, but the user should understand what chain of actions he has to perform
to reach the point. In augmented reality, this challenge becomes more complicated,
but the trained user should understand what controls are hidden and why as well as
how to get them back.

Therefore the access time becomes not sufficient to estimate AR UI usability.
In addition to it, we propose to study the track of the user focus. The latter can be
captured by, e.g., eye tracker, a subsystemused inmodern games. Eye tracker includes
hardware capable of capturing the user’s view and linking it to screen coordinates. In
addition to application in computer games, it is successfully used in various experi-
ments of user interfaces analysis [20]. Using this device, the system can understand
how the user was looking for a hint or component.

Some research on performing various tasks by the users of different age and gender
have proven that the trajectories of multiple users that look for the same elements in
comparatively overloaded by objects screen can be significantly different. “Tobii eye
tracker” was used for it. Some results are presented in Fig. 5. There was developed
specialized software capable of tracking the users’ focus for the AR user interface.

Fig. 5 Combined focus track of 10 users looking for an original element on the computer screen
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The resulting trajectory characterizes the way between the points of expected and
real locations. The experimental results prove that the implementation of the virtual
mark-up approach allows decreasing the track of the user’s view by grouping and
adapting the positions of virtual objects to his expectations.

6 Conclusion

The proposed approach was implemented in a specialized intelligent control system
developed based on the Open Code LLC platform for the assembly production of
KAMAZ vehicles. Some cameras are used to track operations following the techno-
logical process and determine the objects that will be used in a real scene. Intelligent
software provides recognition of images of objects and their comparison with the
corresponding description in the knowledge base. Video panels or augmented reality
glasses are used to deliver relevant contextual information to the operator.

Interactive visualization tools are implemented to generate prompts to users,
control the execution of technological operations and transitions, and obtain feed-
back. As a result, the probability of identification increased to 0.95. The proposed
solution allows ensuring the universality of the use of interactive electronic technical
manuals in a given subject area, regardless of the number of types of products, parts,
and designs.

Some studies on the performance of various tasks by users of different ages and
sexes have proved that the trajectories of different users who are looking for the
same elements on the screen can vary significantly. The experimental results confirm
that the implementation of the virtual mark-up approach allows to reduce tracking
of the user’s gaze by grouping and to adapt the positions of virtual objects under his
expectations.
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The Status Functions Application
for Multispectral Data Images Processing
in Virtual Reality Systems
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Abstract The analysis of problems of feedback channel design in virtual reality
training systems is presented. These problems are combined into groups of technical
implementation, software processing of data, and mathematical models for assessing
the state of a person studying in a virtual reality system. For the design of the tech-
nical implementation, possible technologies are considered. To create a non-invasive
channel for assessing a person’s condition, the possibility of using multispectral
methods and image recognition technologies is highlighted. To develop mathemat-
ical support, a brief analysis of the mathematical representation of the signals in the
communication channel was made. The methods based on the canonical expansions
of random functions are singled out. To process the signal, a method of status func-
tions is used, based on the canonical expansions of random functions. An experiment
was conducted to develop a feedback channel based on multispectral imaging tech-
niques and status functions. In the experiment, we used the study of the possibility of
perceiving a 3D image of a volumetric display. The experiments demonstrated good
prospects for the proposed technologies and mathematical methods. It was revealed
that a short test demonstration of SIRDS-images or 3D-images before the beginning
of the presentation of the main educational material promotes a holistic perception
of pseudo-images. The proposed approach is advisable to use in modern educational
platforms for the study and research of cyber-physical systems.
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1 Systems of Virtual Reality in Training

Currently, the entire training system is being transformed [1, 2]. One of the aspects
of this transformation is the introduction of virtual reality training systems (VRTS)
in the process of education. The experience shows that the application of the VRTS
provides high educational motivation and the success of the training. This is achieved
through the activation of the brain, the realness of the objects and phenomena studied,
the inclusion of all sensory organs. A new qualitative level can be realized by virtual
reality methods in information processing, modeling, and design of experiments, the
creation of complex machines and mechanisms, industrial objects, processes.

The main task of the development of VRTS is the development of technical and
mathematical software. It is also necessary to create methods for assessing the cogni-
tive and psycho-emotional state of a person [3, 4]. The set of problems arises when
developing mathematical models of the state of the student, studying their psycho-
logical validity, and the means of technical and programmatic implementation of
systems for assessing learning outcomes [5]. At the same time, it is required to
preserve the continuity of the key concepts of interaction between the learner and
the teacher.

To assess the levels of training, it is possible to use the following mathematical
models: simple algebraic ones, taking into account the parameters of tasks, based on
statistical methods, fuzzy sets theory, status functions [6].

The technical implementation of VRTS will most likely be based on applying a
new concept of using the human-machine interface to create the effect of a three-
dimensional environment in which the user interactively operates virtual objects,
rather than images of these objects [7, 8].

The complex problem of the technical implementation of VRTS is the creation of
a communication channel for the interaction of a person with the technical system
affecting it. We considered ways to design a feedback channel in an ergatic VRTS
using mathematical models based on status functions.

2 Technical Opportunities for Evaluating the Change
in the Emotional State

For the application of modern methods of assessing learning outcomes, it is neces-
sary to evaluate the result of mastering knowledge, as well as the change in the
psychological state of a person. Human emotions are the physiological mechanisms
of their interaction with the environment. Basic emotions have the simplest chemical
and physical effects on the endocrine system of the body. If necessary, under certain
circumstances they lead to a change in the type of behavior. Emotions act as key
forces motivating behavior.
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Objective assessment of systemic changes in emotions and brain work is
possible based on methods for processing electro-encephalograms, Vibro images,
or multispectral images.

Electro-encephalographic methods allow the analysis of subtle functional recon-
structions of brain activity. This is their undeniable advantage. Data collection is
carried out by a contact method. This imposes are significant.

Vibro image is a functional analog of the electroencephalographic method. The
frequency of processed signals does not exceed 10 Hz, and 0–30 Hz, respectively.
For registration of the Vibro image, it is enough to use webcams. This allows us to
expect broad possibilities for applying this method for assessing the psychophysical
state of a person and groups of people when several people are analyzed in the frame.

Non-invasive diagnosis with the use of multispectral technologies is based on
photogrammetric methods of measuring the positioning of the human body in
different spectral ranges. The novelty of the proposed approach is the use of webcams
with multispectral diapason and a special software algorithm, mathematics model
of the status function. The information-measuring system receives images from web
cameras, then binds objects or fragments to the coordinate system and automati-
cally identifies them with the corresponding fragments from the database, and then
performs diagnostics. The scale and orientation of original fragments can be arbitrary.

To identify fragments, a stereo identification algorithm is used. It allows us to
compare images of different geometries. The sequence of procedures based on
photogrammetric and multispectral technologies allows solving the problem of
recognition and selection of characteristic contour forms of the body. The imple-
mentation of the proposed procedure is designed to diagnose a typical motor pattern
(smooth motion with constant motion), non-optimal dynamic stereotype, atyp-
ical motor pattern (the appearance of additional movements and distortion of the
trajectory and speed of motion), and some other.

The measurement of motor deviations can occur anywhere in the eyeshot of the
multispectral measuring system (at home, on the street, in the classroom). In the
output of the measuring system, a three-dimensional description of the shape and
dynamics of the object in a given format is shaped.Output data canbe transmitted over
the network. Information can also be visualized as a virtual three-dimensional object
with its texture. The advantages of the method include low costs, the high accuracy
of measurements, ease of use, high degree of automation, efficiency (diagnostics is
performed in real-time).

3 Mathematical Methods for Describing the Feedback
Channel of Ergatic Systems

The connection of input and output signals in the communication channel of the
information measuring system can be realized by using a direct description, which is
based on the use of differential or integral equations [7]. In this case, the description
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should use the consideration of the operator, which converts a multitude of input
signals into output signals. Therefore models that use spaces in which coordinate
functions are eigenfunctions of linear systems on infinite analyzed interval will be
developed. This ensures the universality of the developed models.

It is advisable to use the mathematical model in the form of an operator for
which bases of decompositions of input and output signals are given as harmonic
functions [8]. It is assumed that the impact on the learner and assessment of his
condition is presented in the form of a mixture of some signals. In this mixture, the
learner state variables have a useful component z(r, t), and additive noise n(r ,t). The
model of the communication channel is represented in the form of some operator
H ′. The operator displays the useful component of the output signal as the received
mixture, which depends on the properties of the transmission medium, as well as on
the characteristics of the input and output devices (performing the matching). Then
the mathematical model of the communication channel can be represented in the
following form:

H ′(x(r, t)) =< Ψ ′
r

(
z′(r, t), r, t

)|∂z
′(r, t)
∂t

= Ψr
(
x(r, t)z′(r, t), r, t

)
(1)

where z′(r, t)—learner state variables,Ψr , Ψ
′
r—somenonlinear operators containing

derivatives concerning spatial coordinates, r, t—spatial and temporal variables.
Various changes in the output signal can act as state variables.

The operator H′ is a system characteristic and reproduces the features of the signal
observed in the output. The description of the feedback channel is reduced to the
development of its system characteristics. Then the problem of numerical processing
of a stationary random function can be based on canonical representations of random
functions. They are based on the representation of a random function in the form of
a deterministic function of random variables [9].

The development of methods for using canonical expansions for mathematical
processing of signals in feedback channels in VRTS was carried out in [3]. These
results should be used to solve the problem of assessing the state of a person trained
in the VRTS for the formation of mathematical models of the state operator. Thus,
when developing a mathematical model of a person’s psychophysical state, which is
affected by a technical system for training, status functions should be used [6].

As a result of the sequence ofmeasurements of the interaction process between the
trainee and VRTS and the representation of harmonic basic status functions from the
form, mathematical models of human states can be determined. As a consequence,
based on these models, we obtain an analog of the state vector of the system.

When the learner interacts with VRTS, the new concept of using the human-
machine interface is realized for the creation of the effect of a three-dimensional
environment in which the user copes interactively with virtual objects, not with
images of these objects [7].

The problem of forming a mathematical model of the learner in the VRTS (1) can
be solved by evaluating the perception of a three-dimensional image. There is a set
of technical limitations in applying this approach.
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4 Problems of the Feedback Channel Interface

Firstly, the user can work only with a complete prototype of a real object or
phenomenon. The inclusion of focus groups at the stage of device modeling has
not shown effectiveness due to different personal ability to abstract and indicators of
spatial thinking of users. Secondly, final users have significant individual differences,
which lead to a great mismatch of the usability ratings of the device. Also, the main
methods of collecting estimates from users are questionnaire techniques and tests,
the validity, and reliability of which also require additional evidence.

According to statistics, approximately 40% of people, when viewing the SIRDS-
picture, almost immediately perceive a three-dimensional image. About 50–60%
perceive a three-dimensional image only through special training, related to the
selection of the optimal distance and focus of the view. Approximately 5–10% are
not able to perceive an artificially formed volumetric image due to specific vision
problems. Taking into account that modern multimedia educational technologies are
oriented to the perspective of virtualization of educational material with the help of
visualization of voluminous objects with new technical means [4], there is an urgent
need to adapt (transform and switch) modern pedagogical methods and tools to a
new qualitative level.

For each of the following indicators, we will use an estimate based on the status
functions [6]:

1. Characteristics of two-dimensional images

(a) Screen resolution.
(b) Color of the image (color rendering quality).
(c) Frame rate.

2. Characteristics of the three-dimensional image.

(a) Viewing angle.
(b) Image size.

3. Monocular properties of volume perception (I1)—these are taken into account
when creating content for the display:

(a) Parallax movement.
(b) Perspective.
(c) Shadows.
(d) Mutual overlap of objects (occlusion).
(e) Rotating object.
(f) Gradient texture.
(g) Heterogeneity of form.

For each of the indicators, and evaluation is based on status functions [5]. For each
assessment objective (display characteristics, sensor readings, image analysis by
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software), and subjective indicators are used. Analysis of status functions allows us
to conclude the perception of the image.

5 Experiment

When considering the volume pseudo-images (stereo images, 3D-images) without
the use of special technical means (liquid crystal glasses, anaglyph glasses, etc.), it
is required to perform two opposite actions:

• to direct a relaxed glance through the image,
• focus on the image, when each eye captures a clear and sharp image.

Studies were carried out at two independent levels:

I level—collective, classroom testing;
II level—“deep” individual testing.

In group testing, 87 people participated. The format of themessages of the textual-
visual plan (lecture material) was selected depending on the target audience. The
measurement of the physiological activity of students was made depending on their
physiological activity (movement of the head, limbs, thermographic data of the open
skin) when passing the test material in the audience. The technology of such an
experiment is described in detail in [3, 4]. The differencewas thewaydata is presented
in 3D format. We used SIRDS-images, as well as 3D-images, formed based on the
patent [9]. At the same time, publications in this subject area were taken into account
[10–15].

List of used equipment:

• Stereo camera based on digital camera ELP USB8MP02G-MF80, 8.0Megapixel,
shooting mode 2K–4K;

• Digital camera GoPro 3+, shooting mode 2K–4K;
• Infrared laser flashlight with adjustable beam shape and backlight frequency;
• TV camera Flir® Tau®2 with uncooled VOx microbolometer;
• 3D-display designed based on the patent of the Russian Federation No. 2526901;
• Multimedia projector XGIMI H1;
• Laptop: Sony Vaio SVD1321M9RB, Intel® Core™ i5-4200U CPU@ 1.60 GHz

2.29 GHz, 4 Gb RAM, Windows 10 Pro (64-bit OS, x64 processor); Tablet: iPad
Air, RAM 64 Gb, iOS 11.0.3.

The results of the 1st level audit are shown in Figs. 1 and 2. The first figure shows
the placement of students in the classroom.

Classical university audiences are the best in overview for group testing. The
second figure shows a graph of the total average amplitude of active movements
(movements of hands, head, face mimic, eye movements, etc.) of students. The
time interval is 45 min. During this period, the theoretical content of the discipline
is presented. The presentation of the material is carried out in the feedback mode
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Fig. 1 Content placement trainees. The upper rows in the audience are scanned with a visible
decrease in resolution accuracy. The green frame shows the faces of people in an active cognitive
state, the yellow one indicates a decrease in attention, the red frame corresponds to a lack of attention

Fig. 2 The average amplitude of activity movements with clearly visible periods of decline and
the increase in activity in the audience. The graph reflects the dynamics of the registered motility
of movements in 25 min (in the so-called active phase of the perception of group information

(discussion and explanatory). On the chart, a fifteen-minute group climb of students’
activity can be followed, followed by a “fatigue” decrease (8–10 min) and a new,
more “effective” rise. In this case, the graph can be viewed as a conditional classroom
“pro-file” of the learning group, which reflects the students’ reactions to the instruc-
tional material presented by the teacher. Such visualization of the audit “profile”,
in real-time, significantly expands the possibilities of the educational and educa-
tional process, makes it possible to effectively evaluate and correct educational and
methodological material.

In individual testing, the “deep immersion” method was used in a virtual environ-
ment, which was formed using the status function method, 17 people were tested.
The experiment was conducted twice (one week after the first testing), with the
same composition of participants. The study of eye tremors has been carried out
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Fig. 3 General view of the information and measuring system of “deep” testing. Legend: 1—
digital camera; 2—infrared searchlight; 3—3D-display; 4—laptop with a test program. The photo
was taken at real field studies. Some parts of the image are veiled to maintain privacy. A feature
of the installation is its hardware availability and high measurement efficiency. Setting the viewing
angles (this is important) of web cameras and its adjustment can be done remotely (remotely) using
the developed software

Fig. 4 An example of the work of an information-measuring system for “deep” testing: A1—eye-
fixing (pupils) in the search mode; A2—eyes (pupils) in the perception mode; B1—fixation of the
eyes (pupils) in the search mode (inclination of the head); B2—eyes (pupils) in the perception mode
(inclination of the head)

in some works, for example [16]. Figure 3 are shown the system for conducting
“deep” individual testing. Figure 4 are shown an example of the operation of the
information-measuring system.

6 Conclusion

The effectiveness of the learning process directly depends on the appliedmethods and
means, as well as the ability to most accurately assess the assimilation of educational
material. In this case, the possibilities of using new educational technologies based on
status functions are considered to form a feedback channel for training in specialized
virtual reality systems.

The educational material using 3D technologies allows us to effectively achieve
the planned learning goals. Unfortunately, three-dimensional images, due to the
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physiological features of the perception of 3D images by humans based on 3D
technologies, are not always perceived by students.

In the proposed chapter, the development of actively studied methods was carried
out [17–20]. Vibration imaging methods allow you to register minor vibrations of
a living object using standard technical equipment, such as digital or analog video
cameras [21, 22]. Processing data on the movement of body points in space reflects
the psychophysiological state of a person and the level of his emotional arousal.
All these allow to remotely scan people, revealing the level of their psychophysical
state of activity, stress, and other characteristics of the psychophysical state of a
person. In this chapter, these characteristics are used to collect data for constructing
a mathematical model of a person’s psychophysical state based on status functions.
This method allows you to go to the quantum-mechanical operators describing the
state of man. The prospects of these methods are considered in the early works of
the authors. In the present work, the next step is taken to study the combination of
the status function method for mathematical modeling based on the proposed and
technically implemented laboratory setup.

The difference lies in the combination of cheap affordable devices and the
demonstration of the use of medical research in education. The work is aimed at
creating the foundations for the application of mathematical methods of quantum
mechanics in creating mathematical models of the state of students in humanergatic
machine systems. The basics of the application of status functions in models of the
psychophysical state of a person have been developed and tested.

As shown by experiments, a short test demonstration of SIRDS-images or 3D-
images of the target audience within 20–30 s. (the so-called “warm-up”, “warm-up”)
before the beginning of the presentation of the main educational material, promotes
the maximum inclusion of trainees in an active, holistic perception of volumetric
images.

In the process of research and development of a system for remote diagnosis and
monitoring of human conditions, the following were developed:

• a technique for diagnosing the psychophysical state of a person;
• algorithms for data analysis based on the method of status functions.

These results coincided with the experiments of other scientists who conducted
similar studies, therefore, the identified relationships can be used for the correction
of human conditions. If the results we obtained coincide with the results obtained
in laboratory conditions and using additional measuring equipment, then it can be
argued that they can also be used for the correction of the psychophysiological
states of a person. The proposed approach is advisable to use in modern educational
platforms for the study and research of cyber-physical systems.

Acknowledgements This chapter was prepared with the support of the RFBR grant 20-010-00465.
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Application of Faceted Neural
Networks to Solving the Pattern
Recognition Problem

Semen Podvalny , Varvara Mugatina, and Eugeny Vasiljev

Abstract The chapter considers the prospects and possibilities of using artificial
neural networks based on the faceted principle of data storage when applied to
solving the pattern recognition problem. Basic discrepancies of widely known neural
networks with the direct signal flow and their biological prototypes are discussed.
It is found out that the main reason for these discrepancies is the structural stability
of neural network models in the course of training, i.e. their passivity. The analysis
was made of the modern concept of a biological nervous system functioning as a
process of selective transfer of excitement in the hierarchical structure consisting of
the ensembles of the nervous cages with high selectivity. On the basis of this anal-
ysis, it is offered to give up the attempts of imitation of a biological nervous system
functioning at the level of elementary neurons functioning processes and to pass to
the reproduction of the information structure of data storage and processing. The
concept of a multi alternative structure and functioning of complex systems based on
the multileveled of structure, the division of functions, and modularity was chosen
as the basic concept of this approach to the formation of neural networks. It is shown
that this concept satisfies the transition to the faceted principle of data storage which
allows creating alternative neural networks with a mutable structure. The example is
given of the creation of a hierarchical faceted neural network for the recognition of
geometrical objects.

Keywords Pattern recognition model · Principles of multialternativeness · Faceted
neural networks

1 Introduction

The artificial neural networks used in the problemsof pattern recognition in a classical
case represent themselves as the functionality [1–4]:
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where:
b, c—network settings configured in the process of training;
r—number of a layer;
jr—number of neurons in the r layer;
ir—input number;
N—number of layers;
x, y—input and output variables;
xir jr—an element i of vector x, as an input of neuron j in the r layer;
F(b,c,x)—activation function.
Formal justification of the use of such neural networks in the general theory of

decision-making is the theorem of completeness, i.e., any continuous function can
be approximated asymptotically by the y(x) type functions if the first and the second
derivative of the activation functions F(b,c,x) are continuous too.

However, an experience of the application of the neural network in the problems
of recognition has shown that the specified formal prerequisite is not sufficient for
the machine realization of properties of a biological nervous system; hence the basic
discrepancies to their biological prototype are inherent in the type y(x) artificial
neural networks [5–9].

These discrepancies are connected with the attempt to reproduce biological
processes on the basis of y(x) functionality with a constant invariable structure. Re-
organization of this functionality is made on the lowest, i.e., the parametrical level
only: the network in the course of training is not capable to change the structure, thus
being passive.

The specified passivity of a neural network leads to the emergence in such
networks of the shortcomings that are not inherent in general to their biological
prototypes, as shown in Table 1.

The most essential shortcomings are [10–13]:

1. The retraining problem consisting of the distortion of previously saved data in
an artificial network in case of presentation to it of some excess quantity of the

Table 1 Comparison of an artificial neural network to its biological prototype

Artificial neural network Biological nervous system

Tendency to retraining Selective, accumulative nature of training:
«one event—one ensemble of neurons»

Low generalization ability The developed hierarchy of the
«private—general» relations

Rapid growth of a number of the configured
settings (a so-called «dimensional damnation»)

An ability to training does not decrease with
growth of the saved-up information volume

Structure immutability (constancy) in the
process of training (passivity)

Developing structure (activity)
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training samples that are unknown beforehand. In a biological nervous system,
its memory is characterized by high selectivity, whereas the data storing itself
possesses the accumulative character which allows saving previously-stored data
without distortions and in the unlimited volume.

2. Low generalization ability, i.e. the limited ability to identification between the
situationally recognizable relation «private—general» . For this purpose, the
network has to possess a multilevel, hierarchical structure.

3. The lack of autonomy in the functioning of the artificial neural networks elements
leading to the nonlinear growth of a number of the configured settings with
the increasing dimension of the tasks i.e. the manifestation of a «dimension
damnation» . In biological organisms, there are no restrictions on the dimension
of vectors of the offered attributes.

Modern ideas of biological nervous systems [14–20] demonstrate that in these
systems the characteristic principles are those of a multi alternative structure and
functioningbasedon amultileveled of structure, divisionof functions, andmodularity
[21–25]:

1. Independent storage of the events of nervous activity in the form of an ensemble
of connected neurons excited differentially only by certain sensor signals. Such
independence excludes the retraining itself.

2. The organization of neuro ensembles into the hierarchical structure which
connects them by various general attributes (properties) of sensor signals.

3. The activity of a neural network providing the reorganization of the communica-
tions structure between the ensembles after each fact of training (the formation of
the new stable ensemble and its embedding in the general structure of a network).

4. To realize artificially the properties of biological neural networks listed above it
is offered to refuse any attempts to imitate the biological nervous system func-
tioning at the level of the elementary neurons functioning processes and to pass
to the reproduction of the data storage and processing structure. To create such
a structure, the faceted principle of objects’ classification can be used (from the
French word ‘la facette’ meaning the same).

2 Faceted Principle of Data Storage

The faceted principle of the objects’ classification is that the ensemble (set) {f, s} of
attributes-facets f is formed for each event whose set of values s determines by itself
the particular object a (f , s), as shown in Fig. 1:

a ∈ A, |A| = z, f = {
f1, f2, . . . , f p

}
, s = {s f1 , s f2 , . . . , s f p }, s fi = {s fi1 , s

fi
2 , . . . , s

fi
t }, i = 1, p

The faceted principle of data storage allows to unite various objects into the
network structure Ai = ai1 ∩ ai2 ∩ . . .∩ aiz separately by each attribute f i, at the same
time introduction of an additional attribute or object does not require reorganization
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of a previously created and available structure, it just supplements it with a new
ensemble with the corresponding communications. It is essential that in the presence
of several attributes-facets f i, the hierarchical classification of objects is possible.

In Fig. 2 the possible structure of a faceted type neural network is shownwith three
hierarchical levels of ensembles a(f ,s) of neurons that can be excited or inhibited by
certain receptors-facets f i and/or from other ensembles.

In particular, the excitement of the receptors f 4, f 5, f 6 activates the ensemble a1,2,
and further, in the absence of inhibition from the ensemble a1,1, the ensemble a2,1 will
be excited which is activated indirectly by primary receptors f and in the presence
of the previous a1,2 activation.

Thus, there will be a sequence of the operated events in the system corresponding
to the ensembles a1,2 and a2,1. At the same time the excitement of ensemble a2,1 in
the absence of inhibition from other ensembles, for example, a2,2, a2,3, will lead to
an activation of the event a3,1.

As a result, under the influence of the external influence {f 4, f 5, f 6} the sequence
of events has been created corresponding to the specified excitement. This obtained
sequence of the excited ensembles corresponds to the pattern or replica of the {f 4,
f 5, f 6} influence, i.e. the result is recognition of this pattern.

The training procedure of a faceted neural network includes:

1. addition of a new object in the form of an ensemble of the values of attributes
a(f ,s)z+1;

2. inclusion of each attribute—the facet of an object in the structure of communi-
cations of a network.

Two situations are possible in the course of the solution of the pattern recognition
problems in a faceted neural network:

1. Within the same facet, there is an internal hierarchical interrelation between the
selected set of objects. In this situation, the family tree is built based on the
degree of proximity of the objects by the considered attribute which determines
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Fig. 1 The faceted memory organization in a neural network
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Fig. 2 Faceted type neural network structure

the interrelations between the events and defines the belonging of objects to either
this or that branch of the family tree.

2. An object should be classified by some set of attributes, and the value of some
attributes on which its classification should be made is unknown for this object.
In this case, an artificial hierarchy (sequence) of attributes must be obeyed for
the formation of a family tree to which the actual belonging of the recognizable
object will be defined according to this hierarchy.

3 Example of the Creation of a Faceted
Type Active Neural Network

Let’s construct the active neural networkmodel of pattern recognition for the problem
of classification of objectswith incompletely knownattributes (here the set of features
is applicable to all objects, but the values of some attributes may be unknown). The
set of the classified objects is shown in Fig. 3.

The description of geometrical objects is provided bymeans of the attributes listed
below:

1. equality of all sides;
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2. an existence of right angles;
3. equality of all corners;
4. the number of all sides is equal to four;
5. the number of all sides is equal to three;
6. the color of the recognized object is white;
7. the area of the recognized object is greater than 1 sq.unit.

Each attribute can accept two values: 1—if the object possesses this attribute, 0—
otherwise.

Such a description of the selected figures is shown in Table 2.
At the same time, it was accepted that the attribute value corresponding to the

«existence of right angles» is unknown for Fig. 2. Here we set up the hierar-
chic sequence of classification so that the attribute which value for some object
is unknown, is the last member in the classification hierarchy. It allows us to classify
objects by all known values and to determine with maximum accuracy the belonging
of the recognizable object, despite the absence of information on it by one of the
applied classification attributes.

Let’s apply the following sequence:
6. the color of the recognized object is white;

Fig. 3 A set of the classified objects

Table 2 A set of attributes-facets for the objects

Object Number Attributes

1 2 3 4 5 6 7

1 1 1 1 1 0 0 1

2 1 − 1 1 0 1 1

3 1 1 1 1 0 1 0

… … … … … … … …

20 1 0 1 0 1 1 0

21 0 0 0 1 0 0 1
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4. the number of all sides is equal to four;
7. the area of the recognized object is greater than 1 sq.unit;
5. the number of all sides is equal to three;
1. equality of all sides;
3. equality of all corners;
2. an existence of right angles.
The constructed classification tree is shown in Fig. 4.
This drawing reflects the structure of a faceted neural network shown in Fig. 2.

Each rectangle of the tree represents the ensemble of the values of attributes a(f,s)
(see also Fig. 1 and Fig. 2). And the thing is that the ensembles of the first hierarchical
level contain all attributes - facets, whereas the ensemble of the following level has
one attribute less, etc. until the last known attribute. The sequence of the excited
ensembles (these ensembles are highlighted with color in Fig. 4) creates the required
pattern of the object. As soon as a new attribute is introduced to a problem, the
existing network structure shall not collapse, it is supplemented instead with a new
branch of a classification tree, i.e. the network attains an active character.

The result of classification shows that despite the absence of information on the
presence of right angles in the second object, it can be judged from the constructed
tree that this figure belongs to the class of quadrangles with equal corners, equal
sides, and that the color of a figure is white and its area exceeds the value of 1 square
unit. It should be noted that in the case considered above the existence of right angles
in the recognized figure follows from the attribute of the equality of all corners in
a quadrangle, i.e. an originally unknown attribute of an object can be restored as a
result of the classification by the known attributes.

Attributes 

6,4,7,5,1,3,2 

4,7,5,1,3,2 

7,5,1,3,2 

5,1,3,2 

1,3,2 

3,2 

2 

Fig. 4 Fragment of the classification tree
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4 Discussion of the Results

Let’s discuss two main properties of the considered faceted neural network that draw
it closer to the properties of biological systems [26], i.e. the multileveled of structure
and the property of activity, i.e. the restructuring ability.

Belonging to a concept «network» of the faceted memory structure is determined
by the nature of interrelations between the subjects of recognition and attributes-
facets which is described with a standard «many to many» notation, as shown in
Fig. 5.

At the same time, the structure of interrelations between facets contains the
relations «one to many» as well, that are characteristic for the hierarchical
systems which operate in the problems of objects classification with the categories
«particular-general» .

Such interrelation is given in Fig. 6 showing that the objects A andC belong to the
same class basing on the f 1, attribute yet they belong to different classes basing on the
f 2 attribute. According to f 1 the objects A, C, and B,D are united in different classes,
and based on f 2 the objectsA andD belong to the same class. Such hierarchy is shown
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also in Fig. 4 which illustrates the more evident binary classification of objects by
their geometric attributes.

It is important to note that the type of multilevel structure depends on the accept-
ed sequence of the creation of a classification tree and it is defined by the priorities of
the attributes in the problem of recognition. Nevertheless, for any chosen sequence
the result of recognition will be defined by the obtained structure of interrelations,
i.e. their unique sequence similar to the sequence of the excitement of the ensembles
of neurons in biological nervous systems.

An activity of a faceted network is explained in Fig. 6 by an introduction of the new
object E possessing an attribute f 4 which was absent in the known objects A, B,C,D.
Moreover, the new object E can be characterized by the value s f2

m+1, of the attribute
f 2 which was not found before, as well. As follows from Fig. 6, the new object E
is built-in and inherent to the existing structure, expanding and supplementing it
without the distortion of the existing system of communications.

5 Conclusions

An application of passive neural network models in the systems of pattern recog-
nition meets the fundamental and based on principle difficulties connected with the
discrepancy of properties of neural networks with their biological prototype.

To overcome these difficulties it is offered to refuse the attempts to imitate the
biological nervous system at the level of the elementary neurons processes and to
pass to the reproduction of the information structure of data storage and processing
in these systems.

The faceted principle of classification of objects can be used to create such a
structure. The faceted organization of memory allows to create of the active models
of recognition with the reconfigured structure reproducing by their properties the
evolutionary principles of a multi-alternative structure and functioning of biological
systems, i.e.:

1. the creation of a memory structure based on the rule «one event-one ensemble»
gives the chance to unlimited and selective building-up of any number of objects
in the active system without the emergence of the retraining effect;

2. the modularity of a structure allows to build in the new ensembles of attributes-
facets into an active neural network structure without meeting at the same time
both the restrictions known as the «dimension damnation» and the retraining
effect;

3. the multilevel structure of a faceted network is a replica of the hierarchy of
the «particular—general» relations reproducing it directly and providing high
generalizing properties of the recognition system.
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Research of the ELA Algorithm
for Identifying Editing Fact
in Jpeg Images

Vladimir Polyakov, Dmitriy Buhanov, Maxim Panchenko,
Margarita Redkina, and Sergey Chernikov

Abstract The process of detecting the fact of image modification using the method
of analyzing the level of errors in jpeg images is considered. It is proposed to use
artificial neural networks based on an adaptive resonance theory with a hierarchical
memory structure as a classifier. A number of experiments were conducted to test
the system for detecting the fact of modification of the original image. The results
of the experiments show the speed and high accuracy to detect a modified image.

Keywords JPEG image modification · Video frame analysis · Error analysis
method · Adaptive resonance theory artificial neural network · Clustering

1 Introduction

Modern society cannot be represented without a constant, intensive growth of infor-
mation exchange. The fastest, most convenient, and affordable way to exchange
information around the world is to use the Internet. Content produced, distributed,
and consumed digitally is called digital content [1]. According to reports [1, 2], there
is an increase in digital content on the Internet. The main types of digital content are
audio and video files and streams.

The trend towards an increase in the volume of this kind of traffic in the global
network has led to problems of quality control, reliability, and time of access to
digital content. The most urgent and not fully resolved task is the verification of
the authenticity and reliability of digital images, that is, revealing the fact of image
falsification. In [3–5], a review of the main methods of checking digital images for
falsification is carried out. These methods are based on ADJPEG and NADJPEG
filters, primary quantization matrix detection, and JPEG ghost detection. However,
according to [6], when checking these methods on the database of falsified images
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[7], unsatisfactory results were obtained. Most approaches require an expert to find
a fake area. This slows down and reduces the accuracy of the process of finding the
image modification.

To solve this problem, it is proposed to use a method based on error level analysis
(ELA), that automates the determination of the fake area. Error rate analysis examines
lossy digital image compression artifacts such as JPEG. Using this method, it is
possible to find modified areas of a JPEG image [8], based on the features of the
JPEG encoding. In this chapter, noise is the difference between an image and its
compressed version. The resulting noise is analyzed for the difference in the levels
of compression artifacts. An image that has not been modified has a uniform level
of compression artifacts. Thus, the part of the image that has been changed and the
part that remains intact will have different levels of compression artifacts. The JPEG
image encoding method [9] causes noise.

Consider JPEG encoding. An image in which each pixel is described by 3 bytes
of the RGB model can be converted to the YCbCr model [10]. A group of 4 pixels,
represented as a 2 × 2 block, can be described by a set of components:{Y, Y, Y, Y,
Cb, Cr}, where Y—brightness, Cb—relative blue, Cr—relative redness of the image.
The order of these components is specified in the image header. Totally, a group of
4 pixels is described not by 12 bytes, but by 6, which halves the file size.

Next comes the encoding stage, which includes lossy compression of the JPEG
image. The image is split into 8× 8-pixel blocks. A discrete cosine transform (DCT)
is performed over each block [11, 12], at the stage of which the output matrix will
contain the coefficients for the patterns, which are the basis for compiling any image
of 8 × 8 pixels. This basis is shown in Fig. 1a.

The values of the output transformation matrix are arranged in ascending order
of frequency according to the principle shown in Fig. 1b. The resulting coefficient
matrix is divided by a rounding matrix, also called a quantization table [13], and the
values in the cells are rounded to the nearest integer number. Quantization matrices

a b

Fig. 1 a basis matrix from [12], b principle of increasing frequencies in a matrix [13]
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1 1 2 2 4 2 5 6 

1 1 2 3 6 1 6 6 

1 2 2 4 6 1 7 6 

2 2 3 5 9 1 8 6 

2 4 6 7 11 2 10 8 

4 6 6 8 10 2 11 9 

6 8 9 10 12 5 12 10 

9 10 10 11 10 7 10 10 

a

3 2 2 3 5 8 10 12 

2 2 3 4 5 12 12 11 

3 3 3 5 8 11 14 11 

3 3 4 6 10 17 16 12 

4 4 7 11 14 22 21 15 

5 7 11 13 16 21 23 18 

10 13 16 17 21 24 24 20 

14 18 19 20 22 20 21 20 

b

Fig. 2 Quantization matrices of modification of the original image a and its compressed version b

used for compressing the images on which the tests were carried out are formed
depending on the set compression quality.

The quantization matrix for the modification of the original image in Fig. 2a is
generated based on a quality score of 90%, and for its compressed version (Fig. 2b)
based on a quality score of 95%.

The coefficients of the DCT matrix form a vector according to the pattern shown
in Fig. 1b. The first coefficient of a vector is called the DC coefficient or sample
mean. All subsequent vector coefficients are subdivided into 3 equal groups, each
containing 21 elements: a group of low-frequency coefficients, a group of mid-
frequency coefficients, and a group of high-frequency coefficients [13].

The quantization table values increase as you move along the scheme shown
in Fig. 1b. When dividing and rounding the result of the DCT transform by the
quantization table in Figs. 2a and b, the high-frequency elements of the resulting
matrix have values close to or equal to zero.

Thus, the DCT output block goes through a sampling or quantization process -
a process in which high frequencies are removed. This is where information loss
occurs.

Further compression occurswithout losses in threeways: length coding, delta, and
Huffman’s methods. An important stage for this work is the stage of lossy compres-
sion. Compression with a higher quality index removes more DCT coefficients and
affects those that are more visible to the human eye. The difference between images
with different compression levels is noise.
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Table 1 Test data for the
experiments

Exp. no Number of
images

Number of
modifications

Size of
modifications

1 5 20 100 × 100

2 5 50 100 × 100

3 3 20 100 × 100

4 3 10 200 × 200

5 3 30 200 × 200

2 Preparing Data for Experiments

The chapter proposes a system for detecting the facts of image modification by
analyzing noise histograms of JPEG images based on the ELA method. An artificial
neural network (ANN)ART-2m is used as a classifier of data, frequencies represented
by histograms.

Test data obtained by embedding in the original image into another image position
obtained by the normal distribution, the size intersperse image remains unchanged
with respect to all modifications obtained. Parameters of obtained test data are shown
in Table 1.

The table shows the data for the experiments, the data for experiments 3–5 were
obtained when analyzing the same video sequence, respectively.

3 Development of an Image Modification Detection System

The resulting test sample passes through the transformwith the selected compression
quality. The difference between the modified image and its compressed version is
noise (Fig. 3).

Next, the resulting noise image is converted to a black-and-white version of the
image and this version of the histogram of noise. The histogram of noise is described
by a vector V, consisting of 256 elements. After repeating the algorithm overall
modified images, we get vectors Vi , i = 1..n, where n- number of tests or modified
images. Figure 3 illustrates an example of the modified video sequence frame (a),
the noise (b), the histogram of the original frame noise (c), and the modified block
noise histogram (d).

As seen from Figs. 3a and d, the histogram of the modified image noise has fewer
black pixels (with a value of 0) and more colored pixels (with a value different from
zero), this is due to a larger amount of high-frequency noise in the modified image.

Consider an algorithm for detecting image modification, the block diagram of
which is shown in Fig. 4. Input data: Images and quality parameter Quality.

The algorithm is the following steps:
Step 1. Initializing an empty set of vectors V and its counter (iterator) i.
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Fig. 3 a modified frame of the video sequence, b noise of the modified frame, c histogram of the
noise of the original frame, d histogram of the noise of the modified frame

Step 2. Then carry out the following steps for all images in a given set:
Step 2.1. The Image is compressed according to the JPEG standard with the

Quality parameter, the resulting image will be denoted as Compressed_image.
Step 2.2. Find the Noise as the Difference between the compressed and the given

image.
Step 2.3. Convert Noise toMonochrome_noise.
Step 2.4. Building a histogram (Hist) based on the pixel values of a monochrome

image of noise (Monochrome_noise).
Step 2.5. Create a vector V describing the histogram (Hist)
Step 3. Set of vectors V, resulting in the implementation of the algorithm is fed

to the input of ART-2 m classifier.
The most popular methods for solving classification problems are methods based

on ANN [14–16]. One of the most pressing problems inherent in different classes
of ANN is instability during additional training. In [17], was presented the network
that solves it. Subsequently, papers were published describing various modifications
of the ART-2 network [18, 19].

As the classifier was selected ART-2 m network having a tree structure of
memory. In [20] described the algorithm of such a network. It is an iterative process,
represented by the following algorithm:
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Fig. 4 Algorithm of image modification detecting

1. The image, which is a vector of numbers, is fed to the input of the comparison
field of the ANN ART-2 m. The corresponding neuron is determined for it from
the recognition field.

2. If the input image does not match with those already in memory, there is the
ANN trainingmode, while it does not break the tree architecture. The generalized
structure of the ART-2 m network is shown in Fig. 5.
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Fig. 5 Generalized structure
of ART-2 m

The diagram shows: F1 is a comparison field, F2 is a recognition field and Gkc

is a similarity field, represented by similarity parameters ri teri , where i = 0..kc
for each of kc ANN tree structure levels. The calculation of ri teri is based on the
following recurrent dependency:

ri ter0 = 0.5; ri teri+1 = ri teri + 0.75(1− ri teri ).

The input is a histogram V, ANN outputs are represented by images of originals
noise Yorig or modifications Ymodi f

4 Results

A number of experiments were performed on the test data described in Table 1. The
tree constructed on the basis of the results of experiment 1 using ART-2 m is shown
in Fig. 6.

In Fig. 6 shows the result of the experiment with the test data of experiment
1. It can be seen from the results obtained that most of the noise of modifications
(modi f _i, i = 2 . . . 5) are less similar to the noises of the originals, for which
these noises of modifications were obtained. The exception was the modification
noise of the first original. (orig_1). It is similar to the noises of the original with
ri ter3 = 0.982. It also shows that the original sounds and noises original versions are
similar to each other. To analyze the image recognition rate at the network input filed
different sets of fixed-size images with the number of inputs equal to 100. Figure 7
shows the performance of ART-2 m during the recognition of the input image. The
average time for pattern recognition is 12.88 ms.

In experiments 1, 2, in which images not connected by a single video sequence
were used as test data, all modifications of each original generate a new branch of
the hierarchical memory of the classifier based on ART-2 m. This suggests that using
this approach requires an original image. In the presence of the original image, the
following binary classification results were obtained (Table 2). All original images
were assigned to one group, all modifications to the other.
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Fig. 6 ART-2 m memory tree

Fig. 7 Average speed of recognition of the input image ART-2 m

Table 2 Results of binary classification

Exp. 1 Orig. Modif. Exp. 2 Orig. Modif.

Orig. 1.0 0 Orig. 1.0 0.004

Modif. 0 1.0 Modif. 0 0.996
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Table 3 Results of a binary
classification in the analysis
of video sequences

Exp. 3–5 Orig. Modif.

Orig. 1.0 0

Modif. 0 1.0

But this approach does not allow us to identify the original image without modifi-
cation. If you use a video sequence as test data, as in experiments 3–5, then this allows
you to identify a modification, having an incomplete set of original frames for train-
ing. Table 3 shows the general results of the binary classification for experiments
3–5.

The experiments show good classification results. Using a modification of ART-
2 m to identify video editing due to the fact of high recognition rate. It should also
be noted that the architecture of the ART-2 m ANN allows additional training of the
network during operation.

5 Conclusion

The chapter presents the results of research to identify the fact of installation in JPEG
images. For the study, algorithms for checking images for falsificationwere analyzed.
From the considered algorithms was chosen algorithm ELA, because it allows you to
automate the search for the modified region in the image. As an evaluation criterion
has been selected image vector describing the brightness histogram of image noise.
To obtain this vector, an algorithm presented in the work was developed, a feature
of which is the use of ART-2 m for image classification. This feature allows you to
increase the speed of image recognition, as well as perform additional training of the
network in the process. After the experiments, conclusions were drawn, according to
which the most effective application of the algorithm would be its use to identify the
fact of editing in single-frame images. This is due to the fact that in order to identify
the fact of editing, an original image is needed, which in the case of a single image
may be absent, however, in the video stream, some frames may remain untouched,
thereby providing original images for the algorithm. In the future, the algorithm
requires modification to enable automated detection of the falsified image area.
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Analysis of Energy Characteristics
for Issuing Areas of Significance When
Compressing Images in Cyber-Physical
Systems

Stella Lyasheva , Oleg Morozov , and Mikhail Shleymovich

Abstract The article discusses models andmethods of image compression in cyber-
physical systems. An approach is proposed to determine the significance of image
areas in terms of their perception. An algorithm for identifying image significance
regions based on an analysis of energy characteristics is described. The algorithm
allows building a weight model, in which the image is considered at various scale
levels. The multiple-scale wavelet transform is primarily applied, and then, based on
the values of detailed wavelet coefficients, the pixel weights of the image copies at
each level are calculated to build the weight model. Significant pixels are defined as
pixels whose weight exceeds predetermined threshold values. The totality of these
pixels forms a region of the significance of the image. Themethod of image compres-
sion using the algorithm for highlighting areas of significance is described. This
method allows for reducing the image size by discarding the detailed wavelet coef-
ficients associated with non-significant pixels. The method involves the use of addi-
tional quantization and entropy coding operations to improve image compression
quality. Examples of image compression based on the described models, methods,
and algorithms are given. It is shown that using the described approach it is possible
to obtain compression and recovery characteristics that are comparable and, in most
cases, exceed the quality of the corresponding characteristics of popular image
presentation formats.
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1 Introduction

Currently, there is the widespread use of models, methods, and tools for image
processing and analysis for solving decision support tasks in various systems,
including road safety systems, autonomous vehicles, and aircraft control systems,
Earth remote sensing systems, access control systems to protected objects, etc. [1–5].

These systems should be considered within the framework of a relatively new
actively developing scientific and technical direction—the theory of cyber-physical
systems (CPS). CPS is understood as systems that provide reliable and secure control
of remote physical objects in real-time using intelligent, info-communications, and
computing technologies [6].

One of the intelligent technologies of cyber-physical systems is computer vision
technologies based on models, methods, and tools for image processing and analysis
[7].

According to the paradigm of D. Marr, image processing and analysis procedures
can be divided into three levels [8]. At the first lowest level, images in the form
of a set of attributes (brightness values or color intensity vectors) of pixels arrive
at the input and output of the corresponding procedures. The second, middle, level
procedures at the input also receive images in the form of a set of pixel attributes, and
at the output, descriptors are formed that describe fragments of images. And finally,
at the third, highest level, the corresponding procedures process image descriptors
to determine their content.

As a rule, in the systems that process and analyze images, it is necessary to
ensure their transmission and/or storage [9, 10]. At the same time, due to the fact
that images represent large volumes of data, it is usually necessary to implement
image compression procedures that reduce transmission time and/or increase the
effective capacity of information storage devices and are related to the middle level
of processing.

In the most general form, the main approaches to image compression are reduced
to a scheme consisting of three steps, but not all of them are mandatory: reduction of
inter-element correlation, quantization of data elements, and coding of data elements.
The most complete general compression scheme is implemented in the JPEG stan-
dard [11–13]. In practice, not all of these steps are implemented in the compression
procedure. This is due, for example, to the fact that it is necessary to provide compres-
sion of images without distortion, which is impossible when performing scalar or
vector quantization or when interpolating the brightness of pixels based on reference
values. However, distortion compression is most effective.

2 Compression Methods Based on Wavelet Transform

Many effective image compression methods are based on the use of the wavelet
transforms. Distinguish between continuous and discrete wavelet transforms [14,
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15]. Multiple-scale wavelet transforms also belong to discrete wavelet transforms.
The image is presented in the form of a matrix of approximating coefficients and a
set of matrices of detailed coefficients in the multiple-scale wavelet transform.

Based on multiple-scale wavelet transforms, it is possible to construct proce-
dures for the analysis of detailed coefficients that allow localizing changes in bright-
ness or color in images. For example, Fig. 1 shows the multi-scale orthogonal Haar
wavelet transform of standard images of the boat, cameraman, and house, where the
values of the detailed wavelet coefficients are represented by dots marked with gray
gradations—darker brightnesses correspond to large absolute values of the coeffi-
cients. The standard images are 512 × 512 pixels in size and are taken from the
USC-SIPI collection [16]. From the consideration of the figure, it is seen that a
change in the brightness values in the source images (above) is observed at points
corresponding to relatively large absolute values of the detailing wavelet coefficients
(below). Figure 1 shows a two-level wavelet transform.Moreover, the approximating
wavelet coefficients are shown as copies of the original image.

Based on the wavelet transform, many image compression methods have been
developed [17, 18]. One of the most famous is JPEG2000 compression [19].
The scheme of this compression for color images contains operations of splitting
images into tiles, shifting the database and converting color space (this operation
is not required for grayscale images), discrete wavelet transform, quantization, and
arithmetic coding.

In general, two methods are distinguished when encoding a wavelet-transformed
image – intra-subband and inter-subband [20]. The intra-subband methods, for

Fig. 1 Examples of multi-scale Haar image transform
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example, EBCOT,SPECK,SWEET, are basedon eliminating the correlation between
adjacent wavelet coefficients in each of the subbands individually. The inter-subband
methods, for example, EZW,SPIHT, are based on eliminating the correlation between
wavelet coefficients from different subbands.

One of the most popular methods is SPIHT, based on the following idea. The
wavelet transform decomposes the image into subbands corresponding to low and
high-frequency components. The bulk of the image energy is concentrated in the
low-frequency ranges. Therefore, it can be expected that the coefficients of the parts
decrease when moving from the high level to the lower one. In addition, there is a
certain spatial similarity between the subbands.

3 Model of Energy Image Features Based on Wavelet
Transform

The points in which there is a large difference in brightness can be determined energy
characteristics model [21–24]. Within the framework of this model, estimates of the
contribution of the pixels to the total energy of the image are considered based on
the analysis of the values of the detailed wavelet coefficients at various levels of
decomposition from the initial level j0 to the final level J − 1. The number J is
determined by the formula:

J = log2 N , (1)

where N—a number of rows and columns of the image.
When analyzing the level j of wavelet decomposition, the energy of the difference

�E j (m, n) at a point with coordinates (m, n) can be estimated using the expression:

�E j (m, n) = LH 2
j (m, n) + HL2

j (m, n) + HH 2
j (m, n) (2)

where LHj (m, n), HL j (m, n), HHj (m, n)—detailing wavelet coefficients with
coordinates (m, n) at the level j. In the case of applying the multiple-scale orthogonal
Haar transform, these coefficients are calculated as follows:

LHj (m, n) = (LL j+1(2m, 2n) + LL j+1(2m + 1, 2n)−
−LL j+1(2m, 2n + 1) − LL j+1(2m + 1, 2n + 1))/4, (3)

HL j (m, n) = (LL j+1(2m, 2n) − LL j+1(2m + 1, 2n)+
+LL j+1(2m, 2n + 1) − LL j+1(2m + 1, 2n + 1))/4, (4)

HHj (m, n) = (LL j+1(2m, 2n) − LL j+1(2m + 1, 2n)−
−LL j+1(2m, 2n + 1) + LL j+1(2m + 1, 2n + 1))/4. (5)
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Fig. 2 The relationship between image copies at different levels of themulti-scalewavelet transform

In expressions (3)–(5) LL j+1 denotes a matrix of approximating wavelet coeffi-
cients at the level j+1. The values of the approximating coefficients are the brightness
values of the copy of the original image at the corresponding level. Thus, in themulti-
scale wavelet transform, each detail level coefficient j is associated with four pixels
of a copy of the j+1 level image. This determines the relationship between pixels of
different levels of image representation (Fig. 2). For the considered Haar transforma-
tion, this can be clearly observed from the expression for calculating approximating
coefficients:

LL j (m, n) = (LL j+1(2m, 2n) + LL j+1(2m + 1, 2n)+
+LL j+1(2m, 2n + 1) + LL j+1(2m + 1, 2n + 1))/4 (6)

and expressions for the inverse transformation:

LL j+1(2m, 2n) = (LL j (m, n) + LHj (m, n)+
+HL j (m, n) + HHj (m, n))/4, (7)

LL j+1(2m + 1, 2n) = (LL j (m, n) + LHj (m, n)−
−HL j (m, n) − HHj (m, n))/4, (8)

LL j+1(2m, 2n + 1) = (LL j (m, n) − LHj (m, n)+
+HL j (m, n) − HHj (m, n))/4, (9)

LL j+1(2m + 1, 2n + 1) = (LL j (m, n) − LHj (m, n)−
−HL j (m, n) + HHj (m, n))/4. (10)

Based on the above reasoning, all pixels and all points with coordinates (m, n) at
the level j can be associated with the energy estimates of the brightness difference,
both this level and all levels from j0 to j-1. Therefore, in the framework of the image
representation based on the model of energy features for its analysis, it is possible to
determine the function of calculating weight values:

w j (m, n) = Tj (�E j0(m, n), . . . , �E j (m, n)), (11)
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wherew j (m, n)—the weight of the point with the coordinates (m, n) of the image at
the level j , which reflects its significance in terms of contribution to the total energy
of the image; Tj (·)—a function for calculating weights at the level j ; �E j0(m, n),
…, �E j (m, n)—the energy estimates at the point with coordinates (m, n), which
are obtained at the levels j0, …, j .

Based on the weight values of all levels, it is possible to construct the weight
model of the original image, as well as weight models of its representations at
different levels. Examples of the weight models for standard images of the boat (left),
cameraman (center), and house (right) are shown in Fig. 3, where darker brightnesses
correspond to large values of weights.

The weighted models can be used to analyze the significance of changes in bright-
ness at the image points, presented in the form of a wavelet decomposition. Since
localization of the brightness changes in the image is associatedwith the values of the
detailed wavelet coefficients, the weight models allow determining their significance
for the inverse wavelet transform.

Figure 4 shows copies of the standard boat image, formed only from the approxi-
mating wavelet coefficients of levels 6 (left), 7 (center), and 8 (right). The presented
copies of the original image can also be interpreted as “adding” to the approxi-
mating wave-let coefficients of level 6 detailed wavelet coefficients of higher levels.

Fig. 3 Examples of the weighted image models

Fig. 4 The copies of the boat image
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At the same time, it is clear that when copies are formed from higher levels, their
quality increases. It should also be noted that the original image in JPEG format
has a volume of 101,7 Kb, and its copies at levels 6, 7, and 8—8,7 Kb; 54,8 Kb and
73,8 Kb, respectively. This shows how significantly reducing the number of detailing
wavelet coefficients affects the quality of the compression and the quality of image
recovery.

Thus, it is possible to determine the optimal set of detailing wavelet coefficients
needed to represent the image. Representation of the image in the formof the approxi-
mating wavelet coefficients sets and the number of detailed wavelet coefficients ones
significantly reduce its volume and can be used as the basis for its compression
procedure.

4 Application of the Energy Features Model for Image
Compression

The energy featuremodel (or weightmodel) of the image allows obtaining theweight
values associated with the approximating and detailing coefficients for the various
levels of themulti-scalewavelet transform. Theweights obtained in the framework of
this model can be used to analyze the significance of the detailed wavelet coefficients
from the point of view of image reconstruction.

In general terms, the proposed image compression procedure using the energy
feature model contains the following steps:

1. Determination of the final level of the wavelet decomposition J − 1.
2. Setting the initial level of the wavelet decomposition j0.
3. Setting the function for calculating weights Tj for all levels of the wavelet

decomposition j0, …, J − 1.
4. The calculation at each level j of the value of the weights w j (m, n) for all the

detailed wavelet coefficients with coordinates (m, n).
5. Setting at each level j is a threshold value � j .
6. Constructing a significance map of detailed wavelet coefficients by performing

threshold processing of weight models of each level j :

w′
j (m, n) =

{
1, w(m, n) ≥ � j ,

0, w(m, n) < � j .
(12)

7. Transfer and /or storage of all approximating wavelet coefficients of the level j0
and detailed wavelet coefficients of the level j0, …, J −1, for whichw′

j (m, n) =
1.

The final level of wavelet decomposition is determined by the size of the image
N × N (the image is assumed to be square with N = 2K , where K is a non-negative
integer):
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J − 1 = log2 N − 1 (13)

The initial level j0 is selected from the segment [0, J − 1]. The choice j0 is
determined by the requirements for the quality of the restored image and the quality of
compression—the lower the initial level, the lower the quality of the restored image,
and the higher the quality of compression. Based on the reasoning given above, the
choice of the initial level determines the initial approximation of the original image.
Moreover, the lower the initial level, the less approximating wavelet coefficients and
the “rougher” the initial approximation to the original image. In addition, the smaller
the initial level, the more detailing wavelet coefficients can be discarded. This can
reduce the number of compressed images. However, discarding the detail coefficients
leads to a deterioration in the quality of the reconstructed image. In this case, the
quality of compression refers to the ratio between the volumes of the original and
compressed images.

The functions for calculating weights Tj can be specified in various ways, based
on heuristic considerations and implementation requirements. For example, the
following method can be used:

w j0(m, n) = �E j0(m, n), (14)

w j (m, n) = w j−1(m/2, n/2)/4 + �E j (m, n), j = j0, J − 1. (15)

Thresholds � j should be calculated based on the requirements for the quality
of the reconstructed image and the quality of compression. For example, these can
be set as the values of a given ordinal statistics, calculated by the histogram of the
weights. To simplify the construction of the histogram, the weight values can be
reduced to a given range, for example, to a segment [0, 255].

To transmit and/or save the significant detailing wavelet coefficients for each level
j , it is possible to build a significance map {w′

j (m, n)} containing single-bit values.
Also, the significant detailingwavelet coefficients can be quantized to bring to a given
range, for example, to a range of single-byte values. In order to reduce the volume of
the compressed image, the significance maps and the values of the quantized detailed
wavelet coefficients can be further compressed using some encoding method, for
example, the Huffman method or the arithmetic encoding method.

The compressed image will have a structure, a general view of which is shown
in Fig. 5, where N—the image size; j0—the initial level of decomposition;LL j0—a
bulk of the approximatingwavelet coefficients;w′

j0
,…,w′

J−1—the significancemaps

Fig. 5 General view of the structure of a compressed image
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Fig. 6 Examples of the recovered images with different quality

of the levels j0, …, J − 1; LH ′
j0
, HL ′

j0
, HH ′

j0
, …, LH ′

J−1, HL ′
J−1, HH ′

J−1—sets
of the significant detailing wavelet coefficients.

Figure 6 shows examples of restoring standard images while maintaining a
different number of detailed coefficients. The analysis of the image reconstruction
quality was carried out using the criterion of the peak signal-to-noise ratio PSNR:

PSN R = 20 lg

(
Imax
RMSE

)
, (16)

where Imax—a maximum brightness in the original image I ; RMSE—the mean
square error between the original image I and restored image I ′ with dimensions
M × N pixels:

RMSE = 1

MN

√√√√M−1∑
m=0

N−1∑
n=0

|I (m, n) − I ′(m, n)|2. (17)

The PSNR values for the reconstructed images in Fig. 6 are 38,4; 35,9 and 27,2
(from left to right).

For each level of the wavelet transform, the significance maps after threshold
processing and the set of detailed wavelet coefficients after quantization are arrays
of values that have good characteristics for additional compression using entropy
codingmethods.Moreover, each of these arrays can be compressed separately, which
allows organizing progressive compression and recovery - this makes it possible to
present the image first in the form of a rough copy, and then gradually improve it. The
progressive compression interrupts the recovery process when an acceptable quality
is achieved from the point of view of the end-user, which reduces the time it takes
to transmit and analyze images.

In the framework of this chapter, theHuffman adaptive codingmethodwas consid-
ered also [25]. The choice of this method is due to the high speed, the lack of the
need to save additional information, and good compression characteristics.

Tables 1 and 2 show the characteristics of the proposed approach.
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Table 1 The compression and recovery characteristics of the implementation for the proposed
method

Images Compression
quality

Recovery quality Compression time,
sec

Recovery time, sec

boat 4,025 35,724 0,016 0,011

cameraman 4,461 40,819 0,013 0,008

house 4,968 42,169 0,012 0,009

jetplane 4,136 39,002 0,015 0,009

lake 3,893 34,792 0,016 0,011

livingroom 4,152 34,999 0,015 0,009

mandril 4,028 29,851 0,015 0,009

peppers 3,851 36,578 0,016 0,011

pirate 4,029 36,046 0,014 0„009

Table 2 Volumes of test images in different raster formats

Images WEIGHTS JPEG PNG TIFF

Boat 65392 104143 324516 389120

Cameraman 59011 62222 254183 148938

House 52983 45023 202391 111390

Jetplane 63639 77034 277300 316366

Lake 67615 109389 329132 384722

Livingroom 63400 103133 322913 262750

Mandril 65347 107724 349977 262750

Peppers 68343 100589 210487 309918

Pirate 65330 99142 320518 262750

Table 1 shows the compression and recovery characteristics of the implementation
of the proposed method for standard halftone images of 512 × 512 pixels. The
following parameters were used: J = 9, j0 = 7,�7 = p50,�8 = p80, where p50 and
p80—the 50th and 80th percentiles of ordered sets of weights of the corresponding
levels. The characteristics were obtained relative to the original images in the BMP
format. Table 2 for comparison shows the volume in bytes of test images in the
proposed WEIGHTS format (Fig. 5) and the popular raster formats JPEG, PNG,
TIFF, which are often used in practice. The volume of each test image in BMP format
is 263,222 bytes. For experiments, a personal computer-based on 4 Intel (R) Core
(TM) i5-8300H CPU@2.30 GHz processors and 8 GB RAM under the Microsoft
Windows 10 operating system was used. The experiments were performed using a
64-bit software implementation performed in C ++ in the Microsoft Visual Studio
2017 programming environment using the OpenCV 3.4.9 computer vision library.
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5 Conclusion

Based on the foregoing, the described method allows one to obtain the compression
and recovery characteristics that are comparable and, in most cases, are superior in
quality to the corresponding characteristics of popular image presentation formats.

Thus, the proposed approach can be effectively applied to compress images during
their transmission and/or storage in cyber-physical systems based on computer vision
technologies.
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Improving the Method for Studying
the Periodicity of Tissue Structure
and Its Violations by Means of Wavelet
Techniques

Olga Doubrovina

Abstract A method of the estimation of the parameters such as mean scatterer
spacing (MSS) and scale index performed on the wavelet approximation of backscat-
tered ultrasonic RF signals are used for the detection of the signals’ periodicity and
its violation. The results of the numerical experiment, registered data of the backscat-
tered RF signal from phantom with pre-defined periodic structure, and the results
of ultrasound examination of the human liver were considered as initial data. The
proposed technique allows distinguishing the areas with tumor from healthy tissue.

Keywords Acoustic signal · Mean scatterer spacing · Scale index · Wavelet
transform · Daubechies wavelets · Wavelet approximation · Cancer diagnostics

1 Introduction

Over the last thirty years, quantitative ultrasound techniques have been developed to
improve tissue characterization for diagnostics made with the help of interpretation
of images, obtained by medical ultrasound equipment [1]. The preferred imaging
method for screening is ultrasonography (USG) which is well tolerated and widely
available. However, the sensitivity of USG for themost popular primary cancer is low
because small nodules can be missed in a cirrhotic liver. Any kind of additional para-
metric diagnostics-enhanced classical USG improves the diagnostic performance of
USG for liver cancer [2].

It is known that the normal human liver lobule has periodic structure and its
violation is caused by diseases such as, for example, tumors [3–5]. So it is important
to have the possibility to detect the changes in periodic liver structure. As the emitted
ultrasound beams interact with scatterers in the tissue [6], so backscattered signals
from liver tissue in vivo should contain the information about weak diffuse sub-
resolution scatterers in tissue cells, and also about stronger pseudo-periodic lobules
formed from ordered cell groups.
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The main idea of this chapter is to study the periodicity of the signals obtained by
USGmethods using the signals’ wavelet approximation and special parameters such
as mean scattering spacing and scale index. The research, there were used numerical
models, a phantom with a pre-defined periodical structure, and the results of the
ultrasound examination of the human liver.

2 Ultrasonic Backscattered Signals and Initial Data

When an ultrasonic impulse from the transmitter interacts with the tissue’s scat-
tering particles, each of them produces an echo signal [1, 5]. These echo signals are
summarized on the surface of the transducer. As a result of many transmissions and
receipts, an ultrasonic echo signal called the radiofrequency (RF) signal is formed.
This signal contains information about ultrasound and tissue interaction, so the scat-
tering properties of the tissue such as periodicity, for example, should be detected.
The recorded data signal is amplitude dependence in time in the case of point trans-
ducer or a two-dimensional set of such signals for the linear transducer. The example
of a one-dimensional signal is displayed in Fig. 1.

The example of the image obtained from the USG examination of the human liver
is shown in Fig. 2.

The backscattered ultrasound signals recorded during the experiment, in vivo, and
simulated numerically were used as initial data for study in this chapter. There were

Fig. 1 An example of the RF signal, phantom experiment
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Fig. 2 Data obtained from the liver experiment, samples of the area with tumor and healthy

Fig. 3 The media with regular and quasi-periodic random structure

performed a numerical experiment, a series of experiments with phantom with pre-
defined structure, and the recordings during ultrasound examination of the human
liver.

Numerical experiment. The idea of the numerical experiment belongs to
J. Wòcik [7], it is to construct the media with predefined periodical properties and
to simulate the backscattered signal passing through it.

The generated medium is assumed to be composed of scatterers embedded in a
homogeneous three-dimension matrix. The points are located in the centers of cubic
cells forming a parallelogram in the Cartesian coordinate system of the size 41 × 11
× 11. Each cube of dimension 0.5 · 10−3 m contains one spherical scatterer, which
is situated in the cell center and has a diameter of 0.5 · 10−4 m. The local physical
properties of the obtained two-phase medium such as the density and sound velocity
of the host medium and scatterers are defined in [7]. The example of the medium is
shown in Fig. 3 on the left.

Media of quasi-periodic structures are constructed by adding random fluctuations
of the scatterers’ position in the periodic cell, size, density, and sound velocity. There
are defined four types of media:

I. Without randomness, the position, and properties of scatterers are periodic,
physical properties are fixed.

II. With uniformly distributed summand for each scatterer’s center coordinate. The
numerical model of the medium is generated by moving the scatterer from the



274 O. Doubrovina

center of the periodic cell by the random vector δXi =
⎛
⎝

δzi
δxi
δyi

⎞
⎠, where δzi , δxi ,

δyi are independent random variables, uniformly distributed in the intervals
[−0.45zi , 0.45zi ], [−0.45xi , 0.45xi ], [−0.45yi , 0.45yi ] correspondingly and
i = 0, . . . , 4960 is an index of scatterers’ numbering. The one realization of
such a medium is presented in Fig. 3, on the right.

III. With normally distributed summands for physical parameters, such as density,
speed of sound, and radius of the scattering particle. These summands are
supposed to be normally distributed with zero mean value for each param-
eter and standard deviation σ(ci ) = 0.05ci , σ(qi ) = 0.05qi , σ(ri ) = 0.025ri ,
where ci , qi ri are initial values of scatterers’ radius, density, and speed of sound
respectively, i = 0, . . . , 4960.

IV. The media of this type is constructed as a combination of type II and III.

The equation for the plane wave is solved numerically for the scattered field,
receiver and transmitter are simulated, and backscattered signals with plane wave
transmitter, and point receiver for different media were obtained. The method is
described in [7]. The dataset of initial signals is generated for each type of media to
define the distinction of these RF signals.

Pre-defined periodic structure. To confirm the utility of the wavelet method
for structural regularity recognition in backscattered ultrasound signals there was
performed a series of experiments with phantomwith pre-defined periodic properties
to clarify the meaning of all applied procedures. There was used a phantom of a
linear structure with nylon threads with the distance equal to 1.3 mm as a model to
analyze the properties of ultrasound signal echoes registered with the use of different
transducers, focusing and plane ones [8]. The phantom initially was immersed in
water, but additionally, to study the influence of the background medium properties
on the ultrasound backscattering signals there were also used oil and starch gel as
quasi-noisy media.

From the whole dataset obtained from the scanners, there were chosen data corre-
sponding to the area where threads had been located. The analyzed signal was treated
as a mean for all signals from this area.

Liver tissue samples. The data were collected by the ultrasound scanner
SonixTouch-Research with the linear head from cancerous tissue (Fig. 2, left image),
and from healthy liver parenchyma (Fig. 2, right image) in both the left and right
lobes of a patient. In Fig. 2 the initial data are displayed in a form of B-mode, or
brightness mode [1, 9]. The area of the tumor was defined previously by medicians.

The common technique in such kind of study two dimensional USG data in
acoustic imaging is to determine areas of the image called regions of interest (ROI)
[10]. This method allows for avoiding the extra data and boundary effects because
the measured region is usually much larger.

The chosen region of interest in there is the set of the rectangular areas 19.2 ×
1.92 mm. To have the same features of the RF signal, these regions were taken from
the same depth for each type of signal, equal to 48.1 mm. Figure 4 displays the
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Fig. 4 Example of B-mode with chosen ROI, samples of the area with tumor and healthy

samples of initial data with tumor (left) and healthy (right), the colored rectangles
border the area of ROI.

In [11] the lobule structure is described as roughly hexagonal and the liver can
be considered as a composite of periodically distributed lobules, in which the plane
normal to the central vein direction can be considered as the isotropic plane only
at sufficiently long wavelengths (low frequencies) of acoustic excitation. But the
ultra-sound excitation having a wavelength of less than a millimeter can detect the
lobules as the periodic scatterers.

3 Mathematical Research Methodologies

Wavelet analysis. The idea of the application of wavelet transforms in signal
processing is widely used as this method gives more information about the signal’s
behavior (see e.g. [12, 13]). Among others, this tool is also used to analyze the infor-
mation registered from medical equipment. The usage of wavelet-based methods to
studyUSG signals or other medical images for diagnosis is described in [14, 15]. The
survey on the applications of wavelet methods for cancer diagnosis in soft tissues is
given in [16, 17].

Themain ideaof thismethod is that any function f (t) ∈ L2(R)maybe represented
in the form

W f (a, b) = 1

Cψ

∞∫

−∞
f (t)ψ

(
t − b

a

)
dt, (1)

where a ∈ (0,+∞) is scale parameter (or scales), b ∈ R is the shift parameter,Cψ is
an admissible constant defined for each wavelet functionψ [10]. The signal function
may be reconstructed in the space L2(R) by the formula
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f (t) =
∞∫

−∞

∞∫

0

Wψ(a, b)ψ

(
t − b

a

)
dadb

a2
.

For the scale parametera, it is used the dyadic discretization scalea j = 2− j , where
j ∈ N. The coefficient b is linearly discretized b ji = i2− j , i ∈ Z. The formula for

discrete wavelets in general case may be written as ψ j i (t) = 1√
a j

ψ

(
t − b ji

a j

)
, and

the discrete decomposition formula has form w j i =
∞∫

−∞
f (t)ψ j i (t)dt .

One of the reconstruction discrete formulae may be written as follows

f (t) =
∑
k

g jn ,kϕ jn ,k +
∑
j≤ jn

h j,kψ j,k,

where ψ is a chosen wavelet function, ϕ is the corresponding to ψ scaling function.
The set of functions

{
ψ j,k

}
is constructed as ψ j,k = 2

j
2 ψ

(
2 j t − k

)
, the set

{
ϕ j,k

}
may be obtained by using the additional relations for functionsψ and ϕ (see, e.g. [13,
18]). The value of jn denotes the level of decomposition whose scale coefficients g
and detail coefficients h are calculated for each chosen wavelet family.

One of the problems in the wavelet’s application is to select the analyzing wavelet
or family as there is no general algorithm to solve it because different bases would
show different signal’s features. P. Addison [13] proposed to use the special wavelet
function if there is known about the signal’s particularities or the form of the
periodical patterns to find.

In the qualitative ultrasound Daubechies wavelet family [18] is used rather often
as these functions match the reflection impulse [9]. The initial impulse is shown on
the left image of Fig. 5. That is why the Daubechies 6 family had been chosen as
analyzing wavelet, its wavelet function is represented in Fig. 5, right image.

Mean scatterer spacing.MSS (mean scatterer spacing) is a special parameter to
characterize the periodicity in tissue. It shows the average periodicity in RF signal

Fig. 5 The initial impulse (left) and Daubechies 6 wavelet function (right)
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caused by the periodical structure of scattering media. The idea of measuring the
distance of the peaks of the signal’s transformation had been proposed in [17]. There
are several approaches to computing the MSS.

The first approach is based on detecting the peaks in the Fourier transform spec-

trum and may be estimated by formulae MSS = c

2� f
or MSS = 2c�t , where c is

the speed of sound, � f is frequency interval, �t is a time interval. This method had
been used in [19] to investigate the mean scatterer spacing in bovine liver ex vivo
samples.

The second approach suggests using the wavelet transform instead of the Fourier
spectrum (see, e.g. [20, 21]) by studying modulus maxima at different decomposing
scales corresponding to the location of coherent scatterers, so, the distance between
modulus maxima may be treated as MSS. The best wavelet level Jn for MSS was
proposed in [22], and the corresponding formula

log2

(
fs
f

)
− 1 < J < log2

(
fs
f

)
, (2)

where fs is a sampling frequency, f is a fundamental frequency was used to estimate
the MSS.

The percentage error of the MSS is obtained by the relation

e = |MSSe − MSSr |
MSSr

· 100%, (3)

where MSSe and MSSr are measured and calculated approximate values of mean
scatterers’ spacing correspondingly.

Scale index. For detecting the periodicity in scattering media and corresponding
RF signal there was used a scale index calculated for the levels of wavelet approx-
imation (or scales) proposed in [23]. Here also the theorem connecting the wavelet
decomposition level and the periodical structure of signal is proved and there is
introduced a scale index indsc depending on the wavelet approximation level which
allows identifying the periodical signals. It is underlined that usage of continuous
wavelet transform is preferable.

The general idea of this method is based on the energy of the approximated signal
calculated for each scale a

E(a) =
⎛
⎝

∞∫

−∞
|W f (a, b)|2db

⎞
⎠

1/2

,

whereW f (a, b) is an integral wavelet transform defined in formula (1), a is supposed
to change continuously on the set of real numbers.

To avoid the boundary effects, the set of possible values is narrowed down to the
interval [t1(a), t2(a)] which may be different for a different scale.
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Ein(a) =
⎛
⎜⎝

t2(a)∫

t1(a)

|W f (a, b)|2db
⎞
⎟⎠

1/2

.

Interval [t1(a), t2(a)] should contain all thewaveletsψa,b for all a ∈ [t1(a), t2(a)].
The scale index is calculated as

indsc = E
(
amin

)
E(amax)

, (4)

where E(amax) is the smallest scale in for energy maximal value [a1, a2] and
E

(
amin

)
is the minimum of energy in the interval [amax, a2].

The scaled index takes its values in the interval [0, 1]. For periodic signals (i.e.
periodic scattering structure) indsc = 0 and it for highly non-periodic signals indsc =
1 [23].

4 Results and Discussion

Mean scatterer spacing. The results of MSS and its errors are presented in Table 1
for initial data and the wavelet approximation at the chosen level.

Table 1 Mean scattering spacing and error estimation for initial data and wavelet approximation
level

Thread Phantoms. Different transducers

Transducer type MSS for initial
data, mm

Error for initial
data, %

MSS for chosen
level, mm

Error for chosen
level, %

6F 1.99 7 1.81 1.85

3.5F 1.94 4.9 1.77 4.2

6P 2.1 12.7 1.98 7.2

Linear 1.88 0.14 1.848 0.11

Thread Phantoms. Different media

Media Type MSS for initial
data, mm

Error for initial
data, %

MSS for chosen
level, mm

Error for chosen
level, %

Water 1.88 0.14 1.848 0.11

Oil 2.1 13.4 1.89 1.9

Starch gel 1.89 2.4 1.85 0.11

Liver tissue

ROI MSS for initial
data, mm

Error for initial
data, %

MSS for chosen
level, mm

Error for chosen
level, %

Tumor 0.9919 1.5 1.01302 1.4

Environment 0.9912 1.8 1.009 1.14
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For the thread phantom experiment, MSS was calculated for the experiment with
different transducers and different media. According to formula (2) the approxima-
tion level J = 5. In the error relation (3) the value of MSSr = 1.3 mm according to
the experiment phantom’s parameters.

In the liver tissue the main scatterers are the lobules, so and pathological changes
in the structure of the liver can be reflected by the changes of the MSS. Therefore,
the MSS may be used as the parameter to characterize the liver tissue having some
kind of diseases that cause the infraction of its initial periodicity [2, 3, 22]. The inter
scatter spacing of the liver is supposed to equal to 1 mm [18], that is why in formula
(3) there was supposed MSSr = 1. Due to formula (2), the optimal level for mean
scatterer spacing J = 2. The MSS was computed as a mean value for MSS for each
ROI from the dataset.

As it may be seen from Table 1 the wavelet approximation reduces the error
value. It is important to point out that as the wavelet approximation provides also
data filtering [13], each level of approximation reduces the number of sampling points
twice, so the calculations will take less time.

For liver tissue samples it occurs that the greatest value of MSS belongs to the
dataset corresponding to the tumor areas, i.e. to the tissue samples with the less
periodic structure and the error for the second approximation level is less than for
initial data.

Scale index. The scaled index was calculated by the formula (4) for the data from
the numerical experiment, thread phantom, and liver tissue. The obtained values are
shown in Table 2.

According to Table 2, the value of scale index for pure periodic numerically
generated signal (type I, having no random components) is equal to 2.5121·10–6

and may be treated as zero. The signal of type III having only a random physics
component has a smaller value of the scale index than signals of type II and IV, so it
may be concluded that these parameters are less influential to the periodicity. Signals
of type II and IV have a larger value of scale index and besides, this index is ordering

Table 2 Scale index values

Numerical experiment

Media Type I II III IV

Scale Index 2.5121·10−6 0.0035 7.3322 ·10−4 0.0045

Thread Phantoms

Media Water Oil Starch gel Pure starch gel

Scale Index 0.0312 0.0635 0.0855 0.3153

Liver tissue

ROI Tumor Environment

Scale Index 0.1087 0.0451
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Fig. 6 Scale index for the samples of ROI with and without tumor

the degree of the randomness. Namely, the index value is greater for signal IV where
randomness is a sum of both random physics and random geometry factors.

Table 2 also shows the scale index values for phantom experiments. Additionally,
there was added a result of the USG measurements of the pure starch gel media
with-out phantom as an example of a structure with a more random arrangement of
scatterers.

It may be concluded that the obtained backscattered signals are close to periodic
and the scale index increases with a noisier environment.

Figure 6 represents the distribution of index values, the red line here corresponds
to the data from tumorous areas and the blue line displays the scale indexes for the
environment area, horizontal lines indicate the mean value (also shown in Table 2).

It should be pointed out that for the areas with a more periodic structure of scat-
terers, i.e. for the healthy environment areas the value of scale index is less than for
the areas where this periodicity is broken by cancerous changes. That is why this
value may be used as a marker to recognize the cancerous tissue in vivo examination
of the human liver.

5 Conclusion

The values of the mean scatterers spacing the quantitative parameter determined on
the selected level of wavelet approximation of backscattered echo signals improve
the parameter estimation accuracy.

Ameasure of structure chaoticity scale index defined on the base of signal wavelet
transform properties may be applied in the processing of the ultrasonic RF signals.
It allows arranging the scattering structures from a strictly periodic to completely
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chaotic structure, namely, to distinguish in vivo areas of healthy liver tissue from the
tumor areas.
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Implementation of the Observer
on the Basis of the Digital Kalman Filter
for the Lateral Deflection Control System
of the Automatic Warehouse Platform

Evgenii Masliev , Alexander Bazhanov , Sergey Alekseevskiy ,
and Evgenij Karikov

Abstract The implementation of a digital filter for building the state observer that
tracks changes in the operation of an automatic warehousemobile platform, in partic-
ular, malfunctions, equipment wear is discussed in this article. The article presents
a basic method for calculating state observers based on a digital filter. A mathe-
matical model of an automatic warehouse platform in Matlab and the main blocks
of the model are considered. Experiments were carried out with the appearance of
systemmalfunctions and analyzed possible options for the system’s behavior, thanks
to which it is possible to quickly identify the area or source of system malfunction.
This platform can be in the production and processing of black soldier fly in a
warehouse where a large number of transport operations are required.

Keywords Modeling · Kalman filter · Matlab simulation · State-space
representation

1 Introduction

When designing any automatic or automated cyber-physical system, they achieve
obtaining themost independent process requiringminimal attention and human inter-
vention. Such cyber-physical systems require achieving continuity of the process and
ensuring prompt elimination of malfunction or damage during operation. To ensure
this kind of system independence, it is possible to use an external observer of the
system, which would track the indications of the system. In the event of a devi-
ation, the observer warned in advance about the failed component of the system,
which already needs a short-term repair, or introduced an additional compensating
control action, allowing to extend the life of the component, which is on the verge
of a malfunction. It is also possible to use backup elements of the cyber-physical
system if such are incorporated in the design. The use of technologies based on
modern digital filters allows us to evaluate the performance of the system. Examples
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of such digital filters include the Kalman-Bucy filter or the Luenberger observer.
However, the use of such filters requires certain computational powers and a suffi-
ciently accurate representation of the behavior of the system in digital form, namely,
as a mathematical model.

2 Initial Mathematical Formulation of System
and Research Methodologies

A mathematical model in the state-space form obtained for the study of the object
and the construction of the state observer based on the Kalman filter is used to solve
the problems of assessing the state.

The Kalman filter algorithm allows the real-time construction of optimal esti-
mation of the system X(t) state based on measurements of Y(t), which inevitably
contain errors. The measurement vector Y(t) is considered as a multidimensional
out-put signal of the system, which is noisy, and the vector of state variables X(t) is
an unknown multidimensional signal to be determined. The optimality condition for
the constructed estimation is the minimum of the standard deviation of the estimated
value from the real one [1–6]. In the general case, the Kalman filtering problem is
formulated for a linear stationary system (1) under the action of a correlated random
process other than white noise.

{
dX
dt = AX(t) + BU (t)
Y (t) = CX(t) + DU (t)

, (1)

where X(t) − n—is the n-dimensional state vector, Y(t) − p—is the p-dimensional
vector of the output coordinates when p < n and rang C = p.

We make an assumption and consider the Kalman-Bucy estimation problem
presented in the state-space representation for a linear stationary object with white
noise acting (Fig. 1). One of the advantages of the Kalman filter is that the equations
are recurrent in shape and can be easily implemented using digital computing devices
[4–15].

Fig. 1 Block diagram of the
observer
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Wedescribe the algorithm for constructing aKalmanfilter for a system represented
in the state-space form:

1. we determine the n-dimensional space of functions and assume that temporary
processes belong to this space;

2. we represent the control system in the state-space form by the equation of state:

dX

dt
= AX(t) + BU (t) + ν(t), (2)

in which X(t) is a random Markov n-dimensional process defined by a priori
information:

M{X} = X,

cov{X} = P.

u(t)—vector input exposure, which may be a deterministic or random variable; ν(t)
− k-dimensional random action vector corresponding to white noise processes:

M{ν} = 0,
cov{ν} = M{ν(t)ν(τ )} = V δ(t − τ),

where δ(t)—the delta function; V—symmetric non-negative definite white noise
intensity matrix ν(t) with dimension [k × k];

3. the process X(t) is observed using a meter, and the vector of the measured
coordinates is determined by the relation:

Y (t) = CX(t) + DU (t) + η(t), (3)

where η(t)—p-dimensional vector of measurement noise assumed by a random
process in the form of white noise:

M{η} = 0,
cov{η} = M{η(t)η(τ )} = Rδ(t − τ).

Here R—is symmetric non-negative definite white noise intensity matrix η(t) of
dimension [p × p];

4. the processes ν(t) and η(t), as well as X(t) and η(t), X(t) and ν(t) will be
considered uncorrelated:
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M{ν(t)η(τ )} = 0,

M{X(t)ν(τ )} = 0,

M{X(t)η(τ )} = 0.

It is assumed that the forming filter satisfies the conditions of physical feasi-
bility w(t) = 0, t < 0, and the dynamic system corresponding to (1) is completely
controllable and observable.

5. the main task is to build a dynamic system that provides the estimation X̂(t) of
the vector X(t), with the error:

E(t) = X(t) − X̂(t),

the optimality criterion is the condition of the minimum of its quadratic norm:

J =
∫

E(t)dt = ∥∥E(t)2
∥∥ → min.

Based on the above conditions, the solution of the Kalman filtering problem leads
to the following structural scheme (Fig. 2).

Themain idea of construction theKalman filter is using a full-order n-dimensional
observer, where a mathematical model of the system is taken as an identifier of the
state.

The filter performs a recursive estimation based on the observation of the system
input and output signals, and to reduce the variance of the estimate in the algorithm
of the identifier is introduced the corrective feedback on the system output signal.

Given the requirements of an unbiased estimation X̂(t), the filter equation takes
the form:

Fig. 2 The scheme of the forming filter (FF) and the meter in the presence of interference
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d X̂
dt = AX(t) + BU (t) + L

[
Y (t) − C X̂(t)

]
,

X̂(t0) = X̂0,

(4)

whereL—is amatrix of gain of a filter of size [n× 1], which provides an optimal state
estimate in the sense of minimum dispersion, which is determined by the expression:

L = PCT R−1,

where P—covariance matrix of estimation errors, which in the case of stationary
processes is determined by solving the Riccati equation:

AP + PAT − PCT R−1CP + GVGT = 0. (5)

Thus, the construction of the observer is a solution to the problem of optimal
stochastic control, taking into account the conditions for the incompleteness of infor-
mation about the vector of state variables. The implementation of the method of
analytical regulators design is one of the ways to find the filter gain matrices.

To implement the filtering function of values on digital computing devices, we
apply the discrete Kalman filter form [12, 16–20]. In this case, the filter gain matrix
K(k + 1) is independent of the observations and its calculation can be performed in
advance using the following relations:

1. the apriori value of the covariance matrix of the signal is found based on k
observations:

Q(k + 1) = FP(k)FT + V . (6)

2. the posterior value of the covariance matrix of the signal is calculated based on
k + 1 observations:

P(k + 1) = Q(k + 1) − Q(k + 1)CT
[
CQ(k + 1)CT + R

]−1
CQ(k + 1). (7)

3. thematrix of gainK (k+1) is determined,which sets theweight of the corrections
to the initial conditions on the basis of covariance state estimation matrices:

K (k + 1) = Q(k + 1)CT
[
CQ(k + 1)CT + R

]−1 = P(k + 1)CT R−1. (8)

The calculations continue until the filter is stationary, the condition of which is
the equality P(k + 1) = P(k) = P or, accordingly, K(k + 1) = K(k) = K.
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After determining the matrix K(k), the Kalman filter algorithm reduces to sequen-
tial processing of incoming input and output data, in which the current signal esti-
mation is obtained by adjusting the previously made estimation taking into account
the information received at the filter input during the observation at each step:

K (k + 1) = Q(k + 1)CT
[
CQ(k + 1)CT + R

]−1 = P(k + 1)CT R−1. (9)

The general scheme of the system for the case of selective measurements of the
time function, including the object and the observer, is shown in Fig. 3. The output
of the object through the matrix of gain factors is supplied to the subsystem, which
is an observer.

To confirm this theory,we construct an observer for the state of the lateral deviation
control system of the mobile robot to estimate the unknown state vector X, while the
optimality criterion will be the minimum standard deviation of the obtained estimate
of the state of its true value [21, 22].

Fig. 3 Block diagram of an object and Kalman filter
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3 Interpretation and Discussion of Research Results

During experiments on the full-scale model, there were obtained matrices that
describe the dynamics of the study object in the state-space form (1):

A =
⎛
⎝−1.3947 −160.0837 −160.0837

0.0722 0 0
0 1 0

⎞
⎠, B =

⎛
⎝6.4033

0
0

⎞
⎠, C = (

0 0.5 0.5
)
,

D = (0).

Figure 4 shows a part of the model in the Simulink environment that reproduces
the dynamics of the object of study in accordance with expressions (2) and (3). The
used records A*uvec, B*uvec, C*uvec, and R*uvec in the blocks of the model denote
the vector multiplication of the matrices A, B,C, R by the corresponding input signal.

The Kalman continuous filter calculation unit (Fig. 5) is implemented according
to the model (4) and includes a gain matrix calculation unit (R_block) (Fig. 6) by
solving the Riccati Eq. (5).

The discrete Kalman filter is calculated in accordance with the recursive expres-
sion (9), while the calculation of the matrixK is placed in a separate block (K_block,
Fig. 7). The time sampling step was chosen as dt = 100 ms during constructing the
discrete Kalman filter (Fig. 8). With such a relatively large value of the sampling
step, the requirements for the computing power of embedded devices are signifi-
cantly reduced, that allows real-time processing of the measured data by any widely
used computing platforms, for example, microcontrollers, without significant losses
in the estimation accuracy of the original system dynamics.

The general structure of themodel in the Simulink environment is shown in Fig. 9.
Figure 10 presents the simulation results of the systemunder study and the discrete

Kalman filter. The data obtained allow concluding that the assessment of the values of
state variables corresponds to the dynamics of the original system taking into account

Fig. 4 Block modeling the dynamics of the study object



290 E. Masliev et al.

Fig. 5 Kalman continuous filter calculation unit

Fig. 6 Block calculation gain matrices of the continuous Kalman filter

errors at the input of the system, interference of the object itself, and measurement
noise. So, for example, the maximum error of the obtained estimates was about
10 rpm for the value of the deviation rate of the mobile platform, and 0.2 degrees for
the value of the deviation angle of the mobile platform.
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Fig. 7 Block calculation matrix gain of a discrete Kalman filter

Fig. 8 Kalman discrete filter calculation unit

We will conduct a series of experiments to simulate changes in system perfor-
mance for various malfunctions. As a first experiment, we check the operation of the
system in the case of damage to the platform position sensor relative to a given path
(Fig. 11, a, b).

Based on the experiment could be observed a shift in the characteristics not only
in the signal amplitude but also in the time domain, which indicates the appearance
of a delay in the system. There should be checked the effect of the considered engine
defect on another state variable of the system (Fig. 12). Changing the parameter of
the considered engine defect led to a sharp change in the speed of wheels rotation.
Similar behavior of the system is observed when changing other parameters of the
engines. Thus, for this system, two types of wear can be clearly distinguished:

1. damage of the sensors;
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Fig. 9 The Kalman filter structure in Matlab Simulink environment

Fig. 10 Real and estimated deviations of control system values (X)
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Fig. 11 Real and estimated values of the control system for deviation: (a)—without damage,
(b)—with damage
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Fig. 12 Real and estimated values of the control system for deviation: (a)—without damage,
(b)—with damage
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Fig. 13 Real and estimated values of the control system for the deviation in the case of a motor
defect (state variable corresponding to the wheels rotation speed)

2. partial engine failure or wheelbase damage.

As can be seen based on the different behavior of the system with a certain type
of defect, we can determine the nature and location of the system malfunction.

To verify this there should be conducted an additional experiment in the presence
of a malfunction in the mobile platform chassis (Fig. 13, a, b):

As can be seen, the sensor defect introduces pronounced changes in the behavior
of the system. This defect affects the amplitude of the signals characterizing the
deviation of the mobile platform most of all for both the lower-order observer and
the Kalman filter.

Another experiment related to the partial failure of the engines in the system
(Fig. 14, a, b).

4 Conclusion

This experiment shows that the defect belongs to the second type of systemmalfunc-
tion since the delay of the system signals and the evaluation filter is clearly
observed.

The results of the study show that the recurrent Kalman filters of continuous and
discrete types obtained during synthesis allow reproducing the dynamics of the state
variables of the study object.
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Fig. 14 Real and estimated values of the control system for the deviation duringwear of the chassis:
(a)—without damage, (b)—with damage
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Thus, with the help of a state observer, it is possible to track the operation of the
system and detect deviations of the system parameters, having discovered that it is
possible to form a control action that compensates the negative effects caused by
malfunctions or natural equipment wear.

However, state observer as a method could not give an accurate assessment of
malfunction place occurrence, and it is extremely difficult to construct a system
analyzer on their basis to accurately identify the source of the accident. However,
for the control system by deviation, various behavior of the system was recorded in
the case of sensor breakdown and motor apparatus elements.
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Security Providing for Cyber-Physical
Systems Based on the Analysis
of Service Dataflow

Roman Meshcheryakov , Sergey Iskhakov , and Andrey Iskhakov

Abstract In the chapter, we examine the possibility to use service dataflow extracted
from logs of events of various elements for the analysis of the security of cyber-
physical systems. The urgency of security providing for such complexes and their
separate components is stipulated by a considerable number of security incidents as
the violation of their faultless continuous functioning can lead to the damage of to
people’s life and health, to the disruption of the functioning of the subsistence means
of the population and other technogenic catastrophes. A normalization procedure of
service dataflow is offered, allowing to generate groups of objects and properties and
to ensure the process is such a way that semantically similar data are allocated in the
same taxonomic fields. Besides, we examined the possibility to use the correlation
of events in the conditions of uncertainty of infrastructure to define the hierarchy of
asset types and the most significant objects. The approach is based on the detection
of connections between events of security and the estimation of the dependence of
their relative force on the distribution of events in time, based on the calculation and
use of correlation coefficients. Such an approach allows us to reveal themain types of
objects of the infrastructure, their characteristics, and hierarchy by analyzing empir-
ical data, as well as to compare the criticality of objects based on static and dynamic
indexes. We present the results of the experiment according to which the application
of the given procedure allows us to lower information loss during the transformation
of models of identified objects. The implementation of the studied approach to the
correlation of events has some limitations in the case with a heterogeneous infras-
tructure; however, it can be used to develop a short-term pattern of interaction object
with a homogeneous infrastructure in cyber-physical systems. Also, it is shown that
automation of the detection of elements and the hierarchy of connections between
them as well as the estimation of their criticality allows us to more precisely and in
more detail develop a model of risks for the security analysis.
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1 Introduction

The development and reduction in the price of the systems of extensive data gath-
ering allow equipping technical objects with sensors and actuators to increase the
efficiency of general processes. It has served as one of the reasons for the emergence
of the class of cyber-physical systems (CPS). Currently, to ensure the competitive-
ness of production, the transition to such systems is carried out in various industries,
and human life. CPS is a collection of components implementing computing and
physical processes; and besides, physical processes are complex and continuous,
and computing processes are discrete and determined.

The urgency of security provision forCPS and their separate components is caused
by a considerable number of security incidents connected to critical fields of business
and industrial production during the last years [1]. It proves to be true not only by
the increasing number of cyber-attacks on technological objects of various levels but
also by the intensification of research on the methods and technologies of the infor-
mation protection for CPS from the scientific community, governors, standardization
committees, as well as commercial manufacturers of information protection means.

One of the primary goals in the solution of this problem is the estimation of
CPS security as a violation of their faultless continuous functioning can lead to
the damage of people’s lives and health; to the disruption of the functioning of
the subsistence means of the population, transport infrastructure, communication
networks; to requirement violations of the international contracts; to the damage of
the environment; to the damage of defense of the country, security of the state and
the law and order.

In its turn, when analyzing the security of CPS, as well as any information system,
it’s important to select and estimate the criticality of its elements. Practically all
CPS elements are connected by various data channels and a number of semantic
interrelations, and assets used in them can be considerably distributed. The assets, in
this case, are understood as all informational-technological CPS objects (including
sensors, controls, databases, applications, users, services, etc.). Thus, in an up-to-date
CPS, the infrastructure can change with time—there can appear new nonregistered
elements, new data channels, and semantic interrelations, which is interfaced with
the occurrence of vulnerabilities and configuration errors. In such conditions, the
estimation of assets and the degree of their criticality by experts requires considerable
time andhuman resources. The automation of determining the elements andhierarchy
of connections between them, aswell as the estimationof their criticality,will allowus
tomore precisely andminutely build a riskmodel for the security analysis. Criticality,
in this case, is understood as the importance of the object for the functioning of a
CPS. The determination of criticality of all informational-technological objects is
also important for the task of selection of protectionmeasures as their implementation
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in distributed CPS with complex interconnections can lead to unforeseen incidental
damage for critical assets at the expense of disconnecting or removal of auxiliary
assets. In this connection, the problem of estimation of security of a cyber-physical
system includes not only the estimation of security of the transmitted, processed,
stored in it, and information systems interacting with it, but also the estimation of
security of correctness and continuity of manufacturing processes.

Because at the heart of the interaction of components of modern CPS are often
the local area networks technology, its specifics are reflected in the interaction of
devices on the basis of network protocols that allow transforming the transmitted
data into messages of a certain format. On the one hand, the application of network
scanners allows one to define various objects of a network, such as the services,
ports used by them, and the devices where they are deployed. On the other hand,
such tools do allow selecting processes, sessions, users, and their privileges, thereby
to select different types of both static and dynamic objects and their hierarchy. This
condition does not allow one to receive an actual dynamic CPS model. Nevertheless,
the determination and analysis of CPS elements are necessary for revealing its most
critical elements.

The use of such datawith the information on vulnerabilities and exploits, including
hardware and software, templates of attacks will allow us to reveal malicious, illegiti-
mate, and abnormal elements, to carry out monitoring of the state of CPS security for
the development of preventive countermeasures. For today, various researchers offer
procedures of automated determination of the propagation of damage from attacks
and the criticality of information system objects. In particular, the approaches based
on service dependence graphs performed well. For example, in [2] it is offered to
use dependencies between system resources to determine the criticality of minority
assets and subsequent selection of cyber-attack counteraction standards [3, 4]. At the
same time, the authors do not consider the question of automation of determining the
services and dependencies between them and they are oriented on the manual deter-
mination of the most important assets and their connection with the infrastructure
objects.

Thus, within the limits of the CPS security estimation, the question of the auto-
mated determination of elements, hierarchical connections between them, and their
criticalities are urgent. Paper [5] examines the idea of application of correlation
methods for revealing the objects types of an indefinite infrastructure on the basis
of the analysis of security events. Various types of analysis (statistical, structural,
dynamic, etc.) of such events allow one to evaluate the criticality of assets from the
point of view of the functioning of CPS and its separate elements.

The chapter proposes to examine the possibility of the use of service data extracted
from the logs of events of various elements, for the analysis of CPS security. In this
case, the determination of the hierarchy of asset types and their most significant
objects is meant. The used approach of event correlation allows us to reveal the
main types of infrastructure objects, their characteristics, and hierarchy by analyzing
empirical data, and also to compare the object criticality on the basis of static and
dynamic metrics.
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2 Research Overview

The considerable quantity of the data sources in CPS affects not only the volume of
processed data but also the variability of their representation. The prompt increase
in the volumes and the heterogeneous nature of the processed data arrays negatively
affect the velocity and complexity of their analysis, which, in turn, impedes the
possibility of application of the given information for timely detection of incidents
and generation of behavioral user profiles during adaptive authentication. Therefore,
during the analysis of service data in CPS, it is necessary to solve the problem
of processing large arrays of data in the various form of representation, including
semi-structured data.

The thesis [6] proved the theorem of control sufficiency of a discrete message
thread from devices for the analysis of their security. Therefore, it is possible to
conclude that one of the sources for the analysis of the criteria of a user behavioral
profile is the digital message thread in the various form of representation, generated
by system components where a set of messages is generated by the device and
contains both informational and status messages of various types [7, 8].

Thus, urgent is the development of themethods and algorithms of determination of
the formats of the data generated by devices, the extraction ofmeaningful parameters,
and their reduction to a uniform format for the further analysis of the state of security
of protected objects. In papers [9–11] an approach to the formation of the expert
knowledge for the development of control systems of security events is offered. The
given approach is based on the prioritization of certain tags of system objects and
heuristic search of known varieties of hidden incompatibilities between protection
components of devices. The approach is based on the correlation of events on the
basis of templates; thus, ensuring the adequate accuracy of anomaly detection and
the possibility of the expandability of the template list. However, the interference of
devices among themselves and a high number of factors influencing all devices is
studied insufficiently. The main directions of scientific research in this area are the
methods and mechanisms of normalization, aggregation, and correlation of events.

The search of event correlation is a process of detection of information security
incidents by the analysis of a stream of normalized events. After in an event stream
such sequence is detected, which is specified in the requirement of one of the rules
of correlation defined in advance, a correlation event is registered. In [12, 13], a clas-
sification is presented which distinguishes rule-based and not-rule-based correlation
methods. Rule-based methods refer to the manual development of certain rules of
incident determination. Not-rule-basedmethods are based on the detection of anoma-
lies by the principle of a black box. Among such methods, specification-based and
data-mining based approaches are selected.

Let’s consider the studies devoted to the correlation of events [14]. Initially, data
correlation was applied within the limits of intrusion detection systems to find the
connections between the network events for the purpose of their aggregation and
subsequent attack detection [15–17]. However, the correlation of events occurring in
an information system, besides finding incidents and security alerts, can be applied to
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the solution of various problems of security, including the determination of intercon-
nections between the diverse security information, classification of low-level events
into high-level meta-events, finding the types of objects of an information system
and connections between them [18]. The most popular and simply implemented
correlation method is the rule-based method [19]. The main disadvantage of this
method consists of major time expenses needed by the administrator to assign the
rules. The efficiency of the given method is directly connected to the administrator’s
qualification. Many methods, including those based on templates (scenarios) [20],
graphs [21], finite state automatons, etc. use various models for mapping the events
and the connections between them but can be implemented with the use of rules
[22]. Now, more perspective is the approaches to correlation, based on self-training
[23], such as Bayesian networks [24, 25], probability enumeration of events [26],
immune networks, artificial neural networks [27], and others. The advantage of the
given approaches is the possibility of an independent (unconditional) correlation of
events with minimal manual adjustments. Nevertheless, a preliminary data analysis
is necessary to build learning models, which is difficult to automate. Besides, there
are requirements for the estimation of adequacy and quality of models, and initial
learning sampling should be complete enough.

Themain disadvantage of themajority of the above-mentioned research and devel-
opment papers is the urgency of the problem of detail loss of the initial object during
a simulation. For example, during the execution of a certain process, the operating
system can transmit the data about its course into the local event logging system
on the given device. In doing so, only that part of the information on the course of
procedure execution, which is provided by developers, is transmitted. This leads to
the loss of some details and to the simplification of the initial model. After this, the
second stage follows, and the logging system either records the received informa-
tion into the local storage or transmits it to its agent-collector for sending it into the
SIEM-system. Here, the selected format of record storage or the protocol used for
the information transfer, where the size of data fields is accurately defined, could be
considered to be a restrictor. At this stage, there seems to be the next simplification
of the model and a part of the data would also be lost.

As a result, received for processing is a simplified model of a real event in the
form of a discrete record or structural unit of data. During the normalization of
events, the obtained information is arranged in certain fields. At the same time, the
number of fields in the diagram cannot reflect all possible semantics of all events
from all sources, which leads to the further simplification of the model because of
the elimination of some information.

For the development of diagrams of data normalization, many experts are often
involved at different stages of the integration. For example, many products allow
users to add new sources and to normalize the events by themselves. At the same
time, each expert can differently define the semantic load of some data, which could
lead to placing semantically similar data in various fields of normalization. In paper
[28] an attempt is undertaken to formalize the normalization process; however, the
development of accurate methodological instructions on the normalization of events
from various sources is urgent.
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The same disadvantage substantially restricts the development of such perspec-
tive direction as the development of methods of behavioral analysis of objects of
heterogeneous IT infrastructures for which SIEM-systems are the most suitable data
source. Nevertheless, the above-mentioned disadvantages show the impossibility to
design such methods of the development of event correlation rules in isolation from
the main problems in methodological and algorithmic support of the incident control
process.

Thus, it is possible to select the following urgent problems in the researched
domain:

1. Losses of data during the normalization, connected to the transformation of
models.

2. Lack of the methodological apparatus of event normalization.
3. Lack of support for modifications of the protection object model.
4. Lack of methodology for developing the correlation rules.

Another important overlook of the above-mentioned studies is the insufficient
development of the problem of the modification control of the states protected by
CPS, including the retrospective analysis of the object state. In the course of func-
tioning of systems, there inevitably occur modifications in their architecture and
structure as a result of actions of administrators, users, and other staff interacting
with the objects. The assets of the systems (objects) are constantly transforming into
various states, which leads to the necessity to support regular upgrades of the model
of the protected object.

The present chapter shows that the dynamic analysis of the events occurring in the
system and the calculation of static-dynamic indexes, including frequency character-
istics of event types, the variability of property values, paired usage, and variability
of properties, helps to find the main sources of events (objects) and hierarchical
interconnections between the types of objects.

3 Approach to the Analysis of Cyber-Physical
System Security

When analyzing the CPS security, the criticality estimation is necessary to determine
the damage from cyber-attacks, as well as to determine the incidental damage from
the implementation of security measures. In various studies, criticality is defined
both with qualitative and quantitative indicators.

To determine the damage inflicted on critical assets, dependence graphs of services
are applied widely enough. They allow tracing the propagation of the damage from
attacks on an information system. Their purpose is to determine how a certain vulner-
ability of informational infrastructure represented in the form of a service-oriented
architecture would affect the organization’s operation. The dependence graph of
services represents a set of CPS services (assets) connected between themselves
according to how the state of security of one service depends on the properties of the
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other. The records of damage propagation through dependencies of services allow
one to adjust the expenses on security so that they would not exceed the possible
damage, to justify them, as well as not to miss the important vulnerabilities which
can lead to serious consequences.

In some cases, the index of damage from an attack is calculated on the basis of a
dependence graph uniting priority resources, hierarchies of resources (classification
of resources according to types with the selection of countermeasures for each type),
and a cost model where the cost is assigned to the resources. At the same time, the
given index is defined as the sum of costs of the nodes that were negatively affected
by an attack action. In this case, resource criticality is defined by its cost. In some
cases, to determine the incidental damage during the reaction, a tree of dependencies
between the resources is used, and an index is offered that reflects the cost of service
decrease as the result of the loss of its availability. Thereby, the service criticality is
defined by its productivity. In [29], an approach to the determination of the extended
damage level with the use of a dependence graph of services is offered. In this case,
the criticality of assets is defined depending on its cost on a rank scale. In [30],
a service dependence graph is used to determine the incidental damage during the
reaction to attacks.

The mentioned studies allow us to define how the damage from cyber-attacks
propagates in a system or to define the criticality of minority assets of an orga-
nization according to the damage that occurred as a result of the violation of their
security. However, these studies are aimed at service-oriented architectures, and their
purpose is not the automated determination of system services (or other objects of
an information system) and connections between them.

The main means of autodetection of a network informational infrastructure are
network scanners. The tools of network scanning are divided into activities such
as Nmap and Nessus, and passive such as Wireshark. They allow us to define the
topology of a network and partially reveal the network services by scanning ports,
determination of services using them, and service hardware and software. However,
these tools do not possess a sufficient degree of accuracy and completeness of
information, and, besides, do not have the determination of dependencies between
network resources as their task. Afterward, administrators can add gathered infor-
mation manually. Besides, the information on the system services can be al-ready
present in the information on the system configuration. Network scanners allow us
to define objects with the structure defined in advance and are not designed to deter-
mine all types of dynamic objects, such as user’s and system processes, sessions,
their hierarchies, or their roles.

A detailed review of the automated detection procedures of dependencies between
services is given in [31]. The author selects the inquiry of accessible knowledge
of dependences, for example, in system files or in a specially created storage of
configuration, program code used to determine dependencies, passive methods of
identification on the basis of the analysis of object interaction, methods on the basis
of neuronetworks andmethods of datamining. In [31], it is also noted that the problem
is still not solved completely. The above-mentioned papers basically consider objects
of one type (services).
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In some cases, to select the objects, only frequency indexes of event types are
used and the characteristics of the initial information are not used such as the use and
variability of properties and their values, which could allow us to select objects types
more precisely. The chains of events are researched; however, the determination of
the hierarchy of elements and their types with the subsequent analysis of chains of
events allows us to more precisely compare the chains of events in the future—to
divide the events according to the belonging to the objects and to build connections
between the objects. In other cases the correlation of the events and development of
the rules (templates) of event correlation according to empirical data.

To analyze the CPS security, it is offered to automate the identification of its
elements on the basis of the selection of various object types according to the informa-
tion extracted from the service data logs of events. Although the examined methods
were applied to detect intrusions, rather than to solve the problem of the asset type
detection of an IT system and the connections between them, it is supposed that
similar data analysis is also applicable for the solution of the problem discussed in
the present research.

3.1 Domain Model

It is necessary to have a detailed idea about theCPSdomain, including its components
and the connections between them. Themodel of the domain constructed on the basis
of ontologies represents the following advantages according to the sources [6, 32]:

1. themodel is easily adapted and supplemented; the definition of new termswithout
the necessity to revise the existing definitions is possible;

2. the possibility to consider the intercomponent relations of the domain (internal
and interlevel relations);

3. the possibility to consider the same objects of the domain from different points
of view at the expense of their referring to different conceptual constructions;

4. the possibility to connect to an ontologicmodel othermodels designed to describe
separate subsystems of the domain and using the concepts introduced in the
ontologic model;

5. the fact that an ontologic model could be readable by a machine and could be
translated into other universal languages;

6. the possibility to design a prototype of a protection system on the basis of a
subject area model (Fig. 1).

The development of the domain model will allow us to examine the interaction of
CPS elements implementing physical processes by means of messaging at different
levels of abstraction, which then are transformed into events. Formally, an ontology
represents a triplet {X, R, F}, where X = {xi}—is a set of concepts, R = {ri}—is a
set of relations between concepts,F = {f i}—is the function of concepts and relations
[33]. The primary task is to describe the core (central) concepts of the ontology and
relations between them. The interconnection of central concepts is presented in the
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Fig. 1 Subject area model

figure, the arrows represent relations between concepts, and their meaning can vary.
The description of levels of representation allows us to receive the requirements for
the aspects of SIEM-system development. The following levels of representation are
described:

– the level ofCPSelement representation characterizing themain sources of security
threats connected to the finite device;

– the level of representation of message space and event space, characterizing the
process of obtaining events processed by the SIEM-system;

– the level of security threat representation characterizing the process of detection
of various anomalies in the data;

– the level of representation of security incidents characterizing the process of the
development of the sequences of the interconnected events describing the process
of the implementation of a security incident by a malefactor.

3.2 Identification of Assets of a Cyber-Physical
System and Their Value

The thesis [6] proves the theorem of control sufficiency of a discrete message thread
from devices for the analysis of their security. Therefore, it is possible to conclude
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that one of the sources for analyzing the criteria of a user’s behavioral profile is a
discrete message thread in a various form of the representation, generated by the
system components where a set of messages is generated by the device, and contains
both informational and status messages of various types.

The procedure is based on the assumption that in each event the following elements
could be selected:

– the subject: the initiator of interaction the event narrates about;
– the object: the main entity described by the event;
– the source: an observer of the event, practically a subsystem of the certain element

of the certain robotic system, the subsystem that generated and sent this message.

Proceeding from this, we could identify the following diagrams of events from
the point of view of the interaction between the subject and the object.

1. The event does not contain the information on any interaction—the source
transmits the object state information (Fig. 2a)

2. The event contains the informationonly about the object, but the subject is implied
by the event context (Fig. 2b).

3. In the event, the object executes the operation on itself (Fig. 2c).
4. The event contains information on the subject and the object as well as their

interaction (Fig. 2d).

An important factor at the CPS security estimation is the identification and estimation
of the system asset value. The assets are all CPS elements (files, users, sensors,
actuation devices, repositories, applications, servers, and others). The CPS structure

Fig. 2 Schemes of events in terms of subject-object interaction
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can vary in the process of functioning, and also leads to the appearance of new
vulnerabilities and configuration errors. With the increase in the CPS scale, the
identification and estimation of asset value require considerable time expenditures.
Therefore, this process is recommended to be automated. It is possible to organize
that in a series of stages:

– Gathering and preprocessing of input data. At this stage, the data gathering about
the events from CPS logs and bringing them to the normal mode for further
analysis is implemented.

– Selection of element categories. The gathered data are exposed to the statistical
analysis which allows defining the types of characteristics, categories of CPS
elements, the connection between which is defined by static-dynamic indexes.

– Determination of asset value by means of the indexes of characteristics usage of
assets and their quantitative values.

Gathering and preprocessing of input data.We consider infrastructure CPS indef-
inite. Input data is a set E of events of the security presented in register J of element
CPS:

E J = {e1, e2, . . . , en} (1)

The event, in this case, is the fact of operation execution of at its any stage: fulfill-
ment attempt, beginning of the operation, the intermediate result of the operation (for
events, duration in time), the total result of the completion of the operation (correct
completion or completion with an error). Any event e includes a set of characteristics
p and their values v, describing a certain operation:

e = {pi , νi }, (2)

where pi—is the event characteristics, pi ⊂ P, P—is the set of all characteristics of
events:

P = {p1, p2, . . . , pm}, (3)

where m—is the total of characteristics; vi—is the value of the event characteristics,
vi ∈ VPi, VPi—is the characteristics range pi:

V Pi = {v1, v2, . . . , vk}, (4)

k—is the number of possible values of the characteristics pi; VPi ⊂ V, and V—is
the set of all values of all characteristics:

V = {
V P1 , V P2 , . . . , V Pm

}
(5)

At any moment these sets are finite and are not empty:
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P �= ∅, V Pi �= ∅, ∀i ∈ {1, 2, . . . ,m}

For further analysis, the event characteristics and their value are transformed into
the normal mode by an expert. If it is not done, the quality of the results of the further
stages can be essentially lowered. The gathered data can be divided according to their
values on categorical andquantitative. The correlation approach at the following stage
is selected depending on the type of values.

Selection of categories of elements. The infrastructure I, with indefinite
composition and architecture, includes l information elements O:

OI = {o1, o2, . . . , ol} (6)

The state of the elements is defined by one or several characteristics c and their
values:

o = (ci , vi ), (7)

where o ∈ OI , ci ∈ C, C = {c1, c2, …, ch}, |C| ≥ 1, h—is the total number of
possible characteristics of elements; vi ∈ VCi, VCi—is the set of possible values of
characteristic ci:

VCi = {v1, v2, . . . , vr }, (8)

r—is the number of possible values of characteristic ci; VCi ⊂ V, V—is the set
of all values of all characteristics:

V =
{
VC1 , VC2 , . . . , VCr

}
(9)

The CPS elements are connected between themselves by membership relations:
any element is either a part of a higher-level element of the system or contains lower-
level elements. Also, the analysis of their immediate interaction helps to determine
the direct relation of one element with another. It allows one to generate the hier-
archy of elements. The complex of characteristics C0, which describes the informa-
tion element o, unambiguously defines the category of information element ot . The
examples of element categories: files, users, sensors, actuation devices, repositories,
applications, servers, and others.

Model R of CPS infrastructure I consists of information element set O, and also
sets of their categories OT and relations OR:

RI = 〈O, OT, OR〉 (10)

Thus, the input data of the correlation process are transformed into the sets of
elements and their categories of CPS infrastructure:



Security Providing … 313

{E, P, V } → (O, OT ) (11)

The stage of selecting categories of elements and their hierarchy consists of several
steps:

– selection of event characteristics types on the basis of the analysis of their possible
values;

– selection of element categories on the basis of characteristics types;
– determination of the hierarchy of the element categories on the basis of the

common usage index.

4 Experiments and Discussions

For the experiments, platformSupermicrowith two IntelXeonE52.1GHzprocessors
and 64GbRAMwas used. On the basis of the CentOS 7 operation system, a software
complex was developed that was used to gather and process the data of several CPS
logs, concerning various spheres of life. As input data, a stream of events from
heterogeneous sources on various protocols was used, including Syslog for network
equipment and objects with Unix-based system administration, Windows log events,
as well as the data from various DBMS. The distribution of event stream intensity
averaged on hours for days of the research and expressed in events in a second (EPS)
is presented in Fig. 3.

During the analysis of input data, it was determined that all types of events can
be divided into those occurring in the stream often enough, and those occurring
seldom. The types of events occurring more than 1000 times during a day refer
to the first group, the second kind includes the remaining events. It is thus deter-
mined that when using a heterogeneous infrastructure classification, the procedure
becomes considerably complicated because even if the normalization stage is carried
out properly enough and semantically similar fields are filled in correctly, in many
cases their formats are various and the development of connections is not of practical
use. Figure 4 can prove this; it shows the classification of the events received from
assets provided by one vendor, but belonging to various product families where the
properties defining the code of the event type are absolutely different.

Fig. 3 Distribution of the intensity of the flow of events over a 24-hour period
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Fig. 4 Classification of the events received from assets provided by one vendor

Aswasmentioned earlier, for the full analysis of the characteristics of the received
events, they shouldbe transformed into aunified formandnormalized.The fulfillment
of the given procedure of the analysis of the initial event should be carried out
according to the normalization formula defined in advance for the source and the
type of event. A normalized event represents a collection of certain fields in which
composition is definedwithin the limits of certain taxonomy, filled with the data from
a raw event according to the rules specified in the normalization formula. At the same
time, the normalization of the received events implies parsing (the analysis of the data
of the initial event) and mapping (comparison of the extracted data to the taxonomy
fields). Considering a great number of data sources generated by separate subsystems
of various CPS elements, it is necessary to carry out filtering and integration of the
samplings of the events which are subject to the analysis by applying aggregate
methods. The data flow from the source can contain the events of the same type,
differing by the value of one or several fields (for example, a long time). In such
cases, it is expedient to organize the process of selection of such events which meet
the requirement of the aggregate rule set in advance tuned, and their integration
in one aggregated event. If the normalized and aggregated data about the state of
information security of CPS infrastructure are present, it is possible to realize the
actions directed on the analysis of the processes occurring in the system and on the
detection of incidents. The main mechanism in the solution of the given task is the
application of correlation methods.

Wedefined the normalization formulas for themost commonly encountered events
in the studied object by implementing the procedure mentioned above. Each event
was considered from the point of view of this procedure. In particular, Table 1 shows
the ranking of event types fromWindows logs according to the total number of events
occurring during a day.
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Table 1 Number of commonly encountered event types

Event ID Event Name Count

4776 The domain controller attempted to validate the credentials for an account 1,277 697

4662 An operation was performed on an object 1,224 824

4624 An account was successfully logged on 967 215

4634 An account was logged off 965 887

4627 Group membership information 961 710

4769 A Kerberos service ticket was requested 498 688

4768 A Kerberos authentication ticket (TGT) was requested 367 199

4672 Special privileges assigned to new logon 283 979

4648 A logon was attempted using explicit credentials 42 309

Some of the properties in the registered events can contain zero value from the
point of view of semantics, but their elimination from the analysis can lead to consid-
erable loss of quality of normalization and incorrect treatment of the structure and
types of events. Besides, it is determined that the time distribution of practically all
events is aperiodic. Figure 5 shows the diagram of the event distribution intensity

Fig. 5 Distribution of the intensity of event types by observation time range over a 24-hour period
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from Table 1 on the time range of their observations (hours).
Figure 6 presents a screenshot of such dynamically varying graph built by means

of Java visualization tools.
The experiments on the analysis of the events in the studied CPS infrastructure

have shown that not in all cases the variability indexes can form a basis for decision-
making on the automated identification of a CPS element. The reason for this can
be either a high level of variability of property values or, on the contrary, extremely
low variability of one of the properties. The given barriers can be overcome if we
assume that if a certain value of a specific event is present, there is an object in the
nearest point of time which can be described by means of this value and this object
is active. If we define the lifetime of such objects, it is also possible to define the
dynamics of the change in the values of properties. In this case, the comparison of
properties in pairs and taking into account the time scale will allow us tominimize the

Fig. 6 Screenshot of a dynamically changing graph constructed using Java visualisation tools
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above-mentioned errors and to define the life cycle of CPS element in the conditions
of uncertainty.

For this reason, the application of pair correlation between properties of events
from the sources of homogeneous environments can be used, including for the devel-
opment of a short-term pattern of interaction between various elements. For example,
using the data fromevents ofWindows logs, it is possible to receive the current pattern
of interaction in the domain, and in the case of visualization tool implementation, it
can be used for monitoring of the CPS state and prompt investigation of incidents.
Figure 6 presents a screenshot of such dynamically varying graph built by means of
Java visualization tools.

The analysis of the received visualization allowed us to form the groups of objects
and properties which are sufficiently expressed from the point of view of semantic
value. The presented groups allow us to divide the studied objects into such types
as the Subject and the Object, and also the Source and the Aim, which completely
match the offered earlier procedure of considering each event during the process of
normalization.

5 Conclusion

Currently, the urgency of the problem of security providing for the cyber-physical
system so strongly entered into human life is beyond question. The constant growth
of the number of cyber-attacks on technological objects is one of the main drivers of
modern research and the development of new scientific and technical solutions. One
of the primal tasks in the solution of this problem is the estimation of CPS security
as the violation of their faultless continuous functioning can lead to the damage to
the people’s life and health; to the disruption of the functioning of the subsistence
means of the population and other technogenic catastrophes.

When analyzing the CPS security, it is necessary to carry out an estimation of
the criticality of its elements interconnected by various data channels and a set of
semantic relations. In modern CPS, the infrastructure can vary with time—there
can appear new nonregistered elements, new data channels, and semantic mutual
relations, which is interfacedwith the appearance of vulnerabilities and configuration
errors. In such conditions, the determinationof assets and the degree of their criticality
by experts requires a considerable amount of time and human resources.

In the given chapter, the authors undertake an attempt to examine the possibility to
use the service data extracted from logs of events of various elements for the analysis
of the security of cyber-physical systems. Automation of detection of elements and
connection hierarchy between them as well as the estimation of their criticality will
allow us to more precisely and in greater detail develop the model of risks for the
security analysis.

For this purpose, we offer a procedure of normalization of service message events
for further identification of CPS assets and consider the possibility to use the corre-
lation of events in the conditions of uncertainty of the infrastructure to define the
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hierarchy of asset types and their most significant objects. The used approach allows
us to define the main types of infrastructure objects, their characteristics, and hier-
archy by the analysis of empirical data as well as to compare the criticality of objects
on the basis of static and dynamic indexes.

Earlier, statistical approaches to the execution of the process of security event
correlation were also applied. The complexity of the application of probability esti-
mation consists of the necessity to ensure that the input data meet certain require-
ments, for example, their homogeneity, normal distribution law, and others. The
choice of a certain statistical index (correlation index, determination index, etc.) and
the possibility to use it for correlation is possible to define in the course of the analysis
of input data and results of the calculation of such index.

The carried out experiments have shown that the offered procedure of event
normalization allows us to generate groups of objects and properties, ensuring the
given process in such a way that semantically similar data were allocated in the
same taxonomy fields. This, in turn, allows us to increase the quality of the received
CPS model and the estimation of its security at the expense of decreasing the loss
of the information during the transformation of the models of the identified objects.
Also, the experiments have shown that in the case of a heterogeneous infrastructure,
the examined approach to the correlation of events is applicable with some limita-
tions because there are some problems with the determination of semantic similarity
between the properties of objects. However, it has been determined that the imple-
mentation of the given approach to the correlation of events is the most applicable
in the case of a homogeneous infrastructure and can be used for the development of
a short-term pattern of interaction in order to monitor the CPS state and to promptly
investigate the incidents.
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A Variant of the Analytical Specification
of Security Information and Event
Management Systems

Igor Kotenko and Igor Parashchuk

Abstract The object of the study in the chapter is a variant of the analytical specifica-
tion of the state change dynamics characterizing the quality indicators of the process
fulfilled by a security information and event management (SIEM) system. A general-
ized model of such a system based on the state and observation equations taking into
account advanced algorithms for converting excitation noise (spectral power density
of excitation noise) is investigated. Moreover, the model is a formalized analytical
description specified in terms of the Markov chain in the form of different stochastic
equations. The dynamics of changes in the values of quality indicators character-
izing the essential properties of the SIEM system functioning in the state space are
analyzed. A mechanism for determining the values of the mathematical expectation
increment of the simulated process is proposed. These values are obtained on the
basis of a priori data on the Markov chain with respect to the mathematical expecta-
tion of white Gaussian noise exciting this process. The specified mechanism is used
in conjunction with the calculation of the values of the coefficient that corrects the
variance of random discrete realizations of the original white Gaussian noise. This
approach allows one to make a decision about what values the elements of the vector
of compensation additives will take in the state equation of this modified model of
the SIEM system taking into account the excitation noise conversion.
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1 Introduction

Information security systems for computer and telecommunication networks have a
complex integrated structure. They include hardware and software systems (servers,
databases, security tools, workstations), as well as personnel. All these components
are organizationally and technically integrated and are designed to implement the
information protection process. The purpose of this process is to minimize losses
that may be caused by a violation of the availability, integrity, or confidentiality of
information [1–4].

One of the possible and effective approaches to achieving this goal is the develop-
ment and application of security information and event management systems (SIEM
systems). They are designed for real-time analysis of security events (threats, alarms)
emanating from network devices and applications, and allow one to respond to these
threats before they occur and to prevent significant damage [5–9].

The traditional approach to the analytical description of the functioning processes
of complex systems, for example, such as SIEM systems, consists of attempts to
formally represent these processes through the dynamics of a linear or nonlinear
change in the state (step-by-step values) of quality indicators (QIs) of these objects
and processes in the state space. Markov process models, in this case, are an
indispensable tool.

The necessary basic input data for the analytical description of the SIEM system
functioning in this formulation is a vector of QIs for the SIEM system and the
requirements for these QIs. Then the model of the SIEM system functioning can be
represented through an analytical description of the process of changing the states
(values) of its vector of QIs. Moreover, we denote the analytical description of the
vector of QIs for the SIEM system functioning process by x(k). The analytical rela-
tionship of individual QIs in the case of a dynamic, probabilistic, non-linear, and non-
stationary process is associated with the need to specify multidimensional functions

F
(
x, �λ, t0, . . . , tk, . . . , tK

)
or densities W

(
x, �λ, t0, . . . , tk, . . . , tK

)
of the prob-

ability distribution of the values of the functioning indicators for various elements
of the SIEM system and the process of its operation as a whole on the interval of
functioning of this system (t0 − tK ). Moreover, m is the number of process state
variables x(k), s is the number of distribution parameters λ and k is the number
of time samples. The mathematical description, taking into account the dimension
expansion in this case, is difficult.

2 Related Work

An analysis of such limitations leads to the need to search for a sufficiently rigorous
analytical description of the SIEM system functioning process in dynamics. In our
opinion, these restrictions can be most correctly taken into account in the framework
of Markov models considered in a number of modern works.
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The work [10] considers mathematical modeling based on the general theory
of systems. A model has proposed here in abstract terms, which does not give the
possibility to fully using it for modeling specific threats within the framework of the
SIEM system.

In [11, 12], it is argued that the model of a complex controlled process can
be implemented on the basis of stochastic differential equations. But these models
require significant costs for collecting source data statistics to simulate the dynamics
of changes in parameter values and quality indicators of SIEM systems. They do not
provide the user’s needs for unification and usability. These models are complex in
terms of describing the process dynamics.

Thus, in [13–15], applications of the models based on stochastic differential equa-
tions were proposed, but the traditional methods, used to determine the parameters
of the changes in the values of the quality indicators of the modeling object, are
ineffective due to the need to consider many auxiliary parameters to fully describe
all the properties of SIEM systems, but this is not always possible.

Works [16–21] are devoted to the possibilities of a mathematical description of
processes in dynamics using Markov chains. Such approaches will be considered in
our work as well, these will be dynamic models of the SIEM system functioning.
They are the basis for modeling, however, these works do not address the problem
of calculating the joint probability distribution density of various quality indicators
of the SIEM system functioning.

The model considered in [22] is partially free from these drawbacks, however,
this model, although it relies on Markov chains in the form of stochastic difference
equations, is focused on modeling the processes of detecting malicious information.

The closest in essence to the idea proposed in this chapter is the work [23],
where a Markov model of the decision-making process for managing information
and security events is proposed.

Thus, the analysis of related works shows that Markov process models are highly
versatile, and the combination of the theory of Markov processes with the theory of
state variables opens up wide opportunities for the study of complex systems, such
as SIEM systems.

In other words, we can assume the theoretical and practical possibility of
constructing analytical, probabilistic-temporal models of state transition of the SIEM
system functioning (as the mathematical models of the state change of QIs for these
systems) based on Markov sequences. Besides, it is needed to achieve the required
degree of adequacy for the probability-time properties of such system functioning
while reducing the dimension of their mathematical description.

3 Theoretical Part

It is known that obsolescence of information about the state of the SIEM system
functioning reduces the dependence of decisions made at the moment tk on earlier
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observations, thereby providing the possibility of limiting the aftereffect (“memory”)
of the mathematical description of this system functioning.

Analysis of these restrictions leads to the need to search for a fairly rigorous
description of the SIEM system functioning in dynamics. Most correctly, these
restrictions can be taken into account in the framework of Markov models.

Markov process models are highly versatile, and the combination of the theory of
Markov processes with the theory of state variables opens up wide possibilities for
the analytical description of SIEM systems in dynamics.

The analysis of [10–23] shows that the application of Markov models to real
processes occurring in complex information protection systems has a number of
advantages based on the possibility to represent both discrete and continuous
processes in the framework of Markov processes, which are characterized by both
Gaussian, and non-Gaussian probability distributions, taking into account both the
linear and non-linear nature of their change.

In addition, by expanding the connectedness (“memory”) of the process and
its dimension (for example, the transition to nested Markov chains) non-Markov
processes can be mathematically correctly reduced to more complicated Markov
processes [16].

As you know, most of the QIs of the SIEM system are continuously valued. The
need and the possibility of approximating them mathematical

1. The generally accepted description of the dynamics of changes in continuously-
valued QIs at discrete time instants is based on the apparatus of stochastic differ-
ential equations. But the use of this mathematical apparatus, although it provides
high adequacy of the models to the processes that they describe, but leads to great
computational complexity (known in mathematics as the “curse of dimension-
ality”). Ultimately, taking into account the variety of QIs of the SIEM system
and their complex hierarchy, this makes the models and the entire apparatus for
assessing the quality and effectiveness of the SIEM system cumbersome and
re-quires large computational costs.

2. The possibility of approximating continuous processes by Markov sequences
with discrete time allows, based on user-defined requirements for the QIs of the
SIEM system and the accuracy of their estimation, one to simulate processes
occurring in the system with a predetermined simulation error in time �tperm
and state �xperm, whereas when modeling continuous processes using stochastic
differential equations, the modeling error is unknown.

3. It is known that the space of process control resources implemented by the SIEM
system is discrete and limited. This fact is an additional argument confirming the
need to formalize the description of these processes and to control these processes
within the framework of a single mathematical apparatus.

4. An important argument is a fact that currently there are methods for the reduction
of the continuously-valued state and observation spaces based on the sensitivity
theory methods.

5. In most cases, the user does not need to know all the continuous-valued states of
the QIs of the SIEM system. To assess the state of the QIs of the SIEM system
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at a certain point in time, it is quite enough to know its discrete value and the
accuracy of maintaining this value.

Given all of the above, one can consider the possibility of constructing analyt-
ical, probabilistic-temporal models of state transitions of the SIEM system func-
tioning process as mathematical models of state transitions QI of a system of this
class based on Markov sequences, achieving the required degree of adequacy of the
probabilistic-time properties of the SIEM process while reducing the dimension of
their mathematical description.

The need to unify the mathematical specification of the SIEM system functioning,
including the decision-making procedures, is caused by the desire for wider integra-
tion and integrated use of information protection methods and tools at all stages of
investigating the interaction procedures of telecommunication, the local area, and
global networks. It can be provided with sufficient description accuracy by using
different classes of random processes with discrete-time.

Thus, to build an analytical probabilistic-temporal model of the state transition
of the vector of QIs of the SIEM system that takes into account the dynamic and
probabilistic nature, as well as the non-stationarity of the process of its functioning
and control, we will use the apparatus of controlled Markov chains described in the
form of difference stochastic equations.

An analysis of [10–23] allows one to say that all known classes ofMarkov random
processes can be reduced to equivalent Markov chains (up to an admissible error of
simulation in time �tperm and state �xperm). This type of models differs from that
used previously since the possibility of using controlled Markov chains in the form
of stochastic difference equations for vector analysis of the quality of the SIEM
system functioning has not yet been investigated. Taking into account the results of
the analysis, it can be argued that it is not difficult to pass from stochastic differential
equations for discontinuous processes to difference stochastic equations, which for
discrete models of state transition of QIs of the SIEM system functioning in the form
of controlled Markov chains (T = const) will look like:

�x(k + 1) = CT(k + 1) ��(k + 1); (1)

��(k + 1) = ϕT(k + 1, k, k) ��(k) + �ϑ(k);
(2)

�ϑ(k) =
[
ϑT(k) ��(k)

]�ϑ ′(k + 1); (3)

Z(k + 1) = H(k, x(k)) ��(k + 1) + �ω(k + 1), (4)

where the expression (1) is the equation of the process x state at the (k + 1)-th
step (in our case, this is the state of some QIs of the SIEM system functioning),
in which: CT(k + 1) is a matrix-row of possible values of the deviations of QIs
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of the SIEM system functioning; ��(k + 1) is an auxiliary vector of QIs of the
SIEM system functioning, taking values 0 or 1 and introduced for the convenience
of recording the dynamics of transitions of this class system functioning from state
to state (m = 1, M—the number of states).

Expression (2) is the equation of the state of the auxiliary vector of indicators,
in which: ϕT(k + 1, k, u) is the probability matrix of the transition of the process,
which determines the change of states of the QIs of the SIEM system functioning;
��(k) is a vector of values of the status indicators in the previous step; �ϑ(k) is a vector
of compensation additives, the elements of which are designed to compensate the
non-integer part of the equation and are obtained by correcting the initial excitation
noise—white Gaussian noise (WGN, wgn) ϑwgn(k) with the mathematical expec-
tation and dispersion corresponding to the initial state of the estimated QIs of the
SIEM system functioning—Eq. (3)

The validity of the use of white Gaussian noise as excitation noise with parameters
adequate to the real process is due to the nature of random values of the QIs of the
SIEM system; ϑT(k) is a diagonal block matrix of compensation additives, which
is a stepped martingale, the elements of which are designed to compensate the non-
integer part in Eq. (2); �ϑ ′(k+1) is the vector of values of the modified exciting noise,
which determines the values �� at the (k + 1) step (values of auxiliary indicators of
the process x (k + 1)).

Expression (4) is the equation for observing the state transition process of QIs
for the SIEM system functioning x(k), where H(k, x(k)) is the observation matrix
containing known values for observing the state of the process x(k):

H(k, x(k)) =

∣∣∣∣∣∣∣∣∣

x1(k) 0 · · · 0
0 x1(k) · · · 0
...

...
. . .

...

0 0 · · · x1(k)

∣∣∣∣∣∣∣∣∣
; (5)

�ω(k + 1) is a vector of observation noise of the state transition process x(k) of QIs
of the SIEM system with zero mean and variance matrix ϑω(k).

4 Methodological Part and Discussion

The vector of values of the modified exciting noise �ϑ ′(k + 1), which determines the
values �� at the (k + 1) step (the values of the auxiliary process indicators x (k + 1)),
is formed on the basis of comparison of the threshold values of the deviations of QIs
of the SIEM system functioning process with the sample values of white Gaussian
noise ϑ

wgn
m (k), converted into exciting noise ϑ ′

m(k + 1) through a linear procedure:
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ϑ ′
m(k + 1) = |Ψ (k + 1)|ϑwgn + �ςϑ(k)

′′1′′
>

<
′′0′′

xthr m, at

{
M[ϑ ′(k + 1)] = �ςϑ(k),
D[ϑ ′(k + 1)] = Ψ 2(k),

(6)

which in matrix form has the form:

∣∣∣∣∣∣∣∣∣

ϑ ′
1(k + 1)

ϑ ′
2(k + 1)

...

ϑ ′
m(k + 1)

∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣

Ψ1(k) 0 · · · 0
0 Ψ2(k) · · · 0
...

...
. . .

...

0 0 · · · Ψm(k)

∣∣∣∣∣∣∣∣∣
×

∣∣∣∣∣∣∣∣∣

ϑ
wgn
1 (k)

ϑ
wgn
2 (k)

...

ϑ
wgn
m (k)

∣∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣∣

�ςϑ1(k)
�ςϑ2(k)

...

�ςϑm (k)

∣∣∣∣∣∣∣∣∣
, (7)

where �ςϑm (k) are the increments of the mathematical expectation of the process
being formed, obtained on the basis of a priori data on the Markov chain, in rela-
tion to the mathematical expectation of white Gaussian noise exciting this process;

Ψm(k) = T
√
2σ2

�qmm/Nϑm—coefficient correcting the dispersion of Gaussian noise
based on a priori data on the Markov chain for this step; | Ψ (k) | = G(t)T =
diag

{
T

√
2σ2

�qmm/Nϑm

}
—matrix of diffusion (excitation) of the process ��(k);

σ 2
�—the dispersion of the process ��(k); qmm—elements of the matrix of transition

intensities of auxiliary indicators of the state of the SIEM system functioning.
Let us consider in detail the steps of themethodology for determining the elements

of the vector of compensatory additives in the state equation of this modified model
of the SIEM system taking into account the conversion of excitation noise.

The analysis results (based on a priori data on the Markov chain) to which state
the process “tends” in the next step give us a decisive rule for choosing the vector of
compensation additives and, ultimately, for determining the values of the elements of
the vector of auxiliary state indicators ��m(k + 1) of the SIEM system functioning.

The values �ςϑm (k), that correct the probabilities of the state of the initial excita-
tion noise ϑwgn(k), can be calculated for the case of a homogeneous circuit a priori,
based on the expression:

�ςϑm (k) = (1 − pm(ςϑm (k)))−1 = �−1(−ςϑm (k)) (8)

where (–1) is the symbol of the inverse function; 1 − �−1(−ςϑm (k))—the prob-
ability integral; pm(ςϑm (k))—the probability that the process takes the value
ϑ ′
m > 0, numerically equal to the probability of the process �m adopting

a value �m(k + 1) = 1,

pm(ςϑm (k)) = pm(k) =
M∑
i=1

pi (k − 1) pi m(k − 1
∣∣ k), m = 1, M , (9)
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where M—is the number of process states.
The calculation of the values of the coefficient Ψm(k), correcting the variance of

random discrete realizations of the initial white Gaussian noise ϑwgn(k), occurs as
follows.

Given that the spectral density of the excitation noise power ϑ ′(k) is related to
its dispersion by the expression Nϑ = σ2

ϑT and the intensity of the transition of the
process �(k) from state to state is linked with the corresponding probabilities by the
expression qmm = pmm / T , the equation for the coefficient Ψm(k) can be written in
the form

Ψm(k) = 2 pmm(k). (10)

If the value of themodified excitation noiseϑ ′
m(k+1), selected taking into account

the entered coefficients, fallswithin the tolerance limits−�ςϑ ≤ ϑ ′
m(k+1) ≤ +�ςϑ

(which shows the “tendency” �m at the (k + 1)-th step to 1), in Eq. (3) it is decided
that the element of the vector of compensation additives ϑ ′

m(k) is positive and the
remaining elements of this vector are negative, which, when solving the Eq. (2), gives
us�m(k + 1) = 1. The formation of the current values of thematrix of compensation
additives ϑ(k) occurs in accordance with the rule:

If the process is described by two states �0 and �1, (i.e., m = 1, 2), then the
vector of the excitation sequences for determining the value of the auxiliary indicator
of the state �1 of the SIEM system functioning is found from the matrix:

ϑ1(k) =
∣∣∣∣
ϑ11
1 (k) ϑ12

1 (k)
ϑ21
1 (k) ϑ22

1 (k)

∣∣∣∣ =
∣∣∣∣
−p12(k) (1 − p12(k))
−p21(k) (1 − p21(k))

∣∣∣∣; (11)

Ifwe use three ormore states�m , (i.e.m = 1, 2, . . . , M) to describe the process of
changing the QIs states of the SIEM system functioning, then the matrix of compen-
sation additives for the m-th state ϑm(k) is selected (at the first stage of solving the
Eq. (3)) and the vector of compensation additives from this matrix �ϑm (at the second
stage of solving Eq. (3)) comes from the block diagonal matrix of the form:

‖ϑ(k)‖ =

∣∣∣∣∣∣∣∣∣

|ϑ1(k)| 0 · · · 0
0 |ϑ2(k)| · · · 0
...

...
. . .

...

0 0 · · · |ϑm(k)|

∣∣∣∣∣∣∣∣∣
. (12)

The elementsϑm(k)of thematrix of the current compensation additives for various
states of the QIs of the SIEM system functioning are in accordance with the rule
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| ϑm(k) | =

∣∣∣∣∣∣∣∣∣∣∣

ϑ11(k) ϑ21(k) ϑ31(k) · · · ϑm1(k)
ϑ12(k) ϑ22(k) ϑ32(k) · · · ϑm2(k)
ϑ13(k) ϑ23(k) ϑ33(k) · · · ϑm3(k)

...
...

...
. . .

...

ϑ1m(k) ϑ2m(k) ϑ3m(k) · · · ϑm(k)

∣∣∣∣∣∣∣∣∣∣∣

=

=

∣∣∣∣∣∣∣∣∣∣∣

(1 − pm1(k)) −pm1(k) −pm1(k) · · · −pm1(k)
−pm2(k) (1 − pm2(k)) −pm2(k) · · · −pm2(k)
−pm3(k) −pm3(k) (1 − pm3(k)) · · · −pm3(k)

...
...

...
. . .

...

−pmm(k) −pmm(k) −pmm(k) · · · (1 − pmm(k))

∣∣∣∣∣∣∣∣∣∣∣

. (13)

The number of states m is determined on the basis of the required accuracy of
estimating the QIs of the SIEM system functioning.

Optimizing the dimension of the state and observation spaces of the SIEM system
functioning, taking into account the requirements for an acceptable estimation error,
is a separate theoretical and practical problem.

The final result of solving the Eq. (3) is the vector of compensating additives
�ϑm(k) for the considered m-th state of the QIs of the SIEM system:

�ϑm(k) =

∣∣∣∣∣∣∣∣∣∣∣

ϑm1(k)
ϑm2(k)
ϑm3(k)

...

ϑmm(k)

∣∣∣∣∣∣∣∣∣∣∣

. (14)

Thus, it is shown that the proposed methodological approach allows one to deter-
mine the values of the increment of the mathematical expectation of the simulated
process, obtained on the basis of a priori data on the Markov chain, in relation to the
mathematical expectation of white Gaussian noise exciting this process.

This approach combines the calculation of the values of the mathematical expec-
tation of the process being formed and the values of the coefficient that corrects
the variance of random discrete realizations of the initial white Gaussian noise and
allows one to decide what values the elements of the compensation additives vector
will take in the equation of the state of this modified model of the SIEM system
taking into account the noise excitation transformation.
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5 Conclusions

Thus, on the basis of expressions (1–14), the chapter has suggested a variant of the
analytical description of the dynamics of the change in the state of the quality indica-
tors of the SIEM system functioning. In fact, the chapter has presented a generalized
model of the functioning of this class system taking into account the conversion of
excitation noise.

This model is a formalized analytical specification (in terms of a Markov chain in
the form of difference stochastic equations) of the dynamics of changes in the values
of the quality indicators of SIEM systems. The quality indicators characterize the
essential properties of the SIEM system functioning in the state space.

The practical application of the improvedmodel is possible both in the framework
of research work and in integrated systems for automated control of information
security. The direction of further research may be the development of models that
take into account not only quantitative but also qualitative (for example, described
using linguistic variables typical for fuzzy sets) nature of quality indicators of these
class systems.
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Secure Data Transmission
in Cyber-Physical Systems Based
on the New Approach for Stream
Cipher’s Gamma Generation

Igor Anikin and Khaled Alnajjar

Abstract We suggested a new approach for secure gamma generation in stream
ciphers with application to secure data transmission between components of cyber-
physical systems (in terms of ensuring confidentiality). Secure gamma generation is
based on using a new type of pseudo-random number generator (PRNG) with linear
feedback shift registers (LFSR) and fuzzy logic. We used a nonlinear combination
function based on fuzzy logic for selecting the best LSFR while generating the
output. We adjusted some parameters of fuzzy PRNG (FPRNG) to get the best
pseudo-random sequences (gamma), which are very close to white random noise.
We also studied the structure of FPRNG to select the best design that better fits the
requirements of good gamma generators with application to cyber-physical systems.
We showed that the suggested approach allows generating gamma sequences with
better quality than many others. It makes possible using this approach in new stream
ciphers and applying them to ensure confidentiality of data transmission between
different components of cyber-physical systems (CPS).

Keywords CPS · Stream cipher · Pseudo-random number generator · LFSR ·
Fuzzy logic

1 Introduction

Nowadays, cyber-physical systems (CPS) started to play an important role in Industry
4.0 and different smart applications [1, 2] including smart cities, smart grids, smart
homes, smart manufacturing, intelligent transportation systems, and many others [3,
4]. Such systems involve a lot of different hardware and software components that
are strongly interconnected and constantly interact with each other in different ways.
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CPS is often considered as a complex distributed system, which is controlled by
different algorithms (including AI), closely integrated with the Internet and people.
It also involves different technologies such as simulation and modeling, big data,
mechatronics, cloud computing, IoT, augmented reality, etc.

The progress of CPS is closely related to the efficiency of communication between
its components. Modern CPS uses different communication mechanisms and proto-
cols for such interconnection. They can use WIFI, 4G, Bluetooth, and other mech-
anisms for doing that. In this case, one the main problem which arises for CPS is
ensuring the security of this communication, including data confidentiality, integrity,
reliability, and availability. We have a lot of sensitive information that is transferring
between CPS components. This information has to be protected.

Different protocols that could be used to provide the security of communication
betweenCPScomponents.However, the problemof security enhancement for them is
constantly relevant. In this case, it is needed to develop newmethods and approaches
for increasing the security of data transmission in CPS.

We suggested a new approach for increasing the data confidentiality in CPS
communication channels. It is based on secure gamma generation for stream ciphers
which are widely used for data encryption in different communication protocols.

2 Background

The security level of many ciphers strongly is based on the quality of embedded
gamma generators that produce unpredictable long bitstreams (keystreams) with
good statistical properties, close to randomnoise. Pseudo-random number generators
(PRNGs) suggest an effective way to produce such sequences of random bits or
numbers froma randomly chosen secret seed [5]. For example,we can see the diagram
of a typical stream cipher in Fig. 1 where Key is the secret input (seed) of PRNG
which produces a bitstream (keystream) as random white noise. The keystream is
combined with the plain streamM using the bitwise exclusive-OR (XOR) operation.

Fig. 1 General stream cipher diagram
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The decryption stage requires the generation of the same pseudorandom sequence
to get the plain stream. This approach is used widely in different stream ciphers and
protocols of secure data transferring in cyber-physical systems: A5/1 (GSM cellular
networks), RC4 (WIFI, Skype), SEAL, CryptMT, and others [6].

We have to ensure that generated keystreams have to be very close to the real
true random sequences. They must be unpredictable, have long periods, and satisfy
the cryptographic properties mentioned in [7]. They also have to pass successfully
standard statistical tests from NIST STS and DIEHARD packets.

Linear feedback shift registers (LSFR) is one of the famous well-known elements
of binary pseudorandom sequences generators [8] with very high performance which
is important for gamma ciphers. The output sequence of LFSR can be described by
the initial state (s0, s1, . . . , sn−1) and linear recurrence relation (1):

sk+n =
∑n−1

i=0
ci sk+i , where k ≥ 0 (1)

Here the coefficients ci are called feedback coefficients of the LFSR.
It has been shown that a binary stream generated by LFSR has good statistical

properties if its characteristic polynomial is primitive. The period T of such sequence
(M-sequence) is defined as T = 2n − 1, where n is the degree of the characteristic
polynomial. The quality of the M-sequences is also growing with the increasing
degree of LFSR characteristic polynomial.

PRNGbased onLFSRs is one of the fastest long-period generators currently avail-
able. They also require less hardware for implementation and produce pseudorandom
sequences with good properties. It makes possible using such PRNG as embedded
elements on CPS devices. However, the main drawback of such generators is their
linearity which leads to insecurity. In this case, knowing only 2n consecutive bits
enables the cryptanalyst to determine the feedback coefficients and thus the whole
sequence. One way to overcome this problem is by using complex nonlinear func-
tions to mix the outputs of several LFSR’s. We consider the way for construction
such a combination function by using fuzzy sets theory, linguistic variables, and
fuzzy IF-THEN rules [9, 10].

3 Pseudo-Random Number Generator with Fuzzy Logic

We suggested the general structure of a pseudo-random number generator with fuzzy
logic (FPRNG) in [11, 12]. This structure is presented in Fig. 2 and involves n LFSRs
(n ≥ 2), n buffers with a fixed size, which gather output bits from corresponding
LSFRs, and a non-linear combination function based on fuzzy logic. This function
includes two linguistic variables, fuzzy IF-THEN rules, and defuzzification block.

The goal of linguistic variables is to analyze the statistical properties of the buffers.
Thefirst linguistic variable assesses the number of ones (f 0) in the attachedbuffer. The
second linguistic variable (| f1 − f2|) assesses the difference between the number of
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Fig. 2 The general structure of FPRNG

blocks (0110) consisting of two consecutive ones (f 1) and the number of gaps (1001)
consisting of two consecutive zeros (f 2). The initial values of membership functions
(MFs) for linguistic variables are presented in Fig. 3 (buffer size = 8).

The goal of IF-THEN rules is to compare the membership functions assessment
results for the current buffer state and to select the best LSFR at the moment. Then
least significant bit (LSB) of the associated buffer is passed to the output of FPRNG.

The gamma sequence generation flow chart is presented in Fig. 4.

Fig. 3 Initial values of membership functions
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Fig. 4 Generation of gamma sequence based on FPRNG

4 Selection of the Rational Parameters’ Values for FPRNG

We divide FPRNG’s parameters into two groups. The first group contains one param-
eter related to LFSR. The second group contains several parameters related to the
nonlinear function based on fuzzy logic.
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4.1 FPRNG Parameter Related to LFSR

Selected LFSRs must guarantee the maximum period of the generated bitstream
in addition to the randomness of the generated sequences. Thereby the character-
istic polynomial of LFSR must be primitive, has a high degree and high Hamming
weight (the number of the non-zero coefficients is not so different from half of its
degree [13]). It should have low power consumption as well as low cost of hardware
implementation. Finally, the selected polynomials should be co-prime with others to
guarantee the maximum period of the generated sequence by FPRNG.

In [11, 13] authors recommended using a special type of primitive polynomial
in FPRNG defined by expression (2). We proved that using such type of primitive
polynomials allows satisfying all previously mentioned requirements. Low-power
consumption and low cost of a hardware implementation for such polynomials make
it possible to use corresponding FPRNGs as embedded elements on CPS devices.

P(x) = (
1 + xb1

)(
1 + xb2

)
. . .

(
1 + xbm

) + xn (2)

Here b1, . . . , bm,n values satisfy the following conditions:

b1 ≥ 1, b1 < b2, (b1 + b2) < b3, (b1 + b2 + . . . + bm−1) < bm,

(b1 + b2 + . . . + bm) < n,

We selected characteristic polynomials defined by expression (3) for FPRNG
with two LFSRs. They allow generating gamma with period T = T 1·T 2 =(
289 − 1

)(
297 − 1

) ≈ 1056.

P1(x) = (1 + x)
(
1 + x5

)(
1 + x10

)(
1 + x17

)(
1 + x39

) + x89 (3)

P2(x) = (1 + x)
(
1 + x4

)(
1 + x7

)(
1 + x20

)(
1 + x53

) + x97

4.2 FPRNG Parameters Related to Non-Linear Function
Based on Fuzzy Logic

We considered following FPRNG parameters related to non-linear function based
on fuzzy logic: length of the buffers, number of fuzzy terms of linguistic variables
f0, | f1 − f2|, type of their membership functions, and used IF-THEN rules.
Initially, we defined these parameters as following: buffer size = 8 bit, three

terms for each linguistic variable—“Low”, “Medium”, “High” for the linguistic
variable f 0 and “Excellent”, “Good”, “Bad” for the linguistic variable | f1 − f2| (see
Fig. 3). IF-THEN rules were described in Table 1. Table 2 describes the rules for the
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Table 1 Initial fuzzy
IF-THEN rules

MF Low Medium High

Excellent Bad Best Bad

Good Good Good Good

Bad Bad Good Bad

Table 2 Defuzzification
process

LSFR2\LSFR1 Best Good Bad

Best Bit1 Bit2 Bit2

Good Bit1 Bit1 Bit2

Bad Bit1 Bit1 Bit1

defuzzification process, where Bit1 refers to the LSB of the buffer associated with
LFSR1, Bit2 refers to the LSB of the buffer associated with LFSR2.

4.3 Evaluation of FPRNG Parameters

All parameters were investigated to find the best values for them. This evaluation
was accomplished depending on the most important five randomness tests of the
NIST packet that were defined by authors in [14]. The generated gamma bitstream
was divided into subsequences. We applied five selected NIST tests for these subse-
quences and obtained the corresponding P-values. Then three statistical criteria were
used to compare the sequences with each other and define the best one [14].

Criteria 1. Calculation of the mean and standard deviation of P-values and
comparing them with the uniform distribution.

Criteria 2. Applying the chi-square criterion with 9 degrees of freedom on obtained
P-values [15, 16].

Criteria 3. Computing the percent of the subsequences that failed the tests.

Table 3 presented the selected best values of FPRNG parameters after evaluation.
Final FPRNG successfully passed all NIST and DIEHARD randomness tests.

4.4 Demonstration of Work and Nonlinearity of Fuzzy
Combination Function

A function f defined over a field F is called as linear function if it satisfies the
following two conditions: (1) x,y ∈ F: f (x + y) = f (x) + f (y); (2) ∀ x ∈ F, λ∈{0,1}:
f (λx) = λf (x).
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Table 3 Selected values for
FPRNG parameters

Parameter Value

Characteristic polynomials Defined by Eq. 3

Size of buffers 32

Number of terms for ( f0, | f1 − f2|) (3,3)

Type of the MFs Trapezoidal

Configurations of MF f 0 for LFSR1 Low: {0,…,9},
Medium:{10,…,20},
High:{21, …, 32}

Configurations of MF | f1 − f2| for
LFSR1

Excellent:{0,…, 2},
Good:{3, 4},
Bad: {5,…10}

Configurations of MF f 0 for LFSR2 Low: {0,…, 11},
Medium: {12,…, 18},
High: {19,…, 32}

Configurations of MF | f1 − f2| for
LFSR2

Excellent: {0, 1},
Good: {2, 3},
Bad: {4,…, 10}

To prove that the function f is not linear, it’s enough to find one opposite example
showing that one of the mentioned above conditions is not fitted. In our case, the
variables x, y are vectors of n values of the field GF(2 m) and each value is related
to the corresponding buffer, where m is the size of the buffer. To simplify the study
without wasting the main goal, we will do it on the simplest structure of the FPRNG
that contains only two LFSRs (n = 2) with buffer size (m = 8). After initialization
of FPRNG and running it, we can find a lot of values of x, y that meet the desired
purpose, for example:

x =
{
10110110
11100101

, y =
{
01101101
11001011

Then we compute the sum modulo 2 of x, y bitwise:

x + y =
{
10110110
11100101

+
{
01101101
11001011

=
{
11011011
00101110

In the next step, we analyze the statistical properties of the buffers using the previ-
ously described linguistic variables ( f0, | f1 − f2|) and the associated membership
functions:

f0(x) =
{
5 fuzzification→
5

{
Medium
Medium

, |f1(x) − f2(x)| =
{
2 fuzzification→
1

{
Bad
Good

f0(y) =
{
5 fuzzification→
5

{
Medium
Medium

, |f1(y) − f2(y)| =
{
2 fuzzification→
1

{
Bad
Good
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f0(x + y) =
{
6 fuzzification→
4

{
High

Medium

|f1(x + y) − f2(x + y)| =
{ |1 − 0| = 1 fuzzification→

|0 − 0| = 0

{
Good

Excellent

In the next step, we apply the predefined set of fuzzy If-Then rules (Table 1) to
determine the results for each buffer.

x :
{

Medium, Bad
Medium, Good

I f −Then→
{
Good
Good

y :
{

Medium, Bad
Medium, Good

I f −Then→
{
Good
Good

(x + y) :
{

High, Good
Medium, Excellent

I f −Then→
{
Good
Best

Finally we use rules from Table 2 for defuzzification: f (x) = LSB(LFSR1) = 0,
f (y) = LSB(LFSR1) = 1, f (x + y) = LSB(LFSR2) = 0. We can check the linearity
of the function f by comparing values f (x) + f (y) = 1, f (x + y) = 0. So f (x) + f (y)
�= f (x + y). We can conclude that the constructed combination function f based on
fuzzy logic is nonlinear.

4.5 Linear Complexity Profile of Fuzzy Combination
Function

LSFR combination function should also have a high degree of nonlinearity or linear
complexity. This complexity for a binary sequence is defined by the length of the
smallest LFSR that can generate the same sequence [16, 17]. The graph of linear
complexity profile is one of the most important measurements of the randomness
for a finite sequence. The linear complexity profile of an unpredictable sequence of
length n over GF(2) should be close to the n/2 line. Figure 5 illustrates the linear
complexity profile of a sequence of a length of 70 bit generated by the proposed
FPRNG. We can see that it satisfies the requirement.

The graph of the linear complexity profile of a random sequence should look
like “an irregular staircase” with valid step lengths (≈4) and stair heights (≈2) [17].
So any regular characteristics should be excluded from a random sequence [5, 18].
Evaluation of the linear complexity profile for a long sequence (≈1Mbits) generated
by FPRNG showed that it has very good linear complexity.
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Fig. 5 Part of the linear complexity profile of the proposed FPRNG

5 Long LFSRs vs Many Short LFSRs

In this section, we answer the question “Is using a few long LFSRs better for
generation good gamma than using a big number of relatively short LFSRs or not?”.

To answer this question, we investigated two FPRNG variants: (1) FPRNG with
2 LFSRs which are defined by (3); (2) FPRNG with 4 LFSRs with the following
characteristic primitive polynomials:

⎧
⎪⎪⎨

⎪⎪⎩

P1(x) = (1 + x)
(
1 + x4

)(
1 + x10

)(
1 + x19

) + x37

P2(x) = (1 + x)
(
1 + x6

)(
1 + x9

)(
1 + x22

) + x41

P3(x) = (1 + x)
(
1 + x2

)(
1 + x7

)(
1 + x11

) + x47

P4(x) = (
1 + x2

)(
1 + x8

)(
1 + x14

)(
1 + x27

) + x59

We found the best parameter values for both FPRNG using the tuning tech-
nique presented in Chapter “TheMethodology of Hybrid Modelling for Gas Turbine
SubsystemsPrescriptiveAnalytics” and checked that both generators passed allNIST
and DIEHARD tests. However, we observed the difference between outputs of these
FPRNGs related to their immunity against correlation attacks. We found that the
probability of appearing the long runs (long blocks or gaps) is relatively high in
the output stream of the LFSRs. In this case, the fuzzy nonlinear function selects the
output of the other LFSR as the output of the generator (Fig. 6). Thus, considering the
correlation attacks when performing the tuning process of the MFs, we can say that
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Fig. 6 Correlation magnitudes of two generators

using two long LFSRs leads to vulnerabilities in the generator’s immunity against
cor-relation attacks.

The second FPRNG which has a bigger number of shorter LFSRs showed higher
immunity against correlation attacks. This happens due to the high frequency of
switching between LFSRs and the lower probability of long runs on the output of the
selected LFSRs. As a result, we can say, that the second FPRNG is better than the
first one. So increasing the number of LFSRs increases the quality of the generated
gamma sequences.

6 Comparison of FPRNG with Others

We compared FPRNG (2 LFSRs) with 21well-known generators: 16 PRNG from the
DIEHARD bundle [19] and 5 PRNG from different programming languages. 1Mbits
length gamma sequences were generated by each of 21 PRNGswhich comparedwith
the 1Mbits gamma sequence generated by FPRNG. To compare the sequences we
used the five most important tests from the NIST packet [20] and two statistical
criteria (chi-square and number of failed subsequences). Table 4 summarizes the
evaluation results.

The sign (+) inTable 4means that the corresponding generator successfully passed
all the five tests while the sign (−) means that the corresponding generator failed to
pass one of the tests or more. We can see from Table 4 that the proposed FPRNG got
the best results and increased the quality of the generated gamma sequence by 1.4
times compared with the best-obtained scores of the 21 famous PRNGs considering
the number of failed subsequences criterion.
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Table 4 FPRNG evaluation results

Generator Chi-square (≤ 21.67) Number of fails

FPRNG + + (36)

Multiply-with-carry + + (47)

Multiply-with-carry on pairs of 16bits + −(51)

The mother of all random number generators − + (55)

Kiss − + (54)

Combo + + (55)

The lagged Fibonacci-MWC combination ULTRA − + (44)

A combination of multiply-with-carry & substract with
borrow

− + (50)

Extended congruential − + (43)

The super Duper generator + + (63)

Substruct with borrow − + (46)

Any specified congruential − + (52)

The 31-bit ran2 from Numerical Recipes − + (51)

Any specified shift register generator 31 or 32 bits − + (53)

Microsoft Fortran − + (58)

Any lagged-Fibonacci + − (94)

An inverse congruential − + (35)

Java NB 8.1 − + (47)

Delphi − + (45)

VB.Net Visual Studio − + (51)

Wolfram Research Mathematica − + (61)

MatLab R2014a + + (50)

7 Conclusion

In this research, we proposed a new approach for secure gamma generation in stream
ciphers. This approach could be easily used to increase the security of communication
channels (in terms of ensuring confidentiality) between different components of
cyber-physical systems. The suggested approach is based on the pseudo-random
number generator with a fuzzy nonlinear combination function. The advantage of
this approach is the possibility to make a tuning process for FPRNG to generate
gamma sequences with good statistical properties.

We investigated the parameters of the proposed FPRNG and found the best values
for them. Then we discussed the security of the produced sequences regarding corre-
lation attacks and decided to use more LFSRs to avoid possible vulnerabilities. We
compared FPRNG with 21 well-known PRNGs and proved that FPRNG has good
statistical properties and improved the randomness quality of the generated sequences
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in 1.4 times comparing with the best PRNG. As a result, we can conclude the gener-
ated by FPRNG gamma sequences are very close to true random streams. They could
be used safely in different ciphers. We used a special type of primitive polynomials
in LSFRs with low-power consumption as well as low cost of hardware implemen-
tation. It makes possible using the suggested FPRNG as embedded elements on CPS
devices.

Finally, we can conclude that the suggested approach can be effectively used to
ensure the security of connections between different components of cyber-physical
systems. Further research will be devoted to the possibility of the effective hardware
implementation of suggested FPRNG which is very important for modern CPS.
Suggested FPRNG could be also effectively used in different simulation models in
cyber-physical systems. Further research could be devoted to this topic.
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Neural Network Model for Evaluating
Thermofluctuation Processes in Cable
Systems Using a Multi-stage Forecasting
Method

Nikolay Poluyanovich, Mikhail Medvedev, Marina Dubyago,
Nikolay Azarov, and Alexander Ogrenichev

Abstract The chapter is a continuation of the consideration of the practical applica-
tion of the elements of digital energy. Themain focus of thework is on cyber-physical
systems. A neural network (NN) was developed to assess the throughput, calculate
and forecast the core temperature of a power cable line (PCL) in real-time based
on data from a temperature monitoring system, and taking into account changes in
the current load of the line. An analysis of obtained characteristics showed that the
maximum deviation of the data received from the neural network from the data of
the training sample was less than 3%, which is an acceptable result. A comparison
of forecasted values with actual ones allows us to talk about the adequacy of the
selected network model and its applicability in practice for reliable operation of the
cable power supply system of consumers. An analysis of the results showed that the
more aged PCL insulating material (IM) is the greater the temperature difference
between the initial and aged sample.

Keywords Cyber-physical model · Artificial intelligence · Machine learning ·
Neural networks · Forecasting · Insulating materials · Thermal fluctuation
processes · Reliability of energy supply systems

1 Introduction

Insulation materials of power cable lines (PCL) during operation are subject to
various adverse external and internal factors (thermal, electrical, chemical, mechan-
ical). Under their action, the state of electrical insulation during the operation of the
cables is continuously reduced,which over time accelerates the occurrence of failures
in the form of the insulation breakdown. This leads to the fact that in the places where
defects (gas and solid inclusions) are located in the insulation, partial discharges
(PD) are formed, the development of which leads to the insulation breakdown [1].
With an insulation temperature increase, chemical reactions in the insulation mate-
rials accelerated which are intensified by internal inhomogeneities, exposure to the
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environment, absorbed by moisture. With the core heating temperature increase, the
specific thermal resistance of the insulatingmaterial (IM) decreases. This reduces the
insulation electrical properties and leads to an insulation gap breakdown or insula-
tion mechanical destruction. Many studies are devoted to research, diagnostics, and
problem-solving in this area [2–4].

2 Literature Review

So the requirements for factory tests of PD and tests of medium voltage cables for
PD in field conditions are described in [5]. The work [6] is devoted to the detection
of PD in power cables at various AC voltages. Cost-effective online partial discharge
measurements for cables are described in [7]. The problems of diagnosing a partial
discharge of low voltage cables are shown in [8]. As well as a nonlinear analysis
of the time series of PD in electric trees, crosslinked polyethylene cable insulation
samples were considered in [9]. And the related new measurement of dielectric loss
in the production cable is described in [10]. As shown in [11], the main factor having
an adverse effect on the state of electrical insulation during operation of the power
cable under load is heating:

• due to the loss of active power in his core, screen, and other elements, heat is
generated—the temperature rises;

• when short-circuit currents flow through it (even during the protection operation
time), a rapid increase in temperature.

If the core temperature approaches the maximum permissible, then the process of
intense thermal insulation deterioration begins its thermal aging [12], which leads
to the thermal breakdown of the insulation [13]. The distribution of degradation
in insulating materials of cables during accelerated thermal and radiation aging is
described in [14]. The study of the dielectric behavior of thermally aged cable made
of cross-linked polyethylene in the high-frequency range is the subject of work [15].
Thus, one of the solutions to this problem is to monitor the cable temperature during
operation [16]. This requires the creation of specialized cyber-physical models (CPS)
systems, in which both are modeled as the operation of the automated control system
(ACS) and info—telecommunication infrastructure and electrical parts electric power
systems (EPS).

Thus, one of the solutions to this problem is tomonitor the temperature of the cable
during operation. The dependence of the time to breakdown can be explained on the
basis of the thermal fluctuation theory of failure. In [17], amethod for recognizing PD
models based on an extended NN for high-voltage power devices [18] was proposed.
The use of predictive modular NN for short-term forecasting was considered in [19].

The intellectualization of the cable monitoring system is based on the modern
technology of Distributed Fiber-Optic Sensing, which allows temperature measure-
ments along the entire length of the high-voltage cable in real-time [20]. The quality
of the forecast largely depends on the chosen mathematical model [21]. CPS connect



Neural Network Model for Evaluating … 351

the physical processes of power transmission and distribution,which require the prac-
tical implementation of continuous control in real-time, with software and electronic
systems [22].

The objectives of the study are:—the development of an intelligent system for
the PCL core temperature forecasting for planning the operating modes of the power
grid in order to increase the reliability and energy efficiency of their interaction with
the integrated power system. One of the challenges of using CPS is to develop new
mathematical methods.

3 Development of a PCL Thermal Equivalent Circuit

The long-term permissible current of a cable with SPE insulation in terms of
throughput is determined by several factors.

IADD = f (n, θc, θen, τ, S, R, Pn) (1)

where n—number of cores in the cable, items; θc—permissible cable core heating
temperature, °C; θE—environmental temperature, °C; S—total thermal resistance of
the cable and the environment, deg cm W;—core electrical resistance, Ohm; Pn—
power dissipated in cable insulation due to dielectric loss, W. Decrease of n, θE, S,
R, and, as well as θc increase IADD.

The high-temperature coefficient of PE linear expansion, SPE cables, (0.00015–
0.00018 °C−1) leads to the appearance of high mechanical stresses in it when the
temperature changes, which causes a decrease in the insulation service life [5],
therefore, studies of the temperature field in the PCL section are necessary [6],
Fig. 1.

The low thermal conductivity of the cable insulation, Fig. 1, causes a large temper-
ature gradient. As a result, the temperature near the core as the most heated section
in the cable section is very different from the temperature on the cable surface [23].
In this regard, the urgent task of creating an NN for calculating and forecasting
the temperature of PCL conductors in real-time, taking into account changes in the
current load of the line and the external conditions of heat removal.
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Fig. 1 Cable cross-section and its equivalent thermal equivalent circuit
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4 Intellectualization of the Monitoring
and Forecasting System

A promising direction is the creation of PCL fault diagnosis infrastructure based on
the use of artificial neural networks (ANNs). NN in real-time allows us to calculate
the temperature of the most heated points of its main parts and to detect abnormal
heating due to the development of malfunctions in this object.

When solving the problem of PCL core temperature forecasting, a model is
applicable, which in general terms is a nonlinear function:

Yt = f (Yt−n, Tt−n, Nt ) + εt , (2)

where Xt—core temperature; t—current time; Wt-n—previous observations of core
temperature, Xt-n—previous environmental temperature observations; n—data retro-
spective index; It PCL core current (Imin < I < Imax); εt—random component
(unobservable factors affecting core temperature).

When choosing the type of neural network (Table 1) and assessing the forecasting
accuracy, we use the quality indicator in the form of a standard error, averaged over
the number of output variables of the neural network and calculated on the basis of
the predicted and real values of the test sample by the formula:

E = 1

N ∗ K

K∑

i=1

N∑

j=1

(
yreali j − y predict

i j

)2
(3)

where yreali j —the value of the i-th NN output variable for the j-th training or test

example; y predict
i j —the predicted value of the i-th output variable of the neural

network for the j-th training or test example;—number of examples in a training
or test sample;—the number of output variables of the neural network. To solve the
problem of PCL resource forecasting when creating a model, based on the results of
the mean square error calculation, the optimal configuration of the NN was made.
A network with direct data distribution and feedback error Feed-forward backprop
is selected, because Networks of this type, together with the activation function is

Table 1 Comparative analysis of various types of neural networks

No. Neural network type Average forecast error

ε, °C ε, %

1 Multilayered perceptron (MLP) 0.9 2.3

2 Layer reccurent 1.2 2,5

3 Cascade forward backpropagation 1.63 4.2

4 Elman backpropagation 2.14 5.3

5 Backpropagation with delay 2.75 7.4
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the hyperbolic tangent form f (x) = (ex − e−x )
/

(ex + e−x ) are to some extent a
universal structure for approximation and forecasting. The analysis is carried out
and the learning algorithm [24] is chosen by the Levenberg-Markard method and a
cascade network with direct signal propagation and backpropagation of an error with
10 neurons, Table 1.

An analysis of the studies of NS various types allowed to determine the fact that
the highest accuracy in solving the forecasting problem for a network of the type
“Multi-layered perceptron” (Table 1).

5 Experimental Studies of the Neural Network Model

The forecasting of the limiting (maximum permissible) core temperature value at
which the process of intense thermal insulation deterioration, it’s thermal aging,
and thermal breakdown of the insulation begins. To do this, we investigated thermal
fluctuation processes in the power cable insulating material of APvPu g−1×240
25−10. At the first stage of the experiment, samples were examined without damage.
The study was conducted with a real diagram of the current value of the cable core
current and the developed forecastmodel usingNNondeep retrospective temperature
data θp.c, θm.i (Fig. 1) of the studied cable for 2015–2019.

The average error in forecasting temperature of the cable core θc.c. for various
values of the core current (440≤ Ic.c.≤ 660, A) for any of the samples of the studied
cable did not exceed 5 °C.Which indicates the possibility of using the artificial neural
network method for forecasting the temperature of the cable core by temperature on
the surface θp.c. Graphs of the actual temperature of the studied samples and graphs
based on the data of the training sample of the neural network were constructed
(Fig. 2).

Thus, the analysis of temperature conditions in the PCL electrically insulating
materials showed that themaximumdeviation of the values obtained by the developed
NN from the values of the training sample is less than 2.5%, which is an acceptable
result.
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Table 2 Results of an experimental study

Initial parameters Temperature calculation, t °C Predicted error

Stages № sample Time tag., hour Experiment
Tav.°C

Forecast
Tav.°C

�texp
�tfor °C

t °C %

Training 1 – 33,97 34,18 – – 0,35 1,02

2 – 40,34 40,34 – – 0,61 1,52

3 – 38,28 39,60 – – 1,32 3,33

Control 1 8 35,65 38,62 1,68 4,43 – 2,96 3,36

2 16 42,59 42,37 2,2 2,02 1,54 4,51

3 24 41,43 41,41 2,63 1,81 1,95 4,80

At the next stage, all cable samples were artificially aged in a heating cabinet at
various temperatures, which corresponded to different aging times (second column
of Table 2). The experimental study results of the control sample and aged samples
are presented in Table 2.

Forecasting on two types of cable samples showed that the longer the aging time,
the greater the temperature difference between the original (not damaged) and aged
samples. We believe that this is due to the loss of material electrical insulating
properties due to the accumulation of the destroyed structure fragments containing,
in an increasing amount, inclusions of pure carbon and other conductive inclusions.
The incomplete oxidation of polyethylene (insulating material) to produce carbon:

[−CH2 − CH2]n + nO2 → 2nC + 2nH2O (4)

6 Multi-stage Cable Temperature Forecasting

It is proposed to solve the problem of forecasting thermal fluctuation processes using
models based on expert systems and artificial NN. It is known that the short-term
forecasting of a parameter is performed by the step size of the sliding window in the
training sample. If a long-term forecast is necessary, a sequential iterative forecast
is applied for the step value that is a multiple of the step of the training sample.
Moreover, the quality of long-term forecasting usually worsens with an increase in
the number of iterations of the forecast (for example, with an increase in the time
period of the forecast).

There is a task to improve the quality of the long-term forecast. To solve the
problem, it was proposed to use, as an assessment of the training quality, not the
deviation in the magnitude of the forecast for one step of the sliding window on the
training sample, but the total deviation of the forecast for all values of the training
sample. Moreover, based on the forecast, we obtain new values based on the forecast
obtained on the previous one step.
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To confirm the proposed method, a neural network algorithm for predicting the
characteristics of electrical insulation was tested on a control sample of experimental
data. Forecasting was carried out in two stages. At the first stage, the experimental
data amounted to half the forecast. It should be noted that the training of the artificial
neural network was carried out according to the first half of these data, Fig. 3a

To build a multi-stage forecast of a multidimensional series of input:

Xn = θp.c.(n), Ic, Nk (5)

and output:

Yn = θp.c.(n + 1), θp.c.(n + 2) (6)

variables are formed so that thewidth of the slidingwindowwas equal to one step, and
the forecast was two-stage, obtaining a transformed multidimensional time series.
The algorithm iteratively makes a forecast based on the data of the training sample
X(n) and is adjusted by updating the weight coefficients. Training stops after an
acceptable level of efficiency is achieved (minimum forecast error ε).

To prove the method’s work at the second stage, data were taken for all forecasted
points of the forecasted temperatures. The graph of the experimental and forecasted
temperatures of the aged cable sample is shown in Fig. 3b.
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Table 3 Error multi-stage
forecast of the core
temperature

Type of test item Average forecast error

ε, °C ε, %

Sample cable № 7 2.3 5.1

The forecast results showed the effectiveness of the selected model. The error
value of a multi-stage forecast of the core temperature of one of the cable samples
is given in Table 3.

Thus, a multi-stage method for the resource forecast makes it possible to make a
forecast with an error of 2.3 °C.

7 Dynamic Load Forecasting

In the mode of dynamically changing the load of the power cable, it is necessary to
forecast its temperature regime not by one observation unit, but by several. For this
purpose, the corresponding number of values, which is called the forecast horizon,
is selected as the target.

At the first stage, it was necessary to solve the problems of selecting and
analyzing the NN model, identifying its parameters, and finally checking the model
for adequacy. The main task is to build sound computational forecasting algorithms
and their neural network implementation.

Consider the task of building a forecast, not for one observation unit, but a few.
For this purpose, the corresponding number of values, which is called the forecast
horizon, is selected as the target. The number of observations in a series that are
taken as input values is called the prediction depth.

A transformation algorithm that allows members of the time series (X(n)) of the
PCL input parameters: θp.s. (1 … n)—temperature of the protective sheath, θe (1
… n)—environment temperature, Ic (1 … n)—current in the PCL core to form a
“window”, which is a training set for building a forecast. A window is a time interval
containing a set of values (θp.s. (1 … n), Ic (1 … n), θe (1 … n), which are used
to form a training example. During the operation of the algorithm, the window is
shifted in time sequence by a unit of observation, and each position of the window
forms one example. The transformation algorithm is shown in Fig. 4.

A sequential two-network NN architecture with a sequentially distributed struc-
ture was synthesized, Fig. 5. The first network forecasts PCL surface temperature,
the second the core temperature.

Based on the method, a study was made of the PCL bandwidth for 10 kV cables
with SPE insulation. To assess the long-term permissible values of heating the cable
core with a voltage of 6−10 kV with XLPE insulation at various values of the cable
core current and calculating the forecast in the mode of dynamically changing load
of the power cable. A sequential two-network NN architecture with a sequentially
distributed structure was synthesized. In Fig. 6 shows graphical dependencies of the
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Fig. 4 Transformation algorithm

Fig. 5 The NN structure for multi-stage forecasting

temperature of the current-carrying core as a function of various values of the core
current.

8 Conclusions

The mathematical model proposed in the chapter can be used as a base when calcu-
lating the thermal processes of power cables in real-time since its adequacy is
confirmed by experimental studies. The error evaluation of the predicted and exper-
imental temperatures of one of the studied cables samples showed that the average
forecast error is 2.5 °C.

A sequential two-network NN architecture with a sequentially distributed struc-
ture was synthesized. The first network forecasts PCL surface temperature, the
second—the core temperature. The obtained dependencies show that for cables with
SPE insulation it is possible to predict the temperature of the current-carrying core
with a dynamic change in the core current. Studies show that it is possible to pass
significantly more current through the cable, while not exceeding the permissible
temperature of the cable.
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The model can be used in devices and systems for continuous diagnostics of
power cables by thermal parameters. The results can be applied in an expert system
for forecasting the technical condition of cable power supply systems.

The implementation of systems using temperature monitoring will allow virtually
online monitoring of each CL state, including its real throughput. A comprehensive
solution for temperature monitoring will help quickly monitor the current state of
cable lines (PCL) and optimize the use of their real bandwidth.

Inertia when using neural network methods for PCL temperature forecasting is
5.2%, which is 2.5 times better than classical methods.
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Uncertain Big Data Stream Clustering

Alisa Makhmutova and Igor Anikin

Abstract Big data stream processing in real-time becomes very important for many
IoT applications and modern cyber-physical systems. Sometimes such data streams
are uncertain, which is caused by several reasons such as sensors inaccuracy and
errors as well as, network faults. This fact leads to some problems during uncertain
big data streams processing such as ensuring the results’ veracity. Such tools as
Storm, Samza, Spark Streaming, and Flink, which allow work with data streams in
real-time, do not initially provide mechanisms for uncertain data stream mining. So
implementation and evaluation of data mining mechanisms are very important for
modern cyber-physical systems. In this chapter, we focused on implementation and
study different algorithms for uncertain big data stream clustering for Apache Spark
Stream. We studied CluStream and UMicro clustering algorithms, made evaluations
of their robustness to noise, performance, and scalability. Finally, we selected the
best one of them.

Keywords Data stream · Clustering · Uncertain data · Apache Spark Streaming

1 Introduction

The high growth of the IoT market has led to a significant data volume increase in
cyber-physical systems. A big volume of information comes from different devices,
including digital and analog sensors, interfaces, computer systems in form of the
data stream. Nowadays, we have a lot of “smart” things: houses, cars, phones, media
devices, and others, generating big data streams. Since 2003 the number of smart
devices increased more than 50 times—from 500 million in 2003 to 26.66 billion
in 2019 [1, 2]. Datastream processing is completely different from the processing
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of static data. We need to process data that arrives continuously in real-time. In this
case, we have many additional requirements related to velocity, memory, veracity,
and scalability [3].

Data mining techniques and machine learning methods are considering an effec-
tive tool for cyber-physical systems. Modern cyber-physical systems have to be
focused on work with Big including data streams [4]. Data mining techniques allow
identifying useful information or knowledge from the general mass of raw data.
However, the processing of streaming data raises new challenges in comparing with
usual mining techniques [5]:

• immediate processing of arriving data records in real-time to get relevant results;
• compact representation;
• identification and handling of outliers.

We can apply different data mining techniques adapted to data streams: associ-
ation rule learning, clustering, classification, outliers’ detection, etc. The clustering
of big data streams is very important for different applications including sensors
validation, identification of data source, data classification, etc. Clustering analysis
implies searching patterns by dividing data into clusters (groups), which is similar
in some way. Processing of huge data with meeting all the requirements of intensive
data mining implies the usage of tools for distributed processing of Big Data, for
example, Spark Streaming [6], Apache Flink [7], and Apache Storm [8]. These plat-
forms have implementations of different stream data mining algorithms including
clustering.

In some cases data in streams comes with some level of uncertainty: inaccuracy,
imprecision, and sometimes even with lack of information. Although all distributed
processing tools described above can solve many problems with data processing in
streams, they do not initially provide mechanisms for data mining of uncertain data
streams. In this chapter,we focused on implementation and study different algorithms
for uncertain big data stream clustering for Apache Spark Stream platform. We
also make an evaluation of uncertain data streams clustering approaches and epy
effectiveness of existed solutions for performing data stream processing.

This chapter is organized as follows: in Sect. 2 we described different algorithms
for clustering of uncertain data streams, in Sect. 3 we described the developed frame-
work for online clustering of the uncertain data stream, in Sect. 4 we presented the
evaluation part.

2 Clustering of the Uncertain Data Stream

2.1 Uncertainty in Data

Data that comes from sensors or other hardware can contain some part of the uncer-
tainty, due to sensor fault or inaccuracy, transmission errors, or interruptions in
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the receiving process. There are two main approaches exist for dealing with such
uncertainty [9]:

• preliminary processing of information and transformation of the uncertain dataset
into deterministic;

• management of uncertainty, which means the implementation of data mining
algorithms capable to work with uncertain data.

The first approach seems to be more preferable and reliable, but it cannot or
difficult to be applied in the case of data streams. Therefore, many approaches to
managing uncertainty in data streams exist.

In the database, uncertainty can be considered as tuple-level uncertainty, which
means uncertainty of tuple relation, or as attribute-level uncertainty, which means
a disputable value of the results is obtained. In the case of tuple-level uncertainty
possible world semantics, a method exists, which expands the original database by
all possible meanings and calculates a probability for each of them. In this chapter
for cyber-physical systems, we will consider attribute-level as the most common
form of uncertainty. Attribute-based uncertainty can be of two types: fuzzy value
and ambiguity value [10]. Usually, continuous Probability Density Function (PDF)
describes the most accurate assumption of attribute-based uncertainty.

We will consider attribute-level uncertain stream data as a group of
records {Dt , ft }, where t is a timestamp, D is the value and f is
the corresponding PDF. Another case—records with discrete probability—
{(x(t1), 0.15); (x(t2), 0.40); . . . ; (x(tk), 0.05)}. The last model, a simple but
common representation of arriving information from sensors is (xt ± r), where r
is a standard error.

2.2 Clustering of Uncertain Data

There many clustering algorithms which divide objects into clusters of different
types:

• prototype (center)-based clusters (distance-based clustering);
• graph-based clusters (hierarchical clustering);
• density-based clusters (density-based clustering).

Modifications of existing clustering algorithms for work with uncertain data need
to be done carefully. Cluster creation should take into account the degree of uncer-
tainty in the dataset. As example we can give such modifications as DBSCAN
[11] into FDBSCAN [12], OPTICS [13] into FOPTICS [14], K-means [15] into
UK-means [16].

DBSCAN algorithm works with such concepts as core points, density-reachable
points, and outliers. The main idea of DBSCAN is to find the density areas among
the given set of points to build clusters from them. The cluster is built from core
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points and their reachable neighbors, identified by minimum threshold data density
ε [31].

The FDBSCANalgorithm extendsDBSCANby introducing the concept of reach-
able probability between two data points because in the uncertain datasets we cannot
find crisp accessibility from one point to another. Reachable probability is based on
the properties of probabilistically specified objects and uncertain distances between
them. This distance is represented in terms of the distribution function.

The basic idea of OPTICS is similar to DBSCAN. This method is to overcome the
disadvantage of the DBSCAN algorithm and provide the clustering of spatial data,
where data has a varying density. FOPTICS algorithm has probabilistically defined
value for ordering and obtaining MinPts.

Traditional k-means algorithm [15] includes two basic steps: assignment, where
point assign to the cluster with nearest mean, and update, where new clusters centers
recalculate. In a crisp dataset, the distance obtaining process is easier because the
existence of objects and their parameters are explicit. In an uncertain dataset, it
causes difficulties. UK-means algorithm [16] aims to solve these problems. The
uncertain data point is represented as a possible distribution region. The main idea
of UK-means is to minimization the number of expected distance by computing the
Minimum Bounding Rectangles (MBR) for the representative point of the cluster
region.

There is also a fuzzy extension of the CobWeb algorithm (Fuzzy CobWeb), which
can work with fuzzy values [32].

2.3 Clustering of Deterministic Data Stream

In many cases, the clustering of uncertain data streams is based on algorithms for
deterministic data. In the case of data streams, clustering algorithms are often divided
into two phases online and offline. Due to a big volume of records coming in a
small time period, it is difficult to store them effectively in memory. So online phase
processes in-formation about these records in real-time and single-pass [17] gathering
some general information about these records. Then certain clusters are constructed
on an offline phase based on information gathered online.

Different models of data windows could be used to cut the range of data for
processing because some data may be outdated and doesn’t represent interest for
research (Fig. 1):

• Fixed sliding windowmodel. It is one of the simple and fast, but inaccurate types,
which takes a fixed number of records. Inaccuracy may be caused by the wrong
window width if the researcher has poor knowledge about data properties [18].

• Adaptive window model. This model can be effective for streams with different
values of coming information. Thismethod assumes changingwindowwidthwith
adaptation for the current situation in the stream [19].
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• Landmark window model. Looking at data in a stream from a fixed point in time
landmark [20].

• Dampedwindowmodel. Could be applied if the importance of newpoints is higher
than the old ones [21]. Each arriving point gets its weight, which is damped over
time.

In this chapter, we will focus on the online part of data stream processing, because
there are years of research for clustering data in the offline phase. As it wasmentioned
previously, the online phase processes coming records and summarize it into so-called
micro-clusters. This efficient representation of compressed data in streams was first
proposed in [23] and then adapted in [24]. Micro-clusters are an extended concept
of Cluster Feature Vector (CFV) [23], which contains a summary of statistical infor-
mation about the cluster. Using micro-clusters significantly reduces the processing
time for each record and allows saving involved memory. Micro-clusters are updated
with coming to every record and offline clustering can be started at any time.

We have the stream of records X1, X2, . . . , Xn , each of which contains d-
dimensions, and the timestamps Ti1 , Ti2 , . . . , Tin . Each record can be represented
as Xi = (

x1i , . . . , x
d
i

)
. Micro-cluster can be defined as (3 × d + 2) tuple

(CF2x ,CF1x ,CF2t ,CF1t , n), whereCF2x andCF1x contain the sum of squares
of values and the sum of data values respectively (both contain d values). CF2t and
CF1t are sums of squares of timestamps and sum of timestamps respectively, n is
the number of points, contained in the cluster. Micro-clusters have such properties as
additivity and subtractive [22]. The first property means that two micro-clusters can
be merged just by the sum of their values. Subtractive allows getting the summary
information about data values, which arrived in some time interval.

2.4 Clustering of Uncertain Data Stream

There are two main principles in the online clustering of uncertain data streams:
density and distance-based clustering. Density-based algorithms provide a more
sophisticated function of determining the membership of record to the cluster. It
allows handling of outliers, but can significantly decrease the processing time.
DenStream [25] and DCUStream [26] algorithms relate to this approach. Distance-
based methods are less accurate but fast. It can significantly increase the processing

Fig. 1 Window models [22]. a landmark window model b fixed sliding window model c damped
window model
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throughput of the data stream. Umicro [27], LuMicro [28], and EMicro [29],
algorithms relate to that. In our chapter, we focused on distance-based approaches.

Umicro algorithm is an adaptation of CluStream [24] for uncertain data streams. It
has the same principle of work. Both of them use a two-phase concept (online/offline)
and a micro-cluster model. They construct CFV in online mode and use the k-
means clustering algorithm for the implementation of the offline mode. Uncertainty
is represented as knowing the standard deviation or estimated error of each record.
For dimension j in record Xi this error denotes as (ψi Xi ). Micro-cluster in Umicro
algorithm is defined as (3 × d + 2) tuple (CF2x , CF1x , EF2x , t(C), n), where
additionally toCF2t ,CF1t ) values, the sumof error squares EF2x aswell as the last
update of the micro-cluster t(C) are keeping. On the online stage for each record,
we have to calculate the expected distance, which includes, expected value v of
the squared distance between record X = (x1, . . . , xd), (ψ1(X), . . . , ψd(X)) and
centroid Z of cluster C. It could be found as following (1):

v = E
[∥∥X − Z2

∥∥] =
d∑

j=1

CF1(C)2j

n(C)2
+

d∑

j=1

EF2(C) j

n(C)2
+

d∑

j=1

x2j

+
d∑

j=1

(ψ j (X)2 − 2
d∑

j=1

x j • CF1(C) j

n(C)
(1)

For each coming record, it is necessary to identify, whether it is in a critical
uncertainty boundary. If yes, the record has to be added to the micro-cluster. If no,
then a new micro-cluster has to be created with this single point. The uncertainty
boundary of the micro-cluster is determined as a standard deviation of data points’
distances from the centroid of the micro-cluster. Let C be such centroid and the set
of points will be denoted as X1, . . . , Xr . In this case, the uncertain radius is defined
as

U =
r∑

i=1

d∑

j=1

E
[∥∥Xi − C2

j

∥∥]
(2)

UMicro algorithm is represented in Fig. 2, where nmicro is a maximum number
of micro-clusters, which defined by the user and S = {} represents the set of micro-
cluster statistics with maximum nmicro elements.

In 2009 Zhang proposed LuMicro algorithm for tracking high-quality clusters
over uncertain data streams [28]. The main difference is in considering the uncer-
tainty: instead of working with standard deviation, they introduce instance uncer-
tainty, which is based on probability. The algorithm also uses the concept of CFV,
but it is named as Probability Cluster Feature (PCF), which is (2 × d + 3) vector
(CF2x (C),CF1x (C),U (C), t(C), n(C)), whereCF2x (C) andCF1x (C) are sums
of squares and sumof tuple expectations for each dimension respectively,U (C) keeps
the average value of tuple uncertainty in micro-cluster, t(C) contain the time of the
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Fig. 2 The UMicro algorithm

recent record and n(C) is the number of points. LuMicro method is based on work
with tuple based uncertainty, while Umicro is a more standard error based approach.
EMicro algorithm presented also by Zhang in 2010 [29], is based on LuMicro. It
proposes a new model for outlier processing (buffer mechanism) and keeps two
buffers in memory to store clusters and outliers.

In this chapter, we focused on the UMicro approach and its comparison with
Clu-Stream when working with uncertain data.

3 Framework for Online Clustering of Uncertain
Data Streams

Wedeveloped the framework for evaluation online clustering of uncertain data stream
algorithms. CluStream and UMicro algorithms were selected for evaluation. In order
to evaluate the robustness of these algorithms to noise, we add the Gaussian noise to
streamdatawith zeromean anddifferent standard deviations.After that,we compared
the quality of clustering.

The huge amount of stream data that we have to process leads to the necessity
of using distributed processing systems solutions like Apache Spark, Storm, etc.
Different real-time intelligent data processing libraries were developed based on
these solutions. In our work, we used StreamDM [30], which is an expansion of
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Fig. 3 General workflow of the framework

Apache SAMOA on Apache Spark Streaming. The main concept of Apache Spark is
the Resilient Distributed Dataset (RDD) structure, which manages internal memory
of distributed processing and allows providing fault-tolerant work of the system.
Spark Streaming is an extension of the basic Spark API, which split the stream into
small batches into time intervals. It uses DStream (discretized stream) abstraction,
which can be perceived as a micro-package containing several RDDs.

The general workflow diagram of the developed framework is represented in
Fig. 3. In the preprocessing step we prepare data into a form suitable for further
processing. We also add some Gaussian noise into data for evaluation of the
robustness of algorithms. On the clustering step, we apply UMicro and CluStream
algorithms for pre-processed data. The evaluation step means the evaluation of
some metrics of clustering algorithms including the performance, scalability, and
robustness to noise.

4 Evaluation

4.1 Accuracy and Robustness

Weused the followingmetrics for accuracy and noise robustness evaluation: standard
deviation of cluster’s center from original, cohesion, and separation.

The standard deviation of the cluster’s center from the original (“clean”) one,
which caused by noise, is defined by Eq. (3)

S =
√√√√1

n

n∑

i=1

(xi − x)2, (3)



Uncertain Big Data Stream Clustering 369

where x is a “clean” value of the cluster center, xi is a value of the cluster center
under the noise. The lower value of the deviation is interpreted as more robustness
to noise.

Cohesion is an internal parameter, which measures how items are close in the
cluster, It is measured by the Sum of Square Error (SSE) between each point x in the
cluster C and the cluster mean mi Eq. (3):

SSE =
∑

i

∑

x∈Ci

(x − mi )
2 (4)

Separation is an external measure, which defines how distant the clusters are from
each other. This measure is calculated by Between-cluster Sum of Squares (BSS),
taking into account the overall clustering mean m.

BSS =
∑

i

|Ci |(m − mi )
2 (5)

Wemake an evaluation of these metrics on the dataset of 200 instances. The levels
of noise were chosen from the range [0,1;3] because η ≥ 3 creates a data set with
a very high level of noise that completely changes the original meaning of the data.
As a result, 7 different noise levels were applied. Equation (3) was applied to each
dimension with n = 7. We can see the final evaluation results in Table 1. We can
conclude that UMicro provides a more accurate result with data uncertainty than
Clu-Stream algorithm. This algorithm is more robust to noise.

Evaluation of cohesion and separation metrics for CluStream and UMicro is
presented in Table 2. SSE values of both algorithms are increasing, which means
shuffle the values of points, included in the cluster. By analyzing SSE and BSS
values, we can see that UMicro algorithm provides more stable cluster formation
with an increasing level of noise in data.

Table 1 Cluster’s center standard deviation for CluStream and UMicro

Number of clusters CluStream UMicro

Dimensions Dimensions

1 2 3 1 2 3

1 28,77513 9,930413 61,45248 23,27297 9,182431 41,88777

2 23,34495 21,70004 32,18136 21,87622 6,963675 10,90682

3 39,47897 12,37348 36,23292 33,50327 12,06693 29,91255

4 29,59286 18,54312 28,4769 24,34 11,23197 27,12085

5 64,20629 19,2831 44,80376 28,93734 11,38293 22,11087
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Table 2 Evaluation of cohesion and separation

Noise level (η) CluStream UMicro

SSE BSS SSE BSS

0 3586 42404 3586 42404

0,1 3586 44297 3586 42404

0,3 4051 12239 3601 21779

0,5 6746 84097 3609 17421

0,7 8293 84146 4800 12062

1 8525 84146 5781 21864

1,5 8525 84146 4620 29127

2 8756 89141 4871 31456

4.2 Performance and Scalability

We evaluated the performance (in a sec) and scalability (distribution between several
nodes) of CluStream and UMicro also with adding some level of noise. The original
dataset included 500000 instances with an overall volume of 11,7 Mb. Noised data
has a volume of 44,9 Mb. We used computation nodes with the following technical
features: CPU—Intel Core (TM) i5—4590 CPU @3.30 GHz, RAM—8 GB. We
can see the results in Fig. 4. We can see that the UMicro algorithm has a little bit
better scalability than CluStream. It shows better performance when we increase the
number of nodes.

5 Conclusion

In this chapter, we have presented a framework for the online clustering of the uncer-
tain data streams. This framework was implemented in the Apache Spark Streaming
environment with external library StreamDM. Using the developed framework we
evaluated the robustness, performance, and scalability of UMicro and CluStream
algorithms. We can say that the UMicro algorithm is better for all criteria for
processing uncertain stream data. This algorithm provides accurate cluster formation
despite existing noise in data.
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Fig. 4 Evaluation of performance and scalability
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Frequency Characteristics of a Quantum
Motherboard in Preprocessor
and Distributed Sensor Mode

Nikolay Perminov and Diana Tarankova

Abstract In thiswork,we describe a quantummotherboard based on a systemof five
interacting resonators connected with two-level atoms via switched couplings. Based
on algebraic methods, the frequency spectrum of the atomic-resonator platform was
optimized and the dynamics in the preprocessor and distributed sensor mode were
numerically studied. A comparative analysis of several optimization methods for the
proposed scheme.

Keywords Quantum motherboard · High-Q resonators · Periodic frequency
comb · Spectrum optimization · Preprocessor · Distributed sensor

1 Introduction

Thedevelopment of a quantummotherboard (QMB) that plays the role of amultifunc-
tional quantum interface, combined with long-lived atomic subsystems, is important
for quantum computer science [1, 2]. The practical implementation of a multi-qubit
QMB requires a reversible and controlled interaction of qubits with multi-particle
long-lived quantum systems [3], in particular with NV centers in diamond [4], rare-
earth ions in inorganic crystals [5], and quantum dots [6]. However, most approaches
for implementing controlled qubit transfer between remote nodes provide quantum
efficiency of up to 92% [7.8], whereas practical quantum computers require at least
99.9%.
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One of the solutions is based on the use of rich properties ofmultiparticle dynamics
[9]. The main problem here is the construction of multi-particle systems that provide
convenient control of time-reversible dynamics. Significant progress in creating high-
quality resonators [10, 11] with convenient spatial control opens up wide spectral
properties for solving this problem in a system of coupled resonators [12, 13].

In particular, a system of resonators with periodic frequencies connected to a
common resonator [13] can expand the dynamic capabilities of linear chains of
resonators with the same frequencies [14]. Moreover, such multi-resonator schemes
demonstrate a significant increase in the operating spectral range of the quantum
interface [13]. In these systems, it is possible to significantly increase the interac-
tion constant of light signals with resonant atoms, while the broadband system of
resonators with high Q-factor allows reducing the effects of relaxation and deco-
herence by switching to faster storage processes. A multi resonator system with
atoms and con-trolled coupling between resonators is useful as an effective tool for
entanglement generators [15], quantummemory [13], multi-functional interface, and
QMB [16, 17], and can also be used to construct photon-photon multi-qubit gates
[19–22].

In this chapter, we show a QMB scheme based on a system of 5 interacting
resonators connected to two-level atoms, with switchable couplings. This combi-
nation of a system of high-Q resonators with atoms (quantum dots, NV centers, or
long-lived spin systems) located in these resonators can become a realistic approach
for obtaining a full-fledged QMB for quantum calculations with different types of
logical qubits [16, 18]. Analytically and numerically studied the criterion for opti-
mizing the frequency characteristics of the QMB to obtain reversible and controlled
atomic dynamics, as well as numerically investigate the dynamics of the QMB in the
preprocessor and distributed sensor mode, which corresponds to different ratios of
controlled connections in the platform.

2 Physical Model

Similarly, [16] here we consider the case of single-photon excitation in a system of 5
linearly coupled resonators (Fig. 1). Modes of resonator fields bn(t)with frequencies
νn, each of which is connected to a single spin field sn(t) with frequency νn, which
has relaxation yn, using the coupling constant fn. The coupling constants between
the resonators n and m are gnm= gmn, and the non-zero initial excitation is as follows:
s2(0) = exp(iϕ)/sqrt(2) = s4(0)*. In this work, we are interested primarily in sets of
optimal parameters (parameters not specified in the solution are considered null by
default, and the frequencies are counted from a certain reference central frequency)
that correspond to different types of final solutions (preprocessor and sensor), and we
also give a typical dependence of the spectrum on the connection between resonators.

Figure 1 schematically shows the typical structure of a single QMB block
consisting of resonators with spins. The selected model is physically a chain of
resonators with single spins inside them. From the point of view of geometry, a
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Fig. 1 Principal scheme of a
single QMB block in the
form of a linear chain of
resonators with spins

system of interacting resonators in the form of a chain has the maximum availability
for control (for example, magnetic or electro-optical control of spin subsystems in
resonators), which is very important for fine-tuning the operatingmode and is critical
for accurate control of all available parameters of the system, which in turn is neces-
sary to obtain the highest possible quality characteristics of the system (efficiency,
accuracy) in the preprocessor mode.

A qualitative feature of the model system under consideration is also the ability
to load sufficiently pure single-photon States through spin subsystems by means
of excitation by controlling fields. In this case, spin subsystems can actually act
as state generators that respond to single excitations for performing any quantum
calculations. In contrast to purely resonator systems that have a continuous excitation
spectrum, single spins can have only two or three active transitions, which allows
them to be used as qubits in a hybrid spin-resonator system of our type.

In a certain sense, for specialized quantum calculations/manipulations, the spins
built directly into some of the resonators in a multi-resonator system can replace the
complex, bulky remote state generator that is necessary for calculations using single-
qubit writing. Thus, the proposed configuration can potentially have the qualities
of a preprocessor and a generator at the same time, since the state generator is
physically integrated into the computer system itself from the resonators. A more
detailed discussion of these unique possibilities of combining multiple devices in a
single scheme requires a separate discussion, and we will not go into this here. Note
also that for all such devices, where manipulations with qubits and calculations are
performed, a highly efficient state reading is required, which in our situation can be
done, as well as loading information into spins, via spin sub-systems.

However, in reality, spin systems are effectively three-dimensional objects and
practically cannot radiate stored energy equally effectively in the modes of planar
resonators and in the perpendicular direction from which the loading is realized.
Therefore, special fish-eye resonators are required to read information from the spins,
which can only work in the unloading mode in the vertical direction.

An alternative solution for reading is to output energy from the system via inte-
gratedwaveguides connected to resonators.At the same time, the connection between
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resonators and waveguides can be very efficient, with almost no energy loss. The
planar waveguides themselves, in turn, can be effectively connected to highly effi-
cient planar detectors of single quantum states. This configuration of energy output
from a planar circuit from resonators to a planar quantum detector is the most
promising in the context of fully integrated and very compact highly specialized
quantum computers.

In the current work, we will consider the simplest and most analytically visible
mode of operation of the system, which corresponds to the level of single-photon
excitation. In this situation, the dynamics equations can be written in terms of the
resonator spin modes as follows:

[∂t + i · νn] sn + i · fn · bn = 0, [∂t + i · ν1] b1 + i · f1 · s1 + i · g1,2 · b2 = 0,

[∂t + i · ν2] b2 + i · f2 · s2 + i · g2,1 · b1 + i · g2,3 · b3 = 0,

[∂t + i · ν3] b3 + i · f3 · s3 + i · g3,2 · b2 + i · g3,4 · b4 = 0,

[∂t + i · ν4] b4 + i · f4 · s4 + i · g4,3 · b3 + i · g4,5 · b5 = 0,

[∂t + i · ν5] b5 + i · f5 · s5 + i · g5,4 · b4 = 0, (1)

where the initial state corresponds to the single-photon excitation of the entire system,
i.e. Σn|sn(0)|2+ |bn(0)|2= 1, and is chosen as

s2(0) = exp(iϕ)/sqrt(2),

s4(0) = exp(−iϕ)/sqrt(2),

s1(0) = s3(0) = s5(0) = 0. (2)

With the selected initial loadingof spins 2 and4,weplan to investigate a potentially
reversible state transfer from spins 2,4 to spins 1,3,5: the excitation from 2 nodes is
transferred to 3 nodes with the possibility of additional manipulations. In general,
the mapping of states in 2 nodes is possible in 1 node, which is similar to the schemes
of balance/homodyne detection implemented in node systems, or in 2 nodes, which
is used for implementing typical quantum operations such as controlled quantum
negation (2 qubits in two nodes are displayed in 2 qubits in the other two nodes).

Mapping the state of 2 qubits in two nodes in 3 qubits in 3 nodes has additional
features in terms of registering the final states that are the result of the system.
Mapping the quantumstate of a small number of qubits (quantumstates of an arbitrary
structure in a more general sense) to the states of a large number of qubits is used
in tomographic schemes, where the largest number of components of the quantum
state must be measured in a single measurement cycle.

The technique of splitting a state into several spatially distributed blocks together
with the output of energy to a set of channels is a standard technique for quantum
computing based on cluster entangled states and quantum memory. It is interesting
that the scheme proposed here can be combined with the highly efficient multires-
onator quantum memory proposed earlier [13, 17]. Thus, a system of resonators and
spins can actually contain built-in state generators in the form of spins, dynamically
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switched resonators for processing, and a resonator block for quantum memory. In
other words, such a system can potentially act as a full-fledged hybrid quantum
computer aimed at solving highly specialized problems, such as solving nonlinear
equations or simulating problems from quantum chemistry.

At the same time, problems from the theory of nonlinear equations in the system
under study arise quite naturally, since the dependence of the eigenfrequencies of
the composite system from interacting resonators depends in a nonlinear way on the
initial frequencies of the resonators and spins.

To demonstrate this, we write the dynamic Eqs. (1) and (2) in the Laplace image
after applying the Laplace transform of the form h(t) = ∫

dt exp(-p t) h(p) to all
modes of spins and resonators. Linear algebraic equations for Laplace images of
modes have the following form:

[p + i · νn] sn + i · fn · bn = sn(0),

[p + i · ν1] b1 + i · f1 · s1 + i · g1,2 · b2 = b1(0),

[p + i · ν2] b2 + i · f2 · s2 + i · g2,1 · b1 + i · g2,3 · b3 = b2(0),

[p + i · ν3] b3 + i · f3 · s3 + i · g3,2 · b2 + i · g3,4 · b4 = b3(0),

[p + i · ν4] b4 + i · f4 · s4 + i · g4,3 · b3 + i · g4,5 · b5 = b4(0),

[p + i · ν5]b5 + i · f5 · s5 + i · g5,4 · b4 = b5(0). (3)

At the same time, despite the linearity of the equations themselves with respect
to fields, the dependence of eigenfrequencies on parameters is determined by the
determinant of systems, which is an essentially nonlinear function (a high-degree
polynomial) both with respect to the Laplace frequency p and with respect to all
controlled parameters.

Accordingly, all dynamic characteristics also depend in a non-linear way on
natural frequencies and on the determinant. Despite its formally relatively simple
algorithmic solvability, the presented system (3) does not allow us to directly formu-
late optimization problems that determine the modes of using the system that is in
demand in physics.

Thus, even information about the presence of a given systemwith a large number of
parameters (and dynamic capabilities) at least onemode of use in the form of a sensor
or preprocessor, where the efficiency could be of any significance for physics and
applications in quantumcomputing, remains unknown. In otherwords,we are dealing
with a little-known system, the optimization of which is a complex mathematical
problem.

Figure 2 shows the characteristic structure of the system’s eigenfrequency spec-
trum depending on the coupling parameter g (specifically for Fig. 2, gnm= fn = g,
νn= 0). It can be seen that the system has a rather complex structure, full control
of which is implemented in a large multiparameter space of parameters gnm, f n,
νn. Moreover, with the increase of the parameter g, the relative distances between
frequencies change disproportionately, and therefore it is difficult to obtain such
convenient cases for research when the eigenfrequencies are equidistant [16] and the
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Fig. 2 Characteristic form of the system’s own spectrum: the dependence of log10(ω2
n) on the

parameter g for n = {±1,…, ± 5} (ωn=− ωn). As the coupling constant increases, the ratio of
distances between frequencies increases quite rapidly and the spectrum cannot be equidistant at
large g

dynamics become automatically reversible (which greatly simplifies the dynamic
analysis of the system).

Despite the small number of elements in the complete system (10 elements: 5
spins and 5 resonators), the algebraic system presents significant complexity. At
the same time, finding analytical algebraic relations can play a key role in quickly
configuring the most effective modes.

3 Preprocessor Mode

The case of a 4-part subsystem. When the connections g23= g34= 0 are disabled, a
reversible transfer of the field from spins 2 and 4 to spins 1 and 5 and back is possible
(without using the central resonator number 3). When making initial assumptions
about the ratios between the frequencies of the resonators

ν1 = ν2 = −ν4 = −ν5, (4)

and about coupling constants

fn = 1, g12 = g45 = g (5)
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the optimal transfer in forward and reverse direction is performed automatically due
to the symmetry of the frequency spectrum of the system and the initial conditions
(and hence in time representation, that is, there is reversibility), and the range of
eigenfrequencies ωn (and conversion dynamics) controlled (according to (3), (4),
(5)) by the constant g using the ratio

ω2−ω1 = 2 · g · sqrt (1 + g2) (6)

At time T = π /(ω2 − ω1)/2, an equal division of energy between 4 channels
1,2,4,5 is possible, and at time T = π /(ω2 − ω1), a complete transfer of energy from
spins 2,4 to spins 1,5 is realized. Thus, due to the different distribution of energy
between different subsystems, it becomes possible to manipulate quantum states
due to external influence. Note also that such manipulations require some finite
time and therefore require in fact some energy delay near the time zones chosen
for manipulations. This condition is also achieved here but requires a more detailed
study, which will be carried out in the continuation of the current study.

4 Distributed Sensor Mode

The simulation of a phase sensor on a resonator platform can be seen in the framework
of a simple model – the decay of the field from spins 2 and 4 with frequencies ν2=
− ν4= 1 to spin 3 with frequency ν3= 0, which is the detecting element. We will
choose the distribution of coupling constants as follows: g12= g45= 0, g23= g34= g.
For the situation under study, the eigenfrequency spectrum is controlled by the ratio

ω2−ω3 = sqrt (9 + 4 · g2) (7)

At the moment of full energy transfer at T = π /(ω2 − ω3), the phase difference
ϕ2 − ϕ4 is actually detected, which is realized in the form of a rapid change of the
parameter γ 3= 0 to γ 3= ∞. The detected energy fraction is cos (ϕ2 − ϕ4+ Const)2,
where the Const value follows from the equations, and the sensory sensitivity of
such a system with respect to the phase change in the nodes 2,4 is determined in a
standard way through the energy derivatives of the phase.

5 Reversible Dynamics and Spectra

Model examples of the system functioning in preprocessor and sensor mode show
the fundamental capabilities of the system in terms of potential physical applica-
tions. However, an extensive study of the system’s sensory capabilities involves the
construction of reversible dynamics and other spectroscopic properties.
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The presented system has 10 natural frequencies. For clarity, we can give a simula-
tion of the spectrumdependence on the coupling parameterg for the case of a symmet-
rical arrangement of frequencies and couplings relative to the central frequency and
the central resonator. When fixing the proper spectrum of growing positive frequen-
cies ωn= [0,1,1,ω4,ω5], using the ratios νn= [0,1,0,1,0], f n= 1, the condition ω3=
2 is fixed by the ratio g23= g34= g sqrt((4−g2)/(2 g2−4)), where g = g12= g45. It
can be seen that the optimal dependence of g23 on the parameter g is nonlinear but
analytical. Thus, due to the analytical structure of this dependency, faster system
configuration is possible, which simplifies the experimental implementation of the
system (Fig. 3).

Figure 4 shows the dependence of the free frequency ω5 on parameter g. When g
= sqrt(30-2 sqrt(105))/2 we get the minimum integer value ω5= 4. In other words,
we can’t get an equidistant spectrum, but we can get amultiple frequency spectrum of
the form [0,1,1,2,4], which, like the equidistant spectrum, corresponds to reversible
dynamics. The minimum requirement of ω5 is not mandatory, but for large values
of ω5, we get a high-frequency contribution to the dynamics, which will lead to
a complication of the field dynamics in the vicinity of time zones, where external
manipulations with states are assumed. Successful high-performance manipulation
requires that the frequencies are in order equal to each other.

As a result, we saw 3 different ways to use the system: preprocessor mode,
distributed sensor mode, and amode that responds to reversible dynamics. In the case
of a general situation, there is no general recipe for obtaining the necessary quantum
dynamics, and it is often difficult to answer the question of what dynamic effects
are fundamentally possible. If you know in advance what dynamics are possible
and what you need to get, then formally the problem is solved by introducing the

Fig. 3 The dependence of
g23 on the parameter g, at
which the condition ω4= 2 is
fixed
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Fig. 4 Dependence of the
free frequency ω5 on the
parameter g

necessary target optimization function for practice. If you need to use the system in
several modes, then the first condition that is convenient to impose is the condition
of reversibility (partial reversibility) of the dynamics. This allows us to consistently
reduce the complexity of the optimization problem and most effectively use various
dynamics capabilities to expand the computational functionality of the QMB.

The obtained algebraic dependencies that control modes with a frequency
spectrum dominated by multiples of frequencies (corresponding to the reversible
dynamics) are interesting for constructing QMB with pre-defined properties. Such
modes for multiparticle systems with more than 10 subsystems are quite complex to
describe and need to be systematically studied using methods of algebraic geometry
[17].

6 Conclusion

Optimization of the multi-functional QMB showed the possibility of using the QMB
simultaneously in the preprocessor mode, which plays the role of interface between
logical qubits, as well as in the distributed sensor mode, which is potentially appli-
cable for measuring the relative phase of cluster quantum states in different nodes of
a multi-frequency quantum network of resonators.

Various optimization methods have shown that the proposed system has quite rich
possibilities for spectral tuning, which is necessary to improve various modes of use.
This makes it interesting to further study the proposed scheme in the form of a linear
chain.
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A Reinforcement Learning Approach
for Task Assignment in IoT Distributed
Platform

Oleg Eremin and Maria Stepanova

Abstract This chapter represents an adaptive method based on reinforcement
learning for task assignment in IoT distributed platform. The described experiments
and results present the ability to usage IoT nodes by themselves for task processing
operations. Furthermore, previously designed program code for classical distributed
and parallel systems could be executed on the IoT nodes with the described approach
and method. The method was developed with the diversity and variability of IoT
systems.

Keywords Internet of Things · Distributed systems · Computing nodes · Program
code · Parallel systems · Machine learning · Reinforcement learning · Adaptive ε

method

1 Introduction

Complex computing tasks require the use of specialized distributed or parallel
computing systems such as multiprocessors, multi-core, multithreaded systems, and
similar to them.

The Internet of Things platform consists of many heterogeneous computing nodes
that could be arranged in a whole distributed computing system.

The main idea of IoT systems is embedding specialized modules in real-world
objects. The modules implement data identification, gathering, processing, and
transmitting.

Initial approaches to interacting elements of the Internet of Things were to
transfer data from computing sensor modules embedded in real-world objects to
a centralized computing node [1, 2]. The node provided data storing and processing,
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device coordination, and communication. Such architecture has a set of significant
limitations:

– high latency,
– the complexity of supporting the diversity of the technology stack, and organizing

their coherent interaction with the proliferation of different types of devices,
– the necessity of increasing capacity on the network bandwidth.

There were proposed architecture types to eliminate the disadvantages according to
a principle: computing tasks that can be executed without its sending to a centralized
node should be performed on a node by itself.

Such a principle is implemented in the edge computing concept that peripherals are
organized in a distributed computing system for increasing data processing speed [2,
3]. Computing capabilities of embedded systems are constantly growing, especially
of IoT devices. Thus, moving sensor and local node workloads from a central node
to IoT nodes can provide the overall IoT platform with the same benefits which have
been obtained in edge computing [4].

Existing node load distribution algorithms are applied to classical distributed
systems and not suitable for the IoT platform [5]. That is caused by IoT specifics:
heterogeneity of nodes, changeable number of nodes, variable level of network
quality, etc.

Thus, there is an actual point for developing the distribution method that can be
applied to the IoT platformwith its mobility and changeability specifics. This chapter
proposes such a method based on the reinforcement learning approach.

2 Distributed Computing System Based on IoT Platform

An IoT platform based distributed computing system consists of a great number of
heterogeneous nodes that have various technical constraints. The nodes interact with
each other with wired or wireless communication channels. It is necessary to provide
an effective task distribution in distributed computing systems for the described issue:

– minimization of node downtime
– absence of node reboot
– quality assurance of task processing on each node

Furthermore, it is impossible to take into consideration the efficiency parameters
of classical systems for the IoT platform as task assignment approaches are not
applicable to the IoT platform [6].

The issue of node task assignment in the IoT platform is NP-hard. That means
the issue can be solved by heuristic methods that allow receiving a solution close
to the optimal one according to current constraints [7]. However, heuristic methods
require the full model description of constraints variety and computing nodes states.

The procedure for assigning tasks to the nodes of a distributed system based on
the Internet of Things platform, in general, can be with the following steps [8]:
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– algorithm development for a distributed system specificity,
– implementation of the computational graph of the algorithm,
– dependencies detection among tasks,
– generating task sequences,
– tasks assignment and distribution to computing nodes,
– getting the results from each node.

The transformation of the computing issue algorithm into the graph [9] allows
describing a solutionwith the help of a task set where each task can have a connection
with other tasks. Moreover, it is necessary to determine the order of priority of the
tasks: determine the tasks that need to be completed before the new one. Dependency
and order control allows avoiding the deadlock state for the algorithm. Furthermore,
each task can have individual requirements for a computing node to be able to be
executed.

A task sequence generated according to node constraints then is assigned to the
nodes of the distributed IoT platform. The proposed method based on reinforcement
learning allows taking into consideration both the specialty of each task and each
node as IoT nodes have a different computing capacity.

3 Methodology of Assigning Tasks to IoT Computing Nodes

It is proposed to implement a multi-armed bandit algorithm that is referred to the
reinforcement learning to solve the issue of task assignment to the nodes of the
distributed IoT platform.

The IoT platform is an environment in reinforcement learning [10] notation. The
environment is defined by the number of nodes and their characteristics. The main
node that is responsible for generating task sequences and tasks assignment is an
agent. The agent is in the constant interaction process with the environment. The
agent does not need the whole fully described model of the environment. It sends
actions to the environment and gets back rewards instead (Fig. 1). The further agent
actions depend on previously chosen actions and received rewards.

Fig. 1 The Agent-Environment interaction
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Reinforcement learning belongs to the machine learning area and differs from
supervised and unsupervised concepts. Unlike supervised machine learning type,
it does not need predefined labeled data. To compare reinforcement learning with
unsupervised machine learning type, it does not search for hidden structures.

The main characteristic of reinforcement learning is its self-creation of a set of
decision-making actions according to the current environment state and constant
adaptation to changing uncertain environment conditions.

The chapter proses a multi-armed bandit algorithm, the agent each time chose an
action from a set of available actions A, R—a set of rewards from the environment
[11]. Each reward r ∈ R is matched to the action a ∈ A.

The expected reward for the selected a on time step t is:

q∗(a)=̇E[Rt | At = a]. (1)

The uncertain distribution of reward probability with chosen a is:

Ra(t) = P(r |a). (2)

The agent has two stages for implementation: exploration and exploitation. It
is critical to balance the exploration-exploitation dilemma to ensure the optimal
solution [12, 13]. Multi-armed bandit algorithms can follow various strategies for
the dilemma. In this chapter, the ε-greedy strategy is described. The ε-greedy has an
exploration probability ε ∈ [0; 1], which defines the probability of each action to
be chosen:

at =
{

a∗
t , with probability 1 − ε

a random action, with probability ε
(3)

Turning the ε parameter in themulti-armed algorithmmakes the agent functioning
in a completely greedy manner that provides the exploitation stage or in a variable
way that is the exploration stage.

The strategy is greedywhen ε = 0, and the agent never tries to explore new actions.
The only action with the highest reward is chosen.

When ε = 1, the algorithm randomly chose an action on each time step.
The algorithm for task assignment into distributed IoT platform is given below:

Step 0. The step defines the initial states of a distributed computing system based
on the IoT platform: environment, nodes number, nodes characteristics. The agent
(main distributing node) generates task sequences with their interconnections.
Step 1. Exploration stage. The agent takes the R information from the nodes.
If nodes are accessible, the rewards sequence R—integral characteristic is
formed. Such characteristic is formed by computing nodes parameters: energy
consumption, package processing time, etc.
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Step 2.The integral characteristic of each node transforms into a probability value.
It means that nodes’ probability values show the ability of task processing from
the main node.
Step 3. The exploitation stage. The agent saves the probabilities received at the
previous step and sends tasks to nodes with the highest reward value.
Step 4. When the tasks are processed by the nodes, the nodes will send task
processing results and the information of the current states of nodes to the main
node, which will recalculate reward values R.
Step 5. If there are tasks in the task sequence in the main node, the algorithm will
start back from Step 3 otherwise, it will move to Step 6.
Step 6. The end of the algorithm.

The multi-armed bandit algorithm can deal with a stationary or non-stationary
environment [14].

In the stationary environment, its parameters do not change with time, opposite
to the nonstationary environment.

For the IoT platform, both cases are possible as IoT nodes can be stationary located
and the environment does not change. For the nonstationary case, IoT nodes can be
unstable [15] and dynamically change their positioning, and network connection
could be unstable or have a changeable bandwidth channel.

4 Method of Experiments: Stationary and Nonstationary
Environment

The section presents two methods used in the experiments. The first method is for
the stationary environment and the second is for the nonstationary environment.

In the stationary environment, the multi-armed bandit algorithm had constant:

– number of nodes,
– parameters of the integral characteristic of nodes,
– value of exploration probability ε.

The experimentally tested exploration probability values are:

ε ∈ [0, 0.001, 0.05, 0.25, 0.1, 0.2, 0.3, 0.4, 0.5, 1].

Figure 2 presents that output stabilizes with time and the system will produce
the same level quality of task assignments. It is required more time for algorithm
stabilization with the growing number of nodes. The experiment results are proved
with the previously presented [16, 17]: increasing ε causes the algorithm to execute
in the exploitation mode and reduces exploration rate.

Figure 3 shows the increase of cumulative reward that receives themain node time.
Optimal algorithm execution is evaluated also with the help of the regret function
(Fig. 4). The function has a logarithmic behavior [18, 19]. For 20 arms the optimal
values ε are 0.1 and 0.2.
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Fig. 2 Mean Rate of Choosing Best Arm (20 arms, 1000 simulations)

Fig. 3 Mean Cumulative Reward (20 arms, 1000 simulations)
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Fig. 4 Mean Cumulative Regret (20 arms, 1000 simulations)

For a nonstationary environment, there was an assumption that the environment
was stationary for some time before a task was assigned to a node. The assumption
was valid for every task waiting for an assignment to a node.

Previous approaches to an adaptive implementation were based on decreasing its
value from a high rate at each time step or switching from exploration to exploitation
after a specific amount of time [20, 21].

The chapter proposes to use adaptive ε that takes decisions to changes its value in
[1;0] due to:

– number of correctly chosen arms for each task specifics from the task sequence,
– cumulative reward,
– reward statistics of each node for a specific task.

That means exploration probability can do self-regulation based on the described
points. The adaptive ε self-tuning is more proper for a continuously changing envi-
ronment, instead of the hand-tuning ε. Thus, the agent adaptably changes its behavior
to the environment changes, and nodes are chosen optimally.

Figure 5 shows that the regret function is not stable in the changing environment
and has a changing view. That tells that the agent in the algorithm constantly changes
its node strategy choice depending on the environment—nodes states.

The value of the mean cumulative reward is reached quicker and greater with
adaptive ε.
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Fig. 5 Mean Cumulative Regret with an adaptive ε (20 arms, 1000 simulations)

Within the operation of the system, its quality gets higher and the optimal nodes
are chosen for the task assignment process. The longer system operates with the
adaptive approach the higher quality. Otherwise, without the adaptive approach, the
system would operate but would choose non-optimal nodes for tasks’ specifics.

Figure 6 presents a roughviewof themean cumulative reward due to the constantly
changing parameters of the computational system.

The value of the reward function does not decrease in the dynamic system, which
means that the proposed approach can be implemented in a computational system
with constantly changing parameters on time.

5 Conclusion

The chapter describes the method of task assignment to computational nodes of a
distributed system on the base of the IoT Platform.

The reinforcement learning approach implementing allows taking into account
diversity and variability of the environment.

The proposed approach allows utilizing computational nodes by themselves for
tasks’ processing instead of sending the whole data stream to a central node for
processing. Furthermore, the key feature of the proposed method is the usage of
existing software, originally designed for classical distributed and parallel systems,
for new distributed computations concepts with constantly changing parameters as
it is in IoT.
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Fig. 6 Mean Cumulative Reward with an adaptive ε (20 arms, 1000 simulations)
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