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Preface

We are delighted to introduce the proceedings of the fourth edition of the European
Alliance for Innovation (EAI) International Conference on Advanced Hybrid Infor-
mation Processing (ADHIP 2020). This conference brought together researchers,
developers and practitioners around the world who are leveraging and developing
hybrid information processing technology for smarter and more effective research and
applications. The theme of ADHIP 2020 was “Industrial applications of aspects with
big data”.

The technical program of ADHIP 2020 consisted of 190 full papers, with acceptance
ratio about 46.8%. The conference tracks were: Track 1 –Industrial application of
multi-modal information processing; Track 2 –Industrialized big data processing; Track
3 –Industrial automation and intelligent control; and Track 4 –Visual information
processing. Aside from the high-quality technical paper presentations, the technical
program also featured two keynote speeches. The two keynote speakers were Dr. Khan
Muhammad from Sejong University, Republic of Korea, who is currently working as
an Assistant Professor at the Department of Software and Lead Researcher of the
Intelligent Media Laboratory, Sejong University, Seoul, Republic of Korea, and is an
editorial board member of the Journal of Artificial Intelligence and Systems and
Review Editor for the Section “Mathematics of Computation and Data Science” in the
journal Frontiers in Applied Mathematics and Statistics; as well as Dr. Gautam Sri-
vastava from Brandon University in the Canada, who has published a total of 143
papers in high-impact conferences in many countries and in high-status journals (SCI,
SCIE) and has also delivered invited guest lectures on Big Data, Cloud Computing,
Internet of Things and Cryptography at many Taiwanese and Czech universities. He is
an Editor of several international scientific research journals.

Coordination with the steering chairs, Imrich Chlamtac, Guanglu Sun and Yun Lin,
was essential for the success of the conference. We sincerely appreciate their constant
support and guidance. It was also a great pleasure to work with such an excellent
organizing committee team for their hard work in organizing and supporting the
conference. In particular, the Technical Program Committee, led by our TPC Chair, Dr.
Shuai Liu, completed the process of peer-review of technical papers and made a
high-quality technical program. We are also grateful to the Conference Manager,
Natasha Onofrei, for her support and to all the authors who submitted their papers to
the ADHIP 2020 conference and workshops.

We strongly believe that the ADHIP conference provides a good forum for all
researchers, developers and practitioners to discuss all scientific and technical aspects
that are relevant to hybrid information processing. We also expect that future ADHIP
conferences will be as successful and stimulating, as indicated by the contributions
presented in this volume.

Shuai Liu
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Abstract. In order to overcome the problems of accuracy and low efficiency of
the communication channel selection algorithm, a communication channel
selection algorithm considering the balance is proposed. The communication
channel selection algorithm considering the balance first needs to collect the data
of the communication network, and extract the channel impulse response and
power delay spectrum from the original data, and then select the noise floor of
the channel impulse response and power delay spectrum And multipath search
and analysis of channel fading characteristics, and finally through the commu-
nication channel selection algorithm for optimal channel selection to realize the
communication channel selection algorithm considering the balance. The
comparison of experiments verifies that the channel selection accuracy and
efficiency of the communication channel selection algorithm considering the
balance is always higher than the ALOHA algorithm.

Keywords: Equilibrium � Communication channel � Selection algorithm

1 Introduction

Mobile communication is premised on the use of radio waves. In this field, the
available spectrum is limited, so it must be used effectively. This requires starting from
the three basic factors of frequency, time and space [1]. For this purpose, it is necessary
to adopt a dense method represented by narrowband transmission in the frequency
domain, a multiplex scheme in the time domain, and a frequency reuse scheme in the
space domain. The multiplex mode of the time domain is called channel selection, and
it is widely used in various mobile communication systems [2]. With the increasing
demand for communication services such as wireless Internet access and mobile TV, it
is becoming the direction of wireless communication development to increase the
channel transmission rate as much as possible under limited spectrum resources [3].
However, the overhead of the OFDM guard interval makes the improvement in spectral
efficiency not particularly noticeable. Researchers have found another technique for
improving spectral efficiency from the airspace: MIMO. The research of information
theory shows that when working in a rich scattering wireless environment, if multiple

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
S. Liu and L. Xia (Eds.): ADHIP 2020, LNICST 348, pp. 3–14, 2021.
https://doi.org/10.1007/978-3-030-67874-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67874-6_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67874-6_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67874-6_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-67874-6_1


antennas are used at the receiving end and the transmitting end of the communication
system, the obtained multi-input and multi-output system can make full use of airspace
resources. Under the premise of not increasing the system bandwidth and transmit
power, the channel capacity and spectrum efficiency of the system are greatly
improved, so as to effectively counter the influence of wireless fading [4]. MIMO and
OFDM seek solutions to improve spectrum utilization from the airspace and frequency
domain, respectively, so they can be combined to further increase the information
transmission rate with limited resources. However, in actual communication, the
channel capacity of the feedback channel is limited, and sometimes the channel change
is fast, so that the channel information cannot be transmitted back to the transmitting
end in time, so the transmitting end cannot completely obtain the CSI. At the same
time, it is hoped that the smaller the amount of backhaul required by the channel
selection algorithm, the better. The existing channel selection algorithm has a large
amount of backhaul information, and some channel selection algorithms have low
balance. Therefore, a communication channel selection algorithm considering equal-
ization is designed.

2 Data Collection

The communication network consists of N nodes, each with multiple RF communi-
cation interfaces [5]. There are n channels in the network, one of which is dedicated to
control information, and the other n − 1 channels are used for data packet transmission.
The control channel is used to resolve contention for the data channel, and the data
channel is used to transmit data packets and acknowledgement frames. A radio com-
munication interface in a node is assigned to a control channel, which is called a control
interface. In addition to receiving and sending broadcast routing messages, the control
interface also sends and receives information such as available channels needs to be
switched, the broadcast of the local update message is triggered [6]. At the same time,
the control channel also sends and receives RTS and CTS messages. The remaining RF
communication interfaces are assigned to data channels, called data interfaces. The data
interface performs data collection through data transmission and data reception. The
node consists of four RF communication interfaces, one control interface, one data
receiving interface, and two data sending interfaces.

3 Data Processing

After completing the data collection, the first step in data processing is to extract the
channel impulse response from the original data [7]. The channel impulse response
reflects the small-scale propagation characteristics of the wireless fading channel, and is
also the basic premise for extracting other channel parameters, and plays an extremely
important role in data analysis. By collecting the raw data, we can get the impulse
response CIR of the channel, which is the first step in our analysis of the data. The
second step is to analyze the fading characteristics of the channel through CIR.
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The measurement data collected from the receiving end in the actual channel
measurement is called original data, and the baseband signal is obtained after down-
conversion, analog-to-digital conversion and quantization. After preliminary correla-
tion processing, it is converted into a large number of independent CIRs, and accurate
extraction of multipath component information from CIR is the basis of channel
selection [8]. Since the system response is included, in order to more accurately obtain
the channel characteristics of the current measurement scenario, our first step is to
remove the system response. Extracting the multipath component information mainly
includes two steps. First, the noise floor is accurately selected, the noise sampling
points are removed, and then the remaining sampling points are multipath searched to
determine the number and position of the multipath. Since the electromagnetic prop-
agation environment experiences reflection, diffraction and scattering during electro-
magnetic wave propagation, the channel impulse response is a set of multipath
components dispersed in the time domain and the delay domain, defined as h(t, r1). It
reflects the propagation characteristics of the wireless channel, and r1 represents the
corresponding multipath component. The average processing in the time domain for
h(t, r1) results in a channel impulse response that is only a function of delay, as shown
in Eq. 1.

havðr1Þ ¼ E1½hðt; r1Þ� ð1Þ

The power delay spectrum, also called the multipath intensity spectrum, represents the
power at the multipath delay. The power delay spectrum can be obtained by squaring
hav(r1), as shown in Eq. 2.

pðr1Þ ¼ havðr1Þj j2 ð2Þ

4 Noise Floor Selection and Multipath Search

The obtained channel impulse response and power delay spectrum contain a large
amount of noise in addition to the multipath component. Therefore, the noise floor
selection and multipath search of the data are continued. In order to calculate the
appropriate noise floor, the setting of the noise threshold is very important [9, 10].
Because the noise threshold is too low or too high, it will cause inaccuracy in the
number of multipaths extracted later. For example, when the selected noise threshold is
high, due to more random factors in the actual measurement process, a certain portion
of the lower power multipath component may be misidentified as noise and filtered out.
When the selected noise threshold is low, the higher decibel noise may be misjudged as
multipath component information, resulting in an estimated number of multipaths.
Generally, the methods for selecting the noise threshold in the post-measurement data
analysis mainly include the static threshold setting method and the dynamic threshold
setting method [11, 12]. The static threshold setting method is to select a specific fixed
constant as the noise threshold between the average noise and the power of the
strongest path, which is an estimate of the difference between the two. However, this
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method has a large error when there is an interference signal or a shock hum. Another
method of dynamically setting the threshold is to dynamically select the noise threshold
as the channel noise power changes. Combining these two methods to improve, and
based on practical experience to set the engineering parameters, it is more suitable for
the correct selection of noise floor in the actual channel measurement data analysis.

After the noise threshold is determined by the above method, the number of
multipaths detected by different multipath search methods will be different, that is, the
correct selection of the multipath search method determines the accuracy of the mul-
tipath extraction analysis in the later stage. Generally, according to the signal band-
width of the channel, different methods of detecting multipath are classified into local
maximization, threshold limiting method and cluster identification method. The first
method of local maximization is to perform a peak search for a signal whose power is
higher than the threshold after setting the noise threshold by a specific method, and
define each signal peak of the search cable as a multipath component. This method is
more suitable for channel measurement when the signal bandwidth is narrower, and its
multipath resolution is low. In the 5G communication system standard, in order to meet
the requirements of high speed and large capacity, the measurement bandwidth is
selected to be large, and the resolution of multipath is very high. Therefore, after the
noise threshold is accurately set, the noise sampling point is filtered out, and the signal
higher than the threshold can be used as the multipath component. This method is the
threshold limiting method. Finally, in the cluster identification multipath component
method, the path components having characteristic parameters such as the same delay
and leaving angle are considered to be in the same cluster, and are generally used for
channel measurement of ultra-wideband signals. Through the above introduction,
according to the conditions such as the bandwidth required for measurement, it is
reasonable to use the threshold limit method for multipath chords.

5 Analysis of Channel Fading Characteristics

The distance between the transceiver antenna, antenna loss and height, carrier fre-
quency and other factors are the influencing factors of large-scale fading. Large-scale
fading can usually be divided into two parts: path loss and shadow fading. When
electromagnetic waves propagate in space, path loss occurs due to the propagation of
the apex. Path loss also includes penetration loss, line-of-sight loss, non-line-of-sight
loss, and the like. The free-space propagation mode is suitable for the completely
unobstructed line-of-sight between the transceivers. Usually, the free-space propaga-
tion loss is defined as the ratio of the transmitted power to the received power, as
shown in Eq. (3):

pr ¼ ptGtGrk
2

ð4pdÞ2 ð3Þ

Where Gt, Gr respectively represent the transmit antenna gain and the receive antenna
gain, Pt, Pr respectively refer to the transmit power and receive power, d denotes the
distance between the transmit and receive antennas, and k denotes the electromagnetic
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wave wavelength. It can be seen from Eq. (3) that the free-space propagation path loss
is proportional to the square of the distance d between the transmitting and receiving
antennas, and inversely proportional to the square of the wavelength k. For a nar-
rowband system, the wavelength range of the electromagnetic wave is small, so the free
space path loss can be considered to be only related to the distance; However, for
broadband systems, the influence of carrier frequency on path loss cannot be ignored
due to the large range of wavelength variation. In general, frequency and distance are
irrelevant.

6 Algorithm Description

G(V, E) represents the undirected graph corresponding to the communication network,
where V is the set of nodes in the network, E is the set of links in the network;
d(u, v) represents the Euclidean distance between node u and node v. RT represents the
communication radius of the node; RI represents the interference radius of the node; chi
represents the i-th channel; CAS(v) represents the set of available channels of node v.

Where node u and node v satisfy:

dðu; vÞ�RT ð4Þ

When any data interface in node u works on channel ch, the data interface of node
v also works on channel ch; then node u and node v are said to be neighbors.

A set consisting of all accessible neighbor nodes is called a set of neighboring
neighbor nodes. The neighbor node formula can be expressed as:

v dðu; vÞ�RTj ðxðuchi ÞÞ ¼ 1 ð5Þ

Where i and j are data interfaces and 1 indicates that node u is operating on channel ch.
When two links use the same channel, and one endpoint of at least one link is

within the interference range of one or both endpoints of the other link, then the two
links are said to interfere with each other.

When the channel is not occupied by the data transmitting interface and the data
receiving interface and is allowed to be used by the node, such a channel is referred to
as an available channel.

If each element in the set is an available channel of a node, then such a set is said to
be a set of available channels for that node.

To simplify the analysis, make the following assumptions.

1) The nodes in the network are randomly distributed in the two-dimensional plane
area;

2) All data interfaces can both send and receive data;
3) All data channel transmission bandwidth and other transmission performance are

the same;
4) The channels in the network are all orthogonal channels.
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In the case of a large network topology, when each node in the network needs to
know the topology information of the entire network, the entire network needs to pay a
large price to broadcast and update the information of the node. If the topology of the
network changes from time to time, the cost of maintaining the node information of the
entire network is unacceptable due to the limited storage and computing power of the
node. Therefore, the paper adopts the theory of relative balance, that is, only considers
the local range of nodes and their neighbor nodes, and the cost is relatively small. At
the same time, it can be seen that the higher the number of available channels, the
greater the probability of being used, and the more conflicts that occur. Based on this
probability theory, all nodes select the optimal channel each time they send data, which
can avoid channel selection conflict between adjacent links and improve data trans-
mission efficiency. The overall steps are as follows:

1) Establishing a usable neighbor node available channel list according to the set of
available neighbor nodes and the set of available channels;

2) Establishing a priority queue and selecting an optimal channel by using a channel
list available to the neighbor node;

3) Channel negotiation and data transmission and reception are performed using the
improved RTS/CTS protocol.

The available neighbor node available channel statistics table is obtained based on
the number of available neighbor node sets, counting the number of times the available
channel appears in the available channel set of the neighboring node. When any node
joins the network, the source node sends a broadcast message through the control
channel to notify the surrounding available channel set of the neighbor node. After the
neighboring node receives the broadcast message of the source node, if the source node
is not in the set of existing neighbor nodes of the destination node, the source node is
added to the set of accessible neighbor nodes of the destination node, and the set of
available channels of the source node is added to the set of available channels of the
source node of the accessible neighbor node.

During the data transmission, when the destination node receives the CTS message.
If the destination node receives a type of CTS packet, the destination node deletes the
channel contained in the CTS packet from the available channel set of the destination
node storage source node. And subsequently updating the available channel list of the
neighboring node of the destination node; When the destination node receives the
second-class CTS packet, the destination node adds the selected channel included in the
second type CTS message to the available channel set of the source node stored in the
destination node, and then uses the available channel list of the neighboring node of the
new destination node. The node counts the number of available channels in the
available neighbor nodes through the set of available neighbor nodes and the available
channel sets of the neighboring nodes, and establishes and updates its own available
neighbor node available channel list. The available channel table for the neighboring
nodes is a line structure, and the elements in the table are represented by structures,
each with two fields: the channel and the number of occurrences.

In the local topology diagram of the example network, the available channel set of
node a is {ch1, ch2, ch3}, the available channel set of node b is {ch1, ch2, ch3}, and the
available channel set of node c is {ch1, ch2}, the set of available channels for node d is
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{ch1}. Node a and nodes b, c, and d occupy channels ch4, ch5, and ch6, respectively, for
communication. For the establishment of the available channel list of the neighboring
node, the result of the local topology of the example network that can pass the available
channel list of the neighbor node is shown in Table 1.

Suppose the total number of channels in the network is n and the total number of
network nodes is N. Since the available channels of the neighboring nodes of each node
do not exceed the actual number of channels of the network at most, and the worst case
number of neighboring nodes of a single node in the network is the number of
remaining nodes in the network. Therefore, when the statistics of the available channels
of the neighboring nodes are known, the worst time complexity of the available channel
statistics is O(nN); the channel priority queue is used by the heap sorting algorithm, and
the time complexity is O(logN). When the network is initialized, the time complexity of
the network is O(nN). After each node receives the broadcast message of the neighbor
node, it modifies and reorders the existing available channel statistics, and the time
complexity is O(logN).

7 Optimal Channel Selection

The available channel list of the neighboring nodes is only the number of times the
source node appears the available channels, but the available channels with the fewest
occurrences in the table are not necessarily in the set of available channels of the source
and destination nodes. Therefore, the priority queue of the set of available channels of
the destination node is established according to the available channel statistics table,
and the source node selects the optimal channel from the priority queue.

The establishment process of the available channel priority queue: According to the
information in the available channel table of the neighboring node, the source node
establishes the available channel priority queue according to the principle that the
available channel in the destination node has fewer occurrences and higher priority. If
the queue is empty, the source node has to wait for the appropriate available channel to
arrive. The source node dequeues the priority queue squad head element each time to
see if it is in the source node’s available neighbors available channel set. If not, the
queue head element of the queue is dequeued, and the queue head element of the queue
is taken until the acquired channel is in the available channel set of the source node.
Figure 1 is a flow chart of the optimal channel selection process.

Table 1. Available channels of the neighboring nodes of the example network

Channel Number of occurrences

ch1 3
ch2 2
ch3 1

A Communication Channel Selection Algorithm 9



When the optimal channel is selected for data transmission, the improved RTS/CTS
protocol is used for channel negotiation and data transmission and reception control.
The improved RTS/CTS protocol uses an improved RTS message and two types of
improved CTS messages. The node negotiates the channel using the improved RTS and
CTS messages before transmitting the data. After the transmission is complete, the
channel is released using the improved CTS.

The above process mainly includes 4 steps:

1) The source node sends an RTS message through the control channel, where the
RTS message includes the selected channel to stipulate the channel to be
transmitted.

2) After receiving the RTS message, the destination node sends a CTS packet to
indicate that the destination node will select the channel for data transmission if it
agrees to use the channel for transmission.

3) After receiving the CTS packet, the source node also sends a CTS packet to notify
the neighbor node that the channel will be used for data transmission.

4) When the data transmission is completed, the source node and the destination node
sequentially send the second type CTS packet to release the occupied channel.

During the above data transmission process, all nodes that receive CTS messages
modify the set of available neighbor nodes and the set of available channels. When a
type of CTS message is received, the selected channel included in the CTS message is

Establishment of priority 
queues based on available 

channel statistics

Check if the queue 
is empty

Remove team leader 
elements

Is it in the available channel set 
of the source node?

Choose as the 
Optimal Channel

End

Y

N

Start

Fig. 1. Optimal channel selection process flow
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deleted from the set of available channels, and the available channel list of the neigh-
boring node of the destination node is updated. When receiving the second-class CTS
packet, the destination node adds the selected channel included in the second-class CTS
packet to the available channel set of the source node stored in the destination node, and
updates the available channel list of the neighboring node of the destination node.

8 Experimental Results and Analysis

This simulation experiment uses NS3 as the simulation tool, and uses C++ language to
write the simulation code. The orthogonal channel (OFDM) is used as the multi-
channel, that is, the data is transmitted simultaneously for every two channels without
interference; Randomly distributed nodes are used, that is, neighbor nodes of nodes are
randomly generated. The number of packets per node is set to 2,500. Through the
ALOHA algorithm as a comparison, each experiment was repeated 10 times, and the
average value was taken as the final result. When the data buffer queues of all nodes in
the network are empty, the experiment stops running and is considered as one
experiment completion. The simulation parameters are shown in Table 2.

According to the set value of the simulation parameters, the simulation results are
shown in Fig. 2 and Fig. 3.

Table 2. Simulation parameter Table

Parameter Numerical value Parameter Numerical value

SIFS 10 ls DIFS 20 ls
Symbol time 32 ls Slot time 60 ls
Packet length 1460 bytes Basic data rate 6 Mbps
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Fig. 2. Channel selection accuracy when the number of network nodes is 10.
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A comparative analysis of Fig. 2 and Fig. 3 shows that under the condition that the
number of network nodes is 10 or 20, the selection accuracy of the proposed com-
munication channel selection algorithm is higher than that of the comparative ALOHA
algorithm, which fully explains the proposed consideration of balance The commu-
nication channel selection algorithm has been greatly improved in performance, which
can meet the needs of network communication channel selection.

In order to further verify the performance of the proposed channel selection
algorithm, in the above experimental environment, the channel selection efficiency is
used as the experimental comparison index, and the proposed channel selection
algorithm is compared with the ALOHA algorithm. The comparison results of channel
selection efficiency when the number of network nodes are 10 and 20 are shown in
Fig. 4 and Fig. 5.
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Fig. 3. Channel selection accuracy when the number of network nodes is 20.
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Fig. 4. Channel selection efficiency when the number of network nodes is 10
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It can be seen from Fig. 4 and Fig. 5 that the performance of the proposed channel
selection algorithm is relatively stable, and the proposed channel selection algorithm
has a higher level under the two network node numbers. The ALOHA algorithm has
strong volatility and is difficult to maintain a stable communication state. Therefore, it
is fully proved that the proposed channel selection algorithm has high channel selection
performance.

9 Conclusion

Aiming at the problems of traditional communication channel selection algorithms, the
paper proposes a new communication channel selection algorithm considering balance.
The following conclusions are proved from both theoretical and experimental aspects.
The algorithm has a higher selection when selecting communication channels. Accu-
racy and selection efficiency. Therefore, it is fully proved that the proposed commu-
nication channel selection algorithm has high application performance.
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Abstract. In view of the imperfection of intelligent construction cost specifi-
cation, the complexity of cost influencing factors and the lack of historical cost
data, the expert system and support vector machine theory are combined to
achieve knowledge acquisition and data integration. By using the expert system
module, the regression calculation, the establishment of project cost prediction
model and the model test of parameter setting and optimization are realized. In
addition, the investment prediction speed of the model is faster. Finally, through
the empirical data analysis, the accuracy and effectiveness of the model are
verified, which provides the economic indicators and reference materials for the
design stage of intelligent building projects.

Keywords: Building intelligence � Expert system � Support vector machine �
Project cost prediction

1 Introduction

The forecast of building intelligent project investment is the basis to control the project
cost of the whole process, the important index used in the project fund reserve man-
agement, the project system construction and the project economic benefit analysis.
Predicting project investment with high efficiency and accuracy is of great significance
for improving project work efficiency, strengthening project cost management and
promoting project economic benefits. However, there are very few researches on
investment prediction of intelligent building engineering in China, and most project
information management is still in a traditional way, which makes it difficult to realize
project information exchange [1]. Traditional engineering investment forecasting
generally uses simple function regression model, least square method, quota calcula-
tion, exponential smoothing method, fuzzy mathematics, gray forecasting and other
methods. The above traditional investment prediction methods have simple mathe-
matical principle and fast speed on prediction. But for the investment estimation of
large and complex intelligent building projects, their prediction quality is uneven, and
the accuracy, effectiveness and practicability are difficult to guarantee [2].

Recently, machine learning technology has been gradually applied in the field of
engineering cost predictions. For data mining and model prediction, this technology
has higher reliability and accuracy than traditional ones. With the deepening of the
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research on machine learning technology, support vector machine, a method developed
from hinge loss function based on the principle of minimizing structural risk, has been
widely used in pattern recognition, text classification, data mining and regression
analysis [3].

Due to the late starting time of intelligent building engineering, historical data of
project design, construction and cost is relatively less. Also, the construction cost of
intelligent building project varies with the difference of construction content, region
and type, which brings out the characters like, small number of data sample, multiple
impact factors and nonlinear regression of data in intelligent building system. Never-
theless, support vector machine algorithm works well in solving this type of problems.

2 Materials and Methods

2.1 Support Vector Regression Algorithm

The input sample x is firstly mapped to the high-dimensional feature space through
nonlinear function /ðxÞ, and a linear model is established in this feature space to
calculate the regression function, as shown in the following formula, where w is weight
vector and b is threshold [4].

f ðx;wÞ ¼ w� /ðxÞþ b ð1Þ

For a given training data set ðy1; x1Þ; ðy2; x2Þ; � � � ðyi; xiÞ, insensitivity loss function e is
adopted, and the corresponding support vector machine is called e- support vector
machine, then its constrained optimization problem can be expressed by the following
formula [5].

min
w

1
2
� w2 + C

Xi

l
ðnl þ n�l Þ; l ¼ 1; 2; � � � n

s:t:

yl � w � /ðxÞ � b� eþ n�l
w � /ðxÞþ b� yl � eþ nl
n�l ; nl � 0

ð2Þ

Where, C is the penalty coefficient, and nl; n
�
l is the relaxation variable, the opti-

mization problem in formula (2) is converted to dual problem to solve formula (1) after
Lagrange function imported:

f ðxÞ ¼
Xnsv

i¼1

ðai � a�i ÞKðxi; xÞþ b ð3Þ
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Lagrange multipliers are ai; a�i ði ¼ 1; 2; � � � lÞ, a small part of them are not 0, which
correspond to support vectors in sample, nsv is the number of support vector, Kðxl; xÞ is
Radial Gaussian kernel function, k is kernel parameter.

Kðxl; xÞ ¼ expð�k� xl � x2Þ ð4Þ

Kernel parameter k is used to control the degree of sample division; Penalty coefficient
C is used to get command of empirical risk and confidence range of SVR model;
Insensitive loss function e controls the width of insensitive area which is used in
regression function acting on sample data [6, 7].

2.2 Application Steps of Support Vector Regression (SVR)

The prediction model of building intelligent engineering investment can be regarded as
a nonlinear regression function problem: in the ist year, the index value of project cost
influencing factor is the independent variable Xi ¼ fxi1; xi2; � � � xing; in the jst year, the
prediction value of project cost is assumed to be yj. The input is Xi, the output is Yj; the
relation between Xi and Yj is assumed to be a nonlinear function mapping FðxÞ, which
makes yi ¼ Fðxi1; xi2 � � � xinÞ, where input is Xi ¼ fxi1; xi2; � � � xing and output is yj.

Then, SVR is used to solve the regression equation f ðxÞ ¼ Pnsv

l¼1
ðal � a�l ÞKðxl; xÞþ b, to

obtain the predicted value of project investment 错误!未找到引用源。. The appli-
cation ideas are as follows:

(1) Determine the engineering cost impact factor, obtain the original cost data, extract
the index value of the engineering cost impact factor, and preprocess the data with
Maximum and minimum normalization method [8].

(2) Choosing a proper type of SVR function, reasonable kernel function and kernel
parameter, the optimal parameter ðC; kÞ is obtained.

(3) The optimal parameter ðC; kÞ is substituted into the prediction model, and the
training set is extracted from the sample data. The kernel function Kðxl; xÞ ¼
expð�k� xl � x2Þ and kernel parameter k are substituted into formula (3) to train
the sample data training set [9].

(4) Use the trained prediction model to verify its accuracy through the test set.

3 Construction of Expert System in Investment Prediction
Model

The investment prediction expert system integrating expert knowledge, engineering
data and prediction algorithm (as shown in Fig. 1) can be roughly composed of human-
computer interaction interface, knowledge acquisition module, database, knowledge
base, inference machine and explanation organization [10].
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In the process of system operation, users realize knowledge acquisition, data log-
ging and prediction requests through human-computer interaction interface. The
interactive system enables the inference machine to answer the request. This system
USES the prediction algorithm based on support vector machine regression (SVR) to
replace the traditional inference machine, which has higher prediction efficiency, better
generalization ability and accuracy [11, 12]. The knowledge base and database are
called in the prediction process [13–15]; Prediction results are output to the user
through the interpretation mechanism and interactive interface.

4 Application of Investment Prediction Model

4.1 The Determination of Project Cost Prediction Index

In order to select the prediction index of building intelligent engineering cost accu-
rately, this paper consulted a lot of literature and summarized dozens of prediction
indexes. By means of questionnaire survey, combined with the opinions of 30 experts
in intelligent building industry and the experience in design and construction, 5 factors
that have the greatest influence on the cost are finally selected as prediction indicators:
x1 Construction Area, x2 Building Type, x3 Area of Structure, x4 Construction Cost and
x5 Construction Demand. Both the quantization of qualitative index and magnitude
difference between quantitative index needs data preprocessing.

The construction areas and different types of buildings are respectively quantified
as natural numbers. The quotation index is determined by the construction time.
According to the integration result of experts’ opinions in the intelligent building
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Human-computer 
Interaction Interface

Explanation
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Coordinating  
Agency

Knowledge 
Base

Expert Users

Dynamic 
Database

Inference Machine

Cost Prediction 
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Fig. 1. Expert system architecture
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industry and details of Construction Project Pricing Quotation of Chongqing in 2018,
the labor cost and equipment cost index are calculated according to the weights of 0.15
and 0.85 respectively. The quantification of the prediction index of “construction
demand” will affect the accuracy of the prediction result due to the variety of con-
struction systems of building intelligence specialty. According to the Intelligent
Building Design Standard (GB50314-2015), for different types of buildings, there are
three system construction schemes: “must be built”, “should be built” and “can be
built”. The construction demand is simplified into: basic type (including items that
must be built), expanded type (including items that must be built and should be built),
and high-end type (including items that must be built, should be built and can be built)
to facilitate data preprocessing.

4.2 Acquisition and Preprocessing of Sample Data

This paper selects 90 sets of cost data from the completed intelligent building projects
in a certain area in recent years, covering different years, regions, building types,
construction requirements and building area. According to the quantitative standard of
prediction indicators (shown as Table 1), it is stored in the dynamic database as the
original data of the investment prediction model in this paper (shown as Table 2). Data
will be invoked while the prediction model is operating.

Table 1. Quantitative standard of engineering characteristics

Serial number Predictive indicators Value of feature vector Quantized value

1 Construction area Downtown 1
Suburb 2
Country 3

2 Building type Residence 1
Office 2
School 3
Hospital 4
Business 5
Hotel 6
Factory 7
Tourism 8
Conference&Exhibition 9

3 Area of structure The actual number
4 Construction cost index 2016 0.9463

2017 0.9781
2018 1.0000
2019 1.0204

5 Construction demand Basic 1
Expanded 2
High-end 3
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Pre-processing is required after the input data is quantized, in order to avoid the
input data appearing in the saturated region of the program function, improve the
influence of the data convergence speed and data magnitude difference in the program
on the prediction result, and reduce the prediction error. Data normalization (normal-
ization) is a common method for data preprocessing. The maximum and minimum
value method can flexibly specify the value interval after normalization, eliminate the
weight difference between different attributes, and normalize the sample data to [0, 1].
The calculation method is maximum and minimum normalization X

0 ¼ Xi�Xmin
Xmax�Xmin

, where
i ¼ 1; 2; � � � n. Xmax;Xmin are the maximum and minimum values of the data in a
prediction indicator.

4.3 Interface and Function Construction of Expert System

This paper uses software development environment to build an investment prediction
platform based on the expert system.

(1) Achieve data acquisition through interface input or file import; Through interface
input or automatic knowledge acquisition and update; Realize the visualization of
database and knowledge base.

(2) Based on the good prediction results of the SVR prediction model, it is embedded
into the expert system as a kind of inference machine and combined with the
expert knowledge to make the project cost prediction.

(3) After clicking the extension button on the right, the interface displays important
parameters of the model, comparison of test results and other information.

Table 2. Original sample data

Serial
number

Construction
area

Building
type

Area of
Structure
(m2)

Construction
time (Year)

Construction
demand
(Type)

Cost of
unilateral
(RMB/m2)

1 Downtown Business 57000 2018 Basic 172
2 Downtown Business 60000 2018 Expanded 224
3 Suburb Business 89400 2017 High-end 292
4 Downtown School 45000 2019 High-end 330
5 Downtown School 80000 2018 Expanded 225
7 Suburb Hotel 60109 2017 Expanded 353
8 Country Hospital 64000 2016 Basic 273
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

86 Downtown Office 100338 2019 Basic 221
87 Downtown Office 97600 2018 Basic 215
88 Suburb Factory 280000 2017 Basic 60
89 Suburb School 69034 2018 High-end 287
90 Country School 27800 2016 Basic 175
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(4) New project cost information prediction is input from the interface, and finally the
project cost estimation book is generated automatically with the import of expert
knowledge.

4.4 Selection of SVR Parameters

(1) SVR function type selection: In support vector machine regression model, nu-
SVR and e-SVR are commonly used functions. In nu-SVR method, the number of
support vectors have to be determined in advance, and the optimal model should
be obtained by slowly adjusting the values of (optimization parameters). In e-SVR
method, it’s necessary to determine the value of e in advance, that is the value of
loss function (limit error), which can determine the bandwidth of the fitting
function, calculation error effectively, and the prediction model function has a
good performance. As a result, this paper use e-SVR.

(2) Selection of Kernel Functions: In SVR model, linear kernel function is not
mapped to the high-dimensional space for linear regression problem; the com-
plexity of model is increased by polynomial kernel function due to its parameter
being large in number; The radial Gaussian kernel function performs well in
solving nonlinear regression problems, owing to its rather small characteristic
dimension, which makes it highly desirable when the number of samples is rel-
atively small; Sigmoid kernel function generates neural network, its generalization
ability is relatively weak, and some parameters are invalid. Eventually, this paper
use radial Gaussian kernel function (RBF).

(3) Parameter Finding and Optimization: According to the content of chapter 2.1,
parameter ðC; kÞ plays a job of vital importance in performance of prediction
model. In this model, we use usual k- fold cross validation method to calculate
each set of ðC; kÞ within a specified range to obtain the best solution. There are 3
kinds of optimization methods of ðC; kÞ which are frequently-used. Firstly,
Genetic neural network algorithm (GA) is complex and weak in generalization.
Secondly, Particle Swarm Optimization algorithm (PSO) is a heuristic algorithm.
It can find the global optimal solution without traversing all points in the grid, but
it is easy to fall into the local optimal solution. Last but not the least, Grid-search
algorithm is to traverse all possibilities ðC; kÞ through the range of attempts and
add a two-layer loop before the cross-validation program; the complexity of it is
not high, but the accuracy is improved obviously. Therefore, grid search algorithm
is used to optimize the ðC; kÞ parameters.

4.5 Model Training and Testing

For the determination of limit error parameters, 80 groups of data are used as training
samples to establish a prediction model, then the value of e with the best prediction
performancewill be selected. In this process, coefficient of determination isR2 ¼ 1� SSE

SST,
SSE is the sum of squares of the difference between the fitting value and themean value of
the original data, the sumof squares of the original data and itsmean.R2 is to determine the
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degree of fitting optimization of the model, the closer to 1, the more the model fits the
training data;When the value ofR2 is far from1, themodelfitting degree is poor (Table 3).

As shown in table, the model has high fitting degree and the best performance when
the value of e = 0.5. After 80 sets of data imported into the expert system as training
samples, the optimal value of ðC; kÞ are obtained through Grid-search algorithm and
cross validation, where C � 16, k = 0.3125 and nSV = 25 (nSV is the number of support
vectors); the remaining 10 groups of data are tested in the model, and the comparison
and deviation between the predicted results of intelligent building engineering
investment and the actual values are shown in Fig. 2.

4.6 Analysis of Prediction Results

The prediction model of intelligent building investment established in this paper is
mainly aimed at the cost prediction in the design stage of intelligent engineering
projects. Therefore, when the relative error between the predicted value and the actual
value of the prediction model is less than or equal to 10%, the calculation of the model
can be viewed as accurate and reliable one.

Table 3. The model information corresponding to the change value of e

Limit
error e

Number of
training samples

Number of
support vectors

Mean square
error MSE

Coefficient of
determination R2

0.01 30 17 0.01402 0.96514
0.05 30 20 0.00817 0.97833
0.1 30 25 0.00685 0.93322
0.2 30 26 0.01887 0.94745
0.5 30 25 0.00463 0.98680

0 2 4 6 8

100

200

300

400

500

Project Number
10 12

C
os

tp
er

 sq
ua

re
 m

et
er

 ( R
M

B
/ M

2 )

0

Fig. 2. SVR prediction model result comparison chart

22 Y. Ma et al.



According to the test results, the regression model based on the expert system has a
prediction error of less than 10% for the cost of intelligent building engineering, high
accuracy and relatively strong generalization performance. For individual samples,
such as item No. 1, the reason for the large error lies in the insufficient similarity
between the training sample and original sample. With the further acquisition of data
and knowledge by the expert system, the prediction error will be further reduced. This
model has a good applicability for intelligent building engineering where the prediction
index is in the middle dimension and the influence relationship between each index is
rather complex.

5 Conclusion

The effective combination of expert system and support vector machine regression
model can make up for the shortcomings of traditional estimation methods, such as
weak data, weak knowledge acquisition ability, insufficient generalization ability and
low prediction accuracy. The parameter setting of the model plays a key role in the final
prediction results. Through reasonable selection, selection and optimization of kernel
function, limit error and penalty factor, the fitting degree and prediction accuracy of the
model are improved.

In view of the current situation that the cost standard of intelligent building spe-
cialty is not perfect, the cost influencing factors are complex, and the cost historical
data are few, the regression investment prediction model based on expert system can
reasonably predict the project cost in the design stage, and obtain the construction cost
of new construction and reconstruction project. It can provide assistance and reference
for the owners, investors and design units, and the prediction results can be used as the
basis for project decision-making. At the same time, the cost prediction of this paper
enriches the project management method of intelligent building engineering, saves
manpower and material resources, and brings certain economic benefits for the project.
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Abstract. Because the traditional coal-fired heating mode consumes a lot of
energy and is harmful to the environment, it produces a clean heating mode
using electric energy, which is realized by energy storage heating equipment.
The operation of energy storage heating equipment needs to be planned
according to the electricity characteristics of clean heating. Therefore, a method
based on large data model is proposed to integrate the electricity characteristics
of clean heating using Hadoop platform. Then, according to the integrated data,
the electricity load characteristics, electricity consumption characteristics, elec-
tricity consumption cycle characteristics and regional characteristics are iden-
tified to complete the electricity characteristics of clean heating. Farewell.
Through experimental demonstration, it is proved that this method can effec-
tively identify the electrical characteristics of clean heating and accurately
predict the future heating data.

Keywords: Clean heating � Electricity forecasting � Seasonal cycle � Electricity
characteristics

1 Introduction

Energy is the lifeblood of the national economy in modern society. Any resident and
industrial activities can not do without the support of energy supply. Nowadays,
China’s energy production and consumption are increasing rapidly with the develop-
ment of economy and society. The problems of backward energy structure, unrea-
sonable energy utilization mode, over-reliance on fossil fuels and low energy utilization
rate caused by rapid growth are becoming increasingly prominent [1]. Traditional coal-
fired heating mode has a huge demand for coal mining, while coal-fired produces waste
gas, which greatly aggravates environmental pollution. Therefore, clean heating has
been respected. Electric energy storage heating equipment uses grain power or wind
power to heat solid regenerator. The temperature reaches 750 °C. Heat is stored
through insulation materials. When the fan is heated, the heat in the regenerator is
blown out, and the water is transferred through the heat exchanger, and then through
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the heating pipeline to the resident’s home [2]. This method has no emissions, no
pollution, and achieves clean heating.

Under the background of environmental protection concept and realistic energy
problems, this clean heating mode is worth being fully implemented. The operation
method of energy storage heating equipment needs to be designed in detail according to
the heating and electricity characteristics. Since the concept of big data was put forward,
domestic research has been in full swing. In theory, the concept, technology and appli-
cation of big data have gradually formed a scientific, systematic and industrialized
research system. In terms of theoretical system, the analysis of large data ismainly divided
into five aspects: visual analysis, data mining algorithm, predictive analysis ability,
semantic engine, data quality and data management [3]. Therefore, a large data model
platform was born. This paper uses Hadoop platform based on big data model to integrate
the characteristic data of clean heating data, and then analyses the characteristics of clean
heating data, so as to provide a reasonable scheme for the allocation of energy storage
heating equipment, and ensure that the clean heating mode achieves the optimal
technology-economy ratio, the best sustainable development, the greatest economic
benefit, the most reliable power supply and the best environmental protection [4].

2 Electricity Characteristic Recognition of Clean Heating
Based on Large Data Model

2.1 Feature Recognition Data Integration

Before identifying the characteristics of clean heating electricity data, it is necessary to
collect the electricity data, which often comes from different data sources, including
databases, data warehouses and documents. At this time, it is necessary to integrate the
data, that is, data integration. Because an attribute of an object may have different
names in different databases, data integration may lead to inconsistencies and a large
number of redundant data. So data integration can improve data quality better, reduce
the occurrence of redundancy of result data sets and inconsistency of entity names, and
improve the accuracy of data in the mining process [5]. At present, data integration still
has the following problems.

Entity recognition. The same attribute in the clean heating data may have different
attribute names in different databases, which may involve entity recognition in data
integration. Generally, metadata can be used to avoid entity recognition problems that
may arise in data integration.

Redundant data. Redundancy is a common problem in data integration. The
main situation of data redundancy includes repeated occurrences of the same attribute
value and duplication caused by inconsistent naming of the same attribute. Relevance
analysis can be used to detect whether the attribute is redundant.

Numeric conflicts. The actual power consumption data may be stored in different
measurement units because of different storage scenarios. For example, the time in a
power data set may be 12 h in one system and 24 h in another system. If these two sets of
data are integrated together, there will be a numerical conflict. For such numerical
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conflicts, normalization and other operations can be used to remove the impact of unit
conflicts.

In view of the problems that may arise in the above data, Hadoop platform is
selected for data processing. Hadoop is a distributed system infrastructure developed by
Apache Foundation. It has high throughput and fault tolerance, and solves the problem
of huge amounts of clean heating and power data. The Hadoop software framework is
implemented in Java language, which supports cluster operations of thousands of data
computing nodes and data processing at PB level [6]. Hadoop is composed of several
independent systems, which are interdependent and constitute the whole of
Hadoop. The operation of Hadoop platform system is shown in Fig. 1.

MapReduce is a distributed computing framework with many data analysis com-
ponents. Hive is a data warehouse that can provide a query language similar to SQL. It
converts SQL to MapReduce and executes on Hadoop. It can be used for offline
analysis. Pig is a data stream processing framework. Mahout is a data mining algorithm
library. It mainly implements some classical algorithms in machine learning field,
which can help designers build effective models better. HBase is a column-oriented
database, which uses Google’s BigTable data model and enhanced coefficient ranking
mapping table. In order to facilitate the unified management of clusters, a distributed
collaboration service Zookeeper is used. Sqoop is a data synchronization tool. It is
mainly used to transfer data between traditional database and Hadoop. Its essence is
MapReduce program. Flume is an open source log collection system [7, 8].

The data analysis platform in this paper uses four Aliyun servers to build Hadoop
cluster. The Hadoop version is Apache version of Hadoop 2.6.4. The server system is
Centos 6.5, 64-bit operating system, single-core CPU. The memory of each server is
1G, and the size of hard disk is 40G. The high availability architecture of Hadoop is
used to ensure the stability of the data processing cluster. When the primary node has
problems, the standby nodes can be activated to ensure the normal operation of the
cluster.

First, the host name is changed to the host name that receives heating and power
data, and then Java files are installed on each server to define the configuration envi-
ronment variables. Then configure password-free login, install SSH for each server, so

Zoo
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Mapreduce

Hbase HDFS

Sqoop

Mahout
PigHive
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Fig. 1. Hadoop platform system operation diagram
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that password-free communication between each host, and synchronize the time to
ensure that the cluster time is consistent. Download hadoop.2.6.4. tar.gz, copy the
compressed package to the same location on each server and decompress it. Then we
begin to configure Hadoop. The data files in the etc./hadoop directory of the Hadoop
folder are XML edited, and the editing process is shown in Fig. 2.

Because of the huge amount of data of clean heating power, the time of collecting
and processing data by other methods is long and the workload is too large, so the
Hadoop method can also save the time needed for data loading and improve the
performance of data warehouse construction. In the process of data integration, based
on the detailed understanding of power consumption data, index is used to improve the
performance of analysis and query, and index the column attributes often involved in
query in dimension tables and fact tables, which further improves the performance of
data analysis. Considering the data warehouse based on Hive, data analysis is carried
out in the form of MapReduce, so the number of Map and Reduce can be set to ensure
high performance in the process of data integration.

After integrating the data of clean heating power consumption, the identification of
the characteristics of clean heating power consumption is gradually completed by
acquiring the corresponding identification data. The identification of electric charac-
teristics of clean heating includes: identification of electric load, identification of
electric consumption, periodic identification of electric consumption, identification of
regional characteristics and so on. Through the interpretation of data, the identification
of electric characteristics of clean heating is carried out.

Configuration file

Core-site.xml

Hdfs-site.xml

Yarn-site.xml

Fairscheduler.xml

Mapred-site.xml

Hadoop-env.sh

Fig. 2. Electricity data XML chart
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2.2 Identifying Electric Load

In the process of clean heating and power consumption, there is a certain rule that the
power consumption of heating and power changes with time, which can be described
by the change of power load with time [9, 10]. According to the different time periods,
the load curve can be divided into daily load curve, weekly load curve, monthly load
curve and annual load curve. The identification of power load characteristics is an
important index for power supply side planning and management. By acquiring load
data and identifying load characteristics, the index data of load characteristics of
demand are shown in Table 1.

Among them, the calculation methods of various characteristic indexes of electric
load are as follows:

Load rate (ratio of average load to maximum load) = heating power average load
(KW)/heating power maximum load (KW)] * 100%; average daily load rate
(%) = heating power period daily load rate/heating power period calendar day;
peak-valley difference (%) = heating power period peak-valley difference maximum
value (KW)/maximum load on the day (KW) * 100%; monthly load balance rate
(%) = reporting monthly average daily power consumption (KWH)/Report Maximum
daily power output (KWH) * l00%; annual load balance rate (%) = (maximum
monthly load/maximum monthly load of 12 * maximum) � 100%; maximum load
utilization hour (H) = maximum power output (supply and use) during reporting period
(KWH)/maximum power output (supply and use) during reporting period (KW);
simultaneous rate (%) = [maximum power system load (KW)/absolute maximum load
of each component unit of power system (KW) * 100%.

Through calculation, the load characteristic curve of clean heating electricity is
drawn. Usually, the load characteristic can be divided into high load rate type, con-
tinuous type, peak-up type, peak-avoidance type, temperature sensitive type and so on.
High load rate type means that the load characteristic curve of heating power is stable,
the difference between peak and valley is small, and the load rate is over 90%. The load
curve of continuous type is between 80% and 90%. The load curve is relatively stable.
Because of the limited adjustment ability of the existing heat storage heating equip-
ment, the load curve will be continuous, but there will be a certain peak-valley

Table 1. Identification indicators of power load characteristics

Description class Comparison class Curve class

Daily maximum (minimum)
load

Daily load rate Daily load curve

Daily average load Daily minimum load rate Weekly load curve
Peak valley difference Daily peak-valley difference

rate
Annual load curve

Monthly maximum (minimum)
load

Monthly average daily load
rate

Annual continuous load
curve
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difference. The peak time point of heating load in a day; the peak avoidance type shows
the trough time of heating power.

2.3 Identifying Electricity Consumption

Accurate identification of electricity consumption is one of the keys to ensure the
operation of clean heating mode. Therefore, multi-dimensional features of heating data
are identified based on large data model.

Based on the massive data of clean heating power consumption, a multi-
dimensional evaluation index system of electricity consumption characteristics is
established. The time and space of clean heating power consumption are clustered and
analyzed, and the characteristics of clean heating power consumption are mined and
identified. Develop the process of power consumption identification, and use the
evaluation method to avoid the adverse impact of other factors on the accuracy of the
identification algorithm. The data identification process of clean heating power con-
sumption based on large data model is shown in Fig. 3.

Pretreatment

Multidimensional Index 
Calculation of Electricity 

Characteristic

Clustering

Parameter optimization

Prediction of Heating 
Group Algorithms

Output of comprehensive 
prediction results

Data Set

Fig. 3. Identification flow
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Due to the difference of electricity consumption characteristics among different
heating users, the heating objects are classified according to different electricity con-
sumption modes, and the changing rules of electricity consumption of different users
are studied. The key to realize the identification is to use large data analysis. The
identification methods and results of electricity consumption characteristics are closely
related to the selection of electricity consumption characteristics indicators. Therefore,
it is necessary to define reasonable evaluation indicators of electricity consumption
characteristics to assist the acquisition and identification of electricity consumption
data.

The steps of power consumption identification are as follows: firstly, effective data
preprocessing is carried out for m large data sets of heating power consumption, and
target analysis data set Vd is generated, in which the first user’s power consumption
sequence is Vi (xt1, xt2, … , xtn), I = 1, 2, … , m; by calculating the multi-
dimensional evaluation index of power consumption of mass users, the data set VD of
user’s multi-dimensional characteristics is established, in which the first user’s char-
acterization sequence is Vi (xt1, xt2, … , xtn), I = 1, 2, … , M Vi (xt1, xt2, … , xtn,
1, 2, W), I = 1, 2, … , m; Then clustering the data sets of heating multi-dimensional
electricity characteristics, mining and identifying electricity consumption patterns, and
getting the K user groups set Gk of M users. Finally, according to the characteristics of
user groups, the parameters are trained separately. On the basis of parameter selection,
an algorithm recognition model is established to obtain the identification values of
electricity consumption of each heating group and all heating groups, and to identify
and evaluate them. The formulas for evaluating the recognition results are as follows:

bi¼
Xw
j¼1

aijxj ¼ aTi x ð1Þ

The parameters in the above formulas are derived from the data of power consumption
groups. When the evaluation result is beta > 8, the evaluation result is effective. This
method is suitable for the analysis and processing of large data platforms, and has high
recognition accuracy and stability. The sources of big data mainly include internet,
physical information system, scientific experiments and so on. Usually, physical
information system data and scientific data are obtained through a sensor network
composed of sensors or observation devices. The rapid popularity of the Internet and
mobile Internet provides the most convenient and lasting carrier for data recording.
Because heating is a periodic process, the identification of clean heating power con-
sumption can get the overall data of annual electricity consumption. In order to better
understand the time rule of heating power consumption, it is necessary to identify the
periodicity of clean heating power consumption.

2.4 Identifying Periodicity of Electricity Consumption

The fluctuation of electricity consumption for clean heating has obvious periodic regu-
larity with time, which is called seasonal effect [11, 12]. According to a certain mathe-
matical method, time series with seasonal effects are decomposed into components that
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show periodic changes with time series and components that are basically independent of
time changes, so that seasonal electricity consumption law can bemore clearly presented.
The seasonal adjustment algorithm is used to obtainmonthly or quarterly time series data,
which contains four components, namely, long-term trend component, fluctuation cycle
component, seasonal component and irregular component [13, 14]. The long-term trend
component represents the long-term trend characteristics of time series. The fluctuation
cyclic component is a cyclic change in units of several years. They describe the basic
change law of time series. The variation of time series is an average value, and the formula
is as follows:

YT þ 1 ¼ 1
N
ðYT þ . . .þ YT�Nþ 1Þ ð2Þ

Among them, T is the number of seasonal cycles, N is the statistic, t is the initial
quantity of seasonal cycles, and its standard error S formula is:

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT

t Nþ 1ðY �YtÞ2
T � N

s
ð3Þ

According to the above calculation method, seasonal periodic variation characteristics
of clean heating power consumption are obtained with the support of large data.

2.5 Recognition of Regional Characteristics

The purpose of dividing the data of clean heating power consumption by heating area is
to qualitatively identify the characteristics of clean heating power consumption in
different areas, grasp the trend of heating power consumption in different areas, and
provide guidance for accurate heating power supply.

In order to identify the regional characteristics of heating power consumption, it is
necessary to subdivide the type of electricity consumption data in the identified area,
and to refine the type of electricity consumption in the area as far as possible, so as to
ensure the accuracy and validity of the identification results [15]. In the conventional
classification of regional electricity consumption data, the industrial characteristics of
the region are positioned according to the step quantity of electricity consumption. For
example, some industries with high heating demand will inevitably lead to the increase
of heating power consumption in the region. In addition, different regions have dif-
ferent climate temperatures and different demands for heating, so the data generated are
necessarily different [16]. In view of the above two aspects, the data characteristics of
regional clean heating power consumption are identified, as shown in Fig. 4.
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So far, the identification of electricity characteristics of clean heating based on large
data model is basically completed.

3 Analysis of Experimental Demonstration

In order to verify the validity of the method designed in this paper for identifying the
electrical characteristics of clean heating, an experimental demonstration is carried out.
Taking S city of North China, which is heated by clean heating mode, as the experi-
mental object, the characteristics of its previous heating data are identified, and the
electricity characteristics and seasonal periodic characteristics of clean heating power
are obtained. The results are shown in Table 2.

Regional 
character

istics

Electricity difference in 
industry

Differences in Climate 
Conditions

General 
heating 
demand

High heating 
demand

High demand 
for heating

Low heating 
demand

Fig. 4. Regional characteristic recognition classification chart

Table 2. S identification result of electricity characteristic of clean heating in city

Features Warm winter condition Cold winter Normal behavior

Electricity consumption 2800 3100 3000
Seasonal cycle 3 months 4 months 3.5 months
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Then the results of this year’s electricity consumption data are analyzed and esti-
mated. The experimental predictions are compared with the actual values. The
experimental demonstration and comparison results are shown in Fig. 5.

It can be seen from Fig. 5 that the identification results of electrical characteristics
of clean heating by using the identification method proposed in this paper are reliable,
and the power consumption of clean heating is predicted according to the identification
results. The predicted value is very close to the actual value, which proves the effec-
tiveness of the proposed method.

4 Concluding

Based on the large data model, this paper uses Hadoop platform to integrate the
characteristics of the clean heating data, and then identifies the electricity consumption
characteristics, periodic characteristics and regional characteristics of the clean heating
data, and proves the accuracy and effectiveness of the design through experiments. At
the stage of full implementation of clean heating mode, it is hoped that the design can
identify the electricity characteristics of clean heating more accurately, and make a
more scientific storage and discharge plan for power supply and storage equipment.
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Abstract. With the continuous development of science and technology, in the
context of current big data, the research on the law of traditional virus propa-
gation dynamics had been developed to the bottleneck. The traditional law of
virus propagation dynamics was less sensitive and the mathematical model was
not easy to operate. Therefore, it was proposed to study the dynamics of viral
propagation based on the combination of big data and kinetic models. The
model was established by using differential equations and so on, and the
accurate prediction law of virus propagation dynamics was completed by
experimental tracking control. A graph of the number of patients over time was
obtained by bringing the problem into the model, and the changes in the model
results were derived from this graph. In this way, corresponding countermea-
sures was drawn based on the changes in the results. Finally, through simulation
experiments, it was proved that the combination of big data and kinetic model of
viral propagation kinetics scientifically and accurately studied the laws of viral
propagation dynamics. The established mathematical model was easy to operate
and had a good guiding significance for practice.

Keywords: Viral transmission � Big data � Kinetic model � Differential
equation

1 Introduction

The research on the law of virus propagation dynamics has been developed to the
bottleneck. The traditional law of virus propagation dynamics is less sensitive, and the
mathematical model is not easy to operate. Therefore, we need to expand the field of
view to see the virus propagation dynamics. With the continuous development of
science and technology, in the context of current big data, a study is proposed to
combine the big data and dynamics models to study the dynamics of virus propagation.
The model is established by using differential equations and so on, and the accurate
prediction law of virus propagation dynamics is completed by experimental tracking
control. By establishing a differential equation model, the process of virus spread and
propagation is described. Finally, the dynamics of virus propagation is studied through
analysis. We bring the required questions into the model to get a graph of the number
of patients over time, and based on this graph, we get the changes in the model results.
In this way, according to the change of the result, the corresponding countermeasures

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
S. Liu and L. Xia (Eds.): ADHIP 2020, LNICST 348, pp. 36–43, 2021.
https://doi.org/10.1007/978-3-030-67874-6_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67874-6_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67874-6_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67874-6_4&amp;domain=pdf
https://doi.org/10.1007/978-3-030-67874-6_4


can be obtained [1]. Finally, through the sensitivity analysis of the incubation period
and the healing period of the infectious disease, it is found that the proposed virus
propagation dynamics law combined with big data and kinetic model can scientifically
and accurately study the law of virus propagation dynamics, and the established
mathematical model is easy and has a good guiding significance for practical operation.

2 Theoretical Analysis of Big Data and Dynamics Models

Considering the total number of people in the region, we turn the problem into how to
find the correct relational expression to express the total number of patients per day [2],
to find out the normal number of people per unit time, the incubation period per unit
time, the change of the number of people, the change of the number of patients
diagnosed per unit time, the number of people who withdrew within the unit time, and
the number of suspected patients per unit time, and the big data to establish the
differential equation model and dynamics models were obtained.

①Treat all routes of transmission of the virus as contact with the pathogen;② The
total number N of the areas examined during the spread of the disease is considered
constant, that is, the number of people flowing into the area is equal to the number of
people flowing out, and the time is measured in days;③ The virus in which the virus is in
an incubation period is not contagious [3];④ the probability of a second infection of the
healer is 0, they withdraw from the infection system, so they are classified as “exitors”;⑤
Regardless of the birth rate and natural mortality rate during this period, the number of
deaths caused by the virus is also classified as “exit”;⑥ The isolated population com-
pletely severes contact with the outside world and is no longer contagious [4].

Changes in the normal number of people per unit time:

dS1
dt

¼ �a1IðtÞð1� -ÞS1 � a2 AðtÞð1� -ÞþAðtÞ- 1
d3

� �
S1 ð1Þ

According to the above algorithm, the number of patients in the incubation period per
unit time can be obtained:

dE
dt

¼ �a1IðtÞð1� -Þ S1 þAðtÞð1� -ÞþAðtÞ- 1
d3

� �
� 2
d1 þ d2

E ð2Þ

Changes in the number of patients diagnosed per unit time:

dI
dt

¼ 2
d1 þ d2

E
1
d3

I ð3Þ

Changes in the number of people who quit during the unit time:

dR
dt

¼ 1
d3

I ð4Þ
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Changes in the number of suspected patients per unit time:

dA
dt

¼ �a2 AðtÞð1� -ÞþAðtÞ- 1
d3

� �
S1 � a1IðtÞð1� -Þ AðtÞð1� -ÞþAðtÞ- 1

d3

� �
ð5Þ

Where I0, S10, R0, A0, E0 are initial values. The average incubation period of the
infectious virus is d1 þ d2

2 , that is, the patient in the incubation period per unit time is
converted to the infected person by the proportional constant 2

d1 þ d2
[ 0; The average

course of death or recovery of the confirmed patient is d3, that is, the recovery rate of the
infected person per unit time is 2

d3
[ 0; The average course of treatment of suspected

patients is d3, that is, the recovery rate of suspected patients per unit time is 1
d3
[ 0; The

contact rate parameter of each susceptible person and patient per unit time is r[ 0.
The contact rate parameter a2 [ 0 of the susceptible person and the suspected

patient; Considering that the suspected patient’s infection is converted into a latent
patient, but the latent patient does not turn into a suspected patient; p is the strength of
the isolation measure; AðtÞp 1

d3
is a recovered suspected patient who has been quaran-

tined; initial value setting: (These data are an estimate based on the total population and
medical knowledge). I0 ¼ 1, s10 ¼ 1:1 ten million, without considering the floating
population;

R0 = 0; E0 = 0; A0 = 100; parameters setting: 2
d1 þ d2

[ 1
5, The average incubation

period for infectious diseases is 5; 1
d3
¼ 1

20, The average course of death or recovery for
a confirmed patient is 20.

1
d3
¼ 1

20, Set the average course of suspected patients to 20; a2 ¼ 1:0� 10�11, The
contact rate parameters of suspected patients and susceptible persons are also assumed
to be fixed. Establish the calculus equation as follows:

dS1
dt

¼ �a1IðtÞð1� -ÞS1 � a2 AðtÞð1� -ÞþAðtÞ- 1
d3

� �
S1

dE
dt

¼ �a1IðtÞð1� -Þ S1 þAðtÞð1� -ÞþAðtÞ- 1
d3

� �
� 2
d1 þ d2

E

dI
dt

¼ 2
d1 þ d2

E
1
d3

I

dR
dt

¼ 1
d3

I

dA
dt

¼ �a2 AðtÞð1� -ÞþAðtÞ- 1
d3

� �
S1 � a1IðtÞð1� -Þ AðtÞð1� -ÞþAðtÞ- 1

d3

� �

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð6Þ

I0 ¼ 1, s0 ¼ 1:1 ten million, without considering the floating population, R0 ¼ 0;
E0 ¼ 0;A0 ¼ 100.
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3 Virus Propagation Model

Since the spread of the virus is influenced by social, economic, cultural, customary
habits and other factors [5], the most direct factors affecting the development trend of
the epidemic are: the number of infected persons, the form of transmission, and the
ability of the virus itself to spread, isolation strength, admission time, etc. When we
build a model, we can’t and don’t have to consider all the factors. We can only grasp
the key factors and make reasonable assumptions and modeling. Assume that the
incubation period of an infective virus that is not completely known is d1–d2 days, and
the healing time of the patient is d3 days. The virus can spread and spread through
direct contact, oral droplets [6], and the number of people per day in this population is
r. In order to control the spread and spread of the virus, the population is divided into
four categories: normal population, patient population, cured human and death popu-
lation, represented by H(t), X(t)R(t) and D(t), respectively. The controllable parameter
is the isolation measure strength P (percentage of patients isolated during the incuba-
tion period). Therefore, the law of virus transmission can be divided into two stages:
“pre-control” and “post-control”.

The virus pre-control model is a virus model similar to that of natural propagation
[7], and the post-control model is a differential equation model after interventional
isolation intensity [8]. The transformation relationship of various types of people in the
two models is shown in the following Fig. 1.
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Fig. 1. Virus propagation model
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Based on the above model, use the model you created for the following data:
d1 = 1, d2 = 11, d3 = 30, r = 10; numerical simulation [9, 10], assuming the initial
number of cases is 890, suspected patients are 2000 isolation measures intensity
p = 60%. The patients were hospitalized 1.5 days later, and the simulated results of the
suspected patients were isolated after 1.5 days and the simulation results of isolation
measures p = 40%. The sensitivity of the above parameters to the calculation results
was analyzed and used for subsequent improvement of the model [11, 12]. The model
program is as follows.

ORG0000H
LJMPSTART
ORG0003H
LJMPPINT0
ORG001BH
LJMPPTI1
START:MOVTMOD,#10H
MOVSCON,#00H
MOVTH1,#03CH
MOVTL1,#0B0H
MOVDPTR,#TAB
SETBEA
SETBEX0
SETBIT0
DISP:MOVA,R4
MOVB,#10DIV AB
MOVCA,@A+DPTR
MOVSBUF,A
LCALLDELAY
JIXU:
MOV TH1,#03CH

4 Analysis of Results

Suppose that the time of the first patient in a certain area is T0, in the period of (T0, T),
it is a period of near-free propagation, the isolation intensity is 0, and the number of
infections per patient per day is a constant. Let us now consider the changes in several
groups of people during the period from t to t + Δt. And by analyzing the state
transformation relationship of various groups of people, the differential equation is
established. When d1 = 1, d2 = 11, d3 = 30, r = 10, I0 = 890, A0 = 20, p = 60%,the
patient was admitted to hospital two days later, and the suspected patient was quar-
antined two days later. This will give you a graph of the number of patients over time:
(see below) (Fig. 2).
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From the figure we can see that the number of patients changes sharply with time.
This shows that this is the development trend of the initial stage of virus transmission.
Then you can see the highest point (Day 12.37) when the number of patients reached a
maximum of 6803,000 people. By taking patient admission treatment and suspected
patient isolation measures, we can clearly see from the figure that the number of patients
is decreasing, and the number of patients has dropped to 540,800 after 100 days.

In order to further verify the sensitivity of the study of viral propagation kinetics,
sensitivity simulation experiments were carried out on the dynamics of viral propa-
gation. The simulation results are shown below (Fig. 3).
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Through the above results, the following conclusions can be made, and the prob-
lems in the medical field can be transformed into the field of mathematics for analysis
and discussion, and the development trend of infectious diseases and the prediction
results for the future can be quantitatively obtained, which has strong theoretical and
reliability. The parameters involved in the model have corresponding data sources. It
can be easily calculated by combining certain data, and the relationship between the
variables is clear, which is easy to solve the model. Since the mathematical model is
based on continuous differential equations, an accurate analytical solution will not be
obtained. We will fit the parameters under the premise of reasonable parameters.
Considering the total number of people in the region, the population is divided into five
categories: confirmed patients, suspected patients, healers, deaths and normal people,
and these categories are divided into contagious and non-infectious. Countermeasures
can be drawn based on the changes in the results. In addition, the sensitivity analysis of
the incubation period and the healing period of the infectious disease was carried out. It
was found that the change of the incubation period would have a greater impact on the
results of the whole model, and the change of the healing period would only shorten the
duration of the infectious disease, but has little effect on the cumulative number of
patients.

5 Conclusions

With the continuous development of science and technology, in the context of current
big data, the research on the law of traditional virus propagation dynamics has been
developed to the bottleneck. The traditional law of virus propagation dynamics is less
sensitive and the mathematical model is not easy to operate. Therefore, it is proposed to
study the dynamics of viral propagation in combination with big data and kinetic
models. Based on the traditional infectious disease model, using the differential
equation method as the theoretical basis, combined with the different measures taken,
the curve relationship between the number of patients and time is fitted, and the
corresponding countermeasures should be taken. Sensitivity simulation experiments
were carried out on the study of virus propagation kinetics. The results show that the
study can scientifically and accurately study the laws of virus propagation dynamics.
The established mathematical model is easy to operate and has a good guiding sig-
nificance for practice.
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Abstract. With the increasingly complex network environment and the inter-
ference of various other radio waves, the quality of mobile communication
network is seriously affected. Aiming at the above problems, this paper studies
an auto-disturbance rejection method for mobile communication network nodes
based on artificial intelligence. According to artificial intelligence, an interfer-
ence identification analysis model is constructed, which is used to identify and
analyze the interference factors of mobile communication network nodes. Based
on the recognition results, the characteristics of different interference types are
summarized, and the interference problem is accurately judged. Then, the anti-
interference work of mobile communication network nodes is completed by
checking and processing the results. The experimental results show that the user
is more satisfied with the quality of the mobile communication processed by this
method than the traditional method of UAI participating in the identification and
analysis of interference factors, which proves that this method is effective in
anti-jamming and can meet the needs of users.

Keywords: Artificial intelligence � Mobile communication network � Anti-
interference � Feature analysis

1 Introduction

In modern society, remote information exchange plays a key role, and remote infor-
mation exchange can only be achieved by relying on mobile communication network.
With the increasingly complex network environment of mobile communication
industry and the interference of various other radio waves, problems such as increasing
drop-out rate, reducing base station coverage, and sharply decreasing network indi-
cators emerge one after another, seriously affecting the quality of calls. Under this
background, how to reduce the interference in the network and improve network
capacity and quality has become a problem that must be solved in the network oper-
ation and maintenance of operators [1, 2]. Reasonable and efficient analysis and
solution of interference problems has become an important requirement in daily net-
work operation and maintenance work.

Previous methods proposed by experts and scholars focused on the research of
interference processing methods in mobile communication networks, but ignored the
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identification and detection of interference factors. Effective identification and detec-
tion will make mobile communication network interference processing more effective.
Reference [3] proposes an efficient deployment method for optimizing coverage of key
nodes in industrial mobile wireless networks. This method considers the industrial
characteristics and mobility of wireless networks, and then simplifies the static and
mobile node coverage problems into target coverage problems. A new cluster head
deployment strategy is proposed based on the improved maximum cluster model and
iterative calculation of new candidate cluster head positions. The maximum clique is
obtained by double tabu search. Each cluster head updates its new position through an
improved virtual force, and moves with full coverage to find the minimum inter cluster
interference. The experimental results show that. This method can realize the location
between interference nodes, but the anti-jamming effect is not good, and it takes a long
time to identify interference nodes. In reference [4], an active interference suppression
method for fully distributed communication delay is proposed. In this method, auto-
matic generation controller is used instead of traditional control center, and automatic
generation controller is embedded in each participating generating unit to avoid
communication delay of control signal. Simulation results show that this method has
good performance and robustness in the presence of communication delay, but when
the number of attacks is large, the anti-jamming effect is not obvious, and it takes a
long time to identify interference nodes.

Aiming at the weakness of traditional methods, this paper proposes an artificial
intelligence-based ADRC method for mobile communication network nodes. The
greatest advantage of this method is to introduce interference recognition into it. After
verification and analysis, the communication quality of this method has been greatly
improved, which promotes the development of mobile communication network.

2 Anti-jamming Method of Mobile Communication Network
Node Based on AI

Mobile network is an important branch in the research of computer related fields.
Nodes in mobile network communication system will enter and exit continuously, and
then form a certain rule. Mobile network systems need to strictly request the bandwidth
and timeliness of data transmission to ensure high-quality communication results.
Through an efficient anti-jamming scheme, it can ensure that the mobile network
system has stable information transmission and related functions under strong
interference.

2.1 Disturbance Recognition and Analysis

Artificial Intelligence, abbreviated as AI. It is a branch of computer science. It produces
an intelligent machine that can respond in a similar way to human intelligence. The
research in this field includes robots, language recognition, image recognition, natural
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language processing and expert systems. Artificial intelligence can simulate the process
of human consciousness and thinking. Recognition of interference factors in mobile
communication networks is a weak part of traditional interference methods. Traditional
methods focus on the research of anti-interference methods, but neglect the role of
interference recognition. In this paper, pattern recognition in artificial intelligence is
used to analyze the types of interference in order to deal with them pertinently in the
future. Effective interference identification will greatly improve the efficiency of anti-
interference and the speed of network operation.

(1) disturbance recognition analysis model
The interference spectrum data FAS collected by frequency sweeper is taken as the
basis of the system, and the location function of interference cell is completed by
pattern recognition. On the one hand, similar disturbance patterns are matched and
located from the shape angle, on the other hand, from the FAS data feature point of
view, and random forest pattern recognition method is used to locate similar dis-
turbance characteristics of the cells, as shown in Fig. 1.

Decision tree is not only a more understandable classifier, but also has advantages
in training speed and memory usage. At the same time, considering the recognition of
multiple possible classifications of target network elements, the system chooses the
stochastic forest learning model based on decision tree. On the one hand, it has the
advantages of decision tree, and at the same time, stochastic forest can improve the
stability of training. It can count the votes of multiple classifications belonging to a
single cell. It is a multi-classifier, i.e., multi-output model, which is the use of the
system. The reason of disturbance in machine forest model learning [5].

Pattern recognition describes the characteristics of objects by extracting their fea-
tures and phenomena. After learning and understanding the features, it establishes a
learning rule model from objects to recognition results. The process is shown in Fig. 2.

Interference
Spectrum Data FAS

Jamming pattern disturbance variable

Shape location Characteristic
variable

Fig. 1. Disturbance recognition analysis model.
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As shown in Fig. 2 above, feature extraction and sample training are two key steps
in the process of pattern recognition, which have a great impact on the recognition
results, so feature extraction should be representative and the data of training set must
be reliable. The extracted feature variables constitute the feature dimension of the
pattern space, and the feature dimension is better representative for classification; the
number of training samples should be enough, and the ratio of the sample number to
the model space dimension should be at least greater than or equal to 3, preferably
greater than or equal to 10. The main methods of sample training are decision tree,
Bayesian classification training, random forest, neural network, support vector machine
and so on. Stochastic forest method is used to build learning model and complete the
learning process [6].

(2) feature extraction
Assuming that x represents a cluster of random variables consisting of n commu-
nication interference signals, y represents the frequency range of each cluster, and m
represents a constant threshold of interference energy, the spectrum amplitude
corresponding to the same frequency of each random variable in the random process
is constituted into a new sequence, which is expressed by formula (1).

Sample training (known)

Preprocessing

feature extraction

Sample training

Learning model

Classification and recognition

Output result

End

Start

Fig. 2. Patterns recognition process.
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R ¼ m� y
n� pf g � x ð1Þ

In the formula, p represents a sequence of spread spectrum codes.
Assuming that a represents the finite additivity of the probability of communication

interference signal, with the increase of random variable T 0 in the random process T ,
which consists of the spectrum sequence of communication interference signal, the
probability of the corresponding spectrum amplitude also increases. Formula (2) is used
to construct the spectrum matrix of communication interference signal.

G fð Þ ¼ T � T 0

a � f � E � R
h 2pfð Þ ð2Þ

In the formula, f represents the initial frequency of FM, E represents the linear
frequency, R represents the number of time-domain segments, and h represents the
sampling period of interference signal.

Assuming that v represents the symbol rate of the source, s represents the direct
sequence pseudo-random code rate, b represents the corresponding amplitude of the
same frequency, W represents the total probability of all amplitudes under each fre-
quency, and z represents the spectrum distribution law of instantaneous interference of
the fixed frequency signal, W is calculated by formula (3):

W ¼ b� z
s

� v� j½ � ð3Þ

In the formula, j represents the analysis window length of Fourier transform.
Assuming that d represents the spectrum statistical characteristics of full-time

communication interference signal and k represents the change of signal position,
formula (4) is used to calculate d:

d ¼ R� x fð Þ
W � r

� ok ð4Þ

In the formulas, r and o represent the transformation parameters of the time domain
and frequency domain of the communication interference signal.

In summary, in the process of optimum detection of communication interference
signals in mobile networks, a new sequence of spectrum amplitudes corresponding to
the same frequency of each random variable in the random process is formed by using
probability and statistics method, and the spectrum matrix of communication inter-
ference signals is formed. The spectrum distribution law of instantaneous interference
of fixed frequency signals is obtained, and the characteristic spectrum of communi-
cation interference signals is extracted to realize the shift. Optimal detection of com-
munication interference signals in mobile networks lays the foundation [7].
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(3) sample training
The Stochastic Forest method is to build a forest consisting of a decision tree, and
there is no correlation between each decision tree. The basic component of random
forest is decision tree. In the process of building multiple trees, feature subsets are
selected randomly to make each decision tree different. Selecting subsets from the
extracted feature variables to decide how to split the data is the best. It has proxy
splitting with missing values and can judge the closeness (i.e. similarity) of two
samples. The number of variables to be split and the number of trees in random
forest are two important parameters in the training process. The number of training
samples is represented by N, the number of characteristic variables by M and the
number of trees by K. The steps are as follows:
1) The k-group training subset is formed by repeated sampling from training

sample N, and each training subset is the training sample set of each classifi-
cation tree.

2) Each classification decision tree is trained, and m (m < M) feature variables are
randomly selected at each node of the tree. One or more of the M feature
variables are selected to split according to the minimum impurity of the nodes,
so that the tree can grow continuously without pruning in the process of growth.

3) According to the generated random forest, the target data are predicted and the
classification results of each tree are counted.

The specific steps of sample training are shown in Fig. 3.

Start

The training subset of Group K 
is formed

Select characteristic variables
m M

Y

N

Training classification 
decision tree

Statistical classification results

Column eigenvector

End

Fig. 3. sample training process.
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2.2 Anti-jamming Processing of Mobile Communication Network Nodes

By summarizing the characteristics of different interference types, can distinguish the
interference types from the spectrum performance of the received signals, make a rough
judgment on the interference problems, and then make a survey and processing
according to the results. The main interference in mobile communication system
includes co-frequency interference, adjacent-frequency interference, inter modulation
interference, repeater interference and other interference [8].

(1) anti-co-frequency interference
At present, mobile communication systems adopt cell structure to improve fre-
quency utilization by using the same frequency multiplexing method, and the same
frequency can be reused every certain distance. Under the condition of certain
distance interval, the co-frequency interference in the system will not affect the
normal communication too much. However, with the cell splitting and the increase
of co-frequency multiplexing coefficient, a large number of co-frequency inter-
ference will seriously affect the normal operation of the system. When the carrier-
to-interference ratio of the same frequency interference is less than a certain value,
it will directly affect the communication quality of the mobile phone. Serious calls
will be dropped or users can not establish normal calls.

Spread spectrum technology is used as information transmission mode. Spread
spectrum code is used to modulate the transmitted information at the transmitter. The
bandwidth of the original signal is broadened. The received information is decomposed
coherently with the same spread spectrum code at the receiver to recover the infor-
mation data. Through this process, the intensity of interference signal is reduced. In
spread spectrum communication, the wider the spread spectrum, the stronger the anti-
jamming ability.

(2) anti-adjacent frequency interference
Due to frequency planning and other reasons, there may be unreasonable design of
adjacent frequency or coverage in adjacent cells, which will lead to adjacent fre-
quency signals falling into the passband of adjacent frequency receivers and causing
adjacent frequency interference. In addition, due to the near-far effect, the influence
of adjacent frequency interference is also increased. When the adjacent carrier-to-
interference ratio is less than a certain value, it will also affect the quality of com-
munication, resulting in dropped calls or the inability to establish normal calls.

Aiming at the problem of adjacent frequency interference, power control technology
is mainly used for anti-interference. Power control is to change the transmission power
of mobile station or base station by radio within a certain range [9]. Power control can
minimize transmission power and improve interference to other calls under the condi-
tion of good reception. Power control includes forward power control and reverse power
control. Reverse power control is divided into open-loop power control which is only
participated by mobile station and closed-loop power control which is jointly partici-
pated by mobile station and base station. For the adjacent frequency interference caused
by far-near effect, the power control technology can be used to improve it. When the
distance between the mobile station and the base station is closer, reducing the
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transmitting power of the mobile station can reduce the interference to other users. When
the distance is longer, the transmitting power of the mobile station can be increased to
overcome the increased path attenuation, so that the signal transmitted by the mobile
station has the same signal strength as possible when it reaches the base station.

(3) anti-inter modulation interference
Because a large number of non-linear circuits are used in the communication
system, when two or more different frequency signals enter at the same time, there
will be inter modulation. If the frequency of modulated signal falls into the
receiving frequency band, there will be inter modulation interference, and the direct
consequence of interference is the waste of base station resources, but also the drop
of words [10]. Frequency hopping is the main measure to solve intermodulation
interference. Frequency hopping is to hop the carrier frequency of communication
at several frequency points. Frequency hopping can play the role of frequency
diversity and improve the error code characteristics caused by fading, but fre-
quency hopping can also play the role of interference source diversity. Slow fre-
quency hopping technology is adopted in mobile communication network. The
frequency hopping rate is 217 hops. Frequency hopping is carried out between two
slots. Fixed frequency is used in one slot and another frequency is used in the next
slot to reduce the influence of interference.

(4) anti-repeater interference
The main reason for repeater interference is that the broadband repeater amplifies
the useful upstream signal, and at the same time amplifies the noise, resulting in
wideband interference. Mobile communication networks are gradually replacing
existing broadband repeaters by using optical fiber frequency selective repeaters or
by stretching RRU. However, due to the relative lag of station construction and site
selection, many owners in weak coverage areas will install illegal broadband
repeaters by themselves to solve their own coverage problems, while introducing a
source of interference [11, 12].

The way to solve the interference of repeater is to start from two aspects: using
optical fiber frequency selective repeater or stretching RRU to gradually replace the
existing broadband repeater; Follow up the pace of urban construction, solve the
problem of weak coverage through network planning and construction, and coordinate
the elimination of private installed illegal repeaters through the radio management
committee [13, 14]. In other words, to fundamentally solve the problem of repeater
interference, it is necessary to solve the problem of user coverage through continuous
network planning and construction, in order to suppress the emergence of repeater
interference sources.

3 Mobile Communication Quality Testing and Analysis

In the above chapters, the quality of mobile communication will be affected after
interference, so this simulation experiment analyses the quality of mobile communi-
cation with the participation of artificial intelligence, in order to judge the performance
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of the auto-disturbance rejection method of mobile communication network node based
on artificial intelligence.

In the experiment, 200 users were selected for a one-month communication quality
experience, and 100 mobile communication networks with artificial intelligence for
anti-interference processing were selected as group A. Another 100 mobile commu-
nication networks using unattended artificial intelligence to participate in anti-
interference processing, this group is group B. A month later, the communication
satisfaction of 200 users (mainly in drop-off, connection, interference noise and other
three aspects) was investigated. With the above data as an indicator, a mobile com-
munication quality evaluation model was constructed, as shown in Fig. 4 below.

After the establishment of the model, the model is used to evaluate the call quality.
The evaluation results are shown in Table 1.

data collection

Screening Evaluation Indicators 
by Principal Component Analysis

Analytic Hierarchy Process to 
Calculate Index Weight

Fuzzy Comprehensive Evaluation 
Method for Satisfaction Evaluation of 

Mobile Communication Quality

Output evaluation results

End

Start

Fig. 4. Mobile communication quality assessment model.

Table 1. Evaluation results (bits).

Name Group A Group B

Very satisfied 34 5
Satisfied 64 32
Commonly 2 45
Dissatisfied 0 10
Very dissatisfied 0 8
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As can be seen from Table 1, 34 of the evaluations given by group A users are very
satisfactory, 64 of them are satisfactory, and 2 of them are general. In the evaluation
given by group B users, 5 are very satisfied, 32 are satisfied, 45 are general, 10 are
unsatisfactory, and 8 are very unsatisfactory. Compared with group B, group A users
are more satisfied with the quality of mobile communication than group B, which
proves that the communication quality is higher after the anti-jamming treatment of this
method.

On the basis of the above experiments, in order to further verify the performance of
the mobile communication network node anti-interference method under this method,
the attack data in KDD cup-99 data set is selected to test the anti-interference effect of
different methods. Table 2 shows the test data set.

The KDD CUP-99 data set contains real data sets generated by various user types,
different network traffic and attack means. The whole data set contains about 5 million
data records. The data exception types are divided into four categories, including DOS
denial of service, R2L unauthorized remote host access, U2R unauthorized local super
user privilege access, and probing port monitoring or scanning. Under normal access,
the whole data set should contain 5 types, which are labeled as 1,2,3,4,5 respectively.
Each data record contains 41 features, including 32 continuous features and 9 discrete
features. Because the whole data set is very large, only 10% of the data are selected for
experiment.

Based on the above data, the anti-interference effect of the traditional method of
UAI participating in the identification and analysis of interaction factors is compared
with that of the method in this paper. The results are shown in Fig. 5. Among them,
Fig. 5(a) shows the anti-jamming effect comparison when the amount of attack data is
small, and Fig. 5(b) shows the anti-jamming effect comparison when the amount of
attack data is large.

Table 2. Test data set.

Attack categories Dataset type Benign sample Malicious samples

Dos 1 2157 2254
Probing 2 3965 3647

3 2954 3015
U2L 4 3654 3519
R2L 5 1987 2024
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According to Fig. 5(a), in the case of less attack data, the anti-interference effect
advantage of the design method in this paper is not obvious, which shows that in this
case, both the traditional method and the design method in this paper have better anti-
interference effect.

According to Fig. 5(b), when there are many attack data, the anti-interference effect
of the design method in this paper is obviously better than that of UAI participating in
interaction factor identification and analysis method, which shows that the design
method in this paper can adapt to different attack data amount, and the anti-interference
effect is better. This is because the method in this paper constructs an interference
identification analysis model based on artificial intelligence technology. Using this
model to identify and analyze the interference factors of mobile communication
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Fig. 5. Comparison of anti-jamming effect under different methods.
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network nodes, can summarize the characteristics of different interference types, and
accurately judge the interference types, so as to improve the anti-interference effect.

In order to further verify the effectiveness of the proposed method, the anti-
jamming effect of different methods is compared with the interference node identifi-
cation time. The comparison results are shown in Fig. 6.

It can be seen from Fig. 6 that the time consumed by the method of reference [3]
and the method of reference [4] is much longer than that of the method in this paper,
and the longest time of this method is 7S. It shows that the recognition efficiency of this
method is higher, and it can realize the identification of interference nodes in a short
time.

4 Conclusion

In summary, the mobile communication network is the carrier of modern people’s
long-distance communication and plays a key role in production and life, so it has
important practical significance to ensure the quality of mobile communication. People
are disturbed by various factors in the process of communication, such as dropping
calls, switching, congestion, murmur and so on. Aiming at this phenomenon, an arti-
ficial intelligence based ADRC method for mobile communication network nodes is
proposed. The innovation of this method and the application of artificial intelligence in
interference recognition make up for the shortcomings of traditional anti-jamming
methods.
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Abstract. The existing methods of dynamic reconfiguration of network infor-
mation flow have some drawbacks, such as security, reliability and bad influence
on the performance of the original network. Therefore, an anonymous recon-
figuration method of multi-serial communication information flow under large
data is proposed. Firstly, the original information flow is acquired in the com-
munication network, and the cooperative filtering of multi-serial communication
is carried out. After filtering, the notification information of relay nodes is
obtained in the information flow, and the communication status of the infor-
mation flow is extracted. The characteristic information of the information flow
is reconstructed and anonymized. Finally, the anonymous reconstruction of
multi-serial communication information flow is completed. By analyzing and
comparing the experimental results, it can be seen that the method proposed in
this paper is superior to the traditional method in terms of both the effect of
anonymity and the efficiency of operation when reconstructing the anonymous
information flow of multi-serial communication, it effectively solves the short-
comings of traditional methods, such as poor anonymous effect of information
flow and slow speed of information flow reconstruction. It shows that the
method has a high degree of anonymity and has a strong practicability.

Keywords: Large data � Information flow � Multi-serial communication �
Reconstruction method � Anonymous

1 Introduction

Big data is a new processing mode, which has stronger decision-making power, insight
and process optimization ability, and can effectively deal with massive, high growth
rate and diversified information assets [1, 2]. With the continuous popularization of big
data and Internet in personal and commercial communications, great changes have been
brought to people’s lives and work [3]. After a long time of use of computer internet
and the development of big data industry, people have higher requirements for the
network world in the use process [4]. Internet users hope to protect their privacy while
enjoying the communication services provided by multi-serial network operators [5].
The emergence of serial transmission technology is an important condition to achieve
the above requirements [6].
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Traditional multi-serial-port parallel communication data transmission system can
not acquire serial passwords independently, so it needs to select and open serial ports
manually, and users need to know serial passwords beforehand, which greatly reduces
the efficiency of the system. Reference [7] proposed a method of ACNS collision
information reconstruction based on compressed sensing. The method developed
ACNS terminal based on compressed sensing theory, and proposed the process of
acceleration acquisition, compression and restoration in ACNS. Taking 20 km/ h as the
critical speed triggered by ACNS, the collision acceleration data at this speed can be
obtained through sled collision test; based on orthogonal matching pursuit algorithm,
using discrete cosine transform matrix, the collision acceleration data of ACNS are
obtained, The results show that the collision information can be reconstructed accu-
rately, but the effect of anonymity is not good. Reference [8] proposes an automatic
detection method for implicit information leakage in Business Process Execution
Language (BPEL) based on information flow. This method constructs a BPEL repre-
sentation meta model based on Petri net for transformation and analysis. Based on the
concept of position noninterference of Petri net, Petri net reachability graph is used to
estimate the interference of Petri net, so as to detect the components of hidden infor-
mation leakage in Web services. This method can detect the hidden information
accurately, but it takes a long time to reconstruct the information. Therefore, a multi-
serial parallel communication data transmission system which can independently
identify serial numbers has been developed, and has been widely used in real life and
achieved good results.

XON/OFF is used to complete the data transmission control of multi-serial parallel
communication based on software flow. When the input data of the software in the
serial port receiver is higher than the threshold value, XOFF characters are transmitted
to the serial port data sender. After the sender collects the XOFF spontaneously, the
sending data is terminated. Otherwise, when the amount of data at the receiving end is
below the threshold, XOF characters are sent to the serial data sender and data is sent.
This is the working principle and mode of multi-export communication. In this way,
the transmission efficiency of user information can be guaranteed, but in addition, the
user also needs to protect the identity information and privacy, and also needs to
gradually realize anonymity in the transmission of data. An important goal of
anonymous communication is to hide the identity or communication relationship
between the two sides, so that the eavesdropper can not directly know or infer the
communication relationship between the two sides. In general, information flow re
engineering is also called information flow re-engineering. It is a process of optimizing
the combination of information flows in business processes according to the strategic
objectives of enterprises and customer needs. It can be approximated as the early
planning stage of business process re-engineering. In the network data transmission and
communication, the user’s data information is more anonymous by reorganizing the
information flow, which makes the user’s information more secure in the transmission
process.
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2 Design of Anonymous Reconstruction Method
for Information Flow

The whole method of anonymity reconstruction of information flow is realized by two
steps, namely, anonymity of information flow and reconstruction of information flow.
The original information flow in the communication system is reconstructed and
processed. Finally, the reconstructed information flow is encrypted. Finally, the
function of anonymous reconfiguration of information flow is realized, and the pro-
cessed information flow is output.

2.1 Raw Information Flow Acquisition

Firstly, the data flow analyzer takes the defined information flow rules as the basis, and
takes the middle of the source code output by the static security checking tool as the
input to get the information flow among the variables in the source code. Then the
information flow is filtered to get the information flow among the hidden channel
variables. On this basis, the information flow graph is constructed. Combined with the
characteristics of the hidden channel information flow and the external security rules, the
hidden channel in the system source code is detected by reverse iteration traversing the
information flow graph. The information flow generation method is shown in Fig. 1.

Source code 
information flow rules

C/C++ Source Program Rules for Information 
Flow of Library 

Functions

Data Flow Analyzer

Source variable 
information flow

Information flow 
constructor

Information Flow 
Traverser

External security 
rules

Output of raw information 
flow

Fig. 1. Information flow generation acquisition flow chart.
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The main function of the information flow generation part in the flow chart is to
generate the information flow between source variables. Its main modules are as
follows:

Source code information flow rule module. This module is based on the simple
information flow rules given by Tsai and Gligor.

Library function information flow rule module. Functions that do not have function
implementations in source code are called Library functions, including commonly
known C/C ++ runtime libraries and third-party function libraries. According to the
interface description of Library function, the module specifies the information flow
between parameters and parameters, and between parameters and return values. When
the data flow analyzer encounters a library function in the analysis process, the
information flow generation rules of the matching function are extracted directly from
the module, and the information flow is generated. As a supplement to the source code
information flow rule module, this module ensures the integrity of the information flow.

Information flow graph constructor module. This module takes the information
flow between source variables as input. Firstly, it filters out the information flow among
the hidden channel variables, then organizes the information flow into an information
flow graph. Finally, according to the implementation process of each module in the
graph, the original information flow data can be obtained.

2.2 Collaborative Filtering of Multi-serial Communication

The data transmission of multi-serial communication includes serial data receiving
module, parallel-serial conversion module and serial output selection module. The
main work of serial data receiving module is level conversion and data transceiver. The
original data stream is processed by multi-serial communication, which includes level
conversion, UART IP characteristic parameter analysis and register control data baud
rate design. The processing of data parallel-serial conversion module is mainly to
analyze external channel signal, parallel-serial switching mode and timing simulation
design. The processing of the serial port output selection module is mainly to analyze
the serial port data of the target channel and to simulate the time series of ModelSim. It
can be seen that the designed system realizes the function of multi-serial port data
transmission, and the serial port baud rate can be adjusted. The multi-serial data is
transmitted to the DSP processor through the UART IP of FPGA. The 8 UART IP
implements the receiving of 8 kinds of serial data and the real-time adjustment of the
baud rate of communication data. The data from 8 kinds of serial channels are fused
into one channel and transmitted to the DSP processor serially. The expansion of multi-
serial port of DSP is accomplished by FPGA, which simplifies the data transmission
process of system communication and reduces the operation cost of the system. Serial
parallel communication data is converted to data signal by level conversion circuit, and
then transmitted to the pin of the FPGA. The designed serial data receiving module
uses four MAX232 chips to complete the level conversion of 8 UART. The level
conversion diagram of multi-serial communication circuit is shown in Fig. 2.

According to the conversion mode in the figure, the FPGA processor in multi-serial
parallel communication data transmission is used to collect data and send it to the
computer port. The display and control software is responsible for receiving data and
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storing it. The processor transmits 8 kinds of serial channels via multiple UART IP,
mainly transferring the communication data from PIO output to the parallel-serial
conversion module. In this multi-serial communication architecture, collaborative fil-
tering of the original input information flow is divided into two steps: computing the
first arrival time of information, computing the potential value of users, and finally
realizing the collaborative algorithm. Set up the first arrival time matrix M of each state
in the information flow model. Its element mij takes i as the initial state and j as the
expectation for the first time. Suppose R ¼ lim

t!0
Q i; j; tð Þ, element rij in matrix R is the

rate at which the semi-Markov process moves from state i to j. Taking constant
v�max rið Þ and replacing the diagonal element of R with 1� ri

v , discrete Markov
chains equivalent to continuous-time Markov chains are extracted. Thus, discrete
Markov chains equivalent to continuous-time Markov chains are extracted. The first
arrival time matrix of discrete Markov chain is calculated and then converted to con-
tinuous time Markov chain first arrival time matrix.

If the discrete Markov chain transfer matrix and the first arrival time matrix are Pv

and Mv respectively, the concrete expression formulas are shown in formulas 1 and 2.

Pv ¼ Iþ 1
v
Q ð1Þ

Mv ¼ 1� Zv þE Zvð Þdg
h i

D ð2Þ

In the formula, I represents the unit matrix of the original information flow; E is the
matrix of all elements 1; D is a diagonal matrix with diagonal element dij ¼ 1

p ið Þ, and
p ið Þ represents the static distribution of discrete Markov chain state i; Zvð Þdg represents
the matrix obtained by setting Zv non-diagonal elements to 0, so the matrix M can be
expressed as:
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Fig. 2. Level conversion diagram of multi-serial communication circuit.
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M ¼ 1
v

Mvð Þof þK Mvð Þdg ð3Þ

In the formula, K represents a fixed constant; Mvð Þdg represents a matrix of Mv non-
diagonal primitive elements; Mvð Þof represents a matrix with Mv diagonal elements all
zeroed. The average first arrival time is calculated according to the stochastic process.
Thus, the first arrival time of information flow in multi-serial communication circuits
can be calculated. User’s value is not only the choice of one resource, but also the
influence on other users. That is, user’s potential value. By calculating the potential
value, the first time of information flow in multi-serial communication can be inte-
grated, and the final collaborative filtering of original information flow can be realized.
The specific process of information collaborative filtering is shown in Fig. 3.

2.3 Communication Information Known by Relay Nodes

Select the node T in the multi-serial communication network to receive information

slices I�Y1 ; I
�
U1
; I�T1

� �
and I�Z2 ; I

�
D2
; I�T2

� �
from nodes S and S0. Node T grouped according

to stream ID, and decoded data packets with the same stream ID number jointly.

Start
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Fig. 3. Information collaborative filtering process.
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Packets belonging to information slices T1 and T2 have the same ID number. Node T
decodes the first piece of information received with the same stream ID number packet
to get its own information. The number of information fragments contained in the data
package is equal to the length of the established path, and the number of information
fragments divided by the source information node is equal to the number of sub-nodes
of the source information node. Node T decodes the information slice graph according
to the path establishment stage, and regards the information slice received by the direct
precursor node as an information slice of the data package sent to the corresponding
direct successor node in the table, sorting out and sorting strictly according to the
corresponding relationship in the chart. Node T takes the second piece of information
received from node S as the first piece of information sent to node U. After the
information slices are ordered by node T, the ordered information slices are coded by
the same method as the source, multiplied by a random reversible matrix 8. The
information slices received by node T are completely different from the information
slices forwarded by node T , which is equivalent to further confusing and confusing the

forwarded information. After T node coding, I�U1
; I�Y2

� �
becomes I�U1

; I�Y2
� �0

, and its

expression is:

I�0U1
; I�0Y2

� �
¼ B1

B2

� �
I�U1

; I�Y2
� �

= I�U1
; I�Y2

� �0
ð4Þ

In the formula,
B1

B2

 !
is a 2 * 2 random reversible matrix, which is equivalent to a

local coding coefficient matrix. The coefficient matrix obtained by the above multi-
plication must be reversible so as to ensure that the information received by the next
relay node can be decoded. After processing, the information flow direction under relay
forwarding is determined. When the direct communication mode between two nodes
fails, different relay nodes are selected to complete relay forwarding of different levels
of information by the relay node. On the basis of the above, extract the main features
and reconstruct the state space of multi-serial communication information flow.

Let H x; yð Þ denote two different data interference feature points of multi-serial
communication information flow terminal, and the distance between the main feature
vectors x and y of multi-serial communication information flow is expressed as data
mining dimension. The data set is divided into 2n subsets. Based on sequential
resampling method and principal feature matching, the expression of vector space set of
feature points distribution for data to be mined is obtained. The phase space recon-
struction of clustering features is achieved by defining a fuzzy clustering center and
searching for multiple trajectories. When the disturbance of the state space of data
storage is large, the fusion subset of state space features of data set is obtained by
decomposing the semantic pheromone based on the fuzzy C-means clustering [9–11].
The reconstructed results of multi-serial communication information flow characteris-
tics are obtained and output. According to the above method, feature extraction and
state space reconstruction of large-scale multi-serial communication information flow
are realized. Assuming that the density of the input data is a priori information random
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variable, a large-scale data mining feature model in the cloud environment after state
space reconstruction is obtained. Based on this model, data mining is carried out to
improve the matching ability and balance of data mining.

2.4 Establishing an Anonymous Path to Output the Result of Anonymous
Reconstruction

Source node S needs to establish anonymous paths before sending messages to des-
tination node. Source node S needs to send the next hop IP address of each relay node
to the corresponding node separately. Node S0 is a reliable pseudo-source owned by
source S, and destination D is randomly allocated to a certain location. Source S divides
the IP addresses of all forwarding relay nodes except the successor nodes into two
pieces. These two pieces of messages are sent to the corresponding relay node through
two different paths. In order to prevent wiretappers from getting relevant information
from a single message, the IP address information is multiplied by the random
reversible matrix A before sending. At this time, the reversible matrix A is 2 * 2, which
is equivalent to confusing encryption of the message. Source S sends the first half and
the second half of node U’s IP address to two direct forward nodes T and W along two
different paths. Any successor node of its direct successor node can be known, because
T receives only the first half of the IP address of Y and Z nodes, and does not know that
s is the source information node and D node is the destination node. It only knows that
node S is its predecessor node, and node D may be another forwarder. At this time, the
information transmitted on the path is still the address information of the direct suc-
cessor node of T node [12]. But information symbols have undergone tremendous
changes. This ensures that even if an attacker intercepts all packets received and
forwarded by all r nodes, it is difficult to visually find the relationship between data
streams. In order to ensure the same size of data packets, the relay node should fill the
data packets in the two information slices randomly before forwarding. How to
effectively anonymize the reconstructed information flow is to achieve the best anon-
ymity effect, the highest data availability and the least time and space cost. General-
ization and suppression techniques are usually used to achieve anonymity of
information flow, which makes information flow data more general and abstract.
Bottom-up local re-coding anonymization steps are as follows:

Input: To be published table T
Step 1: PT is the result table for re-encoding identity attributes
Step 2: Check PT and add group labels to tuples that satisfy the anonymity

requirement of identity preservation
Step 3: While (Number of tuples in PT with no grouping label > 0) and do (Quasi-

identifying attribute groups are not generalized to the highest level)
Select a quasi-identifying property:
The selected attributes of the remaining tuples are generalized:
Adding group labels to tuples that satisfy anonymity requirements
Step 4: If (Number of tuples in PT with no grouping label > 0)
Remove tuples from Q1 groups that can be moved out of tuples and add them to the

remaining tuples.
Adding group labels to tuples that satisfy anonymity requirements
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Step 5: Return PT
Output: Publish table PT

3 Experimental Analysis

In order to test the application performance of anonymous reconfiguration method in
multi-serial communication information flow under large data, simulation experiments
are carried out. Firstly, the corresponding simulation scene needs to be built, and the
simulation results of the fusion network built by the simulation scene are shown in the
Fig. 4.

Because of the influence of various factors in the process of experiment, the
experimental data will produce errors. In order to avoid the influence of errors on the
experimental results, repeated measurement will be carried out to get the average value,
so as to reduce the impact of errors.

Therefore, the designed anonymous reconstruction method is compared with the
traditional reconstruction method for evaluation. In order to comprehensively evaluate
and test the performance of the two methods, a set of artificial data with both uniform
and Gaussian distributions is generated. Suppose that there are two attributes, and the
range of each attribute is an integer in the interval [13]. The mean square deviation of
the Gauss distribution is 1, and the default weight of each attribute is 1. The quality of
anonymity and reconstruction error are used as experimental indicators for evaluation
[14]. With the change of information flow radix, the quality of anonymity and
reconstruction error of this method will also show different trends. The experimental
results show that the comparison results are shown in Fig. 5.
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Fig. 4. Simulation experiment scene.
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This experiment tests the reconstruction error rate and anonymity rate of the
designed anonymous reconstruction method. The left side of the experimental com-
parison result graph represents the test result of anonymity rate. From the curve trend in
the graph, it can be seen that when the amount of data in the information flow is zero,
there is no anonymity rate for both methods. With the increase of information flow, the
value of anonymity rate also increases. However, the traditional value of anonymity
rate increases. The highest anonymity rate can only be maintained at about 80%, and
the anonymity rate of the designed anonymous reconstruction method has exceeded
95% in the experiment, which can prove that the method has a high degree of anon-
ymity. On the right side of Fig. 5, the error rate of reconstruction decreases with the
increase of information flow, but the error rate of anonymous reconstruction method is
more stable than that of traditional reconstruction method, which shows that the
reconstruction accuracy of this method is higher.

Experimental data show that this method mainly realizes the function of anonymity
and reconstruction of information flow. This method is superior to the traditional
method in terms of both the effect of anonymity and the efficiency of operation.

In order to further verify the effectiveness of the design method, compare the
anonymous reconfiguration time of multi serial communication information flow under
different methods, and the results are shown in Fig. 6.

It can be seen from the analysis of Fig. 6 that the anonymous reconstruction time of
the multi serial communication information flow in this design method is far lower than
that of the traditional method, and its maximum time is only 3.9 s, while the recon-
struction time of the traditional method is 7.9 s, which shows that the reconstruction
efficiency of this design method is higher, and it can realize the real-time anonymous
reconstruction of the communication information flow. This is because the method in
this paper first obtains the original information flow in the communication network, and
then cooperatively filters the multi serial communication to reduce the influence of
redundant data on the speed of information reconstruction. After filtering, the
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notification information of relay node is obtained in the information flow, and the
communication state of information flow is extracted, so as to improve the efficiency of
information flow reconstruction.

4 Conclusion

Privacy protection has attracted more and more attention in various data applications.
While enjoying various conveniences brought by information technology, people hope
that their privacy information will be protected. Dynamic reconfiguration through
anonymous reconfiguration of information flow in multi-serial communication can
ensure important information security to reach the destination, and can also ensure the
transmission performance of the overall network to a large extent through the diversion
of information flow.
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Abstract. In mobile communication systems, the purpose of channel allocation
is to maximize the use of spectrum resources. The existing channel allocation is
at the cost of frequent channel reallocation, so its practical application is not
strong. Aiming at the problems of inaccurate allocation results and high bit error
rate of traditional channel allocation methods, a channel allocation method
based on big data technology is proposed and designed. This method makes use
of the advantages of big data technology to discretize the channel data of mobile
communication network. According to the requirements of the channel dis-
cretization standard and allocation algorithm of mobile communication network,
it optimizes the channel allocation algorithm and realizes the effective channel
allocation of mobile communication network. The validity of big data channel
allocation method is confirmed by experimental demonstration and analysis. In
the mobile communication network channel allocation, the allocation accuracy
is high, and the allocation error is almost zero, which is better than the tradi-
tional method, and the allocation time is much lower than the traditional method.
It shows that this method can realize the effective allocation of mobile network
channel, and the allocation result is very reliable, which can guarantee certain
network security.

Keywords: Big data technology � Mobile communication network � Channel
allocation � Discretization processing � Allocation algorithm

1 Introduction

In the mobile communication system, the problem of rational allocation and optimal
utilization of resources is collectively referred to as channel allocation problem [1], and
its purpose is to make maximum use of spectrum resources. There are three existing
channel allocation schemes: channel fixed allocation algorithm, dynamic channel
allocation algorithm and hybrid channel allocation algorithm [2]. These algorithms
require more or less network-wide and system-wide information, often at the expense
of frequent channel redistribution, and are often not very practical.
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In recent years, big data technology is widely used in the solution of combinatorial
optimization problems. Big data technology is to introduce a big self-feedback item [3],
introduce big data technology in channel allocation to construct a big data channel
allocation network, and draw on the data distribution strategy to carry out the channel
allocation process of the mobile communication network [4]. However, there have been
more or less deficiencies in the research process, resulting in the channel optimization
technology not being effectively optimized and innovated. In reference [5], a dynamic
subcarrier allocation algorithm for PLC channel based on adaptive genetic algorithm is
proposed. The algorithm combines genetic algorithm and water injection algorithm to
allocate the dynamic subcarriers of OFDM system by using the better global search
ability of genetic algorithm. The new algorithm first cross operates the individuals in
the population to obtain two new subgroups, The simulation results show that the
performance of the improved genetic algorithm is greatly improved, the system
transmission rate is faster, and the channel capacity is larger, but this method has the
problem of inaccurate distribution results. In reference [6], an improved tree structure is
proposed to solve the channel conflict in laser communication. Firstly, the mechanism
of data transmission and channel switching in the network is analyzed, and the prob-
ability of channel conflict is identified by using the continuous idle time slots. Then, the
average number of time slots and the conflict matrix are derived according to the tree
decomposition method. Finally, the channels in the laser communication are reasonably
allocated to each link based on the conflict matrix to improve the channel conflict and
network performance. The experimental results show that the time slot simulation value
of this method is closer to the theoretical value, which can improve the data throughput
of laser communication, but this method has the problem of high bit error rate.

Based on this, this paper proposes and designs a channel allocation method for
mobile communication networks based on big data technology.

2 Design of Big Data Channel Allocation Method

When designing the big data channel allocation method, the channels of the mobile
communication network are first classified, and the mobile communication network
with the same channel characteristics is discretized. Secondly, the channel allocation
algorithm is introduced, and the calculation process of the algorithm is optimized to
simplify the calculation steps of the algorithm. Finally, according to the requirements
of the mobile communication network channel discretization standard and the alloca-
tion algorithm, the channel allocation process of the mobile communication network is
performed. The channel allocation process of mobile communication network based on
big data technology is shown in Fig. 1.
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2.1 Channel Discretization

In any cellular mobile communication network, the first step is to divide a given
wireless spectrum into a set of discrete, interference-free channels. All of these chan-
nels can be used simultaneously in the service area and can guarantee the reception
quality of certain signals. In order to divide a limited wireless spectrum into such
channels, the big data-based channel allocation method employs various techniques
such as frequency division, time division, and code division. A good distribution
scheme can increase the capacity of the mobile communication network, reduce the
overall overhead of the mobile communication network, and attract users by providing
better services. Big data technology divides the spectrum into a number of discrete
frequency bands, and splits the channel into several discrete time intervals called time
slots to achieve the purpose of separating channels [7]. For a given mobile commu-
nication network, the determinant of determining the total number of channels available
to it is the level of signal quality received from each channel. Some of these channels
are used as signaling channels for establishing communication between the mobile
station and the base station, and another portion is used to carry the provided services,
that is, as a traffic channel.
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Fig. 1. Big data channel allocation flow chart.

Mobile Communication Network Channel Allocation Method 71



Inspired by the literature [8], the channel data in each mobile communication
network is divided into one classification member, and the discretization processing
method is used to divide different channel data, thereby obtaining the distribution
relationship among channel members. Thus, the discretization processing results of m
channels are obtained, and the function expression of the channel discretization pro-
cessing is as follows:

E ¼ A
2

Xn
i¼1

Xm
q¼1

Vi � di

 !
ð1Þ

Where, E represents the result of channel discretization processing; A represents a
mobile communication network node; Vi represents a proportional parameter of dis-
cretization processing; and di represents a standard discrete value.

After the channel discretization processing result is obtained, the mobile commu-
nication networks with discrete features are multiplexed. As long as Vi � di �A is
satisfied, the influence of the channel can be directly increased; If Vi � di\A, the
above discretization process is repeated, and the value of

Pm
q¼1 is continuously

adjusted until Vi � di �A.
The quality of channel received signals and co-channel interference caused by

channel multiplexing are the most important factors [9]. Therefore, the purpose of
improving the channel discretization characteristics is to achieve the characteristics of
wireless propagation path loss between the co-channel networks.

Let A
2

Pn
i¼1 � 0 denote a set of channel data that uses the same network to com-

municate with each other. Because of the wireless signal propagation loss, when the
value of i increases, A

2

Pn
i¼1 \0 or A

2

Pn
i¼1 ¼ 0 occurs. Therefore, it is necessary to

reasonably control the value range of i to minimize the propagation loss of the wireless
signal to ensure the accuracy of the channel discretization processing result.

The channel discretization processing result of the mobile communication network
is output and saved, so as to improve the accurate data foundation for the design and
optimization process of the next channel allocation algorithm, thereby ensuring the
superiority of the channel allocation algorithm.

2.2 Channel Allocation Algorithm Design

The mobile communication network channel algorithm based on big data technology
firstly defines the service as priority and non-priority. The real-time service takes
precedence over the non-real-time service, and the total number of different types of
service channels will be different. The big data based channel allocation algorithm has
the function of channel borrowing.

72 F. Jin et al.



For example, when a voice service arrives but there is no voice channel allocation
temporarily, the service will borrow data channel resources, thus reducing the blocking
rate of the voice service. The structure of the channel allocation algorithm based on big
data technology is shown in Fig. 2.

According to the operation structure of the big data channel allocation algorithm
shown in Fig. 2, and compared with the general dynamic channel allocation strategy,
the operation rules of the channel borrowing function are obtained, and the specific
calculation process is as follows:

(1) The initial channel resources of the voice and data services are allocated by the
system [10]. When the channel is allocated to the access users, the channel
number assigned to the voice starts from the two ends, the channel number
assigned to the voice is from small to large, and the data service is reversed.

(2) When the arriving voice service has no channel resources available, if the data
channel resource is idle, the data channel numbered to the minimum value may be
borrowed; If there is no idle channel, the voice traffic is blocked for communi-
cation [11, 12].

(3) When the data service arrives and the buffer queue is non-empty and there is free
space, that is, 0� k�B, the buffer queue waits. If the buffer queue is full, the data
service can borrow idle voice channel resources.

For the convenience of research, the transmission of the source when studying the
mobile communication network adopts the on=off model. The voice and data services
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Fig. 2. Structure diagram of the big data channel allocation algorithm.
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adopt a similar model. The transmission feature of this model is to generate the service
data frame and the rate R� 0 in the T0 time [13]. The transmission rate R ¼ 0 in the
Toff time, N represents the total number of channels. Since the buffer queue is set in the
channel allocation policy, buffer queue B needs to set a threshold. If the B value is too
large, the delay of the queue will be increased. If it is too small, the data loss rate will
increase and the throughput of the system will be affected. Therefore, the condition that
the single-column queue buffer capacity must satisfy is as follows:

BT �NRTon � NR=E ð2Þ

The problem of allocating this mobile communication network channel is then con-
verted to a simple problem of finding the minimum channel function. According to the
Markov state transfer principle, the channel allocation standard matrix of the mobile
communication network is obtained as follows:

S ¼ i; j; 0ð Þ 0� iþ j�C;

0� j�C�BT

�����
( )

ð3Þ

Where, S represents the channel allocation standard function matrix range of the mobile
communication network; i, j are the calibration parameters of the Markov state tran-
sition principle, and no orientation analysis is performed; C represents the buffered
queue channel value.

The allocation of each channel characteristic in the mobile communication network
system is identical, that is, the total number of channels of each mobile communication
network is the same and the service type is the same. Then, when the new call arrival
rate and the packet arrival rate respectively meet the parameters, the calculation process
of the channel allocation of the mobile communication network is realized [14].

So far, the design process of the channel allocation algorithm of the mobile com-
munication network is completed.

2.3 Mobile Communication Network Channel Allocation Implementation

According to the channel discretization processing result of the above mobile com-
munication network, referring to the allocation algorithm in the literature, combined
with the big data technology, the design and optimization process of the channel
allocation algorithm of the big data mobile communication network is carried out based
on the allocation algorithm [15].

First, the initial allocation of channels is performed according to the vertex coor-
dinates of the channel discretization process, that is, f i; jð Þ ¼ iaþ Sj is satisfied, where
j ¼ 2x� 1ð Þa, and x� nþ 1; a� 1. The initial allocation results of the network channel
are shown in Table 1.
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According to the initial allocation result shown in Table 1, the big data allocation
algorithm is introduced, which simplifies a series of insignificant calculation steps. The
optimal allocation process of multiple channels in the field of cellular mobile com-
munication networks is realized directly by allocating the channel data arriving at the
current time in the mobile communication network [16, 17]. In the allocation result
matrix, there must be a channel P, which has an allocation criterion in any mobile
communication network, so the channel is used as an optimal allocation channel. After
all the channels are optimized to the optimal standard, the allocation is performed again
to realize the optimal initial allocation process of the channels in the mobile commu-
nication network.

Based on the optimal initial allocation, the channel allocation in each mobile
communication network in the algorithm model is set. A mobile communication net-
work has S1 downlink channels and is divided into two parts: a voice channel and a
data protection channel. The Sn channels are reserved as data channels for the pro-
tection service to compensate for the data packet loss rate. The S1 � Sn channels are
then used as voice channels. When the voice channel is idle, the data service can
borrow the Sn channel for data transmission. Once a voice call request arrives and the
available voice channel set is found to be empty, the data service should immediately
release the borrowed voice channel, stop the transmission in the voice channel, and
continue to queue in the data buffer. In addition, a queuing buffer is set for the voice
service, so that the handover call preferentially occupies the voice buffer to ensure
handover priority.

So far, the design of the algorithm is completed. Further consider the threshold of
the voice queue buffer, set to Sp. When the number of queues in the buffer exceeds Sv,
the system will unconditionally block a new call. For handover call queuing, the
threshold is set to Sn Sp � Sv

� �
. If the number of handover call queues in the buffer

exceeds Sh, the algorithm will refuse to accept the new mobile communication network
channel assignment.

Table 1. Channel initial allocation results.

i/j −2 −1 0 1 2

−5 a+2b
−4 (x−4)a+2bS a+b
−3 (2x−4)a+(2S+1)b (x−3)a+bS (2x−3)a+2 b S
−2 (x−3)a+(S+1)b (2x−3)a+(2S+1)b (x−2)a+ bS (2x−2)a+2b S
−1 (2x−3)a+(S+1)b (x−2)a+(S+1)b 2(x−2)a+(2S+1)b (x−1)a+ bS (2x−1)a+2 bS
0 (2x−2)a+(S+1)b (x−1)a+(S+1)b Xa+ bS a−b
1 b xa+(S+1)b a x+1)a+bS 2a−b
2 a+b (x+1)a+ bS 2a (x+2)a+bS
3 2a+b (x+2)a+(S+1)b 3a
4 (2a+3)+Sb (x+3)a+Sb
5 (2x+2)a+(S−1)b
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3 Simulation Experiment Demonstration and Analysis

In order to ensure the effectiveness of the channel allocation method of mobile com-
munication network based on big data technology designed in this paper, the simula-
tion experiment demonstration analysis is carried out. Set the experimental object to the
channel data of a mobile communication network, and perform a distribution
demonstration experiment. During the experiment, the initial allocation results of the
channel are shown in Table 1.

In order to ensure the validity of the experiment, the traditional channel allocation
method and the big data-based channel allocation method are used to compare and
experiment, and the channel allocation accuracy of the two methods is statistically
analyzed. The experimental results are shown in Fig. 3.

(b) Optimal channel allocation results

(a) Large data channel allocation results

(c) Traditional channel allocation results

Fig. 3. Comparison of experimental argumentation results.
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According to the analysis of Fig. 3, the channel allocation method based on big
data is more suitable for the allocation standard of the optimal allocation result in the
process of allocating the channel of the mobile communication network; There is only a
distribution bias in the (3, 3), (3, 4), (4, 11) network, and the allocation types of (3, 3),
(3, 4) are consistent, and the final allocation result is not affected. Therefore, the
channel assignment result of only one network element is not optimal. However, the
distribution result of the traditional channel allocation method is quite different from
the optimal allocation result. There is obvious distribution difference between the
allocation type and the network structure, and the allocation type is almost uncon-
nected. Therefore, it can be concluded that the big data-based channel allocation
method designed in this paper not only improves the allocation type of channel data in
mobile communication networks, it also improves the stability and accuracy of the
distribution process, and gradually aligns the distribution results with the optimal
distribution results, and has extremely high effectiveness and practical promotion
significance.

In order to further verify the effectiveness of the method in this paper, the bit error
rate is taken as the index to compare the reference [5] method, the reference [6] method
and the method in this paper. The results are shown in Fig. 4.

It can be seen from Fig. 4 that the maximum BER of the method in this paper is less
than 30%, while the maximum BER of the method in reference [5] method is 80% and
that of the method in reference [6] method is about 60%. It can be seen from the
analysis of Fig. 4 that the error rate of channel allocation in this method is significantly
lower than that in reference [5] method and reference [6] method, which shows that the
allocation result obtained by this method is more reliable. This is because this method
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Fig. 4. Error rate comparison results of different methods.
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uses the advantages of big data technology to discretize the channel data of mobile
communication network, so as to optimize the channel allocation process of mobile
communication network.

In order to further verify the application effect of this method, the channel allo-
cation time is taken as the index to compare the allocation effect of different methods.
The results are shown in Fig. 5.

It can be seen from Fig. 5 that it takes the most time to allocate the mobile
communication network channel by using the method of reference [5], and the max-
imum time consumption exceeds 80 s; the maximum time consumption of the method
in reference [6] is more than 50 s. In comparison, the allocation time of the method in
this paper is relatively low, indicating that the allocation efficiency of the method is
higher Channel allocation is realized in time.

4 Conclusion

This paper analyzes and designs the channel allocation method of mobile communi-
cation network based on big data technology. Relying on the advantages of big data
technology, the mobile communication network channel is discretized, and the allo-
cation steps are simplified, and the big data channel allocation method is designed. The
experimental results show that the big data channel allocation method designed in this
paper has extremely high efficiency. When the channel is allocated, the allocation
accuracy is greatly improved, and the allocation error can be effectively reduced, and
the allocation time can be saved. It is hoped that the research in this paper can provide
theoretical basis and reference for the channel allocation method in China’s mobile
communication network.
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Abstract. Aiming at the problem that the reactive voltage sensitivity parameter
of large-scale distributed wind farm is low overall, the parameter intelligent
optimization design of the reactive voltage sensitivity of large-scale distributed
wind farm is carried out. Firstly, design a wind farm equivalent circuit and
optimize the parameters of the traditional reactive voltage sensitivity opti-
mization model, and set the objective function to adjust the model weight
coefficient. Then the bat algorithm is improved according to the parameter
intelligent optimization model, and the reactive volt sensitivity parameter of the
scaled distributed wind farm is intelligently optimized according to the
improved bat algorithm. Finally, a simulation experiment is carried out to test
the performance of intelligent optimization of reactive voltage sensitivity
parameters of large-scale distributed wind farms. It is concluded that the reactive
power sensitivity parameter of the large-scale distributed wind farm reactive
voltage sensitivity parameter optimization is significantly higher than that of the
reactive voltage sensitivity parameter optimized by the traditional reactive
voltage sensitivity parameter optimization method.

Keywords: Scale � Decentralized � Wind farm � Reactive voltage �
Sensitivity � Parameters � Intelligent optimization

1 Introduction

Reactive voltage sensitivity is no stranger to large-scale distributed wind farm electric
power workers. With the increase of voltage level of transmission system, the problem
of reactive voltage sensitivity has been paid more and more attention [1]. However,
there is no unified conclusion on the concept of reactive voltage sensitivity [2]. In the
relevant report, the IEEE believes that if the large-scale distributed wind farm power
system can maintain the voltage, so that when the load increases, the power consumed
by it will also increase. At this time, the wind farm power system is in a state where the
reactive voltage sensitivity is high. On the contrary, the wind farm power system is in a
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state where the reactive voltage sensitivity is low [3]. In general, high reactive voltage
sensitivity means that when the wind farm power system is operating under given
initial conditions, the sudden increase in load or the change in system structure still has
the ability to maintain all nodes operating sensitively. The essence is that the system
has sufficient safety margin when facing these emergencies [4]. The reactive voltage
sensitivity reduction refers to the process in which the reactive voltage sensitivity value
is lower than the specified range when the wind farm power system is operating, and
the reactive voltage sensitivity value is gradually attenuated [5]. Most of the perfor-
mance of the reactive voltage sensitivity reduction phenomenon is the continuous
decline of the reactive voltage sensitivity, but the instability of the reactive voltage
sensitivity rise also exists and occurs [6]. The collapse of reactive voltage sensitivity
means that when the wind farm power system is in a state of large voltage instability,
the load continues to try to increase the current to obtain more power. This reduces the
reactive voltage sensitivity to an unacceptable range [7]. Intelligent optimization design
of reactive voltage sensitivity parameters can effectively improve the reactive voltage
sensitivity of large-scale distributed wind farms [8].

2 Intelligent Optimization Model Design of Reactive Voltage
Sensitivity Parameter

2.1 Wind Farm Equivalent Circuit Design

Because of the randomness and uncontrollability of wind speed and the difference of
wind speed in the wind farm, the wind turbine group division is different from the
traditional synchronous generator group. Wind farms are generally built in remote
areas, and the environmental conditions are relatively poor. Wind turbines run in
dynamic environment with changing wind speed and wind direction. The traditional
methods of calculating the output power of wind farms depend on the standard power
characteristic curve of wind turbines provided by the manufacturers. There may be
differences between the actual operation conditions and the design conditions of the
wind turbine; in addition, the factors that change the structural parameters or operation
mode of the wind turbine in the long-term operation process will also have an impact
on the performance of the wind turbine, resulting in the difference between the actual
operation characteristics and the design of the wind turbine. The actual operation of the
wind turbine does not necessarily follow the static wind speed power characteristic
curve given in the technical manual under the specific operation environment.

For large wind farms with complex terrain and irregular layout, the principle of
grouping wind turbines with the same or similar operating points is adopted, and the
equivalent wind farm of multi typhoon generator model is used. Considering the active
and reactive power output and voltage of each wind turbine, these important output
characteristics integrate the operation information of wind turbine, such as the opera-
tion environment, the fluctuation of wind speed, speed and parameters of wind turbine,
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including the dynamic information of wind turbine when the wind speed fluctuates, and
can also directly and accurately reflect the operation point of wind turbine. The wind
speed of wind turbines in different locations may be close to or greatly different, and
even the wind speed measured by two wind turbines with similar geographical loca-
tions may be quite different. It can be concluded that the wind speed can not only
reflect the size of the wind force acting on the blades of the wind turbine, but also
reflect the topography of the installation location of each wind turbine unit and the
mutual influence of adjacent wind turbines in the wind speed. Therefore, the actual
measured wind speed data can be used for cluster division. The measured active power
of each wind turbine unit is the final result of the physical process that its wind speed is
transformed into electric energy through complex wind energy. It is the final com-
prehensive feedback of the wind speed, geographical location, terrain and actual
operation performance of each wind turbine unit to the grid,

Grid connected operation of wind power generation is an effective way to realize
large-scale wind energy development and utilization. However, unlike conventional
energy, wind energy is a kind of random energy with small energy density, which has
the characteristics of “intermittence” and “randomness”, which leads to the output
power of wind farms fluctuating with the change of wind speed being uncontrollable
and unpredictable. When the wind speed is large, the power generation of the wind
farm is large; when there is no wind or the wind speed is very small, the power
generation of the wind farm is zero. However, the wind speed depends on the natural
conditions, which will change every moment. In recent years, with the increasing
number of wind farms and the increasing scale of wind farm construction, wind farms
have become an important part of power grid. The fluctuation of wind farm output
power will bring many adverse effects on the safety, stability and economic operation
of the power system. Reactive power reflects the reactive power compensation of the
wind farm; electricity and current reflect the operation of each connecting line of the
wind farm; various temperatures of the wind turbine reflect the operation of the wind
turbine itself. But compared with these data, wind speed and active power are more
closely related to the fluctuation of wind farm output power, which can more reflect the
actual fluctuation of wind farm output power. Therefore, the wind speed measurement
data or active power measurement is selected as the basis for cluster classification. If
the wind farm is composed of several different types of wind turbines, first of all, it is
necessary to divide the wind turbines according to the type and capacity of the wind
turbines, and then take the actual wind speed or active power in a certain period of time
as the input of the data sample based on the spectral clustering algorithm to obtain
Wind turbine group division results.

The wind farm equivalent circuit used in the wind farm electric field sensitivity
parameter intelligent optimization model is shown in Fig. 1.

82 H. H. Bian et al.



U1 and U2 are the high and low voltage side voltages of the substation, ZT and YT
are the transformer impedance and the excitation admittance, k is the transformer ratio,
and SL is the total load on the low voltage side of the transformer. QC is the reactive
power compensation capacity of the low-voltage side of the transformer, Z0 is the
equivalent impedance of the upper system of the substation, and U0 is the equivalent
voltage of the upper system. It is calculated by the measured high-voltage side voltage
U1 of the wind farm and the voltage loss of the upper system line. Regardless of the
voltage characteristics of the load, when the capacitor bank is switched or the main
transformer tap position is adjusted, it is considered that the upper system equivalent
voltage U0 and the load power SL remain unchanged [9].

2.2 Parameter Optimization

In the optimization of reactive voltage sensitivity parameters of large-scale distributed
wind farms, the primary criterion to be met is the voltage pass rate [10]. Then, each
time the transformer tap and the capacitor are operated, it takes cost and time, and the
cost of the tapping operation is high. The number of times of tapping and capacitor
operation is minimized under the condition of ensuring the voltage qualification rate.
Then, the power supply bureau also has operational requirements for the high-voltage
side power factor of the large-scale distributed wind farm, but it is not a strict
assessment index. For a 110 kV large-scale distributed wind farm, its power factor is
required to meet the operational requirements as much as possible, and too much
reactive power cannot be reversed to the higher-level system. Finally, the low-voltage
side voltage of the large-scale distributed wind farm must meet the reverse voltage
control requirements as much as possible to ensure that the high-voltage side power
factor can be adapted to the reactive power requirements of the superior system.
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Z0
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SL

Y
T K 1

-jQc
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Fig. 1. Wind farm equivalent circuit
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2.3 Objective Function Setting

Under the condition that the number of times of control equipment is not given, the
objective function of the intelligent optimization model of reactive voltage sensitivity
parameter of large-scale distributed wind farm is set as follows:

min J1 ¼ a1 1� NUqua

N

� �
þ a2

KTap

KT max
þ a3

KC

KCmax
þ a4 1� Ncos uqua

N

� �

þ a5
XN

t�1
U2t � U2t;aim

�� ��þ a6
XN

t�1
COSu1t � COSu1t;aim

�� ��
ð1Þ

(1) Where, J1 is the objective function, the optimization target is the minimum value
of J1, N is the number of time periods of the day, NUqua is the number of qualified
periods of the low-voltage side of the day, and KTap is the number of times of the
transformer tapping day. KTmax is the maximum number of movements allowed
by the transformer tap, KC is the number of movements of the capacitor group in
one day, KCmax is the maximum number of movements allowed by the capacitor,
and Ncosuqua is the number of qualified periods of the high-voltage side of the day.
U2t is the low-voltage side voltage of the t-th period, U2t, aim is the low-voltage
side voltage control target of the t-th period, and cosu1t is the high-voltage side
power factor of the t-th period. cosu1t, aim is the high-voltage side power factor
control target for the t-th period, and a1 * a6 are the weight coefficients.

The first term of the above objective function J1 represents the voltage failure rate,
and the calculation formula of the voltage yield is the sum of the time of the monitoring
point voltage within the acceptable range and the percentage of the total time N of the
voltage monitoring [11, 12]. Similarly, the fourth term of the objective function rep-
resents the high-voltage side power factor failure rate of a large-scale distributed wind
farm for one day. The fifth term of the objective function indicates the degree of
deviation of the low-voltage side voltage from the voltage control target, and the
voltage control target is set according to the inverse voltage regulation principle.

The sixth term of the objective function indicates the degree of deviation of the high-
voltage side power factor from the power factor control target, and the power factor
control target is matched with the reactive demand of the superior system. According to
the importance of the power system to each index, the corresponding weight coefficient
is selected. In this model, a1 = 105, a2 = 104, a3 = 103, a4 = 102, a5 = 10, and
a6 = 1 are set. The intelligent optimization model of reactive voltage sensitivity
parameter does not treat voltage amplitude safety and power factor safety as hard
constraints, but modifies it to voltage yield rate and power factor yield as indicators in
the objective function. The reason is that due to the limitation of the number of times of
control equipment operation and the fluctuation of the scaled distributed wind farm load
and voltage [13, 14]. If the optimal operation of the control equipment cannot meet the
requirements of the voltage-reliable all-day qualification of the large-scale distributed
wind farm, it is necessary to ensure the highest pass rate and power factor pass rate of the
large-scale distributed wind farm throughout the day. Therefore, the voltage pass rate
and the power factor pass rate index are added to the objective function.

84 H. H. Bian et al.



2.4 Adjustment Weight Coefficient

Through the solution of the model, the optimality of the objective function corre-
sponding to different weight coefficients is found under the constraint condition. The
change of the number of times of control equipment has a certain influence on the
control effect of reactive voltage sensitivity. According to the objective function, the
comprehensive optimal result of each index can be obtained theoretically [15–17].
However, due to the influence of the algorithm or the number of iterations, not every
calculation can obtain the global optimal solution. At the same time, in order to explore
the influence of the change of the number of times of control equipment on the control
effect of the reactive voltage sensitivity of the scaled distributed wind farm, if the
decrease in the number of times the control device is operated has little effect on the
control effect, the number of actions can be continuously reduced until the important
indicator fails. The grid dispatcher of large-scale distributed wind farms is provided
with various control effects optimization schemes, and the dispatcher can select the
next-day optimization scheme according to the operation experience [18, 19]. The
objective function of the intelligent optimization model of reactive voltage sensitivity
parameter is affected by the change of the number of actions of the control device:

min J2 ¼ a1 1� NUqua

N

� �
þ a2 1� Ncos uqua

N

� �
þ a3

XN

t�1
U2t � U2t;aim
�� ��þ a4

XN

t�1
COSu1t � COSu1t;aim

�� ��
ð2Þ

(2) In the formula, J2 is the objective function, the optimization target is the minimum
value of J2, the meanings of other variables are the same as the first formula, and
a1 * a4 are the weight coefficients, taking a1 = 105, a2 = 102, a3 = 10,
a4 = 1. In addition, it is necessary to improve the constraint of the maximum
number of action times of the transformer daily maximum number of times of the
capacitor, and the specific limit values of the number of times of operation of the
control device are as follows:

XN

t�1
C t � 1ð ÞþC tð Þ ¼ nQg nQg � nQ

� �
XN

t�1
Tap t � 1ð Þþ Tap tð Þ ¼ nTg nTg � T

� � ð3Þ

(3) Where N is the total number of time periods in a day, C(t − 1) + C(t) represents the
number of change groups of the capacitor bank from the t-1 period to the t period,
and nQg is the number of times the capacitor bank is given. nQ is the maximum
number of operations allowed for the capacitor bank. Tap(t − 1) + Tap(t) indicates
the value of the change of the tap from the t − 1 period to the t period, and nTg is the
number of times the tap is given, nT is the maximum number of actions allowed by
the tap [20].

The above objective function J2 reduces the index of the number of times of tap
and capacitor group daily action with respect to J1, and gives a specific limit value of
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the number of times of operation of the control device in the constraint condition. The
purpose of J2 is to obtain a variety of optimization schemes by continuously reducing
the number of times of tapping and capacitor operation, and to explore the influence
degree of the change of the number of times of control equipment on the reactive
voltage sensitivity control effect of large-scale distributed wind farms. The grid dis-
patcher of large-scale distributed wind farms is provided with various control effects
optimization schemes, and the dispatcher can select the next-day optimization scheme
according to the operation experience. After the design of the intelligent optimization
model of reactive voltage and sensitivity parameters of large-scale distributed wind
farms is completed, the optimization parameters of reactive voltage sensitivity need to
be calculated to complete the intelligent optimization design of reactive voltage sen-
sitivity parameters of large-scale distributed wind farms.

3 Improved Bat Algorithm Based on Parameter Intelligent
Optimization Model

1) Initialization. Set large-scale distributed wind farm parameters and algorithm
parameters, including population size popsize, maximum iteration number Kmax,
inertia factor x, maximum speed limit Vmax and other parameters.

2) The initial population is produced. Under the condition that the variation range of
the control variable is satisfied, the initial position Xi and the initial velocity Vi of
each bat in the population are randomly assigned.

3) Position correction. For a bat that does not satisfy the constraint of the minimum
time interval between two adjacent actions of the control device, the bat is
improved according to the “position correction strategy that considers the mini-
mum time interval of the two adjacent actions of the control device”. The bat that
does not satisfy the constraint condition of the maximum number of movements
of the control device is improved according to the “position correction strategy
that takes into account the maximum number of movements of the control
device.”

4) Power flow calculation, fitness evaluation. The Newton-Raphson iterative method
is used to calculate the power flow. The fitness value f(Xi) of each bat is evaluated
according to the power flow calculation results, and the optimal solution of each
bat and the optimal solution of the population are found and stored. The formula
for calculating the fitness value is:

f Xið Þ ¼ 1=Ji ð4Þ

Where Ji is the objective function of the i-th bat.

5) The bat algorithm starts iterating, updating the iteration number k and the inertia
factor x.

6) Global search. According to the frequency of each bat updated Fi and speed Vi.
7) Guided by a feasible direction. First, the bats with unqualified power factor are

improved according to the “speed correction strategy considering power factor
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safety”. Then, the bat with unqualified reactive voltage sensitivity parameters is
improved according to the “speed correction strategy considering the safety of the
reactive voltage sensitivity parameter”. If the speed exceeds the maximum speed
limit Vmax, it is limited to Vmax.

8) Location update. Update the position Xi of the bat, if the position exceeds the
defined range of the control variable, it is limited to the boundary of the defined
range. And follow step 3 to re-position the position.

9) Neighborhood search. When a random number is greater than the pulse emissivity
ri, a random walk is performed; if a random number is not greater than the pulse
emissivity ri, no random walk is performed.

10) Fitness evaluation and convergence judgment. The Newton-Raphson iteration
method is used to calculate the power flow, and the fitness value f(Xi) of each bat
is re-evaluated, and the individual optimal solution and the optimal population
solution are updated and stored. Then it is judged whether the number of iterations
k reaches the maximum number of iterations Kmax, or the optimal solution of the
population remains unchanged for 10 consecutive generations. If so, the program
ends and the optimal individual is output; otherwise, the process proceeds to step
5 to continue the iteration.

The bat algorithm is improved by the intelligent optimization model of reactive
voltage sensitivity parameter, the optimization parameters of reactive voltage sensi-
tivity are calculated, and the sensitivity parameters of reactive voltage of large-scale
distributed wind farm are intelligently optimized.

4 Intelligent Optimization Based on Improved Bat Algorithm

The bat algorithm is a new type of heuristic intelligent algorithm. Compared with
traditional intelligent algorithms such as genetic algorithm and particle swarm algo-
rithm, it has more advantages in global search ability and calculation speed. Of course,
similar to the traditional intelligent algorithm, there are also a large number of invalid
searches in the random search process of the bat algorithm. The expert experience of
guiding the feasible direction in the dynamic reactive power optimization calculation
also plays an important role in improving the random search efficiency of the bat
algorithm. Therefore, a feasible direction guiding strategy for dealing with the adaptive
optimization model of reactive voltage and sensitivity parameters of large-scale dis-
tributed wind farms is proposed to improve the random search efficiency of the bat
algorithm. The improvement strategy of the bat algorithm mainly has the following
four points: a speed correction strategy considering the safety of the reactive voltage
sensitivity parameter. When the reactive voltage sensitivity parameter is unqualified,
the feasible direction guiding strategy is used to correct the speed direction and step
size of the algorithm; considering the power factor safety speed correction strategy.
When the power factor is unqualified, the feasible direction guiding strategy is used to
correct the speed direction and step size of the algorithm; considering the position
correction strategy of controlling the minimum time interval constraint of the adjacent
two actions of the device. When the minimum time interval constraint condition of the
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adjacent two actions is not satisfied, the position correction strategy is used to correct
the position of the algorithm; and the position correction strategy of controlling the
maximum action number of the device is considered. When the maximum action
number constraint condition is not satisfied on the day, the “peak clipping and valley
filling” strategy is adopted to ensure that the equipment daily allowable action number
constraint is satisfied.

5 Simulation Experiments

In order to ensure the effectiveness of the experiment, the traditional reactive voltage
sensitivity parameter optimization method is compared with the intelligent optimization
method of the reactive voltage sensitivity parameter of the scaled distributed wind
farm, and the test results are observed. The bat algorithm parameters are set to: pop-
ulation size popsize = 20, maximum iteration number Kmax = 100, maximum limit
speed of taps and capacitors Vi,max = 1, the constant a = 0.9, the constant c = 2, the
pulse emissivity ri0 = 0.6, the minimum frequency Fmin = 0, and the maximum fre-
quency Fmax = 2. The simulation conditions are: hardware platform: desktop computer,
processor Intel(R) Core(TM)2 Duo CPU E7200 @2.53 GHz, memory 1.99 GB, hard
disk 120 GB, Windows XP 32-bit operating system. Software platform: Matlab 7.10.0
(R2010a). The experimental results are shown in Fig. 2.

By comparing the reactive power and voltage sensitivity parameters of large-scale
distributed wind farms after the intelligent optimization method, the traditional reactive
power and voltage sensitivity parameter optimization method is adopted, and it can be
found that after the intelligent optimization model is established, the reactive power and
voltage sensitivity parameters of the whole day can be obtained The parameters of
reactive power and voltage sensitivity are studied, and the intelligent optimization
method of reactive power and voltage sensitivity parameters based on bat algorithm is

Reactive voltage sensitivity param
eter

Time

Article method

Traditional method

Fig. 2. Reactive voltage sensitivity parameters under intelligent optimization method
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improved. Most of them are kept above 0.9, which shows that it improves the sensi-
tivity of reactive power and voltage sensitivity. The parameters of large-scale dis-
tributed wind farms are obviously higher than the traditional optimization methods of
reactive power and voltage sensitivity parameters

6 Conclusion

Most of the wind power bases are located in remote areas of the land or at sea,
especially large-scale distributed wind farms. Because the wind farms are far away
from the load center, their long-distance transmission power has fluctuations. There-
fore, the reactive voltage sensitivity parameter is not stable enough. The intelligent
optimization method for reactive voltage sensitivity parameters of large scale dis-
tributed wind farm combining the intelligent optimization model of reactive voltage
sensitivity parameter and the bat algorithm based on the intelligent parameter opti-
mization and optimization of the sensitivity parameter can intelligently optimize the
reactive voltage sensitivity parameter of the scaled distributed wind farm to signifi-
cantly improve the sensitivity of reactive voltage sensitivity parameters of large scale
distributed wind farms.
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Abstract. In the traditional distributed hybrid energy storage structure, there
are security, island operation and capacity blocking. For this reason, a dis-
tributed hybrid energy storage structure voltage reactive power control algo-
rithm is proposed based on big data analysis. First, establish a voltage reactive
power control model, using the control or manual operation of the communi-
cation system to achieve automatic operation of the transformer tap or capacitor
input capacity. Secondly, the Nash theorem is used to calculate the physical
quantity obtained by the secondary user under certain transmission power
conditions. Based on the game theory, the operating data of the power grid is
obtained, and then the voltage reactive power control algorithm is realized.
Finally, experiments show that the distributed reactive energy storage structure
voltage reactive power control algorithm based on big data analysis has certain
advantages compared with the traditional voltage reactive power control
algorithm.

Keywords: Active power � Equilibrium node � Control variable � Nash
theorem

1 Introduction

The AC-DC relay protection of the traditional distributed hybrid energy storage
structure already has a large amount of tuning. Among them, the calculation index and
formula are based on years of operation experience. Now, the distributed hybrid energy
storage structure under big data analysis is connected to adjust the voltage, but there are
still new problems in relay protection. In order to adapt to a variety of operation modes,
each device in the voltage needs communication and corresponding control strategies,
especially when the operation mode is converted or isolated network, the control mode
determines whether the voltage frequency of the whole system can be stable. At
present, there are two main control modes of voltage and reactive power control
algorithm:
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1) The master-slave control mode refers to that there is a master controller in the
voltage, which is responsible for maintaining the voltage frequency stability of the
whole micro-grid during the operation of the isolated grid, and therefore adopts Vf
control. As for other DGs, PQ control can be used. For those that can not be
controlled, such as wind power without energy storage, photovoltaic maximum
power tracking, these DGs are collectively known as the slave controller. In the
voltage of master-slave control structure, some slave control units output constant
power according to instructions, some slave control units have intermittent fluctu-
ations, so once the load changes, it can only be tracked through the master control
units, only when the power achieves a balance, the voltage and frequency can be
stable, so the energy storage system that can achieve two-way rapid power flow is
the best choice for the master controller. The master-slave control mode can realize
the no-difference control of voltage and frequency. At present, there are corre-
sponding demonstration projects in Holland, Greece and Japan. In this structure, the
MU is not always controlled by Vf. When the MU is connected to the grid, the large
power grid is responsible for maintaining the frequency stability. Otherwise, the
system will be disturbed. That is to say, the main control unit has two control loops.
When the voltage enters the isolated operation mode, the control loop switches
quickly from PQ to Vf.

2) In the peer-to-peer control mode, all DG and energy storage systems have no
master-slave relationship, they have the same status, and generally adopt droop
control. The so-called droop control refers to the real-time acquisition of the output
voltage and frequency, and the difference with the reference value, control feed-
back, local power compensation. In this structure, all the peer-to-peer control units
are responsible for maintaining power balance, voltage stability and frequency
stability, and work together to reach a new balance point when the load changes.
Different from the master-slave control, even when the voltage operation mode
changes, the control loop is still unchanged, which can realize the fast switching
between grid connected and isolated network. In droop control, the coefficient
directly affects the stability of the whole voltage. If the coefficient is not reasonable,
it may cause voltage and frequency oscillation. Otherwise, each DG can automat-
ically distribute power according to its own droop coefficient.

Due to the limitations of the traditional algorithm control device, once the grid has a
large fault, it can not continue to provide support to the grid as much as the traditional
thermal power. Considering the constraints of the branch flow, voltage access may
cause other loads on the same line to be cut off, and frequent switching on the other
hand will also affect the quality of the power supply. Due to the intermittent and
forecasting errors of wind power, photovoltaic and other energy sources, the distributed
hybrid energy storage structure may not be put into operation on time according to the
requirements of the local main network controllers, which may result in high economic
losses. To this end, based on big data analysis, the distributed hybrid energy storage
structure voltage reactive power control algorithm is proposed to solve the problem of
security, island operation and capacity blocking in the traditional distributed hybrid
energy storage structure [1].
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2 Distributed Hybrid Energy Storage Structure Voltage
Reactive Power Control Algorithm

2.1 Establish Voltage Reactive Power Control Model

The voltage reactive power optimization compensation is to optimize the reactive
power flow of the computing system and optimize the distribution of the reactive power
compensation position and size in the system. Its real intention is to use the results of
the reactive power calculation of the power system to achieve reactive power [2]. In
fact, the optimal control of reactive power can be understood as a sub-process in the
reactive power optimization process of the power system. That is to say, the control or
manual operation of the communication system is used to achieve automatic operation
of the transformer tap or capacitor input capacity. This is the most practical, simple, fast
and safe operation method, which is also a direction for the development of power
system control in the future [3]. In the process of research, the voltage reactive power
control model is established based on this, and the voltage reactive power model
structure is as follows:

Figure 1 shows the voltage reactive power model structure. The voltage reactive
power optimization of the distributed hybrid energy storage structure can be defined as
the voltage reactive power control model that minimizes the active power network loss
at a certain moment in the system operation. In the entire power grid, except for the
balance node, the active power of the generator sets on all remaining nodes has been
given. Moreover, the power level of the given node is always kept constant, so if you
want to minimize the loss of the active power network of the system, you can turn this
problem into the minimum active power injected by the balanced node. The objective
function can also be written as the problem of the least active injection of the balanced
nodes of the system [4]. The specific expression is as follows:

Fig. 1. Voltage reactive model structure

Distributed Reactive Energy Storage Structure Voltage Reactive Power Control 93



me ¼ b
X

ei

be ke cos hþ keð Þ

ne ¼ b
X

ei

be ke sin h� keð Þ

8
>><

>>:
ð1Þ

In formula (1), m denotes the active voltage injected by the node, b denotes the reactive
voltage injected by the node, k denotes conductance, n denotes susceptance, and e
denotes phase angle difference [5]. The above is a node power equation expressed in
polar coordinates. The constraint equation is also a mathematical model mainly used in
the load flow calculation method such as Newton method.

Because the operation of the power system needs to meet certain economic and
technical requirements, this requires certain constraints to be met in the calculation
process. The constraints in the voltage reactive optimization problem contain state
variable constraints and control variable constraints. The control variable constraint is
divided into reactive power compensation capacity, the ratio of the load regulating
transformer and the terminal voltage of the generator; the reactive power injected by the
generator ensures that the voltage of each node is a state variable [6]. The constraint
formula for all control variables in the system is as follows:

Fimin\Fi

Bimin\Bi

Timin\Ti

8
><

>:
ð2Þ

In formula (2), F denotes that the control variable constraint is divided into reactive
power compensation capacity, B denotes the terminal voltage of the generator, and T
denotes the on-load voltage regulating transformer, Fimin is the lower limit and upper
limit of the transformer ratio, Bimin is the lower limit and upper limit of the compen-
sation capacity of the shunt compensation capacitor, and Timin is the lower limit and
upper limit of the generator terminal voltage [7]. When the result is negative, it follows
the regular arrangement from small to large, and then sees whether the input of the
corresponding bus shunt capacitor can be increased to change the amount of reactive
compensation of the node.

Distributed hybrid energy storage structure voltage reactive power control has its
own characteristics: the three-level coordinated control system can be compatible with
a variety of communication protocols, and its data acquisition program has multiple
acquisition methods [8]. This is because the three-level coordinated control is per-
formed between different levels, which inevitably has the problem that the data
interface of different voltage reactive devices is incompatible. In addition, the com-
munication protocol and acquisition method are different for voltage reactive devices
produced by different manufacturers or different types of device models produced by
the same manufacturer. So far, the construction of the voltage reactive power control
model is completed.
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2.2 Realizing Voltage Reactive Power Control Algorithm

The voltage qualification rate is the most important quality indicator of the power grid,
and the grid line loss rate is the most important economic indicator of the power grid.
Effective voltage control and reasonable reactive power compensation can not only
ensure voltage quality, but also improve the stability and safety of power system
operation, reduce power loss of power grids, improve transmission capacity of power
grid equipment, and give full play to the economic benefits of power grid operation.
Unqualified voltage will bring huge losses to the safe operation and social and eco-
nomic benefits of electrical equipment. Reducing the power loss of the grid will greatly
reduce the current shortage of power, which is of great significance [9]. With the
development of technology, energy storage types are divided into three categories
according to the energy storage form, namely mechanical energy storage, electro-
magnetic energy storage and battery energy storage. Table 1 shows the performance
comparison results of various energy storage technologies. Among them, pumped
storage has been widely used because of its mature technology and large capacity,
while super capacitor, superconducting magnet, liquid flow battery, flywheel energy
storage and other technologies are more convenient to use and have their own
advantages, but they are still in the development stage.

Energy storage technology can directly and effectively solve the problem of
unbalanced power supply and demand. At present, the role of energy storage system in

Table 1. Comparison of advantages and disadvantages of various energy storage technologies

Energy storage type Advantage Inferiority

Mechanical
energy storage

Pumped storage High power, large
capacity and low
operation cost

Special
geographical
environment

Flywheel energy
storage

High-capacity Low energy
density

Compressed air
energy storage

High power, large
capacity and low
operation cost

High
environmental
requirements

Electromagnetic
energy storage

Superconducting
magnetic energy
storage

High-capacity High investment
cost, low energy
density

Super capacitor
energy storage

Long life, high efficiency,
fast charging and
discharging

High investment
cost, low energy
density

Battery energy
storage

Lead acid battery Low investment Short life
Ni MH, Ni Cd
batteries

Large capacity, long life Low energy
density

All vanadium flow
battery

High capacity, high
energy density

Low power density
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the power grid can be summarized as four points: first, it can be used to cut peak and fill
valley in the power system; second, energy storage technology can improve the reli-
ability of power supply, and play a role of temporary power supply in case of power
failure due to system failure, that is, the role of uninterruptible power supply (UPS) to
reduce Accident and economic loss caused by sudden power failure; once again, the
energy storage device can charge and discharge instantaneously, with similar functions
as SVC, statecom and other devices, and has an auxiliary supporting role in main-
taining the stability of the power grid, which is helpful for the system to reach a new
balance point under the large disturbance state such as short circuit fault of the power
grid; finally, it is a necessary device for intermittent energy generation such as wind
power, photovoltaic and other energy storage devices It can not only suppress the
power fluctuation, but also maintain the voltage and frequency stability of microgrid as
the main control element under the operation condition of isolated network. In one
cycle, the change curve of battery state of charge is shown in Fig. 2.

The traditional voltage reactive power control strategy is that the control devices at
each level first collect the local voltage value and the reactive power value, and then
take corresponding control measures according to the control principles of the equip-
ment at all levels. It can only implement voltage and reactive power control for this
level, but it does not affect each other and is not related to each other. In the case where
there is no mutual communication between the equipments at all levels, the regulation
strategy of the distribution station area has been exhausted, the voltage at the end of the
user is still low, and the substation side and the line part are regulated but cannot
participate in the regulation. This causes a waste of resources used by the equipment.
Therefore, the traditional voltage reactive power control method only relies on the
independent voltage and reactive power control performed by the devices at all levels,
and cannot realize the synchronous adjustment of the operating states of the devices at
all levels. This makes the substation, line, and station equipment unable to complement

Fig. 2. Change curve of state of charge
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each other effectively, and the equipment control margins of all levels are not fully
utilized.

In order to effectively control the voltage and reactive power of the distribution
network, according to the voltage reactive power control model, a voltage reactive
power control algorithm is proposed for the distributed hybrid energy storage structure.
The distributed reactive energy storage structure voltage reactive power control algo-
rithm mainly relies on reactive power compensation devices at all levels. Through the
wireless communication public data exchange platform to realize the data exchange
between the control center and each reactive compensation control device, not only the
operation data of the power grid is obtained, but also provides the analysis basis for the
control [10, 11]. At the same time, it can also provide a good solution for remote
control of the compensation device, greatly reducing the number of equipment actions
and extending the life of the equipment.

Based on the voltage reactive power control model, the research of voltage reactive
power control algorithm is realized. In the voltage reactive power control algorithm, the
Nash theorem is used to optimize the voltage reactive power control algorithm, and the
calculation formula is as follows;

h ¼ argmaxg ji � jiminð Þ ð3Þ

In formula (3), h represents the utility function, j represents the maximum utility in the
cooperative game, and i represents the cognitive user. Where argmax represents the
minimum utility function value of user i. The utility function is the physical quantity
obtained by the secondary user under certain transmit power conditions. In the voltage
reactive control model, the utility function definition formula is as follows:

ui pi; yið Þ ¼ gðyi � ymin
i Þ ð4Þ

In formula (4), u denotes a cognitive user, y denotes a maximum utility function, and p
denotes a policy space. In the process of calculation, the initial transmission power of a
group of users needs to be selected, the power meets the minimum normal commu-
nication condition, and the initial interference power of the primary user is set to zero.
The transmission power is obtained by using the Nash theorem.

Nash equilibrium is an important term in game theory. Nash equilibrium means that
in a strategy combination, there are n participants. Under certain circumstances, if any
player participant changes the strategy alone, then all users participating in the game
will not increase the revenue [12, 13]. Before giving the definition of Nash equilibrium,
we first need to give a mathematical description of the three elements of the game. We
usually use S1; S2:S3; . . .::; SN to represent the set of strategies that all participants can
choose in a game with n participants. The i-th strategy of game participant j is denoted
by Sij 2 Si. ui; u2:u3; . . .::; uN represents the revenue of each game participant, and u is
the income of the i-th participant. The parameter setting values of the Nash theorem
optimized voltage reactive power control algorithm are as follows (Table 2):

Table 1 is the parameter setting value of the Nash theorem optimized voltage
reactive power control algorithm. At the same time, in the voltage control reactive
power optimization, the high and low voltage reactive power compensation is planned,
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mainly including two types. First, a fixed capacitor bank with a corresponding capacity
of 15% capacity is configured. The high voltage network is arranged on the voltage
load bus, and the low voltage network is arranged on the distribution side. The second
is to install a fixed compensation capacitor bank at the voltage feeder load center or
somewhere according to the reactive demand at low load. The qualified voltage values
of the power grid are not only one, but the range of the upper and lower limits. If the
three-level joint control is not carried out, there is no mutual communication between
the distribution transformer and the user. This will cause the voltage value of the low-
voltage user side to be smaller than the minimum value of the voltage interval, and the
regulation side has the regulation margin but does not participate in the regulation. The
reason why the transformer control device does not operate is because its own voltage
value is normal, so it will not adjust and control the low voltage of the low voltage user.
This results in a low voltage user side voltage deviation from the normal range of
voltage is not improved.

If the voltage reactive three-level joint control is adopted, when the above situation
occurs, if there is a control margin on the distribution side, the voltage reactive power
control device at the distribution will immediately take effective measures to adjust. This
is based on the analysis of the voltage on the distribution side. If the transformer, the
line, and the distribution side are combined for analysis, the control strategy is more
complicated and contains more levels of logic [14, 15]. This kind of coordinated control
is a comprehensive consideration of the coordinated control of various voltage levels
and various types of voltage regulation and reactive power equipment in rural power
grids. It includes “adjacent coordination” and “neighborhood coordination” based on
“adjacent coordination”. “Adjacent coordination” is divided into three situations: mutual

Table 2. Parameter setting of Nash theorem optimization voltage reactive power control
algorithm

Node 1 Node 2 Resistance Reactance

1 2 0.2344 0.6578
2 3 0.3244 0.7654
3 4 0.2565 0.4356
4 5 0.3454 0.6458
5 6 0.3455 0.6238
6 7 0.7678 0.4738
7 8 0.8788 0.7939
8 9 0.5467 0.2375
9 10 0.4566 0.3896
10 11 0.7864 0.3893
11 12 0.4676 0.9046
12 13 0.1256 0.5693
13 14 0.1266 0.5486
14 15 0.2652 0.5623
15 16 0.1653 0.2653

98 Y. Xu et al.



control of “feeder” and “substation”, mutual control of “user” and “distribution”, mutual
control of “distribution” and “feeder”; “Neighboring coordination” refers to fully dig-
ging the control capabilities of equipment at all levels on the basis of the adjustment
control of “adjacent coordination” to achieve comprehensive control of cross-level
assisted voltage regulation [16].

After configuring the appropriate reactive power compensation capacity, the dis-
tribution network has a certain reactive power compensation capability. However, the
non-intelligent and uncontrollable fixed compensation method cannot adapt to the
dynamic requirements of the system load change, and the compensation effect is poor.
At present, the power sector mainly uses a variety of reactive power compensation
intelligent control components to perform a certain degree of intelligent control on the
capacitor bank, so that the control effect has been correspondingly improved, and the
power grid has a certain optimization ability. However, for a large-scale distribution
network system, it is impossible to achieve the optimization goal of the system or even
a distribution network feeder by relying on local optimization control alone. Therefore,
based on the voltage reactive power control model, a distributed reactive energy storage
structure voltage reactive power control algorithm based on big data analysis is
proposed.

3 Experimental Results

In order to verify the validity of the distributed reactive energy storage structure voltage
reactive power control algorithm based on big data analysis, the traditional voltage
reactive power control algorithm and the distributed hybrid energy storage structure
voltage reactive power control algorithm based on big data analysis are respectively
carried out. In the experiment, the PI parameters of the voltage outer loop PI controller
of the two algorithms are consistent. The test parameters are as follows:

Table 3 is the test environment. The comparison results of the two algorithms are as
follows:

As can be seen from Fig. 3, in the steady-state state, the sinusoidal current obtained
by the distributed reactive energy storage structure voltage reactive power control

Table 3. Test environment

Experimental parameters Numerical value

Net side power supply voltage 34
Given voltage on DC side 35
DC side resistance load 36
AC side equivalent inductance 63
DC side support capacitor 24
Control cycle 2
Switching period 2.3
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algorithm is relatively large, while the sinusoidal current obtained by the conventional
voltage reactive power control algorithm is relatively small. The analysis results of the
power grid side current show that the harmonic content of the traditional voltage
reactive power control algorithm is relatively high, which is 8.70%. Moreover, har-
monics are mainly distributed in the low frequency band, and the switching frequency
is not fixed. The current harmonic content on the network side of the distributed
reactive energy storage structure voltage reactive power control algorithm is small, and
the harmonic content is 3.38%. The high frequency harmonic components are mainly
distributed around 2 times of the switching frequency, and the switching frequency is
fixed. Compared with the traditional voltage control algorithm, the harmonic content of
the distributed harmonic storage structure voltage reactive power control algorithm is
between the two, the harmonic content is 4.25%. The harmonic high frequency com-
ponent is mainly distributed around 2 times of the switching frequency, while the
harmonic low frequency component is distributed between the two, which is a great
improvement compared with the traditional voltage control algorithm.

4 Conclusion

With the development of distributed power technology, voltage and reactive power
control is a new type of voltage structure. It can not only connect the traditional
voltage, but also operate in isolation. Because of the intermittent energy access, the safe
and stable operation of voltage and reactive power control can not be separated from
the energy storage system. The hybrid energy storage system of liquid flow battery and
super capacitor can give full play to their advantages, increase the growth space of their
own advantages, and significantly extend the cycle life of energy storage elements. In

Fig. 3. Comparison of experimental results
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the safe and reliable operation of distributed hybrid energy storage structure under big
data, energy storage technology is the key, which plays an important role in uninter-
rupted power supply, improvement of power quality and improvement of photovoltaic
power supply performance. The voltage reactive power control algorithm combines the
characteristics of energy and power storage, which reduces operating costs and greatly
improves the utilization of energy storage. In this paper, the distributed hybrid energy
storage structure is used and its characteristics are analyzed, and the voltage reactive
power control model is established. On this basis, the voltage reactive power control
algorithm is implemented. The shift of voltage and frequency is also regarded as the
key point of optimization. Taking the minimum square sum of shift as the objective
function, on the basis of stability optimization results, the droop coefficients KPF and
kqv are updated through multiple simulation calculations, and finally an optimization
program with internal and external cycles is formed. The intermittent energy such as
fan can be regarded as the load with negative power, and its transient characteristics are
ignored and replaced by load. Then the small signal model is derived in the simplified
microgrid. In the future research, in order to get more accurate parameter optimization
results, we should study the small signal model derivation method for complex net-
works, and then expand the application scope of this method.
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Abstract. Materials have always been a hot issue in people’s eyes. With the
increasing demand for materials, the performance of various carbon nanotube
composites is insufficient to meet people’s needs. Therefore, the performance of
carbon nanotube composites based on fuzzy logic is proposed. Optimization
Analysis. Firstly, the performance equivalent parameters are calculated. On this
basis, the material ratio and the standard geometry are refined. Finally, the
performance of the carbon nanotube composite is optimized by the fuzzy
relation matrix. The experimental results show that the optimization method can
effectively improve the stability, conductivity and bearing capacity of composite
materials, and prove that the optimization method can improve the performance
of composite materials.

Keywords: Fuzzy logic � Carbon nanotubes � Performance optimization �
Composite

1 Introduction

Carbon nanotube composite material is a kind of nanocomposite material. The special
structure and superior properties of carbon nanotubes have attracted the attention of
many people and have become a hot research topic in nanocomposites [1]. Through the
development of technology, carbon nanotube composite materials have gradually
developed into various types, including: carbon nanotube-metal composite materials,
carbon nanotube-ceramic composite materials, and polymer-based carbon nanotube
composite materials, even so There are still some problems to be solved in the field of
composite research of carbon nanotubes.

At present, relevant experts in this field have also obtained some good research
results. In literature [2], flexible poly (3, 4-ethylene dioxyethiophene)/single-walled
carbon nanotube (PEDOT:SWCNT) thermoelectric composites were prepared by
dynamic three-phase interfacial polymerization and physical mixing. Conclusion: The
content of SWCNT has great influence on the thermoelectric property of composite.
The maximum power factor reaches 253.7 ± 10.4, which is one of the highest power
values of polymer-based thermoelectric composite materials. In literature [3], a simple
electrophoretic deposition method was proposed to deposit copper and carbon
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nanotubes on the surface of carbon fiber to improve the thermal conductivity and
interfacial properties of carbon fiber reinforced composites. Surface morphology,
crystallization property, thermal conductivity, interlaminar shear strength (ILSS) and
element distribution of the composite were characterized by scanning electron micro-
scopy (SEM), X-ray diffraction (XRD), thermal constant analysis, short-beam bending
test and SEM energy dispersive X-ray diffraction (SEM - EDX). However, the above
traditional methods fail to calculate the equivalent parameters of material properties and
ignore the refinement of material ratio and standard geometric shape, which results in
the unsatisfactory application effect.

In order to solve the defects of its performance, it is improved based on fuzzy logic.
Based on multi-valued logic, fuzzy logic is used to study the science of fuzzy thinking,
language form and its laws. Through this reasoning method, the performance of carbon
nanotube composites can be improved, so that it can be more effectively utilized in
various fields.

2 Performance Optimization Model Design of Carbon
Nanotube Composites

2.1 Performance Equivalent Parameter Calculation

In order to accurately optimize the performance of carbon nanotube composites, it is
necessary to calculate various properties, convert various performance into equivalent
parameters, and convert some performance into intuitive data so that the performance
status can be calculated by calculation. First, the various properties should be equiv-
alently converted to reflect the conductivity, thermal conductivity, stability, and
mechanical properties of the carbon nanotube composite. First, the conductivity is
equivalently converted into an electromagnetic parameter, and the electromagnetic
parameters are calculated. The macroscopic electromagnetic parameters characterizing
the electromagnetic properties of materials have different physical quantity represen-
tations in applications without application. In the study of absorbing properties of
materials, complex magnetic permeability and complex permittivity are used. The
absorbing properties of materials depend on their complex permittivity and complex
permeability, so accurate measurement of the electromagnetic parameters of materials
is a prerequisite for material absorbing properties. At present, the measurement method
of electromagnetic parameters of materials mainly uses the cavity method, and the
prepared ring sample is placed in a coaxial line or a rectangular waveguide sampler,
and then the C-scattering parameter of the sample to be tested is automatically detected
by a microwave vector network analyzer. The measurement process is shown in Fig. 1.
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The meaning of the C parameters in the figure is: S11 is defined as the ratio of the
reflected energy of the port 1 to the energy of the input signal of the port 1; S21 is
defined as the ratio of the energy transmitted to the port 2 through the sample to be
tested and the energy of the input signal of the port 1; S22 is defined as the ratio of the
reflected energy of port 2 to the energy of the input signal of port 2; S12 is defined as
the ratio of the energy transmitted by port 2 through the sample to be tested to the
energy of port 2; according to the measured S11, S21, S12, S22 scattering parameters,
using the formula to calculate electromagnetic parameters.

K ¼ ðC2
11 � C2

21Þþ 1
2C11

ð1Þ

T ¼ ðC11 þC21Þ � ðK �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
Þ

1� ðC11 þC21ÞðK �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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p
Þ ð2Þ

1

k2
¼ �½ 1

2pl
ln(

1
At
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For coaxial systems, the electromagnetic wave is a TEM wave, and the formula for
calculating the complex permittivity and complex permeability is:

l ¼ ð1þK �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
Þk0

kð1� K �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
Þ ð6Þ

Fig. 1. Electromagnetic parameter C measurement flow chart

Performance Optimization Analysis of Carbon Nanotube Composites 105



e ¼ ð1þK �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
Þk0

kð1þK �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
Þ ð7Þ

In Eqs. 1–7, k0; k; kc are the wavelength of free space, the wavelength in the medium,
and the cutoff wavelength in the waveguide. l;At are the thickness of the sample and
the transmission coefficient of the medium. From this, the method for solving the
electromagnetic parameters can be obtained, which can be further optimized. In
addition, there are other performance parameters that need to be solved and calculated.
The thermal conductivity of carbon nanotube composites is calculated as:

k ¼
kc;f
kc;ao

þðn� 1Þþ ðn� 1Þð kc;fkc;ao
� 1Þv

kc;f
kc;ao

þðn� 1Þþ ð kc;fkc;ao
� 1Þv

kc;ao ð8Þ

Where: kc;ao is the composite thermal conductivity, n is the fiber shape factor, v and v0
are the volume ratio of the composite, respectively; kc;f is the thermal conductivity of
the thermal conductivity factor, so that the thermal conductivity can be calculated. The
mechanical properties mainly refer to the compressive properties and are also important
parameters for the mechanical properties of carbon nanotube composites. The
mechanical properties of carbon nanotube composites were obtained by fitting the
scaling law:

E ¼ aqbc ð9Þ

Where: E is the target value for characterizing mechanical properties, and a and b are
the fitting coefficients, which are the density of the carbon nanotube composite.

2.2 Refinement of the Material Ratio

When preparing the carbon nanotube composite material, the carbon nanotube as the
filler can reduce the impurity doping amount, thereby improving the performance of the
composite material; In the composite material in which the carbon nanotubes are
combined in a loosely combined manner, the loading of adjacent carbon nanotubes is
not caused by the failure of a small amount of fibers, thereby realizing material rein-
forcement; Carbon nanotubes have the typical stability and affinity of carbon materials,
but the difference is that the outer layer of carbon nanotubes has high chemical activity
and can form stable chemical bonds with matrix materials. The material thus prepared is
thus enhanced in stability. According to the ratio of ferric chloride: citric acid = 1:2,
nitric acid drill: citric acid = 3:2, the corresponding drugs were weighed, placed in two
beakers, dissolved in a small amount of distilled water, and then placed in a water bath at
80 °C for stirring. During this process, HCl gas and gas are continuously released. The
solutions in the two beakers were then mixed and then placed in a water bath at 80 °C
until the liquid was a viscous gel. The obtained sol was placed in an oven at 120 °C for
3 h to obtain a dried gel. The obtained gel was calcined in a muffle furnace at 500 °C
for 2 h, and the sample was naturally cooled in a furnace to obtain a drill ferrite [4].

106 T. Wang and W. Zheng



Then, the ferrite and the carbon nanotubes of different masses are uniformly mixed,
20 mL of anhydrous alcohol is added, and then ultrasonically dispersed for 40 min.
After drying, the product is uniformly mixed with paraffin, and composite samples with
different mass fractions of carbon nanotubes are obtained. The mass fraction of each raw
material in the sample is shown in Table 1.

In order to obtain better results, a protective film can be applied on the surface of
the prepared carbon nanotube composite material, and the coating can affect the
electrical conductivity of the carbon nanotube composite material, that is, the elec-
tromagnetic parameter, that is, the absorbing coating. The absorbing properties of
absorbing materials depend on two important factors: one is the impedance matching of
the material to the air, and the other is the ability of the material to attenuate the
propagation of electromagnetic waves, both of which depend on the electromagnetic
parameters of the material. As the content of carbon nanotubes increases, the ability of
the material to transmit microwaves into the coating increases rapidly, and the impe-
dance matching of the coating with air gradually decreases. Therefore, when the
content of carbon nanotubes is small, as the content of carbon nanotubes increases, the
total loss of the coating increases with microwaves; when the content of carbon nan-
otubes in the coating increases to a certain extent, the total amount of materials to
microwaves The loss reaches the maximum; continue to increase the content of carbon
nanotubes in the coating, because the microwave energy entering the coating is rapidly
reduced, even if the loss of the material to the microwave is enhanced, the microwave
transmitted into the coating is greatly weakened, so the coating The total loss of the
layer to the microwave is rapidly weakened [5]. In order to achieve the desired
absorbing performance, the ratio of the coating needs to be very precise, and the index
of “thin, wide, light and strong” should be achieved. In addition to selecting suitable
absorbing materials, it must have a perfect structural design.

2.3 Refinement of Standard Geometric Shapes

Carbon nanotubes are a one-dimensional quantum material with a distinctive structure,
also known as a bucky tube. The reason why its structure is different is that it is a
coaxial tube with hexagonal carbon atoms stacked. A number of layers or dozens of
layers, each layer has a fixed distance between them, the value is generally 0.34 nm,

Table 1. Material quality score ratio

Sample Mass fraction
FeCl3 � 6H2O CoðNO3Þ2 � 6H2O Citric acid

1 23.65% 46.28% 0.36%
2 27.31% 43.95% 0.56%
3 24.58% 41.97% 0.74%
4 21.97% 47.55% 0.81%

Performance Optimization Analysis of Carbon Nanotube Composites 107



the diameter is generally 2–20 nm. Because its structure is not necessarily a single
hexagon, it may also contain pentagons and heptagons, so in the process of superim-
position and weaving, it may appear uneven in some places, so that the carbon nan-
otubes are not always straight. If the pentagon is located at the top of the carbon
nanotube, a carbon nanotube seal is formed. Conversely, when the heptagon appears,
the nanotube is recessed, as shown in Fig. 2.

Its structural speciality is also reflected in the fact that two adjacent carbon nan-
otubes are not connected to each other, but have a certain distance. Assuming that the
displacement of the upper and lower surface layers at the interface is continuous, the
lower surface of the first layer has the following displacement relationship with the
upper surface of the second layer:

x1 þðh1
2
Þh1 ¼ x2 þðh2

2
Þh2 ð10Þ

In the formula, h1; h2 respectively represent the thicknesses of the respective layers,
x1; x2 respectively represent the mid-plane displacement of the respective layers, and
h1; h2 respectively represent the corners of the plane normal axis and the Y-axis of the
respective layers.

After specifying the movable displacement of the carbon nanotube composite
material, the selection of the center of gravity in the material plays a stable role in the
entire geometric structure. If the selection of the re-point is slightly biased, the stability
of the structure will be affected [6]. In the actual operation, if you want to get a more
accurate result, you can choose a higher center of gravity sampling, thus reducing the
correction of the limited base set. In the calculation of various materials, carbon
nanotubes need special attention, and its energy band calculation is different from other

Fig. 2. Carbon nanotube geometry
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materials. In addition to the general precision and the setting of the base group, the
structure is also considered. The difference caused. When selecting the center of gravity
point, you cannot use the method of setting the center of gravity of the usual material,
but should consider its unique characteristics, using only one center of gravity point in
the XY direction and more center of gravity point in the Z direction. First, you must
check the band structure to manually customize the center of gravity to meet the needs.
The initial selection start point is (0, 0, 0), and the end point is (0, 0, 0.5), and is
continuously optimized according to the experimental results. T he process of nor-
malizing the geometry finds the structure with the lowest energy, that is, the structure
that can be relatively stable, by calculating the optimized structure. In addition, in order
to prevent the energy from being unreasonably accounted for in the change of the total
energy, the calculated total energy error is increased, so that the error of other attribute
calculations is further increased, and the energy is minimized to adjust the structure. It
combines the advantages of high specific strength, specific stiffness and stability of the
composite.

2.4 Fuzzy Relation Matrix Implementation Performance Optimization

The properties of carbon nanotube composites depend on various factors such as the
properties, proportions and geometry of the components of the composite. After the
various performance factors in the material are formulated and calculated, the fuzzy
relation matrix is applied to finally optimize the performance. Let the set of factors be
A ¼ fa1; a2; . . .amg, the composite performance set be B ¼ fb1; b2; . . .bjg, and the
influence of set A on set B:

Where R is the fuzzy relationship, each element in the set A is the amount, per-
formance, phase geometry and other factors of each component in the composite; each
element in the set B is the performance parameter of the composite, including the
process performance and interface properties of the composite., mechanical properties,
physical properties, stability, etc., then ARB means that set A has a fuzzy influence on
set B [7, 8]. If there is no resistance and synergistic effect between the components in
the composite, it can be called the orthogonal component factor. At this time, the
composite property is written as the algebraic sum of the individual factors.

bj ¼
Xl

d¼1

gjdðad1; ad2. . .; adiÞ ð11Þ

Where: l is the number of components; adi is the i-th factor of the d-th component. In
general, composite properties can be written as a relational expression of component
content [9]. The formulation test of materials is often to find out the relationship
between performance and content. If the component addition amount is set to:

X ¼ x1; x2; . . .; xj
� � ð12Þ
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Then the relationship between performance and factors can be written as:

bj ¼
X

gjdðxd xd 2 XÞj ð13Þ

In the formula, xd is the amount of component d, X is the amount of component added;
gj;d is the function of the degree of influence of the amount of component D (relative)
on the properties of composite material J. Its form is determined by the properties and
phase geometry of component D. That is to say, C includes all factors except the
amount of component d, such as the performance and phase geometry [10–12]. The
subordinate degree vector of the properties of composite material type J to the per-
formance level is H, and the performance value is at this time:

b ¼
X

hk
.X

h ð14Þ

Then the influence of adding vector on J performance is aRb [13]:

R ¼
R11 \R12 \ . . .R1q

R21 \R22 \ . . .R2q

. . .. . .
Rp1 \Rp2 \ . . .Rpq

8>><
>>:

9>>=
>>;

ð15Þ

The degree of influence of the amount added on the performance, in the graph is to
move the performance curve þðbj1 � bj0Þ, that is, the number of intervals moved
þðbj1 � bj0Þ. The performance of the material is optimized by the fuzzy relation
matrix to obtain the required performance and required performance level of the
material.

3 Experimental Results and Analysis

In order to verify the optimization effect of the performance of the carbon nanotube
composite, the experimental verification was carried out, the carbon nanotube com-
posite material was prepared according to the optimization scheme, the sample char-
acterization was measured and analyzed, and the phase composition of the sample was
determined by X-ray diffraction method, and observed by scanning electron micro-
scopy. The particle size and morphology of the ferrite component in the sample were
measured by microwave vector network analyzer to determine the electromagnetic
parameters of the sample composite in the 2–18 GHz band [9]. After the initial
parameters were determined, the performance test was carried out. In order to ensure
the rigor of the test, a comparative experiment was set up in the test, and the unopti-
mized carbon nanotube composite material was the most contrasted, and the conduc-
tivity comparison result is shown in Fig. 3.
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It can be seen from the figure that the conductivity changes gradually as the
material usage time increases, and the conductivity of the carbon nanotube composite
material before and after optimization is between 1–2 when not in use, but with time
The growth of the optimized carbon nanotube composites is on the rise, while the
unoptimized carbon nanotube composites are declining. It can be seen that the opti-
mization of the carbon nanotube composite can improve the conductivity (Fig. 4).

Fig. 3. Conductivity comparison results

Fig. 4. Stability comparison results
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After the stability analysis and comparison, it is found that the carbon nanotube
composite material has its life cycle, and the stability of use in the life cycle gradually
rises until the best period of life use, but in comparison, the optimized carbon nanotube
composite material Stability can last longer and the stability factor is twice that of the
unoptimized composite, which is enough to prove that the performance optimization
scheme has the function of enhancing material stability, and the effectiveness of the
optimization scheme is determined.

In order to further verify the effectiveness of the performance optimization method
of carbon nanotube composites based on fuzzy logic, the aluminum carbon nanotube
composites proposed in literature [2] and the metastable nickel (-carbide)/carbon
nanocomposites in literature [3] were used as the experimental control group, and the
bearing capacity of different materials was compared. The vertical axis of the experi-
ment is the maximum pressure value of the material, which represents the maximum
pressure capacity of the material. After reaching this value, the material will fracture.
The specific experimental results are as follows:

According to the experimental results in Fig. 5, under the condition of constant
pressure on the four groups of experimental materials, the carbon nanotube composites
analyzed by methods in literature [2] and [3] broke under the pressure of 150 N to
400 N. In contrast, the performance optimization effect in this paper is more obvious.
When the pressure level is nearly 500 N, the optimized carbon nanotube composite
material in this paper will fracture. The experimental results show that the properties of
carbon nanotube composites have been optimized effectively and the toughness has
been enhanced.

Fig. 5. The pressure properties of materials in different experimental groups were tested
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4 Conclusion

The unique properties of carbon nanotubes give them many opportunities in the field of
composites. Carbon nanotube composite materials have been widely used in life.
However, there are still some problems with carbon nanotubes, such as the dispersion
of the prepared mixture, the preparation cost and quality of the carbon nanotubes.
However, the good performance exhibited by carbon nanotubes and their composites
will definitely make them better applied to life.
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Abstract. In view of the low filtering accuracy of traditional bad information in
the massive data environment, the security filtering algorithm of network
dynamic bad information is innovated and improved in the big data environ-
ment. Combining the data set analysis algorithm with the grey statistics theory,
this paper evaluates the dynamic information security status of the network
structure, extracts the information security features in the evaluation results,
compares the data features in the network structure, detects the dynamic time
domain range of bad information, and filters and corrects the information in the
time domain by nodes and channels, so as to realize the security of the dynamic
bad information of the network The experimental results show that the dynamic
bad network information security filtering algorithm based on big data analysis
is more accurate and effective than the traditional algorithm, with high accuracy
and the shortest time, and can be used in the network dynamic bad information
security effectively, which meets the research requirements.

Keywords: Big data � Network dynamics � Bad information � Filtering

1 Introduction

With the arrival of the era of big data, the rapid development of network technology has
gradually penetrated into various fields, and become an indispensable part of people’s
daily life and work. With the continuous expansion of network scale, the increasing
number of network equipment, applications and services, the effective management of
network dynamic bad information is gradually increasing difficulty. The information
age brings not only science and technology, but also technology security issues such as
science and technology. Network is the most potential new technology product in the
21st century. With its rapid development, network has penetrated into every field of
people’s daily life. Therefore, how to effectively diagnose the hidden dangers of net-
work operation, effectively filter the bad network information and reduce the loss of
information to the network has become the focus of current research [1, 2]. For this
reason, researchers in related fields have done a lot of research.
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In reference [3], an intelligent prediction method of network abnormal failure rate
based on big data analysis and fault spectrum feature extraction is proposed. The
correlation spectrum feature detection method is used to collect network abnormal
failure data, the collected network fault information feature is matched and filtered, and
the adaptive beamforming method is used to focus the network fault big data, The
extracted network fault big data is classified and identified by fuzzy clustering method,
and the intelligent prediction of network abnormal fault rate is realized under the big
data, so as to ensure the safe operation of network information. This method can
effectively reduce the security of network information, but it focuses on the study of
network fault, and seldom considers the network security information. In reference [4],
a network information security monitoring system is designed to solve the problems of
weak de joint analysis ability, response, processing ability and insufficient monitoring
breadth and depth. The data layer of the system uses web service and Oracle10g
database to collect and store network logs, and carries out data exchange, communi-
cation and encryption through soap and SSL; uses J2EE platform to realize data
analysis service; uses flex to realize cross platform display. The proposed system can
quickly respond to all kinds of network security attacks and improve the work effi-
ciency and work level of network information security monitoring. However, the lack
of consideration on the filtering of complete network information leads to poor filtering
effect of bad security information. In reference [5], aiming at the deficiency of existing
information security evaluation algorithms in dealing with subjective attitude deviation
of multi experts, and the traditional sequential machine learning model method to deal
with the problem of deviation accumulation in time period, a deep sequential infor-
mation security evaluation algorithm based on depth fuzzy correction is proposed.
Firstly, the expert fuzzy evaluation index is constructed by trigonometric fuzzy func-
tion, and then the modified weighted DS evidence reasoning correction index is used,
then the loss and possibility matrix features are created, and finally the information
security is evaluated by deep time series network. The simulation experiments are
carried out on MIT data set. The experiments analyze whether the features can cope
with multi expert conflicts, and evaluate the accuracy, robustness and time efficiency of
the algorithm. The proposed algorithm has stronger fuzzy evaluation ability, stronger
ability to deal with conflict opinions among experts, and more accurate information
security evaluation in time sequence, but the efficiency of the algorithm is low.

In the complex Internet environment, the messages sent and received by the net-
work are affected by bad information, which leads to the impact of network security.
An intelligent filtering method of bad information in mobile network environment
based on mode matching is proposed. This method analyzes the weight of all the
information in the network. Based on this, the network information feature database is
designed. According to the ontology element weight of positive information, Bayesian
classification algorithm is introduced to classify the network information in the data-
base, and the classified network information data are screened for bad information to
realize the filtering of bad information. This method can effectively classify informa-
tion, but there are many positive information in the filtered information, which is not
conducive to universal application. In reference [6], an efficient filtering method for
spam information in double buffered communication networks is proposed. In this
method, the existing information in the network is processed by dimension, and then
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the network information is partitioned according to the different dimensions. The
principal component analysis method is introduced to gain the network information of
each area. The boosting algorithm is used to construct the spam information filter, and
the extracted information features are input into the spam information filter to filter the
spam information existing in the double buffer communication network, To achieve
efficient filtering of spam information in double buffer communication network. This
method can realize the filtering of bad information quickly, but the accuracy of filtering
information needs to be improved.

Based on the above problems, this paper proposes a dynamic bad information
security filtering algorithm based on large amount of data. By using the nonlinear time
series location algorithm, we can quickly extract and filter the bad information features,
ensure the normal operation of the network, and avoid the loss caused by the failure of
network security information. The experimental results show that the proposed algo-
rithm can effectively filter the network dynamic bad information security and has high
efficiency.

2 Network Dynamic Bad Information Security Filtering
Algorithms

2.1 Network Information Security Situation Assessment

By investigating a large amount of data, a method of evaluating network security
situation based on data set analysis algorithm is proposed. The design of network
information security situation assessment algorithm is mainly based on grey statistical
theory. Assuming that the characteristic quantity of network information’s security
behavior is S0, the acquisition factor’s behavior characteristic is Si � S0, the data
security is observed on the network information sequence t, and defined as
S0 tð Þ; t ¼ 1; 2; . . .; nð Þ, the sequence of network security information’s characteristic
behavior can be deduced by combining grey statistical theory, and the sequence of
network security information’s characteristic behavior is S0 tð Þ ¼ S0 1ð Þ; S0 2ð Þ. . .½
S0 nð Þ�. From this, we can deduce that the sequence of network bad information
characteristic factors is as follows: Si t0ð Þ ¼ Si 1ð Þ; Si 2ð Þ; . . .; Si nð Þ½ �. Among them, t0 is
the indefinite value of information detection time, bad information index, object
number, etc. It can be concluded that the correlation coefficients of sequence Si and S0
at t point are defined as:

d0iðtÞ ¼
min
i

min
t

S0ðtÞ � SiðpÞj jk þ lmax
i

max
t

S0ðtÞþ SiðpÞj j
S0ðtÞþ SiðpÞj j þ lmax

i
max

t
S0ðtÞ � SiðpÞj ja ð1Þ

Among them, l is the evaluation value of the attack that may occur during the
operation of network bad information, k is the operation time of network, and a is the
number of kinds of bad information that network structure suffers. If n is the degree of
harmfulness of bad information to network security attacks, the above algorithms are
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combined to collect and process the characteristics of bad information in large data
environment. The algorithms are as follows:

dðS0; SiÞ ¼ 1
n

Xt

i¼1

10l0iðtÞ; l 2 ð0; 1Þ ð2Þ

Combining the above formulas, we can conclude that the evaluation algorithm of
the t security situation evaluation index of network structure R under the influence of
bad information is as follows:

RsiðtÞ ¼ dðS0; SiÞ
Xt

i¼1

10l0im ð3Þ

Among them, v is the number of network structure information supply types. Com-
bined with the above algorithm, the hidden dangers of bad information security in
cloud computing network are extracted, and the situation of network information
security is evaluated.

2.2 Dynamic Time Domain Location of Bad Information

In the context of the current large data network environment, the scale of data is
relatively large, resulting in complex bad information, relatively strong perturbation to
the network structure, and easy to lead to network information failure. Therefore,
combined with data feature mining algorithm to locate the bad information in the
network today, in order to mine the bad information accurately and avoid the inter-
ference of bad information (Fig. 1).

Aiming at the attack degree analysis model of bad information in the figure above,
the time-domain location analysis and processing are carried out. The scalar time-
domain location sequence of network bad information dynamic data is set as follows:
a tð Þ; t ¼ 0; 1; ::; n� 1. The basic screening function algorithm of bad information
location signal can be described as:

x ¼ x1; x2; :::; xN½ � 2 QmN ð4Þ

Fig. 1. Time domain analysis model of bad information attacks
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The time-domain feature analysis method is used to decompose the characteristic data
of bad information in the network in two gradient directions in the horizontal and
vertical direction. The maximum gradient difference algorithm of data mining can be
obtained as follows:

f ¼ 1
i� j

Xj

x¼1

RsiðtÞ
Xi

j¼1

f xð Þj ja tð Þ ð5Þ

Formula (5): f is the correlation coefficient of bad light signal feature mining.
According to the above formulas, the directional feature range algorithm of bad
information location area is as follows:

p ¼ a tð Þ QmN

ffiffiffiffiffiffiffiffiffi
xð Þm

p ffiffiffiffiffiffiffiffiffiffiffi
f xð ÞN

q ð6Þ

Assuming that the channel of bad information communication data transmission
channel in network structure is continuous, the obtained frequency domain model is:

Gn ¼ fij½aðt0Þ�i þ d
Y

f � RsiðtÞ ð7Þ

In the formula, t is the range of difference of information feature ranking and fij is
the error parameter of bad information filtering. Through the above steps, it can provide
an effective reference and data basis for the filtering of bad information security by
investigating the bad information domain of the network [7].

2.3 Network Dynamic Bad Information Filtering Method

According to the demand of bad information filtering in network, the information
security filtering model is constructed. By establishing the data security set, the security
data eigenvector is set as: F¼ X; Yð Þ, where X is the set of limited non-empty security
activity information terminal objects en in the network structure, and Y is the set of all
bad information elements in X. If the direction of security information transmission is:
en; emð Þ 2 Y . Among them, en is the impact of bad information on network information
em. Each item en has a designated security weight of zn, which fully considers the
failure probability of any bad information active terminal object depending on en, so as
to filter bad information effectively. Its filtering algorithm is as follows:

L ¼
Y

FðX;YÞ � zn en ! em½ �0Gn ð8Þ

Combining with the above algorithm, the bad information is filtered, and the
information transmission path weighting more than zn is found in the network structure,
as well as the shortest path from the bad information feature point to other feature
points, so as to avoid the attack of bad information and potential information security
risks through the route checking and control [8]. Connect all effective paths in the
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process of information transmission in time, and form bad information filtering and
early warning location domain whose structure is shown in the Fig. 2.

It can be seen from the graph that different kinds of network nodes are universal in
network structure. Impression needs to filter bad information in time by modifying
network parameters to provide support for fast fault location of network communica-
tion [9, 10]. Combined with the above algorithm, the steps of network bad information
security filtering in large data environment are improved and perfected. The network
dynamic bad information filtering process is shown in the following Fig. 3.

In order to accurately complete the information filtering process and avoid the
harmful information influence, damage and other phenomena in the process of infor-
mation use, the security encryption steps are added. By calculating the time domain
range of information security, the network security structure is encrypted and
strengthened, and the dynamic bad information of the network is intelligently filtered

Fig. 2. Time-domain location of bad information filtering

Fig. 3. Network dynamic bad information filtering process
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and intercepted to effectively protect the network information system. Data security
[11, 12].

2.4 Implementation of Dynamic Information Security Filtering

After determining the network topology, the coverage rate of network nodes and the
occupancy rate of network information transmission channels are calculated by judging
the bad information, so as to search and filter the bad information pertinently. The
filtering steps are as follows:

All bad information received within a fixed time interval forms a set of bad
information feature sources;

Step 1: Relevant information of all bad information received has N sets of entity
objects.
Step 2: For any object in the entity’s bad information set, it can accurately locate
and screen the bad information.
Step 3: In the process of information filtering, bad information and security
information can be divided into two subsets, namely, left subset U (bad information
set) and right subset N (new security set). Each information feature in the set has the
greatest interdependence.
Step 4: The iteration process is implemented until the iteration result is a single
point source set. The common features of left and right subsets of information are
sorted from bottom to top or from top to bottom in order to reduce the complexity of
filtering the information. By calculating the time-domain location of bad informa-
tion, we can accurately detect all possible factors of bad information in all locations,
and ensure the normal operation of network communication.
Step 5: Randomly extract two common characteristics of bad information in any
non-left subset;
Step 6: Find the nodes that can explain the common characteristics of two bad
information at the same time;
Step 7: Use these nodes to replace the common characteristics of the original
security information, and record and compare them.
Step 8: Repeated acquisition of bad information characteristics until there is no
intersection between the two bad information.
Step 9: Determine the propagation node of bad information in the network structure.

In order to accurately obtain the feature interpretation of each bad information, it is
necessary to find the bad information transmission nodes in the network structure, and
calculate the bad information factor between each node through the cross chain storage
method. The maximum common factor method is used to construct the filtering step
formula of dynamic bad information in network structure, which is as follows:

U1 \N1ð Þ [ U2 \N2ð Þ [ :::[ Un�1 \Nn�1ð Þ [ Un \Nnð Þ ð9Þ

According to the results of the above steps, the best feature interpretation of all bad
information in the network structure can be accurately obtained, thus effectively
completing the security filtering of dynamic bad information in large data networks.
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3 Analysis of Experimental Results

3.1 Experimental Environment

In order to verify the accuracy of network dynamic bad information security filtering
algorithm under large data analysis, experimental verification and analysis are carried
out. The experiment is based on the Matlab environment. The specific experimental
environment is shown in Fig. 4:

3.2 Experimental Parameter Setting

Assuming that the network nodes are distributed in 2000 m � 2000 m uniform array
area in large data environment, the experimental parameters are set as shown in
Table 1.

According to the experimental environment and the results of parameter setting, the
experimental contents were analyzed. In the same environment, the accuracy of the
network dynamic bad information security filtering algorithm is compared and tested
under the large data analysis, and the calculation results are recorded.

Fig. 4. Experimental environment

Table 1. Settings of experimental parameters

Parameter Remarks

Network frequency band 3 kHz–8 kHz
Information carrier frequency and time domain 3 ms
Initial frequency of information 0.15 Hz
Number of sampling points 256个
Bad information domain scope −15 dB–15 dB
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3.3 Analysis of Experimental Results

3.3.1 Analysis of Filtering Accuracy of Network Information
with Different Algorithms
In order to verify the effectiveness of the proposed method, the experiment analyzes the
accuracy of the proposed algorithm and the traditional algorithm for network
bad information filtering, and the experimental results are shown in the table below
(Tables 2 and 3):

Comparing with the above results, it is not difficult to find that compared with the
traditional bad information security filtering algorithm, the error rate of the proposed
dynamic bad information security filtering algorithm is relatively lower, which shows
that the accuracy of this method is relatively higher. The experiment analyzes the
prediction value, the actual value and the error value. It can be seen from Table 1 that
the maximum error value of the proposed algorithm is 0.02, and it is found in the
experiment that the difference between the actual value and the predicted value of the
proposed algorithm is relatively small; while the minimum error value of the traditional
method is 0.08, and the difference between the international value and the predicted
value is relatively large. Through the comparison, it can be seen that the proposed
algorithm has a high accuracy when filtering the bad information of the network, which
is verified The effectiveness of the proposed algorithm.

Table 2. Bad information security filtering algorithm in this paper

Practical value Forecast value Error value

0.24 0.22 0.02
0.45 0.45 0.00
0.41 0.40 0.01
1.02 1.00 0.02
1.45 1.45 0.00
0.84 0.86 0.02
0.54 0.55 0.01

Table 3. Traditional bad information security filtering algorithms

Practical value Forecast value Error value

0.24 0.22 0.12
0.45 0.45 0.08
0.41 0.40 0.23
1.02 1.00 0.14
1.45 1.45 0.32
0.84 0.86 0.12
0.54 0.55 0.23
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3.3.2 Gradient Analysis of Network Information Filtering Based
on Different Algorithms
In order to verify the practicability of the algorithm, the gradient in the process of
information filtering is detected. In the experimental process, the higher the gradient is,
the worse the practicability is. The test results are plotted as follows (Fig. 5):

Through the above test results, it is not difficult to find that compared with the
traditional bad information filtering algorithm, the proposed algorithm has lower data
gradient and significantly improved stability, so it is proved that the proposed algorithm
has better practicability and fully meets the research requirements.

3.3.3 Time Consuming Analysis of Network Information Filtering
with Different Algorithms
In order to further verify the feasibility of the proposed algorithm, the time-consuming
of the proposed algorithm and the traditional algorithm in filtering network bad
information is analyzed in the experiment, and the experimental results are shown in
Fig. 6:

Fig. 5. Comparisons of experimental results
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It can be seen from the analysis of Fig. 6 that there is a certain gap in the time taken
by the two methods for filtering the bad network information. Among them, the pro-
posed algorithm takes the shortest time and the traditional method takes longer time.
The validity and feasibility of the proposed algorithm are verified.

4 Conclusion

In the complex large data network environment, the accurate perception and prediction
of information security situation has become a key issue of current research in various
fields. Aiming at the problems of low precision and low efficiency of traditional bad
information filtering algorithm, a dynamic bad information filtering algorithm based on
data mining and large data information processing is proposed. Experiments show that
the accuracy and practicability of the proposed method are significantly improved
compared with traditional methods.
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Abstract. In order to introduce the grid power flow model to intelligently
monitor the network security situation, a model based on grid power flow is
established. In the construction of the network security situation intelligent
monitoring system, the hierarchical database is protected and managed, the
attacks brought by the network security situation are changed, and the network
security situation level protection system is improved and improved. On this
basis, the network trend correction factor is introduced, and the network security
situation is normalized according to the network security situation value. The
network information flow is processed uniformly, and the intelligent monitoring
model of network security situation based on power flow is built. Compared
with the traditional network security situation intelligent monitoring model, the
application of network security situation intelligent monitoring model can
effectively solve the uncertainty and fuzziness of information provided by
various network security devices.

Keywords: Power flow � Network evaluation index � Network security
situation � Risk assessment

1 Introduction

The power flow of power grid is based on the determination of the network structure
and the equivalent load power of distribution network. By controlling the output power
of large-scale thermal power and hydropower, as well as flexible adjustment of
transformer adapters and reactive power compensation equipment, under the condition
of network security constraints, the goal of minimizing power generation cost, mini-
mizing network loss and minimizing environmental pollution can be achieved. Com-
pared with economic dispatch, the optimal power flow model is more complex, and the
solution method becomes the most important problem to be studied [1]. The opti-
mization model is decomposed into active sub-problems and reactive sub-problems by
utilizing the weak coupling relationship between “active-phase angle” and “reactive-
voltage” of transmission network. The overall optimization is realized by alternating
iterations, which reduces the scale of the problem and improves the calculation effi-
ciency. In addition, with the advancement of optimization mathematical theory and
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computer technology, a series of effective solutions such as simplified gradient method,
linear programming method, quadratic programming method and Newton method have
emerged, especially the application of linear and non-linear interior point method with
polynomial time complexity in optimal power flow, which makes it possible to quickly
solve optimal power flow problems.

Network security situation is a macro response to the network operation status. It
reflects the past and current status of a network, and monitors the possible network
status in the next stage. Its original information comes from network management
equipment, network security equipment, network monitoring equipment [2]. Through
the mathematical processing and integration of these data, we can generate numerical
values and charts that can reflect the operation of the network. By analyzing the
relationship between network attack and network situation, an intelligent monitoring
model of network security situation is proposed. The model provides knowledge
support for network security situational awareness, understanding and decision-
making. At the same time, through the combination of network security situation
knowledge base and power flow theory, network security situation awareness and
situation understanding can solve the uncertainty and fuzziness of information provided
by various network security devices. By accurately synthesizing the information
obtained by various network security devices into a unified description of the envi-
ronment, the correct decision-making ability of the intelligent monitoring model of
network security situation can be enhanced. Aiming at the problem that the existing
network security technology can not monitor the future security situation of the net-
work, a model of intelligent situation monitoring based on power flow is proposed,
which takes advantage of the characteristics of network security situation value with
non-linear time series and the advantages of neural network in dealing with chaotic and
non-linear data. The experimental results show that. The model can accurately obtain
the monitoring results of situation values and help network managers make security
decisions.

2 Design of Intelligent Monitoring Model for Network
Security Situation Based on Power Flow

Through the establishment of intelligent monitoring system for network security sit-
uation, the protection and management of hierarchical database, and the improvement
of power flow coupling, the improvement of power flow coupling can be achieved. The
specific operation method can be carried out in the following steps.

2.1 Construction of Intelligent Monitoring System for Network Security
Situation

When evaluating the network security situation, we can evaluate it qualitatively or
quantitatively. For qualitative evaluation, it means only describing the existing risks
qualitatively. Quantitative evaluation method expresses the evaluation factors with
specific numerical values, and then all these factors are included in the algorithm to
calculate the risk value. If the calculated risk value is greater, it indicates that the
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network is insecure. In the qualitative evaluation of network security, in order to
perceive the network security situation, independent attack recurrence, network traffic
state change and network connection state evolution will be used. The qualitative risk
assessment does not quantify the risk, but presents the state of network security in the
form of recurrence. In the demonstration of network security situation, experts’
knowledge in the field will be referred to [3]. Nowadays, many security products can
easily get network evaluation index, SCYLLARUS system and Honeypot system.

Whether qualitative or quantitative evaluation index system, because of its different
emphasis, in order to fully reflect the security situation of the network, it is necessary to
consider them comprehensively. The combination of the two risk assessment methods
can ensure the integrity and effectiveness of the assessment (Fig. 1).

As shown in the figure, the model uses multiple data sources and composite
evaluation indicators to accurately perceive the whole network state in order to achieve
the purpose of comprehensive evaluation of network security. Therefore, in order to
evaluate the whole network entity (network, host, router, etc.) and all levels (network
layer, operating system layer, application layer, etc.), On the premise of the following
principles, an intelligent monitoring system of network security situation is established.

First, integrity and independence. In large-scale networks, the index system is used,
because the index system can reflect the impact of all factors, so as to achieve a

Fig. 1. Intelligent monitoring architecture of network security situation
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comprehensive assessment of the network situation. And because the index system will
take into account various factors, so the number of indicators will be very complex, if
all indicators are not different, completely integrated, it is difficult to make a com-
prehensive and effective evaluation [4]. Therefore, in the evaluation of network situ-
ation, several elements should be kept relatively independent, and these relatively
independent properties will be reflected by the calculation of the index set. Secondly, it
is systematic and hierarchical. In the network situation index system, systematicness
and hierarchy are its main characteristics. Because the network itself is a hierarchical
structure, it is necessary to ensure the hierarchy when establishing the index system, so
as to reflect the rationality and regularity of the index system. Thirdly, it is scientific.
The selection of network situation indicators must be based on science, in order to truly
reflect the true state of network situation, its scientificity is mainly reflected in the
following aspects: data selection, statistical method selection and index range selection.
Fourth, the persistence and goal of the indicators. All the selected indicators must
satisfy the continuity of time. At the same time, the function of these indicators should
be reflected at a certain time point, which can reflect the overall state of the system
comprehensively Fifthly, the index system should include dynamic and static indica-
tors. There are not only dynamic changes in the network, such as traffic, change rate,
but also fixed properties, such as hosts, routing devices, etc. [5]. Although these
properties are not obvious in the overall situation of the network, they are indeed an
integral part of the network situation, which is the basis for the existence of the
network. Therefore, in the construction of the index system, it is necessary to include
dynamic and static indicators. For these indicators with different attributes, we can
choose to use manual configuration to achieve.

By studying the overall structure of the network system, we can classify and sort
out the index system. According to the network state, we can classify the nature of the
network, so that we can evaluate the network state from the perspective of the nature.
There are four main forms of network state, namely vulnerability, disaster tolerance,
weili, and stability. We classify these four characteristics as the first-level indicators of
network situation. On this basis, we extract 2–5 second-level indicators to meet the
requirements of covering information network entities and network levels.

2.2 Adjusting Monitoring Sequence of Power Flow Intermediate
Database

Network security situation knowledge base is an important part of network security
situation assessment system. It is responsible for storing network security situation
information, providing knowledge support in network security situation awareness,
understanding and decision-making methods. Referring to the relationship between
network attack and network security, this paper uses attacker state and network state to
construct network security situation knowledge base [6].

In the knowledge base of network security situation, the relationship among net-
work status, attacker status and network security situation is as follows. Network
security situation: The security-related information in the network is expressed in the
form of P (X), where P is the predicate and X is the parameter set. Attack state:
Describes the system security knowledge and resources that an attacker possesses,
similar to the system state, in the form of P (X). Network security situation: the whole
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network and attacker's information set related to security, that is, the complete rela-
tionship between network state and attacker's state is shown in Fig. 2.

Network vulnerabilities are errors in the specific implementation and use of the
network, but not all the errors in the network are vulnerabilities. Only errors that
threaten network security are vulnerabilities. Many errors do not cause harm to network
security under normal circumstances. Only when people intentionally use them under
certain conditions can they affect network security. Although vulnerabilities may exist
initially in the network, they do not appear on their own and must be found artificially.
In actual use, users will find errors in the network, and attackers will intentionally use
some of them and make them become a tool to threaten network security, then this error
will be considered as a network vulnerability [7]. For an attacker, in order to attack a
target network, it is necessary to discover the system vulnerabilities in the target
system, and then consciously use the vulnerabilities to attack, that is, to find the
premise of network attack.

At the same time, the network attack using network security vulnerabilities will
bring dynamic state changes to the network security situation after the attack. The so-
called dynamic network security state refers to the uncertainty of the attack results,
such as some buffer overflow attacks, which may successfully obtain privileges, may
also lead to process denial of service, and may not cause any results.

2.3 Introduction of Power Flow Correction Factor

Compared with the basic Elman neural network, the double feedback Elman network
increases the feedback of the output layer nodes, which makes up for the deficiency of
the basic Elman network. It takes the output layer feedback as the input of the hidden
layer along with the input layer and the connection layer unit. This feature makes its
information processing ability more powerful. Its mathematical model is expressed as
formula (1):

xc kð Þ ¼ axc k � 1ð Þþ x kþ 1ð Þ ð1Þ

xc kð Þ in formula (1) represents the output of the receiving layer unit 1, axc repre-
sents hidden layer output. Double feedback Elman neural network still uses gradient

Fig. 2. Network security situation diagram
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descent idea to obtain the learning algorithm of the network. Formula (2) is used to
represent the error function in the dynamic double feedback Elman neural network, i.e.
the objective function:

E kð Þ ¼ 1
2

y@ kð Þ � y kð Þð ÞT ð2Þ

E kð Þ in Formula (2) denotes the output value of the output unit. y@ denotes the
connection weight between the value acceptance layer and the hidden layer. T denotes
the connection weight between the hidden layer and the output layer [8].

In network situation monitoring, we are most concerned about the monitoring
capability of the monitoring model. In order to improve the monitoring capability and
accuracy of the monitoring model, we need to pay attention to the rising and falling
direction of monitoring trend. If a trend correction factor is added to the model to reflect
the monitoring trend, the monitoring trend can be effectively adjusted and the correct
direction of monitoring can be guided, so that the monitoring accuracy can be improved
[9]. Its core idea is in the process of monitoring. If the trend of monitoring value is
different from the actual value or the direction of rise and fall is not consistent, the
parameter of trend correction factor should be g, otherwise the parameter should be h.
The trend correction factor can be expressed in formula (3):

fDP tð Þ ¼ if yd tð Þ � yd t � 1ð Þð Þ ð3Þ

Formula (3) fDP represents the trend correction factor, if represents the number of
iterations, and yd represents a relatively large value.

2.4 Normalization of Network Security Situation

The network security situation is estimated by analyzing the network security situation
data, and the network model is shown in Fig. 3.

Fig. 3. Network model.
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According to its linear frequency hopping spread spectrum technology, the network
model is convenient to identify malicious attack information effectively, and can
guarantee the network security situation.

Suppose that the data flow of m malicious attacks under the neural network is:

xðkÞ ¼ x1ðkÞ; x2ðkÞ; � � � ; xmðkÞ½ � ð4Þ

In the formula, k represents the attribute value of the malicious network attack;
xiðkÞ represents the feature vector of the malicious data of the communication network.

According to the process of network attack and the non-linear sequencing of alarms
generated by security devices, the network security situation value x obtained by
weighting all kinds of alarms can be abstracted as a function of time series t. Namely:
x ¼ f tð Þ, This situation value has the characteristics of nonlinearity [10]. Therefore, the
network security situation value can be treated as a time series, so assuming the time
series x ¼ xi xi 2 R; i ¼ 1; 2; :::Ljf g with network security situation value, we now hope
to monitor the following M situation values through the situation value of the first N
time of the sequence [11].

In order to eliminate the possibility of large errors due to the use of data in the
process without processing, this paper normalizes the situation values [12, 13]. The
specific normalization formula is shown in (5):

xi ¼ xti � xmin

xmax � xmin
xðkÞ ð5Þ

In formula (5), xi is the calculated situation value, xti is the normalized situation
value, and xmin and xmax represent the maximum and minimum values in the network
security situation value, respectively.

3 Model Effectiveness Verification

The experimental data select 120-day network status data of a university campus
network to monitor the network security situation of the campus network. The eval-
uation indexes are carried out by using the index system established. There are four
first-level indicators and 22 second-level indicators of risk, vulnerability, availability
and reliability in the index system. We use Math to calculate these indicators according
to the above calculation situation value method. Mathematica software is used to
calculate the situation value, and 120 situation values are obtained.

According to the cyber security incident indicator system we developed in Sect. 3,
we use the commonly used method of evaluating the grading scale of the Likert
quantity. According to the semantic principle, we develop a five-level evaluation level
standard: The levels correspond to an element of good, good, general, poor, and poor in
the fuzzy set. For the convenience of calculation, we quantize the _5 kinds of fuzzy
evaluations respectively, and assign their corresponding values to 5, 4, 3, 2, 1. The
corresponding situational value table for the evaluation grading standards is shown in
Table 1.
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3.1 Preliminary Experiment Preparation

Using the basic Elman model and the dual feedback Elman neural network model with
trend correction factor, in the experiment, the network security situation is monitored
by these two models.

The basic Elman neural network and the dual feedback Elman neural network with
trend correction factor are all based on a three-layer network structure, that is, there are
_5 input layer nodes, 10 hidden layer nodes and 1 output layer node. The layer unit
node, the former has one receiving layer unit node, and the latter has two receiving
layer unit nodes. Because the input layer has _5 input nodes, the input is the continuous
5th network security situation value, and one output node of the output layer outputs
the monitored value of the number of attacks on the 6th day.

3.2 Network Security Intelligent Monitoring Node Coverage Comparison

The network security trend monitoring model and the traditional network security
situation intelligent monitoring model are used to monitor the network security situ-
ation. Monitor the cybersecurity situation values from day 91 to day 110 in the data set.
That is, d86 (the situation value on the 86th day to the 90th day) was used to monitor
d91 (the situation value on the 91st day), and d92 was monitored using d87–d91. And
so on, monitor d110. The monitoring results and actual results are shown in Fig. 4:

Table 1. Evaluation grading criteria corresponding situation value

Evaluation situation value Comment Grading

xi [ 4.5 Good E1
3.5 \ xi \ 4.5 Good E2
2.5 \ xi � 3.5 Good E3
1.5 \ xi � 2.5 Good E4
xi � 2.5 Good E5

Fig. 4. Contrast experimental results
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It can be seen from Fig. 4 that in the two models, the network traffic situation
intelligent monitoring model of the power flow of the grid has three monitoring times,
and the monitoring effect evaluation functions LS E and AAE are smaller than the basic
Elman neural network. In Fig. 3, by comparing the results of the two models of the
SYNFIood attack monitoring evaluation function, we can find that the AAE obtained
by the SYNFIood attack of the network security situation intelligent monitoring model
of the power grid is 0. 007462, and the AAE value of the basic Elman neural network
monitoring is 0. 005552, the former increased by 34.2070 than the latter; this shows
that the network security trend based intelligent monitoring model based on grid power
is more capable of monitoring.

Compared with the traditional network security situation intelligent monitoring
model, the network traffic situation intelligent monitoring model of the power grid not
only increases the feedback of an output layer, but also increases the trend correction
factor to control and adjust the monitoring trend of the rising and falling trend.
Therefore, the model has Stronger information processing capability enhances moni-
toring performance, and its monitoring capability is significantly stronger than the
traditional network security situation intelligent monitoring model.

In summary, the two monitoring models are feasible in the field of network security
attack monitoring. However, through the monitoring and comparison of the two, the
monitoring capability of the network security situation intelligent monitoring model
based on the power grid trend is stronger, and the monitoring results obtained are quite
satisfactory.

4 Conclusion

Network security management is not only a technical issue, but also a management
issue. Therefore, how to find a solution from the security incidents that have occurred is
the most concerned issue for researchers. Since the concept of network security situ-
ational awareness has been proposed, network administrators have begun to consider
the security threat status of the overall network from multiple angles and macro per-
spectives, and to achieve the purpose of assisting decision-making based on the
comprehensive evaluation index system of the network.
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Abstract. In the power system network, aiming at the low accuracy of tradi-
tional network hazard online monitoring method, an online monitoring method
for hazard source of power system network based on mobile internet is pro-
posed. Based on mobile internet, a power system network communication is
constructed. The model uses this model to collect dangerous source data. After
the hazard data is collected, the WAMS system is used to calculate the relative
residuals of the hazard source data, and then the relative residuals are used to
identify the hazard source parameters, and the branch with the hazard source
parameters is present. The traveling wave positioning network is used to locate
the dangerous source. After the hazard source is located, the hazard source is
monitored online by the hazard source indicator. Under the condition that the
experimental environment is the same, the method is compared with the online
hazard source online monitoring method based on feature recognition technol-
ogy and the online hazard source online monitoring method based on com-
munication message parsing. The monitoring accuracy of these three methods is
improved. The results are 41.1%, 68.8%, and 94.5%, respectively. The exper-
imental results show that the monitoring accuracy of this method is higher than
the traditional online hazard source online monitoring method, which proves the
superiority of the method.

Keywords: Mobile internet � Power system � Network hazard source � On-line
monitoring

1 Introduction

With the implementation of the national 1000 kV UHV networking strategy, a wide-
area power system network with an installed capacity of more than 8 kW and spanning
thousands of kilometers is being formed in China. Although the formation of a wide-
area power system network will bring huge benefits to the national power system
network, the security, stability and economy of the power system network will also face
unprecedented challenges [1]. Through the research on the hazard source of power
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system network, people have a certain understanding of the cause of the hazard source:
the traditional online monitoring method has slow information transmission speed,
lacks wide-area synchronous measurement capability, and cannot monitor the dynamic
process of the power system online in real time; The occurrence of potential chain
accidents will lead to further expansion of the dangers. The main reason for the chain
accidents is that the protection and stability control systems of traditional power sys-
tems can only rely on local information, and it is difficult to achieve global optimization
and coordination control; The existing grid on-line monitoring method lacks robustness
to changes in the operating state of the power system, especially in emergency situa-
tions such as cascading failures, which cannot provide accurate operational status
information to dispatchers [2]. Therefore, an online monitoring method for hazard
source of power system network based on mobile internet is proposed, which improves
the monitoring accuracy of hazard source in power system network.

2 On-Line Monitoring of Hazard Source of Power System
Network Based on Mobile Internet

2.1 Hazard Source Data Collection

A power system network communication model is constructed based on mobile
internet, and the model is used to collect dangerous source data. The power system
network communication model is mainly composed of five parts: local aggregator,
building gateway, smart meter, user and trusted organization [3]. Local aggregators are
affiliated with power grid companies; building gateways are generally affiliated with
some outsourcing companies, such as mobile companies or China Unicom; trusted
organizations are independent organizations, such as regional communication organi-
zations or independent system operators. The communication architecture of the power
system network communication model is shown in Fig. 1.

The power system network needs to know the user’s power consumption information
in real time, dynamically adjust the electricity price, and analyze and predict the power
consumption in the next stage, which will generate a large amount of data transmission.
In order to facilitate the acquisition of dangerous source data, the power system network
communication architecture is divided into three hierarchical networks, namely regional
regional networks, nearby regional networks and building regional networks. Among
them, each building area network is composed of many users, and the information
interaction interface between the user's smart meter and the smart grid is defined as the
building gateway [4]. Each nearby area network consists of a number of building area
networks, defining this layer of network nodes as local aggregators. The regional area
network consists of a number of nearby regional networks, and the network nodes
defining this layer are central aggregators. Information interaction between smart meters
and building gateways can be transmitted via power line carriers, WiFi wireless
broadband or Zigbee; information exchange between building gateways and local
aggregators can be through broadband infrastructure such as WiMax Global Interoper-
ability for Microwave Access or 3G/4G network, etc.; data communication and opera-
tional information control between the local aggregator and the central aggregator can be
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transmitted through optical fiber, and the security of communication can be guaranteed.
Each user's home is equipped with a smart meter that can be used to periodically record
the user's real-time power consumption data. And the smart meter periodically transmits
the real-time power consumption data to the local aggregator through the building
gateway. After receiving all the data, the local aggregator sends the data to the central
aggregator in batches, and the central aggregator forwards the data to the control center.
The control center adjusts the data transmission rate according to the power consumption
information, so as to facilitate the collection of dangerous source data [5].

The trusted authority initializes according to the blind signature and generates ini-
tialization parameters, wherein the trusted authority is a pair of public and private keys
issued by all entities such as smart meters, building gateways, and local aggregators [6].
Before accessing the power system network, the user presents the specific identity
information to the local aggregator, and the local aggregator verifies whether it is a
legitimate user [7]. After the verification is passed, the smart meter and the license book
with the public and private keys and the unique secret number are embedded. To the user,
finally, the local aggregator stores the data in its database, and then collects the dangerous
source data [8]. The specific flow of hazard source data collection is shown in Fig. 2.

Fig. 1. Communication architecture of network communication model in power system
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2.2 Hazard Source Parameter Identification

After the data collection of dangerous source is completed, the relative residual of
dangerous source data is calculated by using WAMS system, and then the parameter
identification of dangerous source is carried out by using the relative residual. Firstly,
the WAMS system is used to estimate the linear state of the dangerous source data [9].
For a bus system with n busbars and m measurements, the linear measurement equation
can be used to represent:

Zmeas ¼ H � X þ e ð1Þ

Where Zmeas represents the m-dimensional PMU measurement; H is a m� ð2n� 1Þ -
dimensional measurement Jacobian matrix; X is a 2n� 1-dimensional voltage state
vector; e is a m-dimensional measurement noise vector. Then the linear state estimate
with weighted least squares can be expressed as:

Xest ¼ ðHTW�1HÞ�1ðHTW�1ZmeasÞ ð2Þ

Fig. 2. Specific processes for data collection from risk sources
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Where Xest is the voltage phasor matrix estimated by the linear state; W is the weight
matrix. In order to measure the calculation error of the linear state estimation, the
“measurement amount” calculated from the measured quantity and the voltage phasor
obtained from the linear state estimation is compared here [10], and the difference
between them is measured by using the relative residual, relative residual Rmar is
calculated as:

Rmar ¼ 1
n

Xn
1

Tn
Zmeas

����
���� ð3Þ

Where Rmar is the relative residual; T is the correlation coefficient between the mea-
sured quantity and the quantity to be determined; n is the number of measured
quantities. Then use the relative residual Rmar to identify the source of the hazard and
identify the branch with the hazard source parameter.

2.3 Hazard Source Location

For the branch with the dangerous source parameter, the traveling wave positioning
network is used to locate the dangerous source. The traveling wave positioning network
is mainly used to collect the initial traveling wave time information of the whole
network, including the initial traveling wave arrival time and circuit breaker state
information recorded by all traveling wave detecting devices in the power system
network [11, 12]. First, determine the branch circuit with the dangerous source
parameters, eliminate the invalid initial traveling wave arrival time, and then use all
valid initial traveling wave arrival times to locate the dangerous source.

Analyze whether the initial traveling wave arrival time recorded by any substation
in the power system network is valid, arrange all the initial traveling wave arrival times
in a certain order, and then sequentially discriminate in order. The specific method is:
the initial traveling wave arrival recorded for a substation. The time difference between
the time, in turn, and the initial traveling wave arrival time calculation recorded by its
neighboring substation. The dangerous source positioning master station arranges the
effective arrival time of all effective initial traveling waves into two arrays on both sides
of the dangerous source line, respectively, taking one line of arrival time from the two
arrays, and calculating the dangerous source point according to the double-ended
dangerous source traveling wave positioning algorithm. To the dangerous source dis-
tance of the substation, the traveling wave positioning steps of the hazard source of the
power system network based on the above positioning principle are: determining the
dangerous source line; simplifying the traveling wave positioning network; performing
the elimination of the invalid initial traveling wave arrival time; calculating the dan-
gerous source Distance; set weights for all hazard source distances; calculate hazard
source distances and output hazard source location results.
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2.4 Realizing On-Line Monitoring of Hazard Source

After the hazard source is located, the hazard source is monitored online by the hazard
source indicator. The hazard source indicator is composed of a detection circuit, an
analysis algorithm circuit, a trigger circuit, a wireless transmission circuit module, a
power supply circuit, etc., and mainly uses a hazard source indicator to pass the detected
dangerous sources such as power-on, power-off, grounding, and short-circuit signals.
The distance radio frequency module is transmitted to the signal transmission terminal.
The three hazard source indicators are a set of detection terminals, which are responsible
for detecting the data of the line hazard sources. Each group is equipped with a data
communication device, which can transmit the collected data information to the indoor
main station receiving switch. The hazard source indicator is mounted on the line and
can be directly loaded and unloaded by the operating lever without power failure. It is
installed at the following location: at the exit of the substation, to determine whether the
source of danger is inside or outside the station; The entrance is used to determine
whether the hazard is on the main line or on the branch line; at the junction of the cable
and the overhead line, it is used to determine whether the hazard is in the cable segment
or on the overhead; in the plain or open area to reduce the hunt Work pressure.

The alarm display function of the hazard source indicator: when the line is posi-
tioned to the hazard source, all hazard source indicators of the hazard source line from
the substation exit to the hazard source point are activated or flashed, and the hazard
source indicator after the hazard source point Then it does not work. In this way, the
lineman can quickly determine the section of the source of danger by means of the
alarm display of the indicator and can find out where the source of the danger occurred.
At the same time, the hazard source indicator can also detect the running status of the
line and the point of occurrence of the hazard source in real time, such as short circuit,
power outage, power transmission, grounding, overcurrent and other dangerous sour-
ces. When the running status of the line changes, the on-duty personnel and the
operation management personnel can be quickly notified. They can quickly make a
treatment plan, which can greatly improve the reliability of power supply, ensure the
stability of power supply, and improve user satisfaction. Firstly, the hazard source
monitoring of the distribution network is carried out. The hazard source monitoring of
the distribution network refers to the data collected and transmitted to the host com-
puter by the control center according to the hazard source indicator installed in the
distribution network after the occurrence of the hazard source. The actual structure of
the distribution network uses the distribution network information and hazard source
information to automatically determine the location of the hazard source and reflect the
source of the hazard in the network structure and topology map.

Then, based on the graph-based overheating search algorithm, the online moni-
toring of the hazard source of the power system network is carried out according to the
hazard source model of the power system network. It regards the outlet switch of the
substation and the switchyard, the segmentation switch of the distribution feeder and
the tie switch as the apex, the feeder line segment is regarded as the arc, the load
supplied by the feeder is regarded as the arc load, and the current flowing through the
switch is regarded as The load at the apex, and the ratio of the load to the rated load,
multiplied by 100 is the normalized load, then the hazard source segment is obviously
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those arcs whose normalized load is much greater than 100. Using the network
topology formed by GIS, at the same time, the expert system can initially determine the
possible dangerous source nodes based on the user's dangerous source telephone
information record database and retrieval knowledge base. The inference engine per-
forms dynamic search and backtracking reasoning based on the dangerous source
nodes to form multiple dangerous source sequences, and then determines the dangerous
source monitoring area according to the intersection of the key user information and the
dangerous source sequence.

3 Experimental Research

In order to detect the on-line monitoring method of power system network hazard
sources based on mobile Internet, a comparative experiment is designed.

The parameters of this experiment are shown in Table 1:

Table 1. Experimental parameters

Project Data Environmental science

Collecting
data

Hazard source data Software environment: data
collection software, data
processing softwareData base On-line monitoring database of hazard

sources in power system network
Data
sources

On-line monitoring and management system
of hazard sources in power system network

Operating
platform

On-line monitoring and management
platform for hazard sources in power system
network

Hardware environment: mobile
internet hardware system

Port Bidirectional operating port
Technical
support

Mobile internet technology

Contrast
method

On-line monitoring method of network
hazard sources based on feeder automation
technology, on-line monitoring method of
network hazard sources based on power
load and on-line monitoring method of
power system network hazard sources based
on mobile Internet

Software
environment + hardware
environment

Evaluation
criteria

Monitoring accuracy

Data source
path

Obtain actual parameters

Experiment
flow

On-line monitoring of network hazards in
power system

Operating
system

Microsoft Windows XP
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Using the Microsoft Windows XP operating system, the online monitoring and
management platform for the hazard source of the power system network is used to
conduct online monitoring of the hazard source of the power system network, and the
monitoring accuracy is compared. In order to ensure the validity of the experiment, the
online hazard source online monitoring method based on feature recognition technol-
ogy, the online hazard source online monitoring method based on communication
message parsing and the online mobile hazard source online monitoring method based
on mobile internet are proposed, observe the experimental results.

Using the on-line monitoring method of network hazard source based on feature
recognition technology and the on-line monitoring method of network hazard source
based on the analysis of communication message. The on-line monitoring method of
network dangerous source of power system based on mobile Internet is used to monitor
the network dangerous source of electric power system. The accuracy of monitoring is
compared as shown in Fig. 3.

As can be seen from Fig. 3, the on-line monitoring accuracy of the on-line mon-
itoring method based on feature recognition technology is 41.1%, that of on-line
monitoring method based on communication message analysis is 68.8%, and that of
on-line monitoring method based on the analysis of communication message is 68.8%.
The accuracy of the on-line monitoring method based on mobile Internet is 94.5%. The
comparison shows that the on-line monitoring method based on mobile Internet has the
highest accuracy. The performance superiority of this method is proved.

Fig. 3. Monitoring accuracy comparison
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4 Conclusion

The dangerous source of the power system network endangers the security of the power
system. Its evolution or regeneration will lead to the large area interruption of the
power supply network or the large area paralysis of the main business system. The on-
line monitoring method of dangerous sources in power system network based on
mobile Internet can realize the high-efficiency monitoring of dangerous sources, which
has far-reaching significance for the smooth operation of power system networks. Due
to space constraints, there is room for improvement in this study, especially in hazard
monitoring, which will be my future research direction.

Acknowledgements. The research is funded by the Guangdong Power Grid Co., Ltd. Infor-
mation Center Science and Technology Project “Research and Application of Key Technologies
for Mobile Application Security Oriented to Three-dimensional Defense” (Project No:
037800K52180001).

References

1. Lin, J., Zhang, J., She, Z., et al.: On-line monitoring of dissolved gases in transformer oil
based on BP network. Power Syst. Autom. 25(28), 156–158 (2017)

2. Anonymous. Intelligent monitoring system for transmission line hazards based on in-depth
learning. J. Nantong Univ. (Nat. Sci. Edn), 64(71), 1418–1453 (2018)

3. Wang, X.: Software design scheme for on-line closure calculation of distribution network
based on mobile Internet. Power Syst. Protect. Control 45(54), 128–133 (2017)

4. Gu, K., Hu, W., Fu, C.: Design and implementation of handheld power data acquisition and
analysis device based on mobile network. Power Syst. Protect. Control 46(48), 110–116
(2018)

5. Zhu, Q., Dangjie, Chen, J., et al.: Power system transient stability assessment method based
on deep confidence network. Chin. J. Electr. Eng. 38(43), 123–123 (2018)

6. Huang, Y.: On-line monitoring method and implementation of EMS data quality based on
multi-data source verification. Power Syst. Protect. Control 45(57), 130–135 (2017)

7. Ma, J., River, W., Wang, X.: Current situation and improvement methods of network
security of power monitoring system. Inf. Comput. (Theoret. Edn.) 21(22), 187–188 (2017)

8. Hu, Z., Liu, J., Z, B., et al.: Environmental risk assessment of transmission line operation
based on key risk characteristic quantities. Power Syst. Autom. 41(48), 160–166 (2017)

9. Liu, S., Glowatz, M., Zappatore, M., Gao, H., Gao, B., Bucciero, A.: E-learning, e-
education, and online training, pp. 1–374. Springer, USA

10. Fan, X., Yuan, Z., Guang, Z.: Research on the evaluation method of power communication
transmission network operation state based on multi-strategy equilibrium. Power Inf.
Commun. Technol. 10(14), 109–113 (2017)

11. Zheng, P., Shuai, L., Arun, S., Khan, M.: Visual attention feature (VAF): a novel strategy for
visual tracking based on cloud platform in intelligent surveillance systems. J. Parallel
Distrib. Comput. 120, 182–194 (2018). https://doi.org/10.1016/j.jpdc.2018.06.012

12. Liu, S., Li, Z., Zhang, Y., et al.: Introduction of key problems in long-distance learning and
training. Mob. Netw. Appl. 24(1), 1–4 (2019). https://doi.org/10.1007/s11036-018-1136-6

Online Monitoring Method for Hazard Source of Power System Network 145

https://doi.org/10.1016/j.jpdc.2018.06.012
https://doi.org/10.1007/s11036-018-1136-6


An Algorithm of Intelligent Classification
For Rotating Mechanical Failure Based
on Optimized Support Vector Machine

Yun-sheng Chen(&)

Guangzhou Huali Science and Technology Vocational College,
Guangzhou 511325, China
pofjha@sina.com

Abstract. The classification algorithm of rotating machinery fault cannot
effectively recognize the false components and true components in fault signal
of rotating machinery. Therefore, an intelligent classification algorithm of
rotating machinery fault based on optimized support vector machine was put
forward. The K-L divergence was used to measure the nonlinear and symmetry
of probability distribution of two processes in rotating machinery, and the error
of information in the process of rotating machinery was measured to eliminate
the false component of fault signal of rotating machinery. Meanwhile, the multi-
value classification support vector machine algorithm based on decision directed
acyclic graph was used to process the signal that only had a true component.
Moreover, the value of each node in support vector machine decision function
was calculated. Finally, based on calculation results, the fault categories were
excluded. Thus, the intelligent classification of rotating machinery fault was
completed. According to experimental results, the proposed algorithm can
accurately eliminate false components in the rotating machinery fault signal.
Meanwhile, the classification result is accurate.

Keywords: Support vector machine � Rotating machinery � Intelligent
classification � Fault signal

1 Introduction

With the continuous growth of importance on innovation technology and the rapid
development of modern science and technology, the scale of modern production is
expanding increasingly and the degree of automation of industrial equipment is
increasing. The structure of industrial equipment is more and more complex in the
meantime [1]. Based on this background, the basis of modern industrial production is the
safe operation of equipment. In the operation, a minor issue will cause casualties, eco-
nomic losses, and baneful influence to the society and other consequences [2]. The
improvement of the degree of automation and the integration level of equipment in
modern industry makes the safe operation become the main effort way. With the large
scale of modern industrial system and the complexity of industrial equipment, the
problem of safety, reliability, maintainability and usability of industrial equipment and
machinery has gradually emerged, which promotes the research on diagnosis technology
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of rotating machinery fault [3]. To classify the fault of rotating machinery is an important
step in the intelligent diagnosis technology of rotating machinery fault. Therefore, it is
necessary to analyze and study the fault classification algorithm of rotating machinery in
depth [4].

Yang et al. have proposed a classification algorithm of rotating machinery fault
based on FSVM. When classifying rotating machinery fault feature, this algorithm
extracts characteristic index of rotating machinery fault signal and solves the fuzzy
membership degree of sample. The classification of rotating machinery fault is com-
pleted through fuzzy support vector machine model. This algorithm cannot remove
false component in fault signal of rotating machinery [5]. Wang et al. propose a kind of
classification algorithm of rotating machinery fault based on KSLPP and RWKNN.
This algorithm extracts information in rotating machinery fault feature set through
KSSLPP method and uses category information to maximize the degree of separation
between fault feature categories in the process of dimension reduction. Then, the
feature set is identified by RWKNN to complete the classification of rotating machinery
fault. The classification results obtained by the proposed algorithm has error [6]. Chen
et al. propose a fault classification algorithm based on point-to-point principal com-
ponent analysis. This algorithm uses amplitude-frequency characteristic technology to
extract feature of rotating machinery fault. Then, the algorithm uses the point-to-point
principal component analysis to construct three-layer neural network and classify the
fault of rotating machinery. Thus, this algorithm cannot accurately classify the category
of rotating mechanical fault [7]. Wang et al. propose a classification algorithm of
rotating mechanical fault based on RSCNMF. This algorithm improves the decom-
position algorithm of coefficient constraint non-negative matrix and classifies the
rotating machinery fault through the fault model of robustness sparsity constraint. The
proposed algorithm cannot accurately identify the real and false components existing in
fault signal of rotating machinery and cannot accurately eliminate false components
[8].

In conclusion, an algorithm of intelligent classification of rotating mechanical fault
based on optimized support vector machine is proposed, which solves the problem
existing in current algorithm. The specific steps are as follows:

(1) K-L divergence is used to eliminate the false components in the fault signal of
rotating machinery and improve the classification accuracy.

(2) The multi-value classification support vector machine algorithm based on decision
directed acyclic graph is used to complete the intelligent classification of rotating
mechanical fault.

(3) Experimental results and analysis: the effectiveness of proposed algorithm is
verified through the elimination of false components and the accuracy of classi-
fication results.

(4) Conclusion: summarize the full text and put forward the future direction of
development.
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2 Elimination of False Components

To eliminate the false components in the fault signal of rotating machinery can improve
the accuracy of classification of rotating machinery fault [9]. The K-L divergence is
used to measure the nonlinear and symmetry of probability distribution of two pro-
cesses in rotating machinery. That is to say, similarity and information of two process
are measured. Meanwhile, the threshold value is set to judge false components existing
in the mechanical fault information, so as to eliminate the false ingredient in fault signal
of rotating machinery.

Supposing that the probability density functions of the process P ¼ ðp1; p2;
� � � ; pnÞ and the process Q ¼ ðq1; q2; � � � ; qnÞ are represented by pðxÞ and qðxÞ, dðP;QÞ
denotes the K-L distance from process P to process Q. The formula of dðP;QÞ is as
follows:

dðP;QÞ ¼
X
x2n

pðxÞ log pðxÞ
qðxÞ ð1Þ

According to the formula (1), the K-L distance dðQ;PÞ from process Q to process P is
obtained, and the formula of dðQ;PÞ is as follows:

dðQ;PÞ ¼
X
x2n

qðxÞ log qðxÞ
pðxÞ ð2Þ

The K-L divergence between P and Q through formula (1) and formula (2) is obtained.

D ¼ ðP;QÞ ¼ dðP;QÞþ dðQ;PÞ ð3Þ

The nonparametric estimation is used to calculate probability density, and the formula
is as follows:

pðxÞ ¼ 1
nh

Xn
i¼1

k
xi � x
h

h i
ð4Þ

The formula (4) is the density estimation of density function pðxÞ.xi and x are the
parameters in the density function pðxÞ. In the formula, kð�Þ denotes the kernel function,
and h is known as the smooth parameter or the window width. Usually, the Gauss
function is used to express the kernel function kð�Þ. The formula is:

kðuÞ ¼ 1ffiffiffiffiffiffi
2p

p e�2 ð5Þ

In formula (5), kðuÞ is Gauss function. the information difference in two processes of
rotating machinery can be measured by K-L divergence. That is to say, the similarity
between two processes is measured [10]. The bigger the K-L divergence between two
processes, the greater the difference between two processes, and the smaller the sim-
ilarity. The smaller the K-L divergence between two processes, the smaller the
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difference between two processes, and the greater the similarity. For the fault signal xðtÞ
of rotating machinery, the specific algorithm is:

The signal xðtÞ is decomposed to get n components ciðtÞ of the signal xðtÞ. Where,
i ¼ 1; 2; . . .; n. The probability density function pxðtÞ and piðtÞ are calculated by the
method of nonparametric estimation [11]. Through formula (1), formula (2) and for-
mula (3), the K-L divergence value Diðx; cÞ between xðtÞ and ciðtÞ is calculate. Then,
Diðx; cÞ is normalized to get K-L divergence value ki. The formula of ki is:

ki ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
D2

iPn
i¼1

D2
i

vuuut ð6Þ

The value of ki is 0\ki\1. The smaller the value of ki is, the stronger the correlation
between the original signal and component is. The bigger the value of ki is, the weaker
the correlation between the original signal and component is, which may be a false
component [12]. When judging false components, we set threshold value k, and
compare k with ki. When ki [ k, it represents that component is the false components
in the rotating machinery fault signal, and we need to remove it. When ki\k, this
shows that component is the true constituent of signal [13].

3 Support Vector Machine Classification Algorithm Based
on Decision Directed Acyclic Graph

The rotating machinery fault after eliminating false components was classified. Then a
k class of classification problem of rotating machinery fault was set. The training
samples are ðx1; y1Þ; ðx2; y2Þ; � � � ; ðxi; yiÞ; � � � ; ðxn; ynÞ. In training samples,
i ¼ 1; 2; � � � ; n, xi 2 Rn,yi 2 ½1; 2; � � � ; k�. The support vector machine classifier based
on decision directed acyclic graph is equivalent to a triple \F; SVM; ST [ . Where, F
is the leaf node of directed acyclic graph, and it is a set including k fault types of
normal state. SVM denotes is the set of internal nodes of directed acyclic graph
algorithm composed of kðk � 1Þ=2 support vector machines. The formula of SVM is:

SVM ¼ ðSVM12; SVM13; � � � ; SVMpq; � � �Þ ð7Þ

In the formula, SVMpq denotes a sub-classifier, which is used to differentiate the p-th
category and q-th category, p; q 2 ½1; k�,p\q.ST denotes the training set, which
includes k categories of rotating machinery failure mode. The formula of ST is:

ST ¼ ðST1; ST2; � � � ; STi; � � � ; STKÞ ð8Þ

In the formula, STi denotes is the i-th type of composition of sample. All the training
samples are consist of xi,yi,

P
ni ¼ n.
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The classifier SVMpq is used to classify training sample Spq by formula (9):

S1k ¼ All the training samples

Spq¼ STp; STpþ 1; � � � ; STq
� �

; p; q 2 ½1; k�; p\q

(
ð9Þ

According to formula (9), the number of training samples gradually decreases with the
continuous increase of the number of layers during training.

The support vector machine classifier of directed acyclic graph corresponds to a
table operation. All fault categories of rotating machinery are included in the table.
After operating a node, we delete a class of rotating mechanical faults in the table. All
of possible rotating machinery categories are arranged in a certain order under the
initial state [14]. The first category and last category in the table are compared when
they are classified. Then, the most impossible category is deleted to reduce the number
of categories in the table. That is to say, for the inputting sample of rotating machinery
fault category, we start from the root node, then calculate the value of each node by
support vector machine decision function based on decision directed acyclic graph [15,
16]. When the value is one more than the original value, we enter the next node from
the left. When the value is one less than the original value, we enter the next node from
the right. And so on, after the k � 1-th calculation, the only category remaining in the
table is the category of rotating machinery fault. Thus, the intelligent classification of
rotating machinery fault is completed.

4 Experiment and Analysis

In order to prove the overall effectiveness of intelligent classification algorithm of
rotating machinery fault based on optimized support vector machine, the intelligent
classification algorithm of rotating machinery fault based on optimized support vector
machine is tested. The operation system in this test is Windows 7.0. The instantaneous
frequency of Chirp signal in different time is different. It is a typical non-stationary
signal. The Chirp signal is decomposed into 6 components. As shown in Fig. 1, only
the component 2 is the true component.

Fig. 1. Components of chirp signal

150 Y. Chen



Many features can be extracted from vibration signals, such as various dimen-
sionless indexes in time domain and amplitude spectrum, power spectrum and Cep-
strum in frequency domain. The total amount of different frequency peaks in several
frequency bands of vibration signal spectrum is the most commonly used characteristic
quantity in rotating machinery fault diagnosis, which is widely used in rotating
machinery system fault diagnosis. Extract the total amount of spectrum peaks of dif-
ferent frequencies in 9 frequency bands of vibration signal spectrum, including 0.01–
0.39f, 0.4–0.49f, 0.5f, 0.51–0.99f, 1f, 2f, 3–5f, odd multiple F, high-power F, a group
of 9 features, forming a multi-dimensional feature vector. The specific division of
frequency band is shown in Table 1, where f represents the working frequency of rotor.

In the experiment, 80 groups of vibration signals of normal, rotor unbalance, rotor
misalignment, rotor bending, oil whirl and oil film oscillation were collected respec-
tively, and the data were processed and normalized as training data set.

The intelligent classification algorithm of rotating machinery fault based on opti-
mized support vector machine (algorithm 1) and the classification algorithm of rotating
machinery fault based on FSVM (algorithm 2) are used to test the false components in
Chirp signal through K-L divergence value. The test results are shown in Table 2.

From the analysis of the data in Table 2, we can see that using the intelligent
classification algorithm of rotating machinery fault based on optimized support vector
machine to test, only the K-L divergence of component 2 is less than the given
threshold k. However, by using the classification algorithm of rotating machinery fault
based on FSVM, the K-L divergence values of component 1, component 2 and
component 3 are less than the given threshold k. It is known that when K-L divergence
value is greater than the threshold value k, the component is a false component, and
when K-L divergence value is less than the threshold value k, the component is a true
component. The false components obtained by the intelligent classification algorithm of
rotating machinery fault based on optimized support vector machine are consistent with

Table 1. Frequency band division

Frequency band 1 2 3 4 5

Frequency range 0.01–0.39 f 0.4–.049 f 0.5 f 0.51–0.99 f 1 f
Frequency band 6 7 8 9
Frequency range 2 f 3–5 f Odd multiple f High fold f

Table 2. Test results of two methods

K-L divergence
value and
threshold k

Component1 Component2 Component3 Component4 Component5 Component6

Algorithm 1 >k <k >k >k >k >k

Algorithm 2 <k <k <k >k >k >k
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the fact. To verify the intelligent classification algorithm of rotating machinery fault
based on optimized support vector machine can remove the false components in fault
signal of rotating machinery.

The intelligent classification algorithm of rotating machinery fault based on opti-
mized support vector machine (algorithm 1) and the classification algorithm of rotating
machinery fault based on FSVM (algorithm 2) are used to test. Then, classification
results of two methods are compared. The test result is shown in Fig. 2. In the diagram,
different shapes represent different types of rotating machinery faults.

It can be seen from the analysis in Fig. 2 that different fault types can be distin-
guished when the rotating machinery fault intelligent classification algorithm based on
optimal support vector machine is used for centralized fault classification of rotating
machinery fault. So that the classification results are more accurate. The intelligent fault
classification algorithm of rotating machinery based on FSVM can not accurately
classify the fault types when classifying the concentrated fault types of rotating
machinery. Therefore, the classification results are not accurate.

5 Conclusions

To accurately classify rotating machinery fault is the basis of the safe operation of
rotating machinery. Using current algorithm to classify the fault categories of rotating
machinery has a problem about inaccurate identification of false components and
inaccuracy of classification results. An intelligent classification algorithm for rotating
machinery fault based on optimal support vector machineis proposed. The first step is
to remove false components in rotating machinery fault signal according to K-L
divergence. The second step is to use support vector machine classification algorithm
based on decision directed acyclic graph for the intelligent classification of rotating
machinery fault.

To classify the faults of rotating machinery based on the support vector machine is
a new technology, which has attracted the extensive attention of experts and scholars.

Fig. 2. Classification results of two algorithms
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The support vector machine has many advantages and some disadvantages. Therefore,
it is necessary to research on the following two points in future work.

(1) The selection problem of the kernel function parameters and the kernel function.
(2) Research on the learning method of support vector machine.
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Abstract. Due to the coexistence of multiple electromagnetic interference, the
operational performance of radar equipment will be seriously affected. Therefore,
it is necessary to study the anti-jamming problem of airborne radar. In view of the
problem that airborne radar is easily affected by point source signal interference
under the traditional method, an airborne radar anti-jamming method based on
artificial intelligence is proposed. The anti-jamming method is designed. Firstly,
the airborne radar is detected by frequency shift, and the detected information is
analyzed to judge the jamming environment and identify the point source target
intelligently. Then the suppression jamming filter is generated based on the
analysis of the point source jamming information, and then the suppression
jamming signal is output. Finally, the anti-jamming method of airborne radar is
obtained. The performance results of the airborne radar anti-point source jam-
ming method are analyzed by simulation experiments. Compared with traditional
method, the proposed anti-jamming method can effectively suppress the point
source jamming information, the radar signal is clearer and the anti-jamming
effect is better. The results verify the effectiveness of the proposed method.

Keywords: Artificial intelligence � Airborne radar � Anti-point source
interference � Anti-jamming method

1 Introduction

Airborne radar is the general name of all kinds of radar mounted on aircraft. It is mainly
used to control and guide weapons, implement air alert and reconnaissance, and ensure
accurate navigation and flight safety. The basic principle and composition of airborne
radar are the same as those of other military radars [1]. Its characteristics are as follows:
generally, there are antenna platform stabilization system or data stabilization device;
generally, the band less than 3 cm is used; it is small in size and light in weight; and it has
good seismic performance [2, 3]. This radar device provides target data interception radar
for air-to-air missiles, rockets and aerial guns, bombing radar for aiming at bombing
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surface targets, guiding air-to-surfacemissiles and providing target information for pilots,
air reconnaissance and terrain mapping radar for providing position and topographic data
of surface targets, and observation of meteorological conditions, air targets and ground
targets. The shape and features ensure accuracy and safety [4]. With the development of
electronic technology and information technology, electronic information equipment has
played a more and more important role in modern warfare. The mode of modern warfare
has changed from simple fire countermeasure to complex electromagnetic countermea-
sure. Many kinds of electromagnetic interference coexist in the battlefield, which seri-
ously affects the operational performance of radar equipment [5].

At present, many scholars have done a lot of research on anti-jamming of airborne
radar. In reference [6], a performance evaluation method of PCL radar based on
frequency modulation is proposed. This method studies a PCL radar system based on
FM, and attempts to quantify its performance under different jamming waveforms, that
is, wideband noise and single tone jamming on carrier. The results show that the
effective jamming can be achieved under relatively low jamming power, but the
suppression effect is not good in the face of point source interference information.
Reference [7] based on the geometric model of synthetic aperture radar (SAR), a fast
algorithm for deception jamming in large scenes for different SAR systems is proposed.
Firstly, the template deception image is transformed into time domain signal by inverse
imaging algorithm. Then the transformed signal is convoluted with the SAR signal
received by the enemy to deal with the electronic countermeasure (ECCM) technology.
Finally, the jamming signal is transmitted to the enemy’s SAR system to achieve the
purpose of deception. The experimental results show that the deceptive jammer has the
ability to deceive SAR system, but the radar signal obtained is not clear enough.

In view of the above problems, in order to meet the needs of modern warfare and
improve the operational performance of weapon system in complex electromagnetic
environment, airborne radar adopts advanced active phased array system. With the help
of some principles and performances of AI, AI produces an intelligent machine that can
respond in a similar way to human intelligence. The research in this field includes
robots, language recognition, image recognition, natural language processing and
expert systems. Since the birth of artificial intelligence, theory and technology have
become increasingly mature, and the field of application has been expanding. Airborne
radar is often disturbed by point source signals when it works, which leads to erroneous
judgment of radar system and affects decision-making. Therefore, applying the
working principle and technical characteristics of AI system to airborne radar system
can effectively counter various electromagnetic interference modes and complete
detection and tracking of incoming targets in complex electromagnetic interference
environment. The normal operation of fire control system can effectively improve the
survivability of weapon equipment on the battlefield.

2 Design of Anti-point Source Jamming Method for Airborne
Radar

It is an inevitable trend for radar to develop towards cognitive and intelligent. Airborne
radar can be regarded as the rudiment of intelligent radar. This kind of radar can work at
the weakest frequency of the enemy’s jamming power, or force jammers to implement
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broadband jamming and reduce the jamming power density, so as to realize the function of
anti-jamming. The intelligent anti-point source jammingmethod of airborne radar should
have such a continuous cycle of recognition, determination, processing, re-recognition,
re-determination and re-processing. This requires that radar should have several char-
acteristics: Firstly, the comprehensive perception characteristics of jamming environ-
ment. Radar anti-jamming system can respond to the change of jamming environment in a
specific way without external direct interference and guidance, and update the model
base, characteristic parameter base and knowledge base of radar jamming continuously
according to its internal state and perceived jamming environment information. Secondly,
intelligent interference recognition and classification based on comprehensive features,
with intelligent anti-jammingmeasures, intelligent anti-jammingwill havemore complex
criteria and cognitive channels, can deal with more kinds of interference. Through
strategy optimization deduction, anti-jamming strategies that can be applied to many
complex scenarios are found, and various factors are parameterized. Computer quanti-
tative analysis is used to solve complex coping strategies. By analyzing and extracting the
jamming features in radar channel, the classification of jamming is completed, and cor-
responding jamming countermeasures are invoked for different types of jamming. The
core of the Intelligent Airborne Radar anti-point source jamming method is to automat-
ically identify the jamming type and take anti-jamming measures to complete the jam-
ming countermeasure. Its main system structure is shown in Fig. 1.

Fig. 1. Working principle of intelligent anti-jamming
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From the working principle in the figure, it can be seen that the signals received by
radar antennas between airborne radar systems are input into broadband channel and
narrowband channel. After a series of analysis and processing of jamming environ-
ment, signal processing and anti-jamming measures scheduling, the anti-jamming
waveform is finally generated, and returned to the airborne radar antenna through
transmission channel, and finally the airborne radar antenna is realized. The ultimate
purpose of radar system is to against the point source interference.

2.1 Frequency Shift Detection of Airborne Radar

Because the frequency modulation slope and pulse width of airborne radar transmitting
signals at different periods are invariable, but the initial frequency is different, the
position of target echo signal and jamming signal in frequency domain is different, and
the frequency shift value is different, and the overlap in frequency domain is also
different. According to the different overlap degree of target echo signal, jamming
signal and matched filter reference function (impulse response function) in frequency
domain, the purpose of jamming suppression can be achieved by distinguishing target
echo signal, false target and deceptive jamming signal. The radar signal transmitted in
the n pulse period of radar can be expressed as:

SnðtÞ ¼ rectð t
T
Þ exp j 2pf0tþ 2pfntþ plt2 þu0

� �� � ð1Þ

In the formula, l is the signal frequency modulation slope, f0 is the signal band-
width, u0 is the signal carrier frequency, fn is the initial phase, 6 is the frequency
modulation starting frequency of the n pulse cycle signal. In different pulse periods, the
initial frequency of FM signal is a set of random sequences known to radar. Since the
radar first downconverts the received signal and then processes the signal, it can be
assumed that f0 ¼ 0 ; u0 ¼ 0. The pulse compression of pulse compression radar is
generally large, so the spectrum function of the reference signal of matched filter can be
approximately expressed as follows:

H fð Þ ¼ 1ffiffiffi
l

p rect
f � fn
B

� �
� exp j

p f � fnð Þ2
l

� p
4

 !" #
ð2Þ

In the n pulse period, the jamming equipment generates jamming signal by using the
radar signal of the previous m pulse period, and the radar signal of the n pulse period
enters the radar receiver at the same time. The received signal can be expressed as:

xnðtÞ ¼ snðt � snÞþ jnðt � snÞ ð3Þ

After the radar signal is reflected by the target, the spectrum of the target echo signal
received by the receiver is Snðf Þ, and the spectrum of the jamming signal component is
derived from the spectrum Jnðf Þ. Considering fm\fn, the spectrum function of the
output pulse pressure signal of the echo signal is the product of the spectrum of the
echo signal and the spectrum of the reference function of the matched filter. The
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interference signal enters the spectrum function of the output signal of the matched
filter, and carries on the inverse Fourier transform to obtain the output pulse pressure
signal of the interference signal as follows:

j0ðtÞ ¼
Z

þ1
�1 J0ðf Þ expðj2pftÞdf

¼ Bþ fm � fn
l

sin c ðt � sjn � fm � fn
l

ÞðBþ fm � f Þ
	 


� exp jpðt � sjnÞðfm þ f
� �

ð4Þ

Because the target echo signal coincides with the reference function in frequency
domain, the output signal bandwidth is B. Because the interference signal only coin-
cides with the reference function in frequency domain, the output signal bandwidth is
only Bþ fm � fn. When fn � fm\B, the output value of the interference signal can be
obtained by pulse compression. When the radar received signal is processed by fre-
quency forward shift, the coincidence of target echo signal and reference function in
frequency domain will be reduced, while the coincidence of interference signal and
reference function in frequency domain will be increased first and then decreased.

2.2 Intelligent Point Source Target Recognition

After the airborne radar frequency shift detection and pulse doppler processing, the
target detection is carried out, and the range doppler information of the target is depicted
on the doppler plane. For example, there are three point sources jamming in distributed
networked airborne radar. Because the doppler of false target is modulated by jammer,
the doppler offset received by radar at each station should be equal. In the first step of the
algorithm, the doppler information of the target is compared. In order to avoid the
tedious steps caused by the combination, only the doppler information is used to sort the
target. The doppler information of the false target will be relatively concentrated in a
small window and far away from the doppler information of the real target. The second
step is to further recognize the jamming by using the distance dimension characteristics
of the jamming, and finally determine the jamming target, and then suppress it. It should
be pointed out that in the process of these two steps, the target distance and doppler
information still need to be retained in the data. In order to facilitate the analysis without
losing generality, considering that there is only one real target, and the jammer mod-
ulation produces a false target. The target detection algorithm is used to process each
radar pulse and doppler. After detection, the doppler and range information of the target
can be obtained. Because of the existence of jamming signals, radar can not distinguish
between true and false targets before jamming detection, so the radar detects two targets
at this time. Then all the doppler information is sorted. Because the doppler shift of the
false targets is equal, and affected by noise and doppler resolution, the doppler shift of
the processed false targets is approximately equal, then they will be clustered together
and have a small interval between each other after sorting [8, 9].

The sorted data is processed by sliding window. The window length is e and a
threshold value is preset. It is related to doppler resolution. The sketch shows that when
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and only when the initial position of the window is located in the first false target
doppler, the number of targets in the window will be N, and in other cases the number
of targets in the window is less than N. When the number of targets in the window is N,
consider these targets as false targets, and then find out the range doppler coordinates
corresponding to this point, and mark them as interference. Due to the existence of
multiple radars in distributed radars, with the decrease of signal-to-noise ratio, the
doppler information may be deviate from the real value, which may lead to the absence
of the number of targets in the window [10–12]. In order to be more consistent with the
actual situation, broaden the number of false targets in the window to nðn\NÞ, then n
targets falling in the window will be identified as false targets.

After the preliminary judgment of the jamming, in order to increase the accurate
distance and speed deception jamming information, the judgment of the distance
dimension feature is introduced to judge whether the real target delay is approximately
equal, if equal, using the results of the first step, the final judgment is false target. Based
on the range-velocity joint deception point source interference suppression method of
airborne arrival, target detection and interference suppression are combined. Because of
the characteristics of deception jamming, the jamming signal can also obtain processing
gain at the receiving end, so that the energy can be accumulated. In the first step, do not
distinguish the jamming target, but process the echo signal in two-dimensional range
and velocity. After obtaining the range doppler information of the target and the
jamming, the jamming is identified preliminarily by using the characteristics of the
jamming in doppler, and the number of targets in the discriminant window is adjusted
according to the possible errors. The second step, combined with the characteristics of
the interference in the distance dimension, further identifies the interference [13–15].
Finally, the target is judged by combining the results of two steps. Using the result of
judgment, the radar information of the sub-node which is identified accurately is uti-
lized, the interference is eliminated, the target is retained, and the correct detection of
the target is realized.

2.3 Generating Suppression Interference Filtering

The adaptive suppressed jamming beamforming based on the linear constrained min-
imum variance criterion is to sum the received signals of each airborne radar element
by weighting, and minimize the output power of the array under the constrained
condition that the signal gain in one direction is constant. The detailed steps of the
adaptive suppression jamming beamforming method based on linear constrained
minimum variance criterion are as follows: Knowing that the received carrier radar
signal sequence XðtÞ ¼ x1ðtÞ; x2ðtÞ; . . .xkðtÞf g is a N � M dimension matrix (where N
is the number of antenna arrays and M is the number of snapshots), the search space of
OTH radar is divided into P azimuths. The constraints are set and the covariance matrix
of the array is obtained as follows:

R ¼ E XðtÞXHðtÞ� � ð5Þ

In the formula, E is the unit matrix, and H represents the matrix constraints of airborne
radar. In practical calculation, the covariance matrix of the array is estimated to be R by
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the finite number of snapshots XðtÞ, and then the adaptive weight vector for sup-
pressing interference is W . SVD decomposition of R is carried out. The first P-1
eigenvalue k1 ; k2 ; . . .kP�1 and the eigenvector corresponding to the eigenvalue
v1 ; v2 ; . . .vP�1 are obtained. The weight vector W is projected into the interference
subspace of v1 ; v2 ; . . .vP�1 signals, and the weight coefficient We is obtained. Thus,
when the number of interference sources and sources is known, the output value of
beamforming can be obtained by formula 6 without knowing the direction of inter-
ference and sources.

YðtÞ ¼ WH
e xðtÞ ð6Þ

2.4 Output Suppression of Interference Signal to Realize Anti-jamming
Method

The received signal of airborne radar enters the matched filter. Its essence is to receive
the signal and convolute it with the reference function of the filter. The conversion to
the frequency domain is the multiplication of two frequency functions. Figure 2 is a
frequency domain schematic diagram of matched filter reference signal, target echo
signal and deception jamming signal.

Because the interference signal has the same bandwidth as the reference function,
but the starting frequency is different, the overlap part decreases when the two signals
multiply in the frequency domain, which makes the amplitude of the output signal of

Fig. 2. Signal frequency domain diagram
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the interference signal decrease, while the target echo signal coincides with the ref-
erence function in the frequency domain completely, so it has a good energy aggre-
gation characteristic. If the radar received signal is frequency shifted, the frequency of
the target echo signal will not coincide with the frequency domain of the reference
signal. With the increase of frequency shift, the frequency domain of the two signals
will not coincide at all. When the frequency shift is signal bandwidth B, the relative
position of the signal in frequency domain is shown in Fig. 2 (b). At this time, the
target echo signal and the reference function will not overlap in frequency domain, and
the output signal will be very small, while the interference signal is different from the
target signal’s starting frequency. When the frequency shift is made, it will still overlap
with the reference signal in frequency domain. Therefore, the radar received signal can
be frequency shifted and the frequency shift value can be obtained Df ¼ B. According
to the peak position t�j of the output signal, the peak position tj ¼ t�j � Dt of the output
interference signal of pulse pressure before frequency shift is determined, so that the
interference can be suppressed by setting a certain width of time domain. The inter-
ference suppression methods are summarized as follows:

Step 1: The radar received signal xðtÞ is frequency shifted, the frequency shift value
is fM ¼ B, and the frequency shift signal x�ðtÞ is obtained.

Step 2: Identifies the interference environment by passing the frequency-shifted
signal through a matched filter, determines the point source information to obtain the
pulse compression output signal, and determines the time delay t�j corresponding to the
peak value.

Step 3: Pulse compression is applied to the received signal. When the time delay of
the output signal is tj ¼ t�j � Dt, the initial frequency of the time domain will be greater
than the initial frequency of the target echo signal.

Step 4: Frequency shift of the received signal xðtÞ of airborne radar is carried out.
The value of frequency shift is used to get the signal after frequency shift. Step 2 and
Step 3 are repeated to realize the whole airborne radar anti-point source jamming
method.

3 Experimental Analysis

The performance of airborne radar anti-point source jamming method is tested and
analyzed. Firstly, the simulated complex jamming experimental environment is con-
structed, which consists of shielding darkroom, turntable, radiation array, complex
electromagnetic environment signal simulation system, radio frequency simulation
laboratory control system, data recorder, demonstration and verification computer
evaluation system, radar display control system and physical radar.

Target simulation and clutter simulation equipment in complex electromagnetic
environment signal simulation system receives radar synchronization signal, and sim-
ulates target signal and clutter signal interfering with radar point source; electronic
support equipment in complex electromagnetic environment signal simulation system
detects radar signal by arrays of horns, and transmits it to jamming simulation equip-
ment as samples to simulate various deceptive jamming required. With suppressing
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interference; In the complex electromagnetic environment signal simulation system, the
radar emitter simulator can simulate various radar signals independently to help simulate
the realistic electromagnetic environment. At the same time, it can also evaluate the
performance of the radar against the co-frequency asynchronous jamming and the
performance of the reconnaissance signal when the airborne point source phased array
radar starts the EsM function. The three-axis turntable is used to simulate the three-axis
motion of the airplane. The received signal passes through the radar receiving channel
and enters the radar processor for signal processing. The information of radar searching
and tracking target is displayed on the avionics screen. At the same time, the digital data
received by the radar is recorded by the recorder for post-analysis and evaluation. The
traditional anti-jamming method is used as the experimental contrast group. The
experimental environment of the experimental group and the control group is point
source jamming environment, and the airborne radar equipment used is the same. The
purpose is to ensure the uniqueness of the experimental variables, so that the experi-
mental data obtained is more accurate, and the final experimental analysis conclusion is
more valuable. Start up the complex point source jamming environment, using different
anti-jamming methods, the radar signal results are shown in Fig. 3.

From the radar waveform of the experimental results, it can be concluded that the
waveform of interference points in traditional anti-jamming methods is more obvious
than that of radar signals, and the distance between the two waveforms is relatively
close. It is easy to mistake the jamming signals as radar signals for recording, resulting
in errors in the information obtained. The designed anti-point source jamming method,
from the experimental results, effectively suppresses the intensity of the jamming
signal, makes the performance of the radar signal clearer, and pulls the jamming
information and radar information apart for a certain distance, thus realizing the anti-
jamming function more efficiently. This is because in the process of airborne radar anti-
jamming design, firstly, the airborne radar is detected by frequency shift, and then the

Fig. 3. Experimental results
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jamming environment is judged and the point source target is identified intelligently.
According to the analysis of the point source interference information, the suppression
jamming filter is generated, and then the suppression jamming signal is output, so as to
effectively suppress the interference information.

4 Conclusion

Faced with the increasingly complex electromagnetic environment and interference,
radar anti-jamming technology needs to be developed continuously. Although the radar
intelligent anti-jamming technology is still in its infancy, the urgency of the radar anti-
jamming situation objectively requires the radar to develop in the direction of intelli-
gence. Radar intelligent anti-jamming technology, as the concrete technology realiza-
tion of intelligent radar and cognitive radar, will surely get considerable development.
In order to overcome the shortcomings of traditional methods, an artificial intelligence-
based airborne radar anti-point source jamming method is proposed. The experimental
results show that the proposed method has better anti-jamming performance and can
effectively solve practical problems.
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Abstract. Different temperature, power, flow rate and other factors have dif-
ferent effects on the removal of soot particles in the tail gas of simulated diesel
vehicles, and the removal effect of each kind of soot particle catalytic removal
method is also different. In order to further improve the effect of soot particle
catalytic removal, a statistical analysis method of soot particle catalytic removal
method based on big data is designed. Using large data technology to extract
catalytic removal methods of soot particles, detailed analysis of each method
was carried out, and the soot combustion performance of soot particles catalytic
removal method was compared. The results showed that the removal of soot
particles based on perovskite catalyst was more effective than that of soot
particle removal method based on sol-gel preparation method, and that soot
particles were catalyzed by low temperature plasma. The combustion perfor-
mance of the removal method is better, and the catalytic removal performance is
more superior.

Keywords: Big data � Soot particles � Catalytic removal � Sol-gel preparation �
Low temperature � Plasma � Perovskite type catalyst

1 Introduction

With the rapid development of industrialization and urbanization, the situation of
regional air pollution is increasingly serious. At present, a large number of emissions
caused by the substantial increase of vehicle ownership, destroy the ozone layer of the
atmosphere, cause the global greenhouse effect, make the whole earth temperature
warm and climate abnormal [1]. With the deepening and recognition of the concept of
“low carbon life”, energy saving and emission reduction of motor vehicles has been put
on the agenda. Therefore, driven by the policy of energy conservation and emission
reduction, diesel engine has been more and more widely used for its advantages of
large power, high efficiency, good fuel economy, strong adaptability and wide power
range. At present, almost all heavy vehicles have used diesel engines, and light vehicles
have gradually used diesel engines. As the diesel vehicle is not pollution-free and zero
emission, the exhaust emissions of diesel vehicles have caused serious environmental
problems. In order to control the rapid development of diesel vehicles and continue to
cause serious air pollution, countries around the world have developed relevant vehicle
exhaust emission regulations, so as to urge vehicle manufacturers to improve their
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products from the source to reduce the serious environmental pollution caused by the
emissions of CO, HC, NOx and soot particles [2].

At present, there are many catalytic removal methods for soot particles, each
method has different catalytic removal effect. In order to further improve the catalytic
removal effect of soot particles, a method of catalytic removal of soot particles based on
big data is proposed. The method of catalytic removal of soot particles is extracted
using big data technology. Each method is analyzed in detail and the catalytic removal
of soot particles is compared. The flue gas combustion performance of the method
provides a basis for the catalytic removal of soot particles. Big data refers to the data
collection that can not be grabbed, managed and processed by conventional software
tools in a certain period of time. Big data has five characteristics, that is, large amount,
high speed, diversity, low value density and authenticity. It has no statistical sampling
method, but only observes and tracks what happened. The use of big data tends to
predict analysis, user behavior analysis or the use of some other advanced data analysis
methods, so it is applied to the catalytic removal of soot particles.

2 Statistical Analysis Framework of Catalytic Removal
of Soot Particles Based on Big Data

Big data is a large-scale data collection, and data analysts cannot extract, process,
analyze, and manage it with general software within a certain period of time.The key
technologies for processing big data include parallel processing technology for large-
scale data sets, distributed databases, distributed file storage and processing systems,
data mining, and cloud computing. Big data processing tasks cannot be processed in a
single-machine serial computing mode. You must use a distributed architecture for
calculation. Read the original data from HDFS and send it to the Spark cluster for
efficient distributed parallel calculation. After analysis, write the result set to persistent
Into the HBase cluster. In spark cluster, it is also divided into Worker nodes that are
used to directly participate in calculation, interact with input and output interfaces, and
Master nodes that are used for scheduling, task allocation and management of Worker
nodes. The statistical process of catalytic removal of soot particles based on big data is
shown in Fig. 1:
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Step1: When the statistical query task of the soot particle catalytic removal method
is submitted from the user client, the task request is sent to the Master node by the
client, The Master node analyzes the size and distribution of the data collection.
Because the data comes from HDFS, and HDFS has natural data segmentation (64 MB
size per block area), the Master only needs to interact with the HDFS Master node to
get the location of each block of data, then assign appropriate reading strategies
according to the data location. These strategies include which data of each HDFS Slave
node that each Worker node reads from;

Step2: In the process of loading the data of the Worker node, the Master node
further refines the task into smaller sub-processes according to the query statement.
These sub-processes have data dependencies, forming a directed acyclic graph, and The
sub-processes are descriptions that the Worker node can directly execute within it;

Step3: After loading the statistics of the soot particle catalytic removal method and
receiving the task list, the Worker node can start calculation based on the input data of
the task and the task. After each subtask is calculated, it will be returned to the Master
node A completed message is convenient for the Master node to track the progress of
task processing in real time;

Step4: After each Worker node completes the calculation separately, according to
the user’s options when submitting the task, you can choose to schedule and merge the
statistics of the soot particle catalytic removal method through the Master’s scheduling,

Fig. 1. Statistical flowchart of catalytic removal of soot particles based on big data
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and then write it together into the HBase system, or Each Worker directly writes its
own output data to HBase.

The statistical analysis framework for the catalytic removal method of soot particles
based on big data is shown in Fig. 2:

Through the above process, the relevant data about the catalytic removal method of
soot particles are extracted, and then the data mining technology in big data technology
is used to rank the relevant technologies, and the most commonly used removal
methods are calculated. The expression is as follows:

f ¼ g
j
þ x

b
ð1Þ

In formula (1), g represents statistical data, j represents the definition of statistical
indicators, b represents behavioral influencing factors, x represents the dimension of
statistical indicators.

Through analysis, the most commonly used removal methods are the following
three, the soot particle catalytic removal method based on the sol-gel preparation
method, the soot particle catalytic removal method based on low temperature plasma,
and the perovskite type catalyst Soot particle removal method.

Fig. 2. Statistical framework of catalytic removal of soot particles based on big data
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3 Analysis of Catalytic Removal of Soot Particles

3.1 Catalytic Removal of Soot Particles Based on Sol-Gel Process

The soot particle catalytic removal method based on the sol-gel preparation method is
mainly through alumina produced by Wenzhou Alumina Plant, zirconia produced by
Sinopharm Group Chemical Reagent Co., Ltd., zirconia produced by Qingdao Ocean
Chemical Group Company, Qingdao Ocean Chemical Silicon oxide produced by the
group company, manganese acetate produced by Aladdin Reagent Co., Ltd., ammonia
water produced by Sinopharm Group Chemical Reagent Co., Ltd., and ethanol pro-
duced by Sinopharm Group Chemical Reagent Co., Ltd. as the main experimental
reagents [3]. Adopt gas chromatograph produced by Zhejiang Kexiao Instrument Co.,
Ltd., plasma power supply produced by Nanjing Suman Electronics Co., Ltd., dual
dielectric discharge reaction tube, electronic balance produced by Shanghai Mingqiao
Precision Scientific Instrument Co., Ltd. The temperature controllers produced by
Beijing Huibolong Instrument Co., Ltd., mass flow meters produced by Shanghai
Yifeng Electric Furnace Co., Ltd., muffle furnaces produced by Shanghai Yifeng
Electric Furnace Co., Ltd. and Shangpu Compact Equipment are the main catalyst
making instruments. Mainly used to prepare potassium titanate series catalysts with
different K/Ti mass ratios, the precursors of the catalysts Ti(OC2H5)4 and CH3COOH,
and the precipitant is H2O [4]. Dissolve a certain amount of Ti(OC2H5)4 in absolute
ethanol, and add a certain amount of ethylene glycol to it as a plasticizer, and continue
to stir at room temperature to obtain solution A; Then weigh a certain amount with an
electronic balance Potassium acetate was placed on a magnetic stirrer and stirred well
until potassium acetate was completely dissolved and dissolved in absolute ethanol.
A certain amount of glacial acetic acid and a small amount of deionized water were
added and stirred to obtain solution B. The solution at this time was a clear solution.
Under constant stirring conditions, the solution B was added dropwise to the solution
A, and the PH value of the solution was controlled to about 6 during the preparation
process; stirring was continued for a while to obtain a sol-like substance, and the gel
was obtained by standing. Then it is aged at room temperature for a period of time,
placed in an electric blast drying oven at 100 °C for drying, then ground, and placed in
a muffle furnace at 800 °C for roasting, and finally obtained K2Ti2O5, K2Ti4O9,
K2Ti6O13, K3Ti8O16 and K4Ti3O8 five potassium titanate catalysts [5]. Potassium
titanate is a new type of high-performance material enhancer. It exists in the form of
whiskers. This whisker is a new type of inorganic polymer compound with micro
needle-shaped short fibers. Its chemical formula is K2O�nTiO2 or K2Ti2O2n+ l. When
n = 2,4,6,8, it is called potassium dititanate, potassium tetratitanate, potassium hex-
atitanate and potassium octatitanate respectively [6].

Potassium titanate belongs to monoclinic system and C2/m point group. Ti the
crystal structure of potassium dititanate with Ti coordination number of 5 is a chain-
like layered structure formed by connecting the triangular double cones of TiO6

through a common vertex. The layers are separated by 6.5 angstroms. Parallel, and K+

is located between the layers of the layer structure, so it has chemical activity. Simi-
larly, in the crystal structure of potassium tetra titanate whose coordination number of
Ti is 6, it is a lamellar structure formed by the connection of the TiO6 octahedron
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through common edges and common apical angles. The layers are also parallel to the
crystal axis, with a spacing of 8.5 angstrom. K+ is located between layers, so it also has
chemical activity. The K+ ions in the middle layer of the structure of potassium diti-
tanate and potassium tetra titanate crystals can be exchanged with other cations to
replace the heavy metal ions in the wastewater, so they can be applied to the treatment
of metal ions. In the crystal structure of potassium octatitanate different from the first
two, the coordination number of Ti is 6, which is a tunnel structure formed by octa-
hedron through common edges and common angles, rather than a layered structure.
Among them, K+ is in the middle of the tunnel, separated from the environment, and
the K+ in potassium octotitanate crystal has almost no chemical activity. Figure 3 is a
schematic diagram of the cell structure of K2Ti2O5 established by molecular simula-
tion. The combination of the red and white spheres represents the triangularis of TiO6,
and the purple spheres represent potassium ions. It can be seen that they are connected
by common vertices. TiO structure is uniformly distributed at different levels, with
large space gaps and obvious regularity. However, potassium ions are distributed
between the levels of TiO structure, which provides excellent conditions for the good
chemical activity of potassium ions.

In addition, the following means of characterization were used for the removal
effect of characterization:

First, XRD test was performed to determine the composition of the catalytic active
agent by Rigaku D-max-rA Xray diffractometer. Experimental conditions: at room
temperature, Cu target Ka beam, graphite monochromator, X-ray wave-
length = 0.1548 nm, step length: 0.02, tube pressure: 40 kV, tube flow: 100 mA,
scanning range: 10° * 90°, scanning rate: 10°�min−1.

Second: BET test was conducted on Micromeritics ASAP2000. The sample was
pretreated at 623 K and adsorbed in a liquid nitrogen environment. The cross-sectional

Fig. 3. Crystal cell structure of K2Ti2O5
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area of nitrogen molecule was set at 0.162 m2. The specific surface area was obtained
by the BET equation and the nitrogen adsorption isotherm.

Thirdly, SEM test was performed to observe the morphology and size of potassium
titanate catalyst particles prepared by scanning the electroscope of JSM-6700 from
Japan Jeol co., LTD.

Fourth: thermogravimetric (TG) determination. The combustion temperature of the
catalyst for the catalytic oxidation of carbon smoke particles is determined on the
thermogravimetric analyzer. The tga is a type TAC/DX thermal analyzer manufactured
by the United States company. First, a certain amount of catalyst samples (about
10 mg) were taken and pretreated at 300 °C for 60 min in N2 atmosphere. Then, after
the temperature dropped to 100 °C, the gas passing through the catalyst sample was
switched to a mixture of 20%O2/N2 and heated up to 800 °C at a heating rate of
10 °C/min.

Fifth, the morphology of the catalyst before and after the reaction was observed by
transmission electron microscopy (TEM). The instrument was HT-7700 high-
resolution electron microscopy (ht-7700) of Hitachi high-tech co., LTD. Before the
test, the sample powder was dispersed evenly by ultrasound in anhydrous ethanol, and
then a small amount of suspension was taken and transferred to the carbon film made of
copper mesh. After being irradiated to complete drying by infrared lamp, the sample
powder could be put into the instrument for testing. The soot combustion curve after
catalytic removal of soot particles prepared based on sol-gel is shown in Fig. 4:

Fig. 4. Combustion curve of soot after catalytic removal of soot particles prepared by sol-gel
process
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The starting temperature and maximum oxidation rate temperature of different
catalyst contents are shown in Table 1:

3.2 Catalytic Removal of Soot Particles Based on Low Temperature
Plasma

The plasma-enhanced catalysis process is also known as the “two-stage process”, in
which the plasma and the catalyst are placed separately and the catalytic reactor is
located behind the plasma reactor. In the reaction system, the reaction process is mainly
divided into two steps: first, the reaction gas is activated in the plasma reactor, which
can produce relatively more reactive intermediate products and or produce odor; Then
these intermediates leave the plasma reactor and enter the catalytic reactor to produce
the final target product under the action of the catalyst. The reaction atmosphere is the
air purified by the air generator. A mass flow controller is used to control the gas flow
rate of 30 mL.min−1. In the coordinated catalytic reaction between the plasma and the
catalyst, the catalyst is filled in the discharge area of the plasma. The filling mass of the
catalyst is 0.5 g, and the reaction temperature is within the range of 20 °C * 200 °C.
The reaction products were detected online by gas chromatograph and then detected by
thermal conductivity detector TCD.

In the catalytic oxidation of carbon smoke particles, the perovskite catalyst with
ideal structure is not very active, while the perovskite catalyst with defect structure after
distortion shows good catalytic activity. Therefore, the preparation of perovskite cat-
alyst with defect structure has become a hot research topic. Generally speaking, the
preparation methods of perovskite catalysts with defective structures mainly include A
and B site ion doping and non-stoichiometric ratio synthesis [7], as follows:

a. Conduct ion doping at the a level and replace the high-priced A level ions (rare
earth metals) with low-priced A level ions (alkali earth metals or alkali metals) doped
into the lattice of perovskite.

b. Replace the low-priced A-bit ions with the high-priced A-bit ions at the a-bit
ions, thereby reducing the valence state of the A-bit ions and producing the low-priced
b-bit ions;

c. Carry out ion doping at the A-bit, and replace the high-priced A-bit ions with
low-priced b-bit ions.

Table 1. Starting temperature and maximum oxidation rate temperature of catalyst

Catalyst content/% The light-off temperature/°C Maximum combustion temperature/°C

20 276 413
40 279 420
60 295 450
80 270 368
100 480 580
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The following device was used to evaluate the performance of the catalyst. The first
part is a catalytic reaction unit with a quartz tube reactor [8, 9] and a heating furnace.
The second part is the exhaust gas detection device, namely gas chromatograph. The
third part is the computer data output device.

The co-catalytic removal of soot particles by plasma was performed on the fol-
lowing plasma-driven catalytic devices.

The dielectric barrier plasma discharge was adopted, and the quartz tube with an
internal diameter of 8.0 mm was used as the reactor and the barrier medium. A 3.0 mm
diameter unembroidered steel rod is used as the high voltage electrode. At the same
time, the stainless steel wire mesh wound on the surface of the quartz tube is used as
the grounding electrode. The reaction device in the experiment is controlled by a
programmed temperature rise controller in an open-type tubular resistance furnace. The
high voltage power supply device is used to control the discharge voltage of the
plasma.

The low temperature plasma discharge is dielectric barrier discharge. The catalyst is
placed within the low-temperature plasma discharge region, that is, the combination
mode of plasma and catalyst is plasma-driven catalytic reaction mode. Low-
temperature plasma discharge power supply is high frequency and high voltage
power supply (CTP-2000 K, nanjing suman electronics co., LTD.), which can provide
0–30 kV,9–16 kHz sinusoidal ac voltage. The discharge power of dielectric barrier
discharge plasma is an important parameter affecting plasma discharge. Due to the
phase imbalance between the current and voltage of dielectric barrier discharge plasma,
its power calculation and measurement are quite complicated. The power of dielectric
barrier discharge can be determined accurately by analyzing the power of dielectric
barrier discharge by using the pattern of discharge voltage and charge li sayuan in
plasma.

The discharge voltage and current waveform and discharge frequency in the pro-
cess of low-temperature plasma discharge were measured by oscilloscope [10, 11]. The
discharge power of the plasma was measured by the lisaru method:

p wð Þ ¼ s cð Þ
j

ð2Þ

In formula (2), w represents the total charge on the capacitor, which is connected to the
grounding electrode; s Represents the voltage at both ends of the capacitor; c Repre-
sents the discharge voltage, j represents the discharge frequency.

After removal of soot particles by catalytic removal method based on low-
temperature plasma, the soot combustion curve is shown in Fig. 5:
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The starting temperature and maximum oxidation rate temperature of different
catalyst contents are shown in Table 2:

3.3 Removal of Soot Particles Based on Perovskite Catalyst

The catalytic activity of the catalyst was studied in a TPO unit, and the reaction product
was analyzed online by gas chromatograph. The reaction device mainly consists of
three parts: the catalytic reactor of the programmed temperature control device, the gas
chromatograph (SP-3400, Beijing beifenruili co., LTD.) and the computer for recording
data [12, 13]. The schematic diagram of the reaction device is shown in Fig. 6:

Fig. 5. Combustion curve of soot particles after catalytic removal based on low temperature
plasma

Table 2. Starting temperature and maximum oxidation rate temperature of catalyst

Catalyst content/% The light-off temperature/°C Maximum combustion temperature/°C

20 125 300
40 145 320
60 295 200
80 100 250
100 120 320
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The performance of perovskite catalyst was tested by the simulated tail gas eval-
uation method. The specific process is as follows:

First of all, the contact mode between the soot and the catalyst is an important
factor affecting the catalytic performance, and the catalyst always exhibits better
activity under tight contact conditions than under loose contact conditions. But in
practice, the contact between the carbon smoke and the catalyst in the tail gas device is
loose. In order to comply with the actual conditions, the carbon smoke and the catalyst
were directly mixed and ground in this experiment, so that the carbon smoke could be
attached to the catalyst and fully contacted.

Second, in the process of the catalytic reaction, at a rate of about 1 L/min to device
zhongtong into the air to ensure there is plenty of oxygen, the heating rate of
5 °C/min−1, using the mass flowmeter control O2 volume fraction (10%) and N2

(gas) as the balance of flow rate of 200 ml/min, using the mixed gas to simulate the rich
oxygen condition of diesel exhaust, the purpose is to test whether potassium titanate
catalysts system has low temperature catalytic oxidation of carbon smoke particles
combustion of diesel exhaust good activity. After the reaction, the gas was detected
online by SP-3400 gas chromatograph, and the catalytic activity of the catalyst was
evaluated according to the data.

Chemical kinetics is a branch of science that studies the reaction rate and reaction
mechanism of the transformation of one chemical substance into another. However, the
study of catalytic kinetics has become one of the most important components in the

Fig. 6. Schematic diagram of temperature programmed reaction device
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field of catalysis. In the study of catalyst science and engineering, one of the important
objectives of the study of catalytic kinetics is to establish an appropriate kinetic
mathematical model for the reaction studied and to help explore the mechanism of its
catalytic reaction. The study of reaction dynamics can help to provide an appropriate
mathematical model. The model can accurately and reliably reflect the influence of
reaction conditions such as airspeed, temperature and pressure on the selectivity of
reactants, reaction speed and conversion rate, and provide a suitable mathematical
model for the study of catalyst design and catalytic kinetics. Moreover, in a large range,
this model has been able to reflect more accurately and confidently the influence of
space speed, temperature, pressure and other reaction conditions on the selectivity,
reaction rate and conversion of reactants. As the combustion of gasoline is more
complex, the composition of the combustion product soot is also different under dif-
ferent circumstances. Since the combustion temperature of soluble organic matter is
much lower than that of dry carbon smoke, the combustion of carbon smoke can be
regarded as the combustion of dry carbon smoke. Oxygen is first adsorbed on the
surface of the catalyst, and then combined with the active substances in the catalyst to
form [−MO]. The active oxygen reinteracts with the soot particles, and some of it
generates CO2, while some of it generates CO. The resulting gas molecules are then
released through desorption of the desulfurization catalyst, resulting in the reduction of
the catalyst.

In the study of reaction kinetics, reaction series is a very important factor. Each
reaction level corresponds to its reaction characteristics. According to the reaction
series, the reaction rate equation can be known. Based on the first order, second order
and third order differential diagrams of carbon smoke oxidation, the reaction pro-
gression of carbon smoke combustion is determined in this paper.

Figure 7 shows the soot combustion curve after removal of carbonaceous smoke
particles by the removal method based on perovskite catalyst:

Fig. 7. Combustion curve of soot after removal of soot particles based on perovskite catalyst
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The starting temperature and maximum oxidation rate temperature of different
perovskite catalysts are shown in Table 3:

4 Discussion of Results

Using the programmed heating and oxidation device as the potassium titanate catalytic
soot reaction device and the meteorological chromatograph, the post-reaction gas was
detected online, and the experimental results were systematically analyzed and studied.
Satisfactory results were obtained (Table 4):

First: when the burning time reaches 1200 min, based on the sol-gel preparation
methods of carbon smoke particle catalytic removal method, based on the low tem-
perature plasma carbon smoke particle catalytic removal method, based on perovskite
catalyst of carbon smoke particle removal method after removing carbon burning
smoke gradually rising trend curve. Among them, the combustion weight of the soot

Table 3. Starting temperature and maximum oxidation rate temperature of catalyst

Catalyst content/% The light-off temperature/°C Maximum combustion temperature/°C

20 300 600
40 350 650
60 400 700
80 450 650
100 500 600

Table 4. Experimental results

Different methods Method for catalytic
removal of soot
particles based on
sol-gel method

Low-temperature
plasma-based
catalytic removal
method of soot
particles

Method for
removing soot
particles based on
perovskite catalyst

Burning time/min 1200 1200 1200
Burning weight/mg 70 78 82
Catalyst content/% 100 100 100
The light-off
temperature/°C

480 120 500

Maximum
combustion
temperature/°C

580 320 600
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particle catalytic removal method based on the sol-gel method is 70 mg, the com-
bustion weight of the soot particle catalytic removal method based on low-temperature
plasma is 78 mg, and the soot particle catalytic removal based on the perovskite
catalyst the burning weight of the method is 82 mg. After comparing, the perovskite
catalyst based carbon smoke particle removal method of removal effect is best.

Second: when the catalyst content reaches 100%, the starting temperature of the
method for catalytic removal of soot particles based on the sol-gel method is 480, and
the maximum combustion temperature is 580, respectively. The start of the method for
catalytic removal of soot particles based on low-temperature plasma the temperature is
120, the maximum combustion temperature is 320, the starting temperature of the
perovskite catalyst-based soot particle removal method is 500, and the maximum
combustion temperature is 600. It can be seen that, although the removal method of
carbon smoke particles based on perovskite catalyst has the best removal effect, it
requires higher starting temperature and maximum combustion temperature. The
method of catalytic removal of carbon smoke particles based on low temperature
plasma has the lowest requirements for the starting temperature and the maximum
combustion temperature.

Thirdly, it is found that the potassium titanate catalyst is not easy to absorb water
and has good stability and anti-aging performance. Moreover, the catalytic performance
of carbon smoke is still good under loose contact. It is also found that a certain amount
of NOx catalysis is beneficial to the oxidation of carbon smoke.

Fourth, potassium titanate catalyst can still effectively catalyze the combustion of
carbon smoke particles at low temperature even when it is in loose contact with carbon
smoke, and has good catalytic activity, which fully proves that potassium titanate
catalyst is an excellent catalyst for the oxidation of carbon smoke.

Fifthly, the mass ratio between catalyst and soot particles did not significantly
change the catalytic oxidation of soot by potassium titanate through the experiment,
which fully verified the good catalytic performance of the removal method of soot
particles based on perovskite catalyst.

5 Conclusion

This paper presents a statistical analysis method based on big data for the catalytic
removal of soot particles. Using big data technology, extract the catalytic removal
method of soot particles, and compare and analyze the flue gas combustion perfor-
mance of catalytic removal of soot particles according to different methods. The results
show that the perovskite-type catalyst is more effective in removing soot particles than
the sol-gel preparation method, and the low-temperature plasma catalyzed soot particle
catalytic removal method has better combustion performance and better catalytic
removal performance.
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Abstract. In order to solve the problems of low control accuracy and poor
stability of traditional electric drive control methods, a parallel computing based
electric drive control method is proposed. According to the selected motor
parameters, the transmission point with the maximum power or the strongest
mechanical rigidity is selected as the main node, so that the parameters are equal
to the load rate of the load distribution motor, and the load distribution is
completed by parallel calculation; the air gap magnetic field is generated inside
the motor, and the electromagnetic thrust is generated under the interaction with
the excitation magnetic field generated by the permanent magnet by using the
concepts of coordinate transformation and space vector Force is used to push the
motor to move synchronously and linearly at the same speed to complete the
motor vector control and the electrical drive control based on parallel comput-
ing. The experimental results show that the control accuracy of the proposed
method is high and the operation is stable. It can effectively reduce the position
tracking error and improve the control accuracy.

Keywords: Parallel computing � Electric drive � Control method � Motor
parameters � Load rate � Air gap magnetic field

1 Introduction

Parallel computing is also known as parallel computing, as opposed to serial computing.
It is an algorithm that can execute multiple instructions at a time. Its purpose is to
improve the computing speed, and to solve large and complex computing problems by
expanding the problem solving scale [1]. Parallel computing refers to the process of
using multiple computing resources to solve computing problems at the same time, and
is an effective means to improve the computing speed and processing power of computer
systems. Its basic idea is to solve the same problem with multiple processors, the
problem to be solved is decomposed into several parts, each part is calculated by an
independent processor in parallel [2–4]. A parallel computing system can be a specially
designed supercomputer containing multiple processors, or it can be a cluster of several
independent computers interconnected in a certain way. Complete the data processing
through the parallel computing cluster, and then return the processing results to the user.

Parallel computing can be divided into time parallel and space parallel. Time
parallel refers to assembly line technology. For example, the steps of food production in
the factory are divided into: cleaning: washing the food. Disinfection: disinfect the
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food. Cutting: Cut food into small pieces. Packaging: pack the food in the packaging
bag. If the assembly line is not used, after a food completes the above four steps, the
next food is processed, which takes a long time and affects efficiency. However, using
pipeline technology, multiple foods can be processed simultaneously. In parallel
algorithm, time is parallel, and two or more operations are started at the same time to
improve the computing performance. Spatial parallelism refers to the concurrent exe-
cution of computation by multiple processors, that is, connecting more than two pro-
cessors through the network to simultaneously compute different parts of the same task,
or a large-scale problem that cannot be solved by a single processor.

In parallel computing, computing problems usually show the following
characteristics:

1. Separate work into discrete parts, which helps to solve at the same time;
2. Execute multiple program instructions at any time and in time;
3. Solve under multiple computing resources.

The problem takes less time than a single computing resource. Parallel computing
science mainly studies spatial parallel problems. From the perspective of programmers
and algorithm designers, parallel computing can be divided into data parallel and task
parallel. Generally speaking, data parallelism is mainly to resolve a large task into the
same sub tasks, which is easier to handle than task parallelism. Spatial parallelism has
led to the creation of two types of parallel machines. According to flynn, it is divided
into: single instruction stream multiple data streams and multiple instruction streams
multiple data streams. Commonly used serial machines are also called single instruc-
tion streams and single data streams. MIMD machines can be divided into the fol-
lowing five common categories: parallel vector processors, symmetric multiprocessors,
large-scale parallel processors, workstation clusters, and distributed shared storage
processors. Parallel computers connect each processor or processor by network.
Generally, there are several ways as follows: a kind of network with fixed connection
between processing units. During program execution, the point-to-point connection
remains unchanged; typical static networks include one-dimensional linear array, two-
dimensional mesh, tree connection, hypercube network, cubic ring, shuffle switching
network, butterfly network, etc.

In recent years, with the development of motor manufacturing technology and
power electronics technology, and the increasingly mature motor control technology,
its comprehensive performance has been greatly improved [5]. In foreign literature, the
electric load simulation research for testing motor and electric power rotating load
capacity is proposed. At present, many foreign scholars study a load motor control
method by means of the mechanical load simulation experimental platform of the drive
motor load motor to realize the simulation of the dynamic mechanical load of the
experimental platform, and finally realize the verification and test of various advanced
control algorithms; it can also test the performance of the motor, electric drive system
and driver in the experimental platform. Since the 1960s, there has been research work
in this area. Until today, electric drive control has been greatly developed, but there is
still some room for improvement. The following research will use parallel computing in
the original electric drive control method. It is optimized on the basis to improve the
effect of electric drive control.
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2 Electric Drive Control Method Based on Parallel
Computing

2.1 Load Distribution Based on Parallel Computing

The simple speed chain control can not meet the requirements of transmission control,
so it needs to use different load distribution methods to control. The basic principle of
load distribution is that the load rate of each transmission motor is the same, and each
motor should distribute the overall load according to the load rate.

The load factor a of the motor has the following relationship:

a¼ Qa

Qab
ð1Þ

In the formula, Qa represents the actual power of the a motor, and Qab represents the
rated power of the a motor.

In formula (1), the motor power represents the actual load, which can also represent
the parameters of the actual load as well as the current and torque. The torque is
selected as the parameter, and the load distribution of torque is as follows:

Ya¼ Yab � YPn
a¼1

Yab
ð2Þ

In the formula, Ya is the expected torque of the a th motor; Yab is the rated torque of the
a th motor; Y is the total torque of the load; n is the number of motors participating in
the load distribution.

In summary, the load distribution is based on the selected parameters, so that each
parameter is equal to the motor load rate of the load distribution. There are many
different distribution methods for load distribution, which can be summarized as two
types of control methods: load distribution based on speed control and load distribution
based on torque control. Select one of the inverters as the main node for load distri-
bution. Generally, the transmission point with the largest power or the strongest
mechanical rigidity is selected as the main node. Turn on the speed control mode and
hang it on the speed chain to form the speed chain with other inverters [6–8]. Then load
distribution is carried out according to the actual distribution situation.

The first case is the remaining point of felt ring, the main node is set as grid driven
roller, and the torque is set to 1, the torque of the remaining nodes is given, and then
given according to the actual power of the motor. For example, the short former is 0.7
and the vacuum roll is 0.5, then the relationship between the torque setting of the short
former and the mesh drive roller and the mesh drive roller is 0.7: 0.5: 1, that is, all the
loads are distributed to each point. The second case is the two-point contact load
distribution, such as pressing the upper and lower rollers. Taking the press lower roll as
the main point, the moment value of the press lower roll multiplied by a coefficient is
directly taken as the given moment of the press upper roll. This coefficient can be
calculated according to the actual situation. The flow chart is as follows:
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In the Fig. 1, K is a constant. When designing the software for load distribution,
you need to pay attention to the following issues: First, it cannot be disconnected from
the main speed chain. The load distribution can only be hung on the main speed chain
as a subsystem. The load distribution process cannot affect the other motors. Speed and
status [9–11]. Second, the load distribution should consider the very short case, such as
the runaway caused by the loose contact surface, and the load should be limited. Third,
according to the actual production, some points in the paper introduction process are
open, so it is necessary to install conversion device. For example, pressure sensor is
used for conversion, speed chain control is used when opening, and load distribution is
changed when the pressure reaches.

Fig. 1. Flow chart of load distribution program structure
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2.2 Motor Vector Control

In structure, the motor can be regarded as a rotating motor that splits along the radial
direction and expands the circumference into a straight line. It changes from the stator
of the rotating motor to the primary one, from the rotor to the secondary one. The
moving part of the linear motor is defined as the motor, and the fixed part is defined as
the stator as shown in Fig. 2:

From the structural point of view, the linear motors are mainly disc type, flat type,
arc type and cylindrical type. For flat linear motors, if the primary is installed only on
the secondary side, it is unilateral linear Motor, it will have a relatively large normal
force; If the primary is installed on both sides of the secondary (armature winding part
is installed on both sides of the pole) or the secondary is installed on both sides of the
primary (armature winding part is installed on both sides) In the middle of the magnetic
pole), it is a bilateral linear motor. There are short primary and short secondary
structures for unilateral and bilateral linear motors. Among them, the operation cost and
manufacturing cost of the short primary linear motor are relatively low, so in most
cases, the short primary linear motor is used [12, 13]. The following research focuses

Fig. 2. Schematic diagram of rotating motor evolving into linear motor
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on the electric drive control of the short primary bilateral flat AC permanent magnet
synchronous linear motor.

For the AC permanent magnet synchronous linear motor, a three-phase symmetrical
and time-varying sinusoidal current is input into the winding, and an air gap magnetic
field is generated inside the motor, as shown in Fig. 3:

In Fig. 3, 1 represents the mover and primary; 2 represents the traveling wave
magnetic field; 3 represents the permanent magnet; 4 represents the stator and sec-
ondary. If the longitudinal side effect is ignored, the air gap magnetic field is also
sinusoidal and moves along a straight line according to the phase sequence a, B and C,
which is called traveling wave magnetic field. Under its interaction with the excitation
magnetic field generated by the permanent magnet, an electromagnetic thrust is gen-
erated, which pushes the motor mover to perform synchronous linear motion at the
same speed as it. The speed of the traveling wave magnetic field is:

Bb ¼ 2fb ð3Þ

In the formula, Bb is the traveling wave magnetic field speed; f is the three-phase
alternating current frequency; b is the magnetic pole center distance of the permanent
magnet synchronous motor.

Under certain assumptions, the concepts of coordinate transformation and space
vector can be used to simplify and calculate the nonlinear system with multi input and
multi output, time-varying and multi variable coupling. It is assumed that: the magnetic
circuit is linear, ignoring hysteresis, eddy current, remanence and saturation effects; the
winding magnetic potential and air gap magnetic density are sinusoidal distribution,
and ignoring spatial harmonics.

Fig. 3. Working principle of permanent magnet synchronous linear motor
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From the point of view of motor structure, linear motor can be considered as a kind
of radial evolution of rotating motor. The following assumes that the permanent magnet
synchronous linear motor is a rotating motor, and imagines its magnetic field as a
rotating space magnetic field, so as to complete the Vector control. Three reference
coordinate systems are commonly used in the analysis and establishment of their
mathematical models, which are q� w� e coordinate system, @ � } coordinate sys-
tem and x� y coordinate system, of which q� w� e coordinate system and @ � }
coordinate system are armature static coordinate systems, and x� y coordinate system
is space rotation dynamic coordinate system.

q� w� e three phase coordinate system is composed of three-phase windings A, B
and C of the armature, and the corresponding axes are q, w and e with an electric angle
of 120° different from each other, forming a plane vector, as shown in Fig. 4:

From the mathematical point of view, the plane vector can be described by using a
rectangular coordinate system, so in the motor coordinate system, set @ � } rectangular
coordinate system to simplify the calculation; where @ and q axis coincide, } is 90°
ahead of e axis.

The space current vector in @ � } coordinate system is:

~aqwe ¼ a@ þ a}b ¼ 2ðaq þ awb120? þ aeb240?Þ
3

ð4Þ

In the formula, the current components in the @ � } rectangular coordinate system
where a@ and a} are stationary; aq, aw, and ae are the current values input in the
q� w� e three-phase coordinate system. With the movement of the motor, the space
magnetic field rotates correspondingly with ~aqwe. Imagine a rotating two-phase rect-
angular coordinate system x� y, which rotates at the same angular velocity as~aqwe, so

Fig. 4. Coordinate systems of AC permanent magnet synchronous motor
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the current can be divided into thrust current ay and excitation current ax in the x� y
coordinate system. If ay and ax are controlled separately, it can be completed Current
decoupling control. The position angle l of the x� y coordinate system relative to the
@ � } coordinate system is:

l ¼ mod
u
2b

� �
� 2pð Þþ l0 ð5Þ

In the formula, u is the displacement; l0 is the initial position angle; mod is the
modulus operator.

The changing process of q� w� e to @ � } coordinate system is:

Zqwe�@} ¼ 2
3

1 � 1
2 � 1

2
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Changes from @ � } to q� w� e coordinate system:
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Through the above process, the current is converted from the three-phase q� w� e
coordinate system to the right-angle x� y coordinate system to realize the decoupling
control process, and the study of the electric drive control method based on parallel
calculation is completed.

3 Experimental Analysis

3.1 Experimental Environment

In order to verify the effectiveness of the proposed method, simulation experiments are
carried out. The experiment was carried out on MATLAB platform, using Windows 10
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system, running memory of 8 GB. In this experimental environment, a comparative
experiment is designed to verify the effectiveness of the proposed method. The com-
position of the experimental platform is shown in Table 1:

3.2 Experimental Parameters

When the load of the CNC platform is set to 17 kg and the external environment is
relatively constant, the parameters of the position ring of x-axis linear motor and y-axis
linear motor are as follows:

Table 1. Main components of the experimental platform

Name Model Quantity Performance parameter

Motion controller + adapter
board

Turbo PMAC2
Clipper + DTC-
8B

1 + 1 DSP56303
4 axis board

Linear encoder RGH22Y 2 Resolution is 0.1lm
Normal reading
Allowable speed is
4 m/s

Driver D1 MD-36-S 2 Frequency Range
47*63 Hz

X axis guide rail + slider QHH15H1026Z-
1082 + QH15

2 + 4 Self-lubricating

Y axis guide rail + slider QHH20H1026Z-
5068 + QH20

2 + 4 Self-lubricating

X axis permanent magnet
synchronous linear motor

LMCB6 1 Stroke 750 mm

Y-axis permanent magnet
synchronous linear motor

LMCC8 1 Stroke 1000 mm

Limit switch EE-SX674 6 –

Table 2. Parameter settings

Motor shaft X axis Y axis

load 17 kg 48 kg
Kp 122 103
Ki 52 31
Kd 185 147
Kvff 1650 1950
Kaff 0 0
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3.3 Experimental Scheme

In order to verify the rationality of the proposed method, the KP parameters of the
proposed method and the traditional method are compared, and the stability of the
proposed method and the traditional method in electrical drive control is analyzed. In
order to ensure the credibility of the experiment, the experimental results are obtained
through many experimental iterations and analysis.

3.4 Analysis of Experimental Results

3.4.1 Control Accuracy Analysis by Different Methods
In order to verify the comprehensive effectiveness of the proposed method, experi-
mental analysis of the proposed method and traditional methods to adjust the Kp
parameter, the experimental results are shown in Fig. 5:

Fig. 5. Comparison of the effects of adjusting Kp parameters by different methods
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Analysis of Fig. 5 shows that the proposed method uses the X-axis parameters in
Table 2 under a load of 17 kg, and makes Kp equal to the errors obtained by 110, 116,
122, and 130, respectively, as shown in Figure (a). With the increase of Kp, the trend of
the error changes firstly decreases in the positive direction and then increases in the
negative direction. Under this control method, the optimal Kp = 122, and the position
tracking error at this time is (–8, 9) lm.

Adopt the original control method, adopt the x-axis parameters in Table 2, and
make KP be the error of 110, 116 and 122 respectively, as shown in figure (b). The
trend of error change is also with the increase of KP, which first decreases in the
positive direction and then increases in the negative direction. Under the traditional
control method, the optimal KP = 116, at this time, the position tracking error is
(–7,10) l m, while when KP = 122, the position tracking error is (–24,22) l M. In
contrast, the proposed method has smaller tracking error and higher accuracy.

3.4.2 Control Stability Analysis by Different Methods
In order to further verify the scientific validity of the proposed method, the stability
analysis of the proposed method and the traditional method in the electric drive control
is analyzed in the experiment, and the experimental results are shown in Fig. 6:

Analysis of Fig. 6 shows that under the same experimental environment, the
control stability of the two methods is somewhat different. Among them, the control
stability of the proposed method is always between 0.35 mV and 0.45 mV, which is
better and more stable; while the control stability of the traditional method is more
volatile. In contrast, the proposed method has good control stability and is feasible.

4 Conclusion

The research of the electric drive control method based on parallel computing is put
forward. Through the selection of motor parameters and effective load distribution, the
effective control of electric drive is realized.

Fig. 6. Comparison of control stability with different methods
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Experimental results show that the proposed method can effectively improve the
control accuracy and has good stability. However, due to the short research time, there
are still some imperfections that need to be optimized in subsequent studies.
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Abstract. In the cloud computing environment, traditional social network
community discovery algorithms have low accuracy in social network com-
munity discovery, leading to information waste, community overlap and low
scalability, and unable to achieve ideal computing results. Therefore, a social
network based on parallel recommendation is proposed. Network community
discovery algorithm. By mining the candidate trusted user set, the number and
composition of the community are obtained, and the communication units are
divided into overlapping communities and non-overlapping communities
according to the different numbers of communities belonging to the nodes in the
network. Combining the mining of candidate trusted user sets and community
division, social networking is realized Network community discovers and cal-
culates. Experiments show that the algorithm improves the accuracy and sta-
bility of social network community discovery, and has good application value.

Keywords: Social networks � Recommendation system � Overlapping
communities

1 Introduction

Cloud computing is an addition, use, and interaction model of the Internet-based
services, often involving the use of the Internet to provide dynamic, easily scalable and
often virtualized resources. Cloud is the network, a metaphor for the Internet. In the
past, clouds were often used to represent telecom networks [1], and later to represent
the abstraction of the Internet and underlying infrastructure. Cloud computing consists
of a range of resources that can be dynamically upgraded and virtualized, shared by all
cloud computing users and easily accessed over the network, without the need to
master cloud computing technology. It only need to rent cloud computing resources
according to the needs of individuals or groups. With the rapid development of Internet
technology and the gradual popularization of mobile terminals and mobile Internet,
more and more people have become a member of social networks. The continuous
development of social networks has led to explosive growth in the size of social
networks.

With the development of social networks, various forms of social media [2], such
as facebook, twitter, Sina Weibo, WeChat, and so on, have realized peer-to-peer
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information interaction among network users, and users can record everything in their
lives anytime and anywhere. Including what you see and hear in your work and what
you think about hot topics. Users are not only recipients of information, but also
publishers and communicators of information, so as to gain more opportunities to be
recognized by others. The change of the information transmission mode greatly reduces
the communication cost among the network individuals, it is also possible to sponta-
neously form different communities by participating in line-on-line activities in a
specific area with those who own common attributes. Real social network is a multi-
dimensional network, users have emotional and preference attributes, there are various
types of contacts between users. If the multiple information can be used to detect the
community structure in the social network correctly, then the other members can be
inferred from the known members.

In recent years, social network community discovery algorithms based on parallel
recommendation have been put forward [3]. However, most of these methods only
focus on the information of single dimension in the network. The parallel recom-
mendation algorithm is faced with a large amount of data and high complexity. Since
most of the traditional social network community discovery algorithms can only be
applied to small-scale networks or experimentally generated networks, when the
number of users in the network is large. Using the traditional parallel recommendation
algorithm is limited by the complexity of the hardware and the algorithm itself.
Therefore, it is very difficult to deal with such a large amount of data efficiently, which
seriously restricts the social network community discovery algorithm for parallel rec-
ommendation in large-scale social networks. Based on this, the design of social net-
work community discovery algorithm based on parallel recommendation in cloud
computing is proposed. Because of the large amount of data in cloud computing
environment, the stability is low, the information is wasted, the overlapping community
is not high and the scalability is not high when traditional classification is used. To this
end, a social network community discovery algorithm based on parallel recommen-
dation is proposed and designed. The validity of the method is verified in the simu-
lation platform [4]. The results show that LER algorithm can improve the
computational accuracy of social network community discovery, reduce the waste of
resources, and improve scalability.

2 Design of Social Network Community Discovery Algorithm

Early community discovery algorithms are implemented by hierarchical clustering, but
traditional hierarchical clustering methods tend to ignore the members who are less
connected to the community. In order to avoid the disadvantages of the traditional
method, the LER algorithm uses a new way to detect the community.

2.1 Mining Candidate Trusted User Sets

At present, trust relationship is the most widely used socialized relationship in social
network community discovery algorithm. In real life, people ask friends for advice,
users rely on the items recommended by their friends, and target users add explicit trust
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relationships on their own on social platforms. The target user’s evaluation of the item
depends to some extent on the trust user’s rating of the item. This feature is used to
mine candidate user sets. Usually, when users add trust relationships on social plat-
forms [5], they are influenced by the user’s communication circle and the user’s own
character and habit. Trust information that can be collected is often sparse. Therefore,
only directly using explicit trust relationships is a very limited set of families to
improve the accuracy of recommendations and alleviate the problem of sparse trust
information.

Figure 1 shows that trust relationship is represented by graph, there are many
connections between users, there will be a lot of common ground, there will be different
trust relations, with strong expansibility [6].

For this trust relationship characteristics, cluster technology is used to calculate.
The social friends in the same trust community as the target user are extended to the
candidate trust user set of the target user. For a user set of n users U¼ u1; u2; . . .; unf g.
The item set for m projects is I¼ i1; i2; . . .; imf g, and the project category set of l
categories C¼ c1; c2; . . .; clf g. We use indicator variables Tu; v = 1 or 0 indicates
whether there is an explicit trust relationship between user u and user v. Use symbol Nci

v
represents the number of scores for items of user v in item classification ci. when the
user u explicitly trusts the user v, and when user v has scored the item under a project
category, it can be thought that user u initial trust user v under item classification ci. In
this way, the initial trust relationship under each category is obtained. In the next step,
the initial trust relationship is used to mine trust communities through community
discovery methods under each project category. The initial trust conditions are as
follows:

ci
u v v1 0T N ð1Þ

After calculating the initial trust condition, when user v1 initially trusts v2, there is a
directed edge from v1 to v2. The algorithms are as follows:

Fig. 1. Trust relationship Association Graph
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First step: Specify a unique tag value for all user nodes, such as the user tag initially
for the user id.

8u 2 V : Iu ¼ Uid ð2Þ

Of which, 8u represents the result of tag value; I representing the simplified coefficient
of the network model j, this calculation does not do the directional analysis; kj rep-
resents the training features representing the j convolution layer; Uid represents the
commonality of the i trusted user.

Step two: to adjust the label values of all user nodes, each user needs to traverse and
count the current tab values of all his neighbors, and take the label value with the
largest number of occurrences as the new label for the user. When multiple label values
appear in the largest number of times, a label value is randomly selected as the user’s
new label.

8u 2 V ; 1u ¼ angmsck N
K

�� �� ð3Þ

Of which, k represents the label, NK represents a collection of u-trusted users with a tag
value of k, 1u represents the value of the user tag, this calculation does not do direc-
tional analysis.

The number of iterations required to divide a community to a stable state is gen-
erally five, when more than 90% of the nodes in the network have been divided into the
correct communities. After mining the trust user set, there are some overlapping
communities, and there are some differences in the community division [7]. Therefore,
after mining the candidate trust user set, the community division is carried out.

2.2 Community Division

Through the community discovery, we can dig out the number and composition of the
community from the network. It can help us to discover the deep laws in the network,
analyze the realistic significance of the community division representation in the net-
work, and thus help solve the practical problems. According to the different number of
communities belonging to the nodes in the network, the communities are roughly
divided into overlapping communities and non-overlapping communities [8]. In
overlapping communities, each node can belong to multiple communities. Non-
overlapping communities only allow each node to belong to one community, and there
are no nodes that exist across multiple communities. This paper defines the community
based on the idea of edge partition, and puts forward the HCL algorithm. In the HCL
algorithm, the overlapping community merge and partition error correction are incor-
porated into the two steps. In each iteration, the similarity between edges is calculated,
and the similarity between edges is calculated in each iteration. All the edges are
divided into specific communities, and the combination is applied to community dis-
covery of large-scale networks. The edge similarity algorithm is formulated as follows:
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S eik; ejkð Þ ¼ nþ ið Þ [ nþ jð Þj j
nþ ið Þ [ nþ jð Þj j ¼

nþ ið Þ \ nþ jð Þj j
nþ ið Þj j þ nþ jð Þj j � nþ ið Þ \ nþ jð Þj j

ð4Þ

Of which, nþ ið Þ represents a collection of neighbor nodes for node S. And ejk and jk
are S sides, this calculation does not do directional analysis.

The basic process of the HCL algorithm is: through the hierarchical clustering
algorithm, the edges of the network are clustered into a community, because each node
may have multiple connected edges, and these edges are divided into different com-
munities, and each node may be divided into multiple different communities. The
overlapping community structure is obtained. HCL algorithm can calculate the simi-
larity between edges [9], and the larger the similarity is, the better the edge can be
merged into a community.

Figure 2 mainly demonstrates the process of community division by analyzing the
age distribution, sex, education level, interests and interests of community members,
this paper studies the interaction between individuals in the community and the evo-
lution of community structure. Through the analysis of the community structure, the
flawlessness, robustness and stability of the entire community network are studied, the
impact of key nodes in the community on information dissemination is analyzed, and
the stability of the community structure is analyzed through the analysis of the com-
munity. The structure completes the design of the social network community discovery
algorithm.

Fig. 2. Community Partition proc
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The HCL algorithm improves the accuracy and processing speed of community
partition to a certain extent, which is of great significance to the design of social
network community discovery algorithm.

2.3 Implement Social Network Community Discovery Computin

Combined with mining candidate trust user set and community partition, the imple-
mentation of social network community discovery calculation is realized. Next, the
implementation process of each step will be described in detail in this paper.

According to the influence degree of attribute features on the classification results, the
features are classified. In classification, a large weight is given to certain features of nodes
with greater impact on community discovery, and a smaller weight is given to certain
types of features of nodes with less impact on community discovery. Based on this, the
LER algorithm is proposed for calculation and generation. The formulas are as follows:

Xi ¼ minc
Xn
m¼1

mxcj

 !
þ klj ð5Þ

Of which, n represents the number of nodes in the simulated network; m represents the
number of edges in the simulated network; k represents the average node degree of
each node; lj represents the proportion of the edges of each node connected to a node
that is not in the same community as the sum of all the edges of the node, the larger the
value, the less obvious the community structure of the simulated network is; minc
represents the number of nodes owned by the smallest community in the generated
simulation network; mxcj represents the maximum number of nodes owned by the
community in the generated simulated network.

Fig. 3. LER Algorithm flow-process diagram
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Figure 3 shows the LER algorithm to discover the social network computing process
for the community. This calculation method can reduce the degree of community
ambiguity, calculate in the case of large community size, and improve the precision of
community calculation. This is because the LER algorithm uses multiple iterations to
calculate the spanning tree to distinguish the community structure in the network, and
the cohesion within the community is expressed by the number of spanning trees. This
makes the real community size of the LER algorithm smaller in the network [10–12] and
facilitates the generation of more spanning trees that cover the nodes within the entire
community. Therefore, it is easier to detect the community structure in the network
effectively. It is shown that the LER algorithm can improve the accuracy of the cal-
culation and can carry out the effective calculation under the condition of big data. It can
effectively highlight the topological structure of the network, thereby effectively mining
the community structure in the network, and realize community discovery calculations
based on parallel recommendations in cloud computing [13–15].

The LER algorithm also has a huge storage effect. Generally, the data is a graph
with more edges than points, so the graph data is stored by the way of point seg-
mentation. It can avoid too much redundancy in the stored procedure of edges, and the
interaction between nodes and their neighbors only needs to satisfy the exchange law
and union law. This method can effectively reduce the network transmission and
storage overhead. The underlying implementation process is to store the edges in each
node, and when data interaction occurs, it can be transmitted by broadcasting the nodes
between each machine. The cost is that multiple redundant backups are needed for each
node’s attributes, and there is data synchronization overhead when the node update
operation is needed.

3 Experimental Demonstration and Analysis

In order to verify the validity of the LER algorithm in this paper, a simulation
experiment is designed. In order to ensure the rigor of the experiment, the traditional
community discovery algorithm is compared with this algorithm.

3.1 Stability Testing

In order to test the stability of LER algorithm, the traditional algorithm is compared
with LER algorithm. Four different data sets, LiveJournal 2, AS-Skitter 3, D1 and D2,
were used to test the framework. In four datasets, LiveJournal is an online dating blog
network of friends; ASkitter is a network that describes the topology of Internet; data
sets D1 and D2 are simulated networks generated by LFR. The algorithm in this paper
and the traditional algorithm are used to test the four test data sets, and the test results
are shown in Fig. 4.
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According to the comparative analysis of Fig. 4, when the computing time of the
LER algorithm is less affected by the change of the number, the stability is high and the
number of tasks is large, the running time of the algorithm is relatively small, and the
proportion of the total running time of the calculation is smaller when the number of
tasks is more than the number of tasks. The amplitude of the fluctuation produced by
the algorithm in this paper is small and basically fluctuates about 0 amplitude. But in
the traditional image classification process, the fluctuation is large, the highest is about
�5 dbs. When the number of algorithms increases and the total running time of the
algorithm decreases, the traditional algorithm floats greatly and its stability is low.

Through the above analysis, we can basically determine the validity of this algo-
rithm. When designing community discovery algorithms in cloud computing envi-
ronment, the data can be classified and calculated accurately and stably, which is
convenient for further management and analysis, and the stability is very high.

Fig. 4. Stability comparison
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4 Conclusion

In recent years, with the rapid development of social networks, there are new
requirements for community recommendation algorithms based on parallel recom-
mendation. Among them, community discovery and parallel recommendation have
become the focus of academic research. Because of the scale of today’s social net-
works, the relationships within a single network are also very complex, and there is a
relationship between multiple networks because of the same account number.

Therefore, this paper proposes a community discovery algorithm based on parallel
recommendation, combined with the mining of candidate trusted user sets and the
division of overlapping communities and non-overlapping communities, to realize the
discovery calculation of network communities. By analyzing the community structure,
the accuracy of information recommendation can be improved, and it is of great sig-
nificance to study the parallel recommendation algorithm recommended by social
network communities.
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Abstract. The traditional deployment optimization method of perception layer
nodes in the Internet of Things has the drawbacks of poor optimization per-
formance. Therefore, this paper proposes a research on deployment optimization
of perception layer nodes in the Internet of Things based on NB-loT technology.
The genetic algorithm is used to code the nodes in the perception layer of the
Internet of Things, and the initial population is determined. Based on the coding
of the nodes in the perception layer and the initial population, the fitness
function is designed, and the NB-loT technology is used to optimize the
deployment of the nodes in the perception layer of the Internet of Things.
Experiments show that the average coverage of the proposed method is 24%
higher than that of the traditional method, which shows that the proposed
method has better optimization performance.

Keywords: Internet of things � Perception layer � Node � Deployment �
Optimization

1 Introduction

The Internet of Things (IOT) is a kind of network that uses modern communication
technology to connect sensors, people and objects in a new way to form information
and intelligence. It can be divided into four layers: perception layer, network layer,
middle layer and application layer [1]. The perception layer is a bridge connecting the
physical world and the information world, and is also the bottom layer of the entire
Internet of Things. It connects sensors on various devices through wired or wireless
ways to form a network of information collection and control, and transmits the col-
lected information to the upper layer of the Internet of Things. In the application
process of the Internet of Things, it is necessary to monitor and reconnaissance the
ecological environment and battlefield environment. It is required that all the targets
moving along any path in the monitoring area can be found by the perception layer
nodes. In order to fulfill the above requirements, multiple nodes must work together.
This requires that the perception layer nodes deploy with high coverage and good node
communication. At the same time, during the work process, the layout of network
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nodes should be automatically adjusted according to the location and importance of the
goods to optimize the role of the Internet of Things. Therefore, it is the most important
problem for the Internet of Things to design an effective optimization method for
deployment of sensor layer nodes, to achieve reasonable and dynamic deployment of
sensor layer nodes according to the monitoring area, to improve coverage and target
detection probability of wireless sensor networks, and to reduce network energy
consumption and maximize network lifetime.

NB-loT technology, known as narrowband Internet of Things, is an important
branch of the Internet of Things. NB-IoT is built in cellular network and consumes only
about 180 kHz bandwidth. It can be directly deployed in GSM network, UMTS net-
work or LTE network to reduce deployment cost and achieve smooth upgrade. NB-IoT
is a new technology in the field of IoT. It supports low power devices’cellular data
connection in WAN. It is also called low power wide area network (LPWAN). NB-IoT
supports efficient connection of devices with long standby time and high network
connection requirements. It is said that the battery life of NB-IoT devices can be
increased by at least 10 years, while providing a very comprehensive coverage of
indoor cellular data connections [2]. The traditional method of node deployment
optimization at the perception layer in the Internet of Things has the disadvantage of
poor optimization performance and cannot meet today’s increasing demand. Therefore,
this paper proposes a research on deployment optimization of perception layer nodes in
the Internet of Things based on NB-loT technology.

2 Design of Optimal Deployment Method for Perception
Layer Nodes in the Internet of Things

The Internet of Things (IOT) has the characteristics of large scale, complex environ-
ment, limited network resources, random deployment and self-organization. These
characteristics determine the importance of node deployment and conflict prevention
technology in the implementation of the Internet of Things. Node deployment is a key
low-energy technology, which can not only ensure the quality of Internet of Things, but
also improve the reliability of the entire Internet of Things and ensure the safety of
goods in the transport process [3]. In the Internet of Things, first of all, we should solve
the deployment problem of nodes, that is, how to deploy the perception layer nodes of
the Internet of Things, achieve the maximum coverage of the perception layer nodes,
and optimize the performance of the Internet of Things.

In practical applications, the deployment of sensor nodes needs to consider many
factors such as application environment, label distribution density, interference and so
on. The distribution of nodes not only ensures the maximum coverage of the target
area, but also satisfies the requirement of reading rate. It also reduces the cost of
equipment and additional economic costs. A reasonable node topology will greatly
reduce the cost of network construction. Therefore, the design of node deployment
optimization in the Internet of Things is a multi-objective combinatorial optimization
problem. According to the characteristics of the Internet of Things, genetic algorithms
are used to optimize the deployment of sensing layer nodes. The specific process is as
follows.
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2.1 Perception Layer Node Coding

The genetic algorithm is used to code the nodes in the perception layer of the Internet
of Things to prepare for the optimization of node deployment.

The genetic algorithm is proposed by Professor Yu of the University of Michigan.
With the in-depth study of other scholars, genetic algorithm has become more perfect.
At present, genetic algorithm is widely used in machine learning, industrial opti-
mization control, biology, pattern recognition, image processing, software technology,
neural network, genetics and so on. Generally speaking, genetic algorithm constructs a
fitness function according to the objective function to solve the problem, evaluates and
operates on a population composed of multiple individual solutions. After many iter-
ations, the individuals with the best fitness function value are taken as the output of the
optimal solution [4].

Genetic algorithm is an important branch of artificial intelligence. It combines
“genetic” and “algorithm” well. It is an adaptive, global optimization and probabilistic
search algorithm, which simulates the natural selection and genetic mechanism of
organisms by using Darwin’s evolutionism for reference. It is based on the natural
evolutionary rules of “survival of the fittest, survival of the fittest”, searching in the
solution space and solving the problem.

The genetic algorithm introduces the principle of biological evolution in nature into
the solving process of practical complex problems. Firstly, the candidate solutions of
the problem to be optimized are coded to form a population containing several indi-
viduals. According to the fitness function corresponding to the optimization objective,
the individuals with higher fitness function values are screened. Then the new indi-
viduals are crossed and mutated by genetic operation. The fitness function of the
individual in the population will be improved continuously until the termination
condition of the algorithm is satisfied by the continuous iteration operation. The
individual with the highest value of the final output fitness function is regarded as the
optimal solution of the problem to be optimized [5]. The specific coding process of the
perception layer nodes is shown below.

Coding is the expression of solution space. According to the workflow of genetic
algorithm to solve the problem, the candidate set of the problem should be coded first.
Encoding is a mechanism that converts the parameters of practical problems into direct
operation with genetic operators. The appropriateness of coding directly affects the
speed and quality of problem solving. Binary encoding, Gray encoding and real
number encoding are currently the three main encoding methods.

The problem of deployment optimization of perception layer nodes in the Internet
of Things studied in this paper is how to deploy perception layer nodes reasonably. For
the problem of deployment of perception layer nodes, this paper uses real coding
method [6, 11]. Therefore, the possible solution Xn n ¼ 1; 2; � � � ; nð Þ of the problem can
be set to a random array in the working area, that is:

Xn ¼ X1;X2; � � � ;XNf g;XN 2 0; 30ð Þ ð1Þ

In the formula, individual Xn is randomly generated, and N represents the number

of populations. Xn1 ¼ X1;X2; � � � ;Xm
2

n o
represents the abscissa of the n th node, Xn2 ¼
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Xm
2
;Xmþ 1

2
; � � � ;Xm

n o
represents the ordinate of the n th node, and m

2 represents the

number of nodes in the perception layer of the Internet of Things.
Since genetic algorithm operates mainly on a group of individuals, it is necessary to

prepare an initial population consisting of multiple candidate solutions. Initial popu-
lation is the starting point of genetic algorithm optimization, and its construction is
related to the execution efficiency of genetic algorithm. Initial population generation is
generally divided into random method and priori-based method. This paper optimizes
the deployment of the perception layer nodes in the Internet of Things. The initial
deployment of the nodes is based on the random spraying method, so the initial
population is randomly generated [7, 12].

Through the coding of the above perceptual layer nodes and the determination of
the initial population, data support is provided for the following fitness function design.

2.2 Design of Fitness Function

The fitness function is designed based on the coding of the perception layer nodes and
the initial population. The specific process is shown below.

Fitness function is mainly used to simulate the evolutionary selection process in
nature. In order to implement the principle of “natural selection, survival of the fittest”,
genetic algorithm uses fitness function value to evaluate each individual in the popu-
lation. Fitness function is a measure of the quality of each individual in the population.
The selection of fitness function will directly affect the efficiency of the algorithm.
Generally, individuals with higher fitness function have better survival ability, and the
probability of inheritance to the next generation is higher; on the contrary, poor indi-
viduals have lower fitness function value, and their survival ability is weaker [8–10].
As fitness function is the only deterministic index to measure whether an individual in a
population can inherit to the next generation, it directly determines the evolution of the
population, so the selection of fitness function is very important in genetic algorithm.

The deployment optimization of perception layer nodes in the Internet of Things is
a multi-objective optimization problem. It not only achieves the maximum coverage of
goods, but also minimizes the level of interference between nodes. Therefore, the
optimal objective function of node deployment is designed as follows:

f sð Þ ¼ w1 � f1 sð Þþw2 � f2 sð Þ ð2Þ

The objective function of node deployment optimization is the weighted sum of
two sub-objective functions. Among them: f1 sð Þ ¼ Ind sð Þ. f2 sð Þ ¼ Cov sð Þ, w1;w2 is
the weight of the two sub-objective functions in the whole optimization objective
function. It mainly determines the size of these two weights according to the com-
prehensive requirements of the deployment of the perception layer nodes in the Internet
of Things, and they satisfy w1 þw2 ¼ 1. Larger w1 guarantees the maximum coverage
of goods, while larger w2 can minimize the interference between intelligent nodes. In
order to ensure the maximum coverage of cargo and minimize the interference between
nodes, according to the empirical value, this paper sets w1 ¼ 0:9;w2 ¼ 0:1.

Through the above process, the fitness function is designed, and the goal of node
optimization is determined, which provides the goal for the realization of the following
node deployment optimization.
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2.3 Implementation of Node Deployment Optimization

Based on the above fitness function, i.e. the optimization objective function of node
deployment, NB-loT technology is used to optimize node deployment. The specific
optimization process is shown below.

In the genetic algorithm, if the fitness function value of the individual Xi in the
group is f Xið Þ, the probability that the individual Xi is selected is:

P Xið Þ ¼ f Xið Þ
Pq
i¼1

f Xið Þ
ð3Þ

Where q is the number of candidate solutions in each generation group. In order to
ensure that the genetic algorithm can effectively converge to the optimal solution in the
search space, certain protection measures can be taken when selecting all individuals in
the population, that is, the individuals whose current fitness function value is the largest
are not involved in the genetic operation. Instead, let it directly replace the individuals
with low fitness function values in the next generation of populations, thus preserving
the optimal individuals in the population.

The crossover probability Pc is defined as the ratio of the number of subalgebras
produced by the crossover operation to the total number of individuals in the popu-
lation in each generation of population. Obviously, a higher crossover probability can
achieve a larger solution space, thereby reducing the probability of selecting a non-
optimal solution individual; but if the crossover probability is too high, it will waste a
lot of time because too many other solution spaces are searched. Reduce the search
speed of the algorithm.

Let a pair of parent individuals be XA and XB respectively, then the pair of offspring
individuals after the intersection are:

X 0
A ¼ aXB þ 1� að ÞXA

X 0
B ¼ aXA þ 1� að ÞXB

�
ð4Þ

Where a is a random number on [0, 1].
The mutation operation mainly simulates the mutation of a certain gene in an

individual, thereby changing the characteristics and attributes of the individual. The
probability of variation Pv is defined as the percentage of the number of individuals in
the population as a percentage of the total number of individuals in the population. The
probability of mutation controls the proportion of new individuals entering the
population.

The optimization process of the IoT awareness layer node deployment is as follows:

Step 1: First, encode every possible point in the search space of the Internet of
Things perception layer node deployment problem;
Step 2: Determine the size N of the initial population, the number of iterations DT ,
the fitness function f f [ 0ð Þ, the crossover probability Pc, and the mutation prob-
ability Pv;
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Step 3: randomly generate N individuals in the search space to form the initial group
P kð Þ, and let k ¼ 0;
Step 4: Calculate the fitness function value of each individual in P kð Þ;
Step 5: Calculate whether the current population performance meets certain indi-
cators. If yes, go to step 8; if not, go to step 6.
Step 6: According to the genetic strategy, the selection, crossover and mutation
operations are applied to the current population to generate the next generation
populations P kð Þ, k ¼ kþ 1;
Step 7: Determine whether k reaches the predetermined number of iterations, if yes,
go to step 9; if not, go to step 4;
Step 8: Select the individual with the highest fitness function value in the population
as the optimal solution output found by the algorithm;
Step 9: The algorithm ends and no optimal solution is found.

According to the above basic idea, a flowchart for optimizing the deployment of the
Internet of Things sensing layer node as shown in Fig. 1 is obtained.

Fig. 1. Flow chart of optimization of IoT awareness layer node deployment
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3 Performance Optimization Analysis of IoT Sensing Layer
Node Deployment Optimization Method

In order to ensure the optimization performance of the IoT sensing layer node deployment
optimization method proposed in this paper, the design experiment verifies it. In the
experiment process, the Internet of Things sensing layer is taken as the experimental
object, mainly to optimize its node deployment. In order to ensure the accuracy of the
experimental process and the results, the proposed IoT perception layer node deployment
optimization method is compared with the traditional IoT perception layer node
deployment optimization method, and the experimental comparison results are observed.
In the experiment process, the traditional IoT perception layer node deployment opti-
mization method is called the control group, and the proposed IoT perception layer node
deployment optimization method is called the experimental group.

3.1 Experimental Parameter Number Preparation

In order to ensure the accuracy of the experimental results as much as possible, the
simulation analysis is carried out under the environment of Microsoft Windows XP
operating system, Intel (R) Celeron (R) 2.6 GHz processor, matlab simulation tool and
24.0 gb memory. And in the experimental environment, the parameters in the exper-
imental process are set up. This paper uses different optimization methods to optimize
the deployment of the IoT perception layer nodes. Because the methods used are
different, therefore, during the experiment. The external environmental parameters
must be consistent. The experimental parameter setting results in this paper are shown
in Table 1.

3.2 Node Coverage Analysis

During the experiment, because the statistical data and experimental data are recorded
in different methods, statistical methods are used. Taking node coverage as an
experimental indicator, a comparative analysis was made between the node coverage of
the IoT perception layer of the experimental group and the control group. The com-
parison result is shown in Fig. 2.

Table 1. Experimental parameter setting results

Parameter name Parameter setting

Operation Status of Internet of Things Normal operation
Number of Sensory Layer Nodes 6T
Population group number 10–50
a 0.523
Number of experiments 100 s
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According to the data in Fig. 2, the experimental group’s IoT perception layer node
coverage is between 59% and 92%, and the maximum coverage rate is as high as 92%,
while the control group’s IoT perception layer node coverage rate is 66%. The node
coverage of the IoT perception layer of the experimental group is higher than that of the
control group, indicating that the proposed IoT sensor node deployment optimization
method has better optimization performance.

Fig. 2. Comparison of the results of the node coverage experiment
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4 Conclusions

The proposed optimization method of IoT perception layer node deployment greatly
improves the coverage of nodes, increases the probability of cargo detection of the
Internet of Things, and improves the degree of deployment optimization of the IoT
perception layer nodes. However, due to the parameter setting during the experiment.
Ignoring the interference of most influencing factors will affect the results of the
experiment to a certain extent, and further research on the deployment optimization
method of the IoT sensing layer nodes is needed [13].
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Abstract. In order to solve the problem that the transmission link of wireless
volume domain network is likely to be interrupted and consume unnecessary
energy, this paper introduces probability statistics and proposes a research on
energy saving of wireless volume domain network multi-relay nodes based on
probability statistics. The energy consumption of network is analyzed and the
formula of total energy consumption per bit network is derived. The simulation
results show that compared with the traditional multi-path multi-relay node
forwarding method, this method can greatly reduce the overall energy con-
sumption of the network. Consumption also plays a role. This method can
reduce the overall energy consumption of the network and prolong the life cycle
of the network. When the optimal relay node is used for transmission, the
transmission power is greatly increased.

Keywords: Probability statistics � Wireless body area network � Multi-relay
nodes � Energy saving

1 Introduction

Wireless body area network is a kind of wireless network based on RF technology,
which is composed of micro nodes with sensor or actuator functions distributed on the
surface of human body or implanted in human body. It is an application of wireless
sensor network in biomedical field [1]. Wireless body area network can be used to
monitor, collect and manage different vital signs (such as body temperature, blood
pressure, heart rate, blood sample concentration, etc.) of human body. It has been
widely used in disease monitoring, telemedicine diagnosis, home care and other
aspects, and has gradually become a research hotspot. Aiming at the problem of signal
attenuation in human body area transmission, a wireless body area network channel
model based on path loss and power delay is proposed [2]; A UWB channel model of
wireless body area network is proposed to solve the path loss problem in normal
distributed small-scale fading environment; In this paper, a cooperative mechanism of
network coding is proposed to explore the energy-saving way in lossy channel, and to
give enlightenment to the energy-saving way in wireless body area network; A new
network coding multicast routing algorithm based on link sharing degree is proposed to
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improve the performance of multicast transmission, which has certain guiding signif-
icance for multi-path and multi relay multicast transmission; The outage probability of
direct transmission, single relay cooperation and multi relay cooperation, as well as the
energy consumption and power consumption based on the outage probability are
compared and analyzed in wireless body area network; The concept of cooperative
communication between nodes is proposed, and the transmission link assisted by
double relay is analyzed by using spatial diversity gain technology, but the energy
efficiency of wireless body area network is not solved. Network coding is introduced to
study the throughput of wireless body area network, but the energy consumption of
network after network coding is not considered [3–5].

The traditional multi-path and multi relay forwarding method consumes too much
network energy considering the transmission link interruption probability in wireless
body area network. By introducing probability statistics into wireless body area net-
work, this paper proposes a research on multi relay energy saving in wireless body area
network based on probability statistics. Compared with multi-path multi relay for-
warding method, this method can greatly reduce network energy consumption and
improve the overall performance of the network.

2 Energy SavingMethod forMultiple Relay Nodes inWireless
Volume Domain Network

2.1 Wireless Body Area Network

According to the various application forms of wireless sensor networks, researchers
have designed different network structure forms. The most basic structure includes the
following parts:

(1) Sensor network
The network is the core part of wireless sensor network. In the sensing area, a large

number of sensor nodes monitor and perceive information, process the information and
send it to the sink node; at the same time, receive the operation command from the sink
node and execute [6].

(2) Sink node
The sink node has enough energy and transmitting power to process the infor-

mation sent by the received sensor node and forward it to the transmission medium, or
to transmit the user operation instructions to the sensor node [7].

(3) Transmission mode
The transmission mode includes satellite communication and network transmission,

which realizes the information interaction between wireless sensor network and users,
and is the communication medium [8].

(4) Network users
Network users are responsible for collecting the required data from the network,

analyzing and processing the data, and monitoring the wireless sensor network [9].
The wireless body area network node consists of four modules. The network node

module is mainly responsible for information collection and data conversion of the
sensing object, such as measuring the physical properties of the surrounding light,
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electromagnetic, acoustic and so on, so as to obtain the corresponding information; The
processor module is mainly responsible for storing and processing the data collected by
itself and the data sent by other nodes; the wireless communication module is mainly
responsible for wireless communication with other sensor nodes, exchanging control
information and receiving and transmitting the collected data; The energy module is
mainly responsible for providing energy for network nodes [10–12].

The wireless body area network protocol framework mainly defines and describes
the functions that the network and its components should complete. The wireless
volume LAN protocol architecture is shown in Fig. 1.

The architecture of the protocol includes physical layer, data link layer, network
layer, transmission layer and application layer, corresponding to the five layers of
TCP/IP protocol. In addition, the protocol architecture also includes energy manage-
ment platform, mobile management platform and task management platform [13].

(1) Physical layer
The main function of the physical layer is to evaluate the channel, select the better

channel, detect the wireless signal, complete the transmission and reception of the
signal and so on. The design goal is to obtain the larger link capacity and reduce the
energy consumption as much as possible [14]. At present, the main problems in the
physical layer of wireless sensor network are: how to design an integrated, digital and
general circuit while reducing the cost of hardware; how to design a modulation
algorithm with high data rate and low symbol rate while reducing the energy
consumption.

(2) Data link layer
The main functions of data link layer are data framing, frame detection, media

access and error control. This layer can be subdivided into media access control sub-
layer and logical link control sublayer. The main task of media access control sublayer
is to share channel resources with users, and the main task of logical link control
sublayer is to provide a standard and unified interface to the network [15].

(3) Network layer
The network layer is mainly responsible for route generation and route selection; its

main functions include packet routing, network interconnection, congestion control,

Fig. 1. Wireless body area network protocol architecture
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etc. The main purpose of routing protocol is to establish the route between sensor node
and sink node, and to transmit data reliably and safely.

(4) Transport layer
The main function of transmission layer is to complete the transmission control of

data flow in wireless sensor network. The aggregation node collects data, and uses
network, satellite and other ways to communicate with the external network. The
operation of the transmission layer is an important part to ensure the quality of service.

(5) Application layer
The main function of the application layer is to acquire and process the transmitted

data. The design of application layer is closely related to the actual application situation
and environment, so the design of application layer needs to be completed according to
the specific application requirements.

2.2 Model Building

As a branch of mathematics, probability and statistics generally includes probability of
random events, statistical independence and deeper regularity. Probability is a quan-
titative indicator of the probability of occurrence of random events. In independent
random events, if the frequency of an event in all the events, in a larger range, it is
obviously stable near a fixed constant. We can think of the probability of this event as
this constant. The probability value for any event must be between 0 and 1. The multi
relay cooperation model of wireless body area network based on probability statistics is
shown in Fig. 2.

The research on cooperative transmission technology is based on this model. The
model includes a source node s, a destination node D, and a collaboration section R. In

Fig. 2. Multi relay cooperation model of wireless body area network based on probability and
statistics

214 T. Diao et al.



the process of data transmission, the source node s will forward the data relay to the
destination node d with the assistance of the collaboration node R. The whole data
transmission is divided into two stages. In the first stage, the source node s sends data
signals in the form of broadcast. If the link sad exists, the cooperative node R and the
destination node D can receive the data signals, otherwise only the cooperative node r
receives the data signals; In the second stage, the source node s suspends the trans-
mission of data signals, and the cooperative node r processes the received data infor-
mation according to a certain cooperative transmission protocol and forwards it to the
destination node D. At this time, the destination node D receives two identical data
signals from different paths. It can decode the backup data comprehensively through
certain criteria to obtain the spatial diversity gain.

In order to increase the reliability of network transmission, all relay nodes use a
cluster based cooperative forwarding method to transmit data. At the same time, the
relay node introduces random network coding to transmit data, which improves data
throughput and reduces the overall energy consumption of the network.

In the network model shown in Fig. 3, a multi relay cooperative energy-saving
algorithm based on probability statistics is proposed. The description process is as
follows:

First, M source node sends its original packet R1;R2;R3; � � � ;RM to all relay nodes
in this cluster, and each relay node will receive the original packet R1;R2;R3; � � � ;RM

of M different source nodes at the same time.
Then, N relay node randomly encodes M original packets. The encoded packets are

as follows:

Zj¼
XM

i¼1

kijRi; j ¼ 1; 2; 3; . . .;N ð1Þ

The coding coefficient kij is randomly selected from the finite field gij, R1 is the
original data packet of the i-th source node, and Zj is the j-th relay node coding packet.

In consideration of transmission interruption, no matter how many original packets
of different source nodes are received by the a relay node, all received packets are
encoded. The number of times the relay node encodes depends on how many packets
of different source are received in j-th certain period of time.

Finally, the sink node decodes all the received encoding packets. When the sink
node receives at least N encoding packets and the received encoding coefficients are
linearly independent, the original data can be decoded. If the decoding is successful, the
sink node will feed back the confirmation information to all relay nodes, and all relay
nodes will lose the rest of the coding packets. If the decoding is not successful, the sink
node will retain the first round of transmitted coding packets and feed back the denial
information to all relay nodes. All relay nodes will send the second round of coding
packets to the sink node until the sink node can successfully decode or send the second
round of coding packets to the N round of sending.
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2.3 Study on Energy Saving of Relay Cooperation

According to the optimal coverage model, the scheduling algorithm is improved, and
the minimum transmission period of all nodes is T; The time between the sending
periods of two adjacent adjusted nodes is, which represents the minimum common
multiple of the sending time of all periodic information. In each adjustment period, the
smaller the minimum common multiple of information transmission time is, the faster
the adjustment speed of each communication data transmission period is.

In the research process of multi relay cooperative energy-saving in wireless body
area network, taking the obtained transmission information of relay nodes as the input
data of probability statistics, the optimal energy-saving solution of multi relay writing
nodes is calculated, and the multi relay cooperative energy-saving flow based on
probability statistics is designed, as shown in Fig. 3.

The specific collaborative energy saving process is as follows:
When there is at least one frame of information in the distributed network carrier

communication network and no data is successfully transmitted in the longest

Fig. 3. Multi relay cooperative energy-saving process of wireless body area network based on
probability and statistics
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transmission time, the communication network can be considered to be in a non
working state. At this time, the communication network idle time ti shall meet the
following requirements:

T\ ti ð2Þ

In formula (2): T represents the longest transmission time of a frame of information.
In this case, the minimum transmission period T can be expressed as:

T ¼ T 0 � ti � tj
� �

=a ð3Þ

In formula (3): T 0 represents the previous node regulation period; tj represents the
reference value of idle period.

When there are n nodes on the distributed network communication bus, the
transmission cycle of each node is the same, and the change range of communication
network utilization P is:

P � 2nþ 1ð ÞT 00

2nþ 1ð ÞT 00 þ T
ð4Þ

Where T 00 is the average transmission time of information frame, and T 00\T is:

P\
2nþ 1ð Þ
2nþ 2ð Þ ð5Þ

When T in formula (4) is idle, the inequality is an equation, which can be expressed
as follows:

P ¼ 2nþ 1ð ÞT 00

2nþ 1ð ÞT 00 þ T
ð6Þ

Therefore, when the average transmission time of information frame is the mini-
mum, the communication network utilization P is the highest.

When n value is 1, the minimum sending period is T , which can be expressed as:

T � 2nþ 1ð ÞT 00 þ Tk ¼ 3T 00 þ T ð7Þ

Therefore, when the minimum transmission period is less than 3T 00 þ T , the distributed
network carrier communication will no longer work. Therefore, this period is the
minimum period allowed for transmission.

In the distributed network, the transmission frequency in the same period increases
with the number of information nodes, and the network delay becomes very serious. In
order to improve the problem, the hybrid scheduling algorithm is improved.
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Send in T minimum period. Only one time of data sent is sent through the network.
Set in a certain transmission period, select any time as the transmission time, then the
data to be sent will be sent successfully, and will not be sent in other time. After such
optimization, the impact of network delay on data transmission can be reduced, and the
real-time performance of distributed network carrier communication can be improved.

3 Experimental Results and Analysis

Under the environment of MATLAB 7.0, the Internet of things experimental simulation
platform is built, and the experimental research is carried out under glomosim simu-
lator. The network simulator is used as information transmission simulator, and C+
+ language is used as network protocol to verify the effectiveness of the research of
multi relay energy saving based on probability statistics.

3.1 Initial Environment Setup and Parameter Setup

In the research experiment of the energy consumption control method of the nodes in
the perception layer of the Internet of things, the node distribution diagram is shown in
Fig. 4.

From Fig. 4, we can see the node distribution. Use the energy consumption
equalization protocol to set the experimental parameters, as shown in Table 1.

Fig. 4. Node distribution diagram
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According to the experimental environment and parameters, the experimental
results are analyzed.

3.2 Comparison of Experimental Results

The traditional method is compared with the probabilistic method, and the results are as
follows:

(1) Scheduling time
Scheduling time is an important indicator to judge the scheduling speed of the two

methods. In this experiment, the number of communication tasks was taken as an
independent variable. During the experiment, the set communication task was
increased from 0 to 80. The more communication tasks, the more scheduling time is
required. The simulators used in the process are ready to sleep and ready on duty. With
the support of glomosim simulator, the scheduling time of the two methods is com-
pared and analyzed. The results are shown in Fig. 5.

Table 1. Experimental parameter settings

Parametric Value Parametric Value

Number of communication
network nodes

100 nodes Initial energy 10 J

Monitoring range 100 m � 100 m Communication energy
consumption

40 bit

Initial power 0.40 J Data fusion energy
consumption

10 bit

Receiving power 0.30 J Multipath model
magnification

0.010

Control layer protocol MAC-SENSOR Experimental time 1000 s
Data packet 550 B Baotou size 25 B

Fig. 5. Comparative analysis of scheduling time of two methods
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It can be known from Fig. 5 that the curve based on probability statistics method is
closer to the actual value curve, while the curve of the traditional method is far from the
actual value curve. When the number of communication tasks is 35, the actual value
and the scheduling time based on the probability statistics method both reach the
maximum, which are 53 s and 49 s in order. The traditional method is that when the
number of communication tasks is 80, the maximum scheduling time is 73 s. It can be
seen that the scheduling time based on the probability statistics method is closer to the
actual value, and compared with the traditional method, the scheduling time of the
method is shorter.

The analysis of the traditional node cooperation method and the network survival
time based on the probability statistics method, the results are shown below.

It can be known from Fig. 6 that with the increase of time, the number of surviving
nodes of both methods decreases. When the time is 600 s, the number of surviving
nodes under the traditional method is 0, and the number of nodes surviving based on
the probability statistics method is 40. The experimental results show that the number
of viable nodes in the proposed method decreases less and more slowly. Therefore, for
a node with a research period of 400 to 600, under this condition, a comparative
analysis of its energy consumption situation is shown below.

As shown in Fig. 7:When the time is 10 s, the energy consumption of the tradi-
tional method is 0.92 mw, while the energy consumption of the probability based
method is 0.66 mw, and the energy consumption of the actual node is 0.65 mw; When
the time is 20 s, the energy consumption of the traditional method is 0.85 mw, while
the energy consumption of the probabilistic method is the same as that of the actual
node, both of which are 0.56 mw; When the time is 30 s, the energy consumption of
the traditional method is 0.88 mw, while the energy consumption of the probability
based method is 0.51 mw, and the energy consumption of the actual node is 0.53 mw;

Fig. 6. Network survival time analysis results of two methods
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When the time is 40 s, the energy consumption of the traditional method is 0.86 mw,
while the energy consumption of the probabilistic method is the same as that of the
actual node, both of which are 0.54 mw; When the time is 50 s, the energy con-
sumption of traditional method is 0.76 mw, while that of probability based method is
0.52 mw, and the actual energy consumption of node is 0.49 mw; When the time is
60 s, the energy consumption of traditional method is 0.68 mw, while that of proba-
bility based method is 0.47 mw, and the actual energy consumption of nodes is 0.48
mw. Therefore, the method based on probability and statistics is basically consistent
with the actual node energy consumption.

4 Summary

Wireless body area network is one of the focuses in the field of science and technology.
It penetrates into every link of our life and every corner of the society. It is conducive to
broaden human’s understanding of the depth, breadth, accuracy and timeliness of the
physical world, strengthen and close the relationship between human and the whole
physical world, and to a large extent enhance human’s remote monitoring of the
physical world environment It has a wide application prospect. Energy limitation is one
of the key problems in wireless body area network. How to control the energy con-
sumption of multi relay cooperation in wireless body area network is very important for
the application of wireless body area network.

The energy-saving scheme of multi relay cooperation in wireless body area network
based on probability and statistics is studied. In the case of multi-source and multi
relay, considering the influence of network environment fading, the transmission link is
interrupted. The energy consumption formula under the corresponding network model
is derived by using the link interruption probability. The experimental results show
that, in the case of path loss, the energy-saving scheme of multi relay cooperation based
on network coding can reduce the overall energy consumption of the network to a
certain extent. At the same time, to meet the requirements of interrupt value, increasing

Fig. 7. Comparison of node energy consumption in two methods
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the number of network source nodes and reducing the number of relay nodes also play
a role in reducing the energy consumption of the network. The future research direction
is how to apply network coding mechanism to improve the overall performance of the
network when considering the change of human posture.
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Abstract. Aiming at the problem of unstable equilibrium probability in modern
load scheduling applications, a statistical method of unbalanced probability in
cloud load scheduling is proposed. The weights and anti-saturation factors are
calculated, the servers are grouped, the fuzzy cyclic iterative control of dynamic
network resources is realized, and the network packet cloud load scheduling is
designed. By comparing with the common methods, it is proved that the method
designed in this paper can guarantee high equilibrium probability and good
stability in a certain program.

Keywords: Cloud load � Scheduling imbalance � Probability statistics

1 Introduction

In recent years, the rapid growth of network applications, such as the rise of mobile
Internet, cloud computing, big data, and other services, has a profound impact on
people’s daily life and brought great convenience to users. Since the 1970s, the demand
for the network is only a simple end-to-end transmission. IP data packet mainly con-
tains the network address of the source host and the destination host. Almost all the
traffic on the Internet is based on the TCP/IP architecture. At that time, TCP/IP can also
meet this demand well. Since the opening of the network, the network equipment is
constantly updated, and the network traffic that can be handled is also growing.
However, there is no breakthrough in the structure of the network. Today’s network
environment is complex, and various applications emerge in endlessly, such as the
development of the cloud. Its computing, storage, service, and security are the most
popular projects at present. Behind these rising commercial projects are various data
centers and tens of thousands of server clusters. These switches and servers provide the
most basic support for the upper layer services, while the data center is the bridge in the
whole network operation [1]. With the growth of business and the continuous
expansion of the data center, the computing power of the server is thousands of times
higher than that of the original computer. In the process of data transmission between
the server and the server, the link plays a role of connection. The whole data center, the
network link is a complex topology. Today, the link utilization rate of the large-scale
network center is only 30%–40%, which is just to deal with sudden large flow; The
utilization of the whole link bandwidth is low. In addition to the extensive demand for
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the Internet, the traditional data center has not been able to fully support the bandwidth
demand of all kinds of application processing, so the link transmission of the data
center has become the bottleneck of cloud computing. The research of network link
load balancing can greatly improve the network utilization, and at the same time, it can
make the network accept more traffic requests and improve the network throughput,
which will be more beneficial to the network data interaction and user experience.

The research of network load balancing has always been a hot spot in network
research. It can guarantee the performance of the network and improve the user
experience; The calculation of the optimal path is the basis of network interconnection
[2]. At this time, the emergence of software-defined networking (SDN) can adapt to the
current network requirements. Centralized control, separation of control and data,
network programmability and monitoring capability of the whole network have made
breakthroughs in network load balancing. Statistical method of unbalance probability
in cloud load scheduling. The weights and anti saturation factors are calculated, the
servers are grouped, the fuzzy cyclic iterative control of dynamic network resources is
realized, and the network packet cloud load scheduling is designed.

2 Probability Statistics Method of Unbalanced Load
Scheduling in Network Packet Cloud

2.1 Cloud Server Load Calculation

It overcomes the problem that static algorithm can not solve the load of cloud server,
which leads to the imbalance of cluster. The controller should dynamically collect the
load information of the server, including the utilization rate of the central processing
unit (CPU), memory utilization rate, and network bandwidth utilization rate [3].
Represented by Ci,Mi, and Bi (i represents the i-th server), the load of the i-th server is:

Li ¼ e1 � Ci þ e2 �Mi þ e3 � Bi ð1Þ

Among them,
P
i
ei ¼ 1; ei represents the impact factor. A larger value indicates that

this performance parameter has a greater impact on this server. The size of ei can be
statically set according to the business that the balanced service faces. To let the
equalizer better understand the service capabilities of each service, the capacity of each
server is collected here:

Ri ¼ l1 � Fi þ l2 � Ni � 1000þ l3 �MTi þ l4 � BTi ð2Þ

Among them,
P
i
li ¼ 1; li larger value indicates that this parameter accounts for a

larger proportion of the capacity of the computing server. The size of li can be set
according to the different services targeted by the balanced service. Fi is the CPU
frequency; Ni is the number of CPU cores; MT is the total memory; BTi is the total
bandwidth.
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According to the defined load Li and capacity Ri, the weight of each server is
obtained:

Wi ¼ 1= 1� Lið Þ � ffiffiffiffiffi
Ri

p� � ð3Þ

2.2 Anti-saturation Factor Calculation

When the number of sent requests reaches a certain value, the number of server
response requests suddenly drops to zero and continues for some time. A measure taken
by system software to prevent crashes, also known as “denial of service” or “fake
death” [4]. When the server is “fake dead”, the process is that the response time slowly
increases, then jitters, and then increases sharply. Once it increases sharply, it is called
to enter the saturation state. If an anti-saturation factor is added during the jitter, the
server weight The value is falsely increased, and the threshold is used to prevent it from
entering the saturation state, to effectively prevent the server from entering the satu-
ration state and affecting the services provided.

WSi ¼
1

1�Lið Þ� ffiffiffi
Ri

p ; no� time� shake
1

1�Lið Þ� ffiffiffi
Ri

p þ 1i; time� shake

(
ð4Þ

Here, the resource utilization of the cloud host exceeds the threshold and the higher
packet entered by the cloud host is determined as the response time jitter, plus the anti-
saturation factor; otherwise it is determined that the response time is not jitter [5].

The anti-saturation factor 1i is the result of multiplying the cloud host weight by the
static scale. Because the configuration of each cloud host is different, the weights will
be different and 1i will also be different. When the load information of the cloud host is
collected, first, the resource utilization of the cloud host will be judged whether it
exceeds the threshold. If it exceeds, the weight will be set to 1, and the cloud host will
enter the high load group. If it is not exceeded, it is determined whether the weight of
the cloud host enters a group with a higher weight. If the weight of a cloud host is
entered, the cloud host’s weight will increase by 1i. After the cloud host weight is
increased by 1i, the cloud host will make the average weight of the group to be higher,
so that the probability that the group will be allocated more requests is smaller, thereby
achieving the purpose of anti-saturation.

2.3 Cloud Server Grouping

The anti saturation factor can prevent the cloud server with large weight from entering
the saturation state, so it will not significantly increase the service response time.
However, for servers with low weight, if the equalizer does not update its load
information in time, the equalizer will continue to distribute the load, resulting in a
rapid increase of its load, which may lead to overload. Unbalance the entire cluster [6,
7]. To solve this problem, servers with similar weights are grouped into a group and a
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distribution request is issued in that group instead of being distributed to a server.
According to the weight, the server is divided into five groups, as shown in Table 1.

From the first group to the fifth group, the server will process more and more
requests, and the processing time will be longer and longer [8]. Here, according to the
different weights, the time for the equalizer in the controller to collect the servers in the
packet will be different. The servers of the first group and the second group do not
change much in weight in a certain period of time due to the small number of requests
they process [9, 10]; In the same way, the fourth group and the fifth group need more
time to process more requests, and the weight will not change greatly in a certain period
of time, so the time interval for collecting the load information of these two groups can
be larger; But for the third group of servers, which are in the transition stage between
the second group and the fourth group, they are very sensitive to the weight infor-
mation [11]. Once the weight changes, the group will not accept the request again, so
the collection interval for the weight information of servers in this group will be
shorter. Set five groups of weight information collection intervals as follows:
s3\s2 ¼ s4\s1 ¼ s5. In addition, when the virtual machine in the host pool enters the
fourth and fifth groups due to too many requested resources, because of the existence of
the anti-saturation factor, it can ensure that the virtual machine in the two groups is in
the pseudo saturation state, and can still process the accepted requests normally. If there
is a new request coming at this time, the request will not be sent to the back end, and
the SDN controller will be triggered to inform the cloud platform to establish a new
virtual machine instance to join the host pool. This will be reflected in the next
research.

2.4 Fuzzy Cyclic Iterative Control of Dynamic Network Resources

In the cloud computing environment, firstly, the fuzzy cyclic iterative control algorithm
is used to extract the dynamic network resource balance scheduling characteristic
parameters [12, 13]. Compared with the recursive algorithm and the VC++ standard
library function nth element, it shows that the algorithm is more efficient and reliable
than the traditional recursive algorithm. Compared with the standard library function
nth element, it has obvious advantages in time efficiency. Establish the dynamic net-
work resource weight distribution mechanism [14, 15], calculate the orthogonal
weighted constraint equilibrium ratio of network resources, and carry out the dynamic
network resource fuzzy cyclic iterative control. The specific process is as follows:

Table 1. Grouping servers by weight

Group Weights Group Weights

1 (0, 0.05] 4 (0.5, 0.75]
2 (0.05, 0.25] 5 (0.75, 1]
3 (0.25, 0.5]
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Suppose that xnf gNn¼1 represents the collection of dynamic network resources in the
cloud computing environment. According to the following vector control methods, a
new resource mapping relationship xn is constructed in the stack space. k represents the
sampling point time series of dynamic network resource load in the cloud computing
environment. s represents the dynamic network time delay parameter.

Then formula (5) can be used to represent a time span of dynamic network resource
operation:

h si; tð Þ ¼
XNm

i¼1

aiðtÞe/1 t � si; tð Þð Þ ð5Þ

Where, aiðtÞ represents the number of tasks currently running, e/ represents that the
physical machine is in saturated running state, si; tð Þ represents that the server is not
currently running, 1 t � si; tð Þð Þ represents the fastest progress of resource task execu-
tion, and Nm represents the waiting time of virtual machine resources during task
execution. Suppose that R represents the trust relationship function of network
resources, establishes a dynamic network resource weight allocation strategy, calcu-
lates the orthogonal weighted constraint equilibrium ratio eij of network resources, and
evaluates the attribute weight of network resources classification. The effective ratio
function of dynamic network resource tasks in the cloud computing environment is
given as follows:

E i; jð Þ ¼ eij � e i; jð Þ� �
=ðemax � e i; jð ÞÞ; e i; jð Þ\eij

eij � e i; jð Þ� �
=ðe i; jð Þ � eminÞ; e i; jð ÞÞ� eij

�
ð6Þ

In the formula, e i; jð Þ represents the attribute weight of multi-source heterogeneous
resources, emax represents the highest efficiency of the task, and emin represents the
lowest efficiency of the task. For a point on the dynamic network resource set a in the
cloud computing environment, The equilibrium probability calculation parameter is:

R00 ¼ -1Ci þ-2Di þ-3Mi þ-4Ni ð7Þ

Where, Ni 2 Nm; -g g ¼ 1; . . .; 4ð Þ represents the weight coefficient, Ci represents the
dynamic network resource weighted constraint equilibrium ratio, Di represents the time
parameter, and Mi represents the time sampling period in the cloud computing
environment.

Suppose that h A;Bð Þ represents the space directed fuzzy distance between resource
set A and B, and NA represents the covariance vector of data information flow of
dynamic network resource set A. The delay of information collection caused by the
approximate calculation of data flow equilibrium scheduling is T , and the fuzzy cyclic
iterative control is used to control the dynamic network resource scheduling process.
Set a set of control parameters G V ;Eð Þ and sin k 2 V , find a method of network
resource scheduling set to minimize the dynamic network load parameter TS uð Þ. Define
the dynamic network load balancing scheduling parameters, select the corresponding
delay response parameters, and use Eq. (8) to calculate:
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Y ¼ h A;Bð Þ
NA � Ui

þDi
1ik tð ÞþH tð Þ½ �

k
ð8Þ

Where, 1ik tð Þ represents the information of the dynamic network control node, Ui

represents the dynamic network resource classification attribute, k represents the net-
work load intensity, and H tð Þ represents the trust value obtained by the dynamic
network resource search at the latest time [10]. According to the construction of data
information flow, the time scale characteristic parameter fi tð Þ of dynamic network load
resource is extracted, and the request information of dynamic network load resource
scheduling task with scale c is pc. The calculation formula (9) of unbalanced proba-
bility of cloud load scheduling is:

S- ¼
Xc

a¼1

p
1
T

XT
k¼1

Ui � fiðtÞ½ � ð9Þ

In formula (9), a represents the number of network edge nodes, and 1
T represents the

dynamic network node quota. So far, the unbalanced probability calculation of cloud
load scheduling is completed.

3 Method Test Experiment

In order to verify the performance of this method, a comparative experiment is
designed with the common probabilistic methods. Through comparison, the hypothesis
of the experiment is verified.

3.1 Experimental Program

In order to make the designed scheme and algorithm have universality and scalability,
the collection of load information and the processing of load by the load balancer are
implemented in a Java modular manner. The collection of each kind of load infor-
mation only needs to implement an interface and generate the corresponding class. The
load balancer handles the load in the same way. Versatility is reflected in the fact that
the classes currently implemented are the most basic load information collected, and
factors that should be considered for load balancing; scalability is reflected in interfaces
and classes. After the server receives the request, it consumes the server’s CPU,
memory, and bandwidth resources through the script. Each requested service will result
in corresponding resource consumption. For example, the CPU will consume 10%–

20% of the consumption. The specific CPU consumption can be changed Script tuning,
and after a period of time, the load generated by each request will automatically exit
after completion. The Linux performance monitoring tool dstat is used in the experi-
ment to record each cloud host server at regular intervals, and the recorded results will
be saved in a log. Each record will have time, which is convenient for later comparison
when analyzing data The load of each cloud host. The network bandwidth test uses the
iperf tool, and the CPU and memory tests are performed using scripts. First, use the
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resource utilization of each cloud host to compare and analyze various strategies. As
time changes, observe the impact of each strategy on the cluster equilibrium and the
impact of each strategy on the cluster equilibrium at the same time. Then use the
standard deviation of resource utilization of the cloud host cluster to compare different
strategies, and experiment with the effects of different strategies on the overall cluster
balance. The main comparisons are three strategies: Random, RoundRobin, and ASGS.
Experimental result analysis the experimental environment configuration is shown in
Table 2. During the test of the three strategies, the same software and hardware were
used, but configuration changes were made at the equalizer through the RESTful
structure according to the different strategies tested.

3.2 Result Analysis

In order to compare the equilibrium effects of the three strategies, two indicators are
used for measurement: the first is to compare the resource utilization of each cloud host
in the cloud host cluster at each moment. The closer the resource utilization of each
cloud host under the three strategies at each moment is, the higher the balance is.

As shown in Fig. 1, H1 to H4 represent four cloud hosts, which represent three
strategies (Random (1), Round Robin (2), ASGS (3) strategy) The resource utilization
of each cloud host at each moment. For example, at the first moment, under the
Random strategy, the resource utilization of the fourth cloud host is much higher than
the other three. This results in a severe imbalance in the cluster load at the first moment,
and the balancing effect is not very good as the moment changes. In contrast, Round-
Robin and ASGS do not produce this situation, and the balance of ASGS is signifi-
cantly better than that of Random and Round Robin after 300 times. Therefore, the
order of the equalization effect is getting better and better: ASGS. The second is to
compare the standard deviation of resource utilization of each host at each time, so as to
measure the balance moment of each virtual machine at this time. If the standard
deviation is close to 0, the higher the balance. The experimental results in Fig. 1 show
that the ASGS method also has a good balance. It shows that the proposed method can
effectively improve the stability of cloud load scheduling.

Table 2. Experimental environment configuration

Physical machine &
VM

Role CPU
core

Frequency/GB Internal
storage/GB

Drive

compute1 OpenStack
compute1

4 3.2 64 e1000e

controller OpenStack
controller

4 3.2 64 e1000e

compute1_vm Server 101, 103 1 3.2 16 virtio-pci
compute1_vm Client 106 2 3.2 8 virtio-pci
compute1_vm Server 107, 108 2 3.2 8 virtio-pci
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4 Conclusion

Because of the unstable equilibrium probability of load scheduling in the modern
application process, a statistical method for the unbalanced probability of cloud load
scheduling is designed. Through the contrast experiment with the common methods, it
is proved that the method designed in this paper can guarantee high equilibrium
probability and good stability in a certain program.
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Abstract. In order to solve the problem that traditional cloud trust-driven
mobile nodes in the Internet of Things lack credible authentication, a cloud trust-
driven intelligent authentication method for trusted access of mobile nodes in
the Internet of Things is proposed. The mobile nodes in the Internet of Things
are determined based on cloud trust-driven, relying on the processing of mobile
nodes in the Internet of Things and the intelligent authentication of trusted
access of mobile nodes in the Internet of Things. The cloud trust-driven Internet
of Things migration is realized. Mobile node trusted access intelligent authen-
tication. The experimental data show that the proposed intelligent authentication
method can not only improve the credibility of the traditional authentication
method, but also simplify and standardize the authentication process. It
enhances the adaptability and flexibility of trusted access authentication of
Internet of things driven by cloud.

Keywords: Cloud trust drive � Internet of Things � Mobile node � Intelligent
authentication

1 Introduction

The Internet of Things (IOT) is a hybrid heterogeneous network composed of perceptual
subnet, transmission subnet and application subnet. As an important part of the Internet
of Things, wireless sensor has been widely used. Wireless sensor networks (WSNs) are
composed of a large number of low-cost sensor nodes with weak computing and
communication capabilities and limited power. After the sensor node collects the
sensing data, the node sends the data to the background server of the base station in a
mobile ad hoc manner, and the information acquisition, the processing and the analysis
of a specific area at any time are realized [1]. In the future, there will be a large number
of mobile nodes in the Internet of things, so it is necessary to deeply study the security of
access authentication of mobile nodes in the Internet of things (Table 1).

The cloud platform of the Internet of things collects and uses data through the
nodes of the Internet of things, performs data calculation and storage based on the
cloud platform, improves the ability of the Internet of things to process data and the
scope of data sharing, and enriches the content of cloud data. It promotes the
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penetration and integration of the Internet and the human world, and also brings new
security issues. Due to the characteristics and limitations of IOT nodes, they are
extremely vulnerable to attack. At present, scholars have carried out research on the
node access of the Internet of things. Ben and others put forward the Internet of things
chain is proposed to build trust in the Internet of things ecosystem. First, the system
model is defined, including trusted Internet of things data server, authorization man-
agement server and semi trusted cloud re encryption proxy server. Secondly, describe
the flow and algorithm of the system; finally, analyze and prove the security of pre-
tuan. Based on proxy re encryption, pre-tuan will give full play to the computing power
of the cloud. At the same time, ensure the security and reliability of Internet of things
data sharing. In order to improve the efficiency of trusted proof of IOT nodes [2]. Gong
and others proposed a threshold signature method for Internet of things based on
credibility. When the sum of the credibility of the IOT nodes participating in the
signature is greater than or equal to the threshold, the role of the nodes in the proof
becomes greater, and vice versa. Security analysis and example analysis show that the
scheme can resist the collusion attack of any member whose credibility sum is less than
the threshold value, and can effectively reduce the burden of IOT nodes on the premise
of ensuring the security of IOT [3].

This paper proposes an intelligent authentication method for trusted access of IOT
mobile nodes driven by cloud trust. IOT mobile nodes are driven by cloud trust and
determined by the processing of IOT mobile nodes and the intelligent authentication of
trusted access of IOT mobile nodes. Realize the Internet of things migration driven by
cloud trust. Intelligent authentication for trusted access of mobile nodes. Experimental
data show that this method not only improves the reliability of traditional authenti-
cation methods, but also standardizes the authentication process.

2 Intelligent Authentication of Trusted Access of Mobile
Nodes in Internet of Things Driven by Cloud

2.1 Mobile Node Determination of Internet of Things Based on Cloud
Trust-Driven

In the perception subnet of the Internet of things, the roaming target domain of mobile
nodes is usually random. In view of the future application trend of the Internet of
things, the roaming phenomenon of mobile nodes is bound to exist in large quantities.
After the mobile node joins the remote domain and passes the authentication, it can
obtain all the network resources of the remote domain at will.In practical applications,
the location of Internet of things mobile nodes based on cloud trust drive is generally
unknown, so it is unreasonable to make the moving track of target nodes include all
nodes, so it is necessary to determine the mobile nodes of Internet of things. Deter-
mining the location of each node is one of the fundamental problems in the field of
wireless sensor networks. A two-step localization algorithm based on UKF filter and
triangulation algorithm has been proposed. The algorithm uses a mobile node to tra-
verse the whole network and periodically broadcasts information containing its current
location. The self-localization process of the sensor node is realized by the target
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tracking method of UKF [4]. This algorithm proves that it can improve the special
requirements of the moving trajectory of mobile nodes, and is more suitable for the
actual situation, and obtain a better positioning accuracy. Assuming that the mobile
node based on cloud trust-driven Internet of things has the capability of RSSI ranging,
then the schematic diagram of the Euclidean location algorithm is shown in Fig. 1. In
the figure, the known unknown node B and C are known to have known BC distance or
can be obtained by RSSI measurement within the wireless range of the target node L,
and node A is adjacent to B, C. Then, for all the edges of the quadrilateral ABCL, and a
diagonal BC, the length of the AL (the distance between node A and L) can be
calculated according to the properties of the triangle. Using this method, when the
unknown node obtains the distance from three or more target nodes, the mobile node
based on cloud trust-driven Internet of things can be determined.

If a mobile node with the capability of RSSI ranging can move three times
(or more) within the communication range of the sensor node and is not in a straight
line, this is equivalent to meeting the requirements of the three target nodes in the
Euclidean localization method [5].

The Euclidean distance-finding method uses mathematical calculation method to
determine the mobile nodes of Internet of things driven by cloud trust. The mobile node
determines the degree of deviation, assuming that X1, X2,. Xn is the mathematical
expectation that the different mobile nodes, E (X) is a random variable, and the mobile
node determination formula is as follows:

E Xð Þ ¼
Xn

1¼1

Xi ð1Þ

Xi � E Xð Þ½ �2 is the square deviation of mobile nodes, and the arithmetic mean of
X1 � E Xð Þ½ �2, X2 � E Xð Þ½ �2, … Xi � E Xð Þ½ �2 is the average square deviation of this
set of data., the expression formula is shown in formula 2:

r ¼ 1
n

Xn

i¼1

Xi X2 � E Xð Þ½ �2 ð2Þ

Fig. 1. Diagram of Internet of things mobile node determination based on cloud trust-driven
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r is the standard deviation which measures the degree of dispersion between the
measured value and the average value. The greater the standard deviation, the greater
the degree of discretization of the random variables of the data, and the greater the
degree of deviation in the determination of the moving nodes.

When the expected value is equal or close, the standard deviation can be used to
compare the deviation degree directly [6]. If the expected value of the two groups of
distributions is obviously different, the coefficient of variation should be used to
compare it [7]. The coefficient of variation is the ratio of the standard deviation to the
expected value and is expressed in formula 3:

V ¼ r
E Xð Þ ð3Þ

In the whole positioning and ranging process, the trilateral localization algorithm can
only measure the position of ordinary sensor nodes. When the sensor node has the
ability of RSSI ranging, it cannot measure its position, and the Euclidean algorithm can
improve this situation very well. This paper combines UKF filtering to eliminate the
noise interference, that is, the Internet of things mobile node processing. As a result,
more accurate results are obtained.

2.2 Filtering Process of Mobile Node in Internet of Things

The cloud trust-driven mechanism is defined as follows: in an open cloud environment,
when the addressing service AS1 of the Internet of things across the domain strictly
adheres to certain specific constraints, and acts according to the trust value of the
addressing service AS2 through the sensor protocol management mechanism [8]. When
the whole system can cooperate dynamically and reach the uniform state of the
underlying addressing and positioning standard, it is called the trust-driven relationship
between the addressing service AS1 and the addressing service AS2 [9].

For the i(i = 1,���,I) mobile node of the Internet of Things driven by cloud trust, the
state equation in the k(k = 1,���,K) iteration cycle is:

Xi ¼ k � 1ð Þþwi kð Þ ð4Þ

In the formula, wi kð Þ represents the noise of the Internet of things mobile node system
driven by cloud trust. There are two kinds of factors affecting the processing of the
Internet of things mobile node. The first is the selection of the initial state vector and
the other is the selection of the measurement noise. The distance between the sensor
node and the moving target node is unpredictable [10]. The filtering process must
require an objective equation of state to predict the next moment, so the equation of
state shown in formula (4) generally believes that the position of the next moment is
basically the same as the current position, however, when the initial value is close to
the real value, the state prediction equation is close to true. Therefore, in order to obtain
accurate filtering results, the requirements for the selection of initial values need to be
improved. For the measured noise Q, it will affect the filtering speed of each step of the
iterative filtering estimation [11]. Generally, when the moving target node changes
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rapidly, a larger value should be taken, and a smaller value should be taken when the
estimated value is close to the real value. For Q value, because the speed of moving
node can be controlled, a moderate value can be set according to it. For the initial state
setting, the Euclidean localization algorithm can usually be used.

2.3 Credit Value Evaluation and Processing Process of Internet of Things
Mobile Node

The cloud trust value expresses the trust evaluation criterion of the underlying resource
addressing service of the Internet of Things in the cloud environment, and the dynamic
trust management model, the feedback-based trust driving mechanism, the trust benefit
function (trust steepness function) heuristic algorithm can be adopted, The cloud-based
trust evaluation algorithm is used to solve [12]. The credibility value depends on the
dynamic information of the trust object which is difficult to capture, and it is difficult to
verify the new time-effective weights of credit degree. To some extent, this affects the
construction of trust relationship between cross-domain addressing services. In order to
solve the above problems, Euclidean localization algorithm combined with cloud-based
trust evaluation algorithm to improve the trust benefit function, and use the improved
algorithm to solve the trust value.

According to the above discussion, the localization method can be divided into two
steps: firstly, the initial position of sensor node is determined by Euclidean positioning
and distance finding method, and then the UKF filtering method is used to locate the
sensor node accurately. Since the work of each sensor is independent, for sensor I, the
flow chart of each sensor is shown in Fig. 2 when the time threshold Tr meets certain
conditions.

Fig. 2. Flow chart of Internet of things mobile node processing
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This method reduces the requirements of moving trajectory of mobile nodes, and
can obtain satisfactory positioning accuracy even if the nodes move at will. This
method is improved at the expense of a certain amount of computation.

Based on the Euclidean positioning algorithm, the mobile node processing of the
Internet of Things is finally realized by combining the cloud trust value. And lays the
foundation for the trusted access intelligent authentication of the Internet of Things
mobile node.

2.4 Intelligent Authentication of Trusted Access to Internet of Things
Mobile Node

The intelligent authentication of trusted access of Internet of things is designed by
determining the mobile node of Internet of things based on cloud trust drive and the
processing of mobile node of Internet of things. On the basis of traditional authenti-
cation protocol of mobile node of Internet of things, intelligent authentication of trusted
access of mobile node of Internet of things is carried out.

Traditional IoT mobile node authentication model mainly consists of Internet of
things Management Center (CA-IoT), mobile aggregation terminal (Mobile Sink Node,
MSN, base station (Base Station,BS), sensor node (Sensor) and Internet of things
mobile node (Cluster Head,. CH) composition [13].

First, the traditional mobile node authentication protocol of the Internet of things is
initialized. In the system initialization phase, when MSN registers with CA-IoT with its
own real identity, CA-IoT provides a series of non-linked random pseudonym identity
(PID),. PID = {pid1,pid2, …, pidn}. The local authentication server (Home Authen-
tication Server,HAS) will be pre-assigned to each pseudonym identity Pidipid public
key pkpidi and the corresponding private key skpidi and then CA-IoT will put all the
tuples (pidi,pkpidi,skpidi) sent securely to MSN [14]. There has been a detailed and
quantitative study of the storage space of the anonymous key and related certificate for
long-term use of a pseudonym in advance. The pre-loaded pseudonym is applied and
the storage overhead is within a reasonable range.

Modbus protocol is an important data to realize trusted access intelligent authen-
tication of IoT mobile node, which determines the communication state of trusted
access intelligent authentication of IoT mobile node [15]. If that communication pro-
tocol of the Modbus is not match with the trusted access intelligent authentication
system of the Internet of Things mobile node, a separate remote communication can not
be realized, and when the mobile node of the Internet of things is trusted to access the
intelligent authentication response message, it is necessary to query in a broadcast
mode, otherwise, no response message will be received. Since the Internet of things
mobile node trusted access intelligent authentication response message is also com-
posed of Modbus protocol, it is necessary to confirm the Internet of things mobile node
trusted access intelligent authentication data and error detection domain. If the trusted
access intelligent authentication of the Internet of things mobile node occurs in the
process of receiving messages, then the trusted access intelligent authentication of the
Internet of things mobile node will not execute its command, so it is necessary to
establish the transmission process. Feedback the error message and send it out in a
timely manner. The feedback circuit principle is shown in Fig. 3.
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The application network makes the Modbus communication protocol match with the
trusted access intelligent authentication of the Internet of things mobile node, so any
action of the trusted access intelligent authentication of the Internet of things mobile
node can be realized. In the process of trusted access intelligent authentication of
Internet of things mobile nodes, the control system can be used not only as master
system but also as slave system.

Improve the initial position accuracy of the filtering by using the Euclidean posi-
tioning method, thereby improving the processing effect of the Internet of Things
mobile node, and simultaneously, on the basis of the traditional Internet of Things
mobile node authentication protocol, conducting the intelligent authentication of the
Internet of Things mobile node to the trusted access, And the trusted access intelligent
authentication of the Internet of Things mobile node which is driven by the cloud trust
is completed.

3 Results

In order to verify the validity of the proposed intelligent authentication method for
trusted access of mobile nodes in Internet of things (IoT) driven by cloud trust,
experiments are carried out to demonstrate and analyze the effectiveness of the pro-
posed method. In order to ensure the accuracy of simulation test, the traditional
iotchain: establishing trust in the Internet of things ecosystem using blockchain (ref-
erence [2] method) is used as the comparative experimental object, and the data gen-
erated by the two methods are given in the same data chart.

3.1 Experimental Environment and Test Data Setting

The specific experimental environment is as follows: Intel (R) core (TM) i5-6500
processor, 3.20 ghz CPU, 16 GB memory, windows 10 system version, 64 bit oper-
ating system.

Fig. 3. Schematic diagram of error message feedback circuit
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In order to ensure the accuracy of the simulation test process, set the test param-
eters, first modify the address configuration mechanism of hierarchical mobile IP to
make it use stateful address configuration, and access router 1 (AR1) in the home proxy
(HA). AR2 and AR3 install dibbler software and package filtering software, and install
RADIUS software on the server. It starts HMIPv6 program on MN, HMIPv6 program
and DHCPv6 server program on HA, DHCPv6 server program and routing adver-
tisement protocol on AR1, AR2 and AR3 respectively. In-service The AAA server-side
program is started on the server. Where the user name option format, the password
option format, and the authentication failure information are defined as follows:

The experiment completes the access authentication of handoff process from home
to AR1, AR2 in MAP1 and AR3 in MAP2, and the access authentication process from
MAP1 to MAP2. If the user adopts the wrong user name or password, the IP address
cannot be obtained during the handoff process, the access authentication fails, the
handover process cannot be completed, and the MN is refused to join the phase. The
network to which it is to be.

The simulated cloud trust-driven object-of-things mobile node, in the X–Y plane,
the area[0, 1000 m] � [0, 1000 m], is randomly scattered by the airplane to the
unknown sensor node and a movable, position-aware target node, and at the same time,
it is assumed that the node can take off, then it will follow a predetermined trajectory,
The sensor nodes on the air side to the ground periodically release their position
information at a predetermined time interval. While the sensor node in the unknown
position can measure its distance from the node. When the node is located with the
GPS, it is assumed that the covariance mean value in the self-positioning of the moving
target node is assumed in the simulation A positioning error of 50 m.

3.2 Analysis of Test Results

According to the setup of the experiment process, the experimental results of two kinds
of authentication methods for mobile nodes of the Internet of things are obtained, and
the experimental results are drawn into charts as shown in Fig. 4:

Table 1. Lab parameter settings tabl

Identification Character length

Username Option Identification (44) Option Length (20 bytes)
User name (16 bytes)
Password Option Identification (45) Option Length (20 bytes)
Password ciphertext (16 bytes)
Failure Information Option Identification (46) Option Length (20 bytes)
Failure information (16 bytes)
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It is proved by experiments that when the server is secure and reliable, the con-
figuration information of software and hardware of MSN platform will not be leaked to
other legitimate users in the network, nor will it be leaked to CH, to effectively protect
the privacy of the platform. This paper discusses the time needed to exchange infor-
mation between the duplicate address detection process and the AAA protocol without
increasing the additional delay and assigning a legal IP address to the MN as the on-
line forwarding address when the authentication is successful.

The experiment and demonstration analysis show that the trusted access intelligent
authentication method of the cloud trust-driven Internet-of-Things mobile node has
high credibility, and at the same time, the self-adaptability and the flexibility of the
trusted access authentication of the cloud trust-driven Internet-of-things mobile node
are enhanced.

4 Conclusions

Because of the lack of trusted authentication in the traditional cloud trust driven mobile
nodes in the Internet of things, the security and reliability of data processing in the
Internet of things are improved. An intelligent authentication method for trusted access
of mobile nodes in the Internet of Things driven by cloud trust is proposed. The method
is based on the determination of mobile nodes in the Internet of Things driven by cloud
trust, relying on the processing of mobile nodes in the Internet of Things and the
intelligent authentication of trusted access of mobile nodes in the Internet of Things.
Trusted Access Intelligent Authentication for Mobile Nodes of the Internet of Things
Driven by Arbitrary. The experimental results show that the intelligent authentication
method for trusted access of mobile nodes in Internet of things driven by cloud can
effectively verify the validity of mobile nodes. While the authentication is successful,
the mobile node (MN) is configured with a legal IP address, which can meet the needs
of practical application and greatly reduce the hidden danger of information security.

Fig. 4. Comparison table of experimental results
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Abstract. On the traditional method of dynamic integration of multi-objective
data in UI color interface, because of the single integration algorithm, it is easy
to lose the target data when there is too much target data. Therefore, based on
the use characteristics of UI color interface, a new integration method of multi-
objective data is proposed. This method obtains the sampling target through
deep web data, detects and tracks the target image, optimizes according to the
multi-objective integration, realizes the optimal path multi-objective equilibrium
integration. Experimental results: the proposed detection method is fully in place
in data integration, the occupancy rate of arm is 0%, the load line of DSP is
20%, the system maintains reliable real-time, and achieves the ideal state of UI
color interface operation. However, the traditional data integration method of
SLR is not in place; it can be seen that the traditional integration method is not
suitable for the requirements of UI color interface with large target data.

Keywords: Artificial intelligence � Network public opinion � Data abnormal
behavior � Detection method

1 Introduction

With the development and evolution of multimedia technology in the digital era, UI
interface design, as a means and way to enhance brand image, product value and
human-computer interaction experience, gradually makes people feel the important role
of interface design. In recent years, UI interface design has become a design research
direction that both design field and computer field pay attention to [1]. In UI design,
communication and communication are the essence of user interface, while in visual
communication, 83% of human’s reception of external stimuli is the function of visual
media. UI interface is all the information sources that users touch when they use the
software. Among these visual factors, color can form the effect of clarity, contrast and
reflection, which has an impact on human visual system, can make people obtain a kind
of impact in the first time, can also emphasize and convey information, as well as
express the feelings and emotions of things. How to apply and organize these data has
become the key of UI color interface processing.

This paper takes it as the research topic to analyze the dynamic integration of multi-
objective data. By finding the candidate page of the data source, the query interface is
obtained in the page; the USB camera of the ZC0301 microchip is used to collect
images, and the moving targets and new targets newly appearing in the scene are
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detected and extracted from the video image sequence. Detect and extract; and use
Mean-Shift algorithm to track the target and conduct experimental analysis.

2 Dynamic Integration Method of Multi-objective Data in UI
Color Interface

2.1 Deep Web Data Acquisition Sampling

Data source discovery refers to the discovery of accessible databases in resources,
which is generally divided into two steps: finding candidate data source pages and
finding their query interfaces from the obtained pages [2]. The solution to the first step
is to transform the technology that has focused on crawling. The goal of focused
crawling is to identify those hyperlinks that are more likely to reach the target web page
in the process of crawling, so that only part of the web pages that are closely related to
the search topic can be crawled and the resource yield can be improved. A common
focused crawler is usually composed of three parts: Web collector, web classifier and
crawling queue. The key problems in focused crawling are the measurement of the
correlation between the obtained web page and the target topic, and the ranking of
crawling priority queues. Aiming at the former, this paper mainly studies the topic
classification algorithm of web pages. For the latter, there are many different crawling
scheduling strategies. One kind of method calculates the link value according to the
link relationship between pages, such as algorithm, class algorithm, etc [3]. Another
method, such as an algorithm, evaluates links according to the correlation between link
information and subject area. The feedback information is used to train the classifier
online and incrementally, so as to adjust the priority of the links in the candidate queue.

The second step is to find the query interface from the obtained home page. The
current method is to lock the query interface based on the source code of the rule
analysis home page. Through a large number of observations, starting from the home
page of the website, crawling page links based on the principle of width first, the page
where the query interface is located will not exceed the layer, and the query interface
will not exceed the layer [4]. Based on the characteristics of query interface, three rules
are put forward to judge whether there is a query interface in a page. Firstly, there
should be a label in the page, secondly, there must be an input control in the label,
thirdly, there should be at least one keyword in a group, such as “query”, “search”, etc.
This method can achieve at least accuracy in its experiments.

2.2 Detection and Tracking of Target Image

Target image input this topic uses the USB camera of zc0301 microchip to collect
image.

In this paper, the task of moving target tracking is to detect and extract such two
types of targets in the video image sequence: moving targets and new targets appearing
in the scene. Therefore, this task can be completed in two steps, the first is target
detection, the second is target extraction [5]. The so-called target detection is to detect
whether the monitored scene image in the video sequence image changes. If the image

246 L. Zhu and F. Zhai



changes, it means that there are new targets, otherwise it means that there are no new
targets. Target extraction is to segment and extract the target from the video sequence
when the target detection algorithm detects the presence of the target, so as to provide
data for the next target tracking. In the process of target tracking, one of the key
technologies to track the moving target in detection [6]. The accuracy of target
detection will have an important impact on the follow-up steps. In the experiment
process, if the target detection is successful, the target detection module will know
whether there is a moving target from the image sequence. If there is a moving target
detection, the position and size of the moving target in the video image will be given
through the algorithm, and then submitted to the target tracking module. The target
tracking module will establish the tracking mode and the moving target template
according to the given target position and size After extraction, the next step is target
tracking. The first information needed to track the target is the target position infor-
mation. The purpose of target tracking is to analyze the image sequence obtained by the
camera, calculate the two-dimensional position coordinates of the target on each frame
of the image, and associate the same moving target in different frames of the image
sequence according to different characteristic values to get the complete motion track of
each moving target, That is to establish the corresponding relationship of moving
objects in the continuous video sequence. In short, it is to find the exact location of the
target in the next image. In moving target tracking, the main work is to select good
target features and use practical search algorithm.

The target tracking system designed in this paper adopts mean shift algorithm.
Mean shift algorithm is a local optimal search algorithm. By calculating the

probability density index of the similarity between the candidate target and the target
module directly, and then using the direction of probability density gradient decline to
obtain the best path for matching search, accelerate the positioning of moving target
and reduce the search time [7].

Mean shift algorithm starts from kernel density estimation (also known as Parzen
window estimation), which is d relatively popular density estimation method at present.
Given that the kernel density estimation of multidimensional variables of n sample data
xi; i ¼ 1; 2; . . .; n in A-dimensional space Rd can be written as follows: Mean-Shift:

cfh;k xð Þ ¼ ck;d
nhd

Xn
i¼1

Hj j�1=2k
x� xi
H

��� ���2� �
ð1Þ

Where ck;d is the normalized constant, k xð Þ is the kernel function or profile func-
tion, and H is the bandwidth matrix of d � d dimension. A complete representation of
H parameters will increase the complexity of the algorithm. In practice, the diagonal
matrix H ¼ diag h21; h

2
2; . . .; h

2
n;

� �
or h2I, I is usually the d � d - unit matrix. For sim-

plicity, using the latter representation, the kernel density estimate can be written as:

cfh;k xð Þ ¼ ck;d
nhd

Xn
i¼1

k
x� xi
h

��� ���2� �
ð2Þ
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Among them, kernel function k xð Þ must satisfy the following conditions: 1) k xð Þ is
nonnegative; 2) k xð Þ is monotonically decreasing from the center to the outside, if
0� a� b, then k að Þ� k bð Þ; 3) k xð Þ is bounded. When k xð Þ is differentiable, the gra-
dient can be obtained from Eq. (5–11):

rcfh;k xð Þ ¼ 2ck;d
nhdþ 2

Xn
i¼1

x� xið Þk0 x� xi
h

��� ���2� �
ð3Þ

Definition g xð Þ ¼ �k0 Xð Þ, obtained from the above formula:

rcfh;k xð Þ ¼ 2ck;d
nhdþ 2

Xn
i¼1

x� xið Þk0 x� xi
h

��� ���2� �

¼ 2ck;d
nhdþ 2

Xn
i¼1

g
x� xi
h

��� ���2� �" # Pn
i¼1

xig
x�xi
h

�� ��2	 

Pn
i¼1

g x�xi
h

�� ��2	 
 � x

2664
3775 ð4Þ

The second half of the formula is the mean shift algorithm:

rmk;g xð Þ ¼
Pn
i¼1

xig
x�xi
h

�� ��2	 

Pn
i¼1

g x�xi
h

�� ��2	 
 � x; cfh;g xð Þ ck;d
nhd

Xn
i¼1

g
x� xi
h

��� ���2� �" #
ð5Þ

Where cg;d is the normalization constant, the above formula can be written as:

rcfh;k xð Þ ¼ cfh;g xð Þ 2ck;g
h2cg;d

rmh;g xð Þ ð6Þ

There are:

rmh;g xð Þ ¼ 1
2
h2c

rcfh;k xð Þcfh;g xð Þ
ð7Þ

Among them, c ¼ cg;dIck;d . The above formula shows that the local mean value
moves towards the dense area of nearby data samples, so there is an iterative formula:

ytþ 1 ¼ yt þrmh;g ytð Þ ð8Þ

Among them, yt represents the sample data of step t, ytþ 1 represents the sample
data of step tþ 1. After replacement and simplification, the iteration formula of mean
shift algorithm is obtained:
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ytþ 1 ¼
Pn
i¼1

xig
x�xi
h

�� ��2	 

Pn
i¼1

g x�xi
h

�� ��2	 
 ð9Þ

There are:

ytþ 1 ¼ yt þ kt � dt ð10Þ

Among them, kt ¼ h2c
.
2cfh;g yt [ 0ð Þ; dt ¼ rcfh;k ytð Þ The above formula shows

that the mean shift algorithm iterates along the ladder direction, so that each point to be
processed “floats” to the local maximum point of the distribution density function, and
its step size kt Changes adaptively with the iteration process, that is, when the current
data is relatively low density, the iteration step size is larger; near the local maximum,
the iteration step size is smaller.

2.3 Multi Objective Integration

At present, many multi-objective data integration algorithms only consider the current
scheduling, without considering the use of data information before task execution,
which is easy to cause too many tasks to be allocated to some advantage information,
making the advantage information too busy to become disadvantage information, at the
same time causing some information to be idle, some information to be busy, resulting
in load imbalance, which is not conducive to the pursuit of UI color interface Find the
goal of target data integration [8]. Therefore, in order to achieve load balancing, this
algorithm adds a load factor to the scheduling, calculates the load factor when a
scheduling cycle is completed, and updates the control information accordingly, as
shown in formula (1):

v ¼ Uc=Usun ð11Þ

Among them: v is the load factor, Uc is the completed task amount, and Usun is all
the tasks assigned to the resource.

To enhance the cooperation among targets is helpful to find the optimal solution.
A single target is easy to converge to the local optimal, and the communication
between targets mainly depends on the diffusion of information [9]. The amount of
information is related to the distance of the information source. The information dif-
fuses to the surrounding area with the radius of r as the center of O points of the
information source. Assuming that the amount of information of O points is smax, the
formula for calculating the total amount of information of any point 8 in the circular
area is as follows (12):

sp ¼ ð1� L=rÞsmax ð12Þ
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In addition, suppose that target k has selected nodes a and b, and the distance
between them is Lab. For any node 9 adjacent to nodes a and b, if it is within the scope
of target c diffusion information, the amount of information that target c diffuses to the
nodes can be calculated.

Set smax ¼ v � Dskab; r ¼ w � Lab;w ¼ Lab=L0. Where: k is the previously calculated
load factor, 14 is the amount of information about the path from target k to nodes a and
b, and L‘ is the average distance from all nodes to target k. Then the total amount of
information about the path from target k to nodes a; c and b; c is calculated as follows:

Dskac ¼
vQ
lk

1� LacL0
L2ac

	 

; Lac \ r

0

(
ð13Þ

Dskbc ¼
vQ
lk

1� LbcL0
L2bc

;
	 


Lbc\r

0

(
ð14Þ

Where: vQ
lk
is the current pheromone strength, lk is the distance of target k from the

start node to the current node. In this way, formula (13)–(14) can calculate all the
information of each target left in the relevant path in each cycle. Each activity of the
target will not only affect the information of the path it passes through, but also affect
the information of all the paths within the range of its adjacent information diffusion.
Through such a local updating method of pheromone, the communication cooperation
ability between the targets can be greatly improved, and the algorithm can be enhanced
Because of the participation of load threshold coefficient, the load balance performance
of the interface can be improved.

2.4 Optimal Path Multi-objective Equilibrium Integration

The ultimate goal of the optimal path multi-objective balanced integration is to simplify
the process of the objective, improve the efficiency of implementation, and at the same
time minimize the cost of the objective. Therefore, in the integration of the objective
process, only considering from the whole can this objective be achieved, so it is
necessary to adopt the global optimization. According to the requirements of the
efficiency and expenditure of the target object, these two indicators are regarded as the
final implementation target of the target integrated calculation [10]. At the same time,
considering the credibility and reliability of the target object, the final model is
established as follows:

MinF Pð Þ ¼ T Pð Þ;C Pð Þð Þ ð15Þ

The constraint conditions of path P subject to reliability and reputation are:

Re p Pð Þ�Re p0 ð16Þ
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T Pð Þ;C Pð Þ is the calculation formula of each parameter, which is established by
defining different target execution models. By taking the whole as the objective of
optimization and adopting constraints, this algorithm can be applied to the calculation
of N kinds of target set integration algorithms.

Taking genetic algorithm as an example, the integration process path of each goal is
set as a gene chromosome [11–14]. Through gene operations such as cross mutation
and recombination of chromosomes, the next generation of chromosomes will be
generated. The new chromosome is closer to the set target value, and the next gen-
eration of chromosomes will be continuously generated through gene operation
method, and finally the set target value will be achieved Convergence. Let the target
population be medium gene population P1 and limited population P2, the algebra of
chromosome evolution is T, and the final path result is P�. The operation flow of gene
evolution target is shown in Fig. 1.

Each chromosome target evolution process needs an initial evolution path. In this
calculation, a set of initial target paths is randomly generated, and the initial target
paths are constrained by the set constraint algorithm to obtain an optimal target path
generated by random numbers. The optimal target path method generated by random
numbers is shown in Fig. 2.

According to the theory of gene evolution, in the same way, only each generation
selects the highest quality target data to enter the next generation of gene genetic
operation can get the optimal solution data, so it is necessary to judge the quality of the
target data.

Fig. 1. Operation flow of target evolution
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3 Experiment and Analysis

In order to verify the reliability and efficiency of the proposed integration method,
traditional detection methods are selected and applied to the test of dynamic integration
method for detecting multi-target data. The proposed method is used as experimental
group A and traditional method as experimental group B. Taking the video information
collected by the front-end CCD camera as the input of the video image, the algorithm
processing of moving target detection and tracking is carried out on the development
board, and then the processed video image is transmitted to the large screen display.

3.1 Experiment Preparation

We collect CIF (352 � 288 resolution) images in YUV422 format to Da Vinci platform
in real time, and start the moving target detection and tracking system. The first 50
frames are used to get the position of the moving target, and then the tracking and
integration are started. Two integration methods are used to detect and integrate the
target data sequence. Get and analyze the experimental test results.

3.2 Experimental Results and Analysis

Under the condition of keeping other experimental conditions unchanged, the two data
integration methods are compared, and the target tracking performance during the
inspection period is shown in the following table:

Fig. 2. Optimal target path of random number generation
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According to Table 1, the real-time performance index of the system when the
moving target tracking integration algorithm is used, it can be seen that the integration
method designed in this paper is fully in place in data integration, the occupancy rate of
arm end is 0%, the load line of DSP is 20%, the system maintains reliable real-time
performance, and achieves the ideal state of UI color interface operation. On the
contrary, the traditional method of data integration is not in place; Under the same
conditions, the time used is 1 s less than the traditional method, which improves the
integration efficiency. It can be seen that the traditional integration method is not
suitable for the requirements of UI color interface with large target data. Compre-
hensive experimental results show that the proposed multi-objective data integration
method can perform data integration in the UI color interface with large target data.

4 Conclusion

Because traditional integration methods cannot meet the needs of UI color interfaces
with large target data. The proposed multi-target data integration method can perform
data integration in a UI color interface with larger target data, and has high practical
applicability. This paper analyzes the multi-objective data integration method of UI
color interface. Combined with the technical characteristics of UI color interface, the
relevant algorithm is used to optimize parameters and improve the integration rate of
multi-objective data. It is hoped that the multi-objective data integration method of UI
color interface designed in this paper can provide theoretical basis for the application of
UI color interface in China.
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Abstract. The existing interactive interface of online teaching mobile terminal
is not well used in the process of user experience. To optimize it, this paper puts
forward the application of the visualization of the Internet of Things in the
optimization of the interactive interface of online teaching mobile terminal.
Utilizing the visualization technology advantages of the Internet of Things, we
can improve the user’s sense of use by optimizing the mobile interactive
interface vision and human interaction design with the use module. Design
simulation experiment compares the number of user choices before and after
optimization to verify the validity of the design.

Keywords: Internet of Things � Online teaching �Mobile terminal � Interactive
interface

1 Introduction

The innovation and development of mobile equipment and social network technology
has caused great changes in the way people communicate, learn and play [1]. The use
of mobile devices and social media enables everyone to maintain communication and
communication with other members of society at anytime, anywhere, flexibly and
conveniently [2]. The Internet of Things (IOT) is considered as the third typical
application developed by the explosion of information after human beings entered the
Internet era: the first typical application is the application of information, that is, search
engine; the second typical application is the application of interpersonal relationships,
that is, social networking sites; and the third is the application of things, that is, the
Internet of Things. The Internet of Things (IOT) technology is designed to achieve a
worldwide physical network for object awareness and interchange, enabling wider
interconnection. With the rise of the Internet of Things, the development prospects of
related industries are very promising [2]. At present, there are few studies on the
experimental teaching of the Internet of Things. Most of the papers are about some
technology and development of the Internet of Things itself. There are few studies on
specific teaching tools and teaching methods. Although many colleges and universities
in China have set up the related specialties of Internet of Things, they have not changed
the teaching according to the characteristics of their disciplines. In the experimental
teaching, the existing software and hardware are mostly used directly, and the actual
teaching effect is not taken into account.
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In addition, through the investigation of the experimental teaching platforms used
by domestic colleges and universities that have set up the specialty of Internet of
Things, the drawbacks are also obvious: most of these experimental platforms provide
very simple basic verification experiments, which are far from the actual application.
The cost is relatively high, and the parts in the test box are highly customized, which
damages one or more parts, so the whole test platform cannot be used anymore, and the
daily maintenance of the equipment is very troublesome [4]. Existing systems have
problems such as inconvenience in operation and maintenance, and do not use cloud
technology. Therefore, it puts forward the application of the Internet of Things visu-
alization in the optimization of the interactive interface of the mobile side of online
teaching, setting up the instant interaction function between teachers and students,
highlighting the guiding role of education teachers and the main role of students,
supporting the upload of continuation points such as video and audio, so as to make the
learning forms of students more diverse. The function of tripartite evaluation of stu-
dents, teachers and business managers is set up to make the evaluation of students more
comprehensive. The user experience of interface is smooth, easy to maintain and
update, and it is suitable for school application. The experimental results show that the
interface optimized by the proposed method is more popular with testers, and the
selection rate is as high as 94.29%. And in the experimental process, the program runs
well and the interface runs smoothly.

2 Optimize the Interactive Interface of Mobile Teaching
on the Visualization of the Internet of Things

2.1 Design Optimization of Mobile Interactive Interface Based
on Visualization

Interfaces are a very important part of human-machine interaction. From the point of
view of design psychology, it can be divided into two main dimensions, affection and
sensation, among which sensation includes touch and vision and hearing [5]. The
design of interactive interface is a fusion of different disciplines, including cognitive
psychology, design and language. The interactive interface is the most direct part of
user contact. Design includes icons, background and overall interface effects, which
affect the style of the entire interface design.

The development of graphical interface on mobile side has led to a new direction in
the design of human-computer interaction. The development of interactive design and
GUI design has evolved from a single functional requirement to a bridge to coordinate
users and satisfy their emotional needs. Emphasizing the user’s feeling and satisfying
the user’s emotional experience is the general trend of interactive design.

Complete the interface design based on feeling and emotion. Emotion is a user’s
subjective perception of the interface. Interface is the only channel for user perception,
which is divided into sensory, emotional and cultural levels [6]. Traditional interactive
design pays more attention to practical usability, ignoring emotional penetration will
directly affect the friendly performance and usage evaluation of the interface. This
requires us to pay more attention to the importance of emotion and sensory invocation
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in interface interaction design. Starting with pictures and graphic elements, we will use
the tensive and expressive interface design to stimulate user’s emotional feedback,
which will increase the fun and pleasure, thus encouraging users to use it. The core part
is always to focus on and understand the mindset of the target user. User-centered
interface design needs to grasp user’s psychology, immerse emotions in the design,
adjust interface zoning and classification, and help users complete operation and
decision-making in pleasure and novelty.

Applied visual design includes: font, color combination, icon, spacing, style uni-
formity, visual continuity. The readability and recognizability of text include read-
ability, size, contrast between text color and background, and no interference from
surrounding design elements. Consider the age group of a particular population, such as
the elderly, and have tips to adjust the font size. Instead of using low-resolution
pictures, use vector graphics for design rather than bitmaps. Follow the high resolution
display design and scale down. Screen resolution is getting higher and higher, requiring
scaling down from high resolution devices. Design drawings can be imported into
mobile phone test corrections after design. The final result graph of the final design
implementation on mobile devices must also undergo continuous iteration and upgrade.

Experience ease of use: Streamline the main information and operations, prioriti-
zation, the most important core functions and content to be reflected in the layout, so
that there are obvious functional options in the operation; try to avoid introducing
animation. The application loading process transitions from picture display to anima-
tion, which requires excessive natural panning. The first time a user opens an app,
introducing animations is fun and lengthens the user’s exposure to the app. It’s worth
waiting unless you can guarantee a short period of time and a fine and attractive design.

The button click design of the operation interface should have implication effect,
dynamic conversion, concave and convex effect, and shadow effect, and ensure that the
button design can ensure the click range to avoid mis-operation of keys. Use theme
style, size, and color resources together to avoid redundancy.

Responsive design, also known as adaptive design, requires a unified visual effect
across platforms and the unified visual effect of different mobile terminal screen sizes.
By choosing the appropriate layout composition type, the visual display effect that
mobile WEB needs to consider will be extended, the display of horizontal and vertical
interfaces will also make APP design more difficult, and the corresponding screen size
category will be expanded [7].

Mobile application interface design should avoid panning other systems causing
obtrusiveness due to differences in application operating system versions and aesthetics
and interaction. The design panels described in this section include application startup
pages, size specifications for interface design, icon design and color design. This section
describes the differences between different devices, especially the classification of screen
size and density. The Android interface size is usually 480 * 800,720 * 1280,1080 *
1920. After multi-machine testing, 720 * 1280 is suitable for display, 1080 * 1920 is
clear, and the size of the picture file after cutting is appropriate to reduce memory con-
sumption. The basic Android interface is divided into navigation and status bars, as well
as the main menu content area. Usually the base size chosen is 720 * 12800. Take the
Android system as an example, and the basic composition of the interface diagram is
shown in Fig. 1:
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Droid sans fallback is Google’s default font on Android. The acceptable range of
text resolution and comfort values can be analyzed from the survey of Baidu user
experience in the following table, as shown in Table 1:

The screen density benchmark for the device is medium. As a result, adding
benchmark icons increases generation to create a high-density version, and vice versa.
Put the icon in the application’s specific density resource directory. For example: (run
under the default res/drawable/directory). Avoid filling in too much information or UI
components on high-density pixel screens. When designing a UI for a high PPI (pixel
per inch) screen, because more pixels are available, placing more information on the
interface or UI components can lead to a preview of the design results, the interface
clutter can affect the display of key functions on the interface. Screen density standard
version size, as shown in Table 2:

Fig. 1. Interface diagram of android application basic composition

Table 1. Acceptance of font resolution for users

Minimum value Acceptability Comfort value

High resolution Long text 21px 24px 27px
Short text 21px 24px 27px
Notes 18px 18px 21px

Low resolution Long text 14px 16px 18px−20px
Short text 14px 14px 18px
Notes 12px 12px 14px−16px

258 F. Zhai and L. Zhu



The value of interface color is hexadecimal. Because there are 10 million different
colors that can be distinguished by the naked eye, users pay much attention to color
during the process of interface interaction. Color also has implications on users’ psy-
chology and culture. For example, red usually means warning, green means calm and
healthy, etc. To reduce the complex memory of user interface information and actual
operation, color information needs to be used efficiently to distinguish content classi-
fication from level [8]. This requires choosing appropriate colors for different interface
scenarios, such as managing cool tone anomalies in the interface. Secondly, avoid more
than three colors in the same interface in terms of matching style to avoid visual
confusion. Finally, the contrast of colors should be emphasized clearly, such as using
dark text on a light background, or using special colors to emphasize important
information tips that users need to be aware of.

2.2 Human Computer Interaction Design Optimization

In the process of learning the boutique course, the learner will encounter difficult
problems. The learner can go to the FAQ module to find solutions. If the FAQ module
has no questions that the learner encounters or the learner is not satisfied with the
presented answers, it is necessary to seek help from the teachers or other learners
through the interpersonal communication tools provided to the learners through the
elaborate course platform. Interpersonal interaction can be divided into synchronous
interaction and asynchronous interaction according to the time of interactive feedback.
Synchronous interaction is a real-time interaction in which the learner can get feedback
immediately while asking a question [9]. Asynchronous interaction is a non-real-time
interaction in which the learner takes some time to get feedback after asking a question.
At present, the interaction provided by the boutique courses is mainly asynchronous,
which means that the learner’s questions need to wait for some time to get feedback. If
the time interval is long, it will frustrate the motivation of the learner. Therefore,
synchronous interaction should be combined with asynchronous interaction. Based on
this, the structure of interpersonal interaction system is designed, as shown in Fig. 2:

Asynchronous interaction design: Because the learner is separated from the tutor
and other learners in time and space when learning the boutique courses, it determines
that the communication between people in the boutique courses must be mainly
asynchronous interaction. At present, the asynchronous interactive tools provided by
the boutique courses are relatively single, different learners are accustomed to using
different interactive tools, and each interactive tool has its own unique functions.

Table 2. Screen density standard version size

Classification Low density screen Medium density screen High density screen

Menu 36 � 36px 48 � 48px 72 � 72px
Status bar 24 � 24px 32 � 32px 48 � 48px
Label 24 � 24px 32 � 32px 48 � 48px
Dialogue 24 � 24px 32 � 32px 48 � 48px
List view 24 � 24px 32 � 32px 48 � 48px
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Therefore, boutique courses should provide a variety of interactive tools to enhance the
communication between learners and teachers, and between learners and learners.
Based on this, design three interactive ways: e-mail, forum and blog.

E-mail: E-mail is a kind of interaction often provided in the boutique courses. Its
advantages are fast communication, convenience, low cost, and one-to-one non-real-
time communication. Through e-mail, learners can send their homework or difficult
questions to teachers for guidance and answers. Teachers can understand the learning
situation of learners and give them guidance and encouragement. At the same time,
e-mail reduces the barriers to traditional face-to-face communication and makes it
easier for teachers to maintain contact with learners [10].

Forum: In the boutique course website, the course builder can establish a BBS site,
or connect a BBS site, which is a commonly used interactive way to achieve one-to-
one, one-to-many interaction [11]. In the forum, you can set up a variety of learning
topics related to the content of the course, or you can set up a theme dedicated to
emotional communication. The learner can choose the theme module of interest to learn
[12]. If the learner has any questions or puzzles, you can post a post in the forum to ask
for help, and the teacher or other learners can reply through the forum. At this time, as
long as the online learners can see the reply information, which not only avoids
repeated questions of the same problem, but also reduces the time for teachers to reply.
By participating in the discussion in the forum and observing the learners’ statements
and comments, teachers can know what the learners care about and want to know,
communicate with the learners in time, and stimulate the learners’ enthusiasm for
learning more easily [13]. Due to the variety of topics in the forum, you need to set up a
search bar in the forum to help learners quickly find the topic or problem they need. At
the same time, in each theme module of the forum, upload and download functions are
provided to enable resource sharing among learners.

Blog: Blog, also known as web log, is a space for publishing personal thoughts,
opinions, emotions and other content in the form of a journal. Its advantages are easy to
create, easy to operate, instant updates, personalization, sharing and interaction, etc.
Each student can have his or her own blog, as long as he or she logs in to relevant

Fig. 2. Diagram of interpersonal interaction design
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websites (such as Sina, NetEase) to register [14]. Moreover, blogs between learners can
be shared with each other, and even with the authorization of the blogger, they can
comment on a topic. In addition, in the blog, the learner can set up a blog circle
according to their own interests and hobbies, that is, a virtual learning group. The
learner can study and explore a certain problem or topic. This not only reduces the
loneliness of the learner learning in the network, but also increases the emotional
communication between the learners.

Synchronous interaction design should follow the principle of “asynchronous
interaction as the main factor and synchronous interaction as the supplement” when
designing the interpersonal interaction mode of the boutique course. Therefore, syn-
chronous interaction design is also an indispensable part of the boutique course [15].
Synchronized interaction requires that teachers and learners in different areas be online
simultaneously in order to communicate smoothly. Due to the limited time and energy
of the teachers, it is impossible to be online frequently. This requires the teachers to
inform the learners of the specific online time through the bulletin board, so that the
learners can grasp the opportunity of “face-to-face” communication with the teachers.
Provide online chat rooms for learners when designing synchronized interactions for
boutique courses. Chat room is a real-time communication tool, which can achieve one-
to-one, one-to-many interaction. Its advantage is the timeliness of interaction. In the
chat room, the learner can consult the teacher and get feedback from the teacher
immediately. The learner can also collaborate with other learners online to encourage
each other, overcome learning difficulties and accomplish the construction of the
meaning of knowledge together. When students communicate with teachers and other
learners, they can use text, images, videos, audio, which makes the communication
between them more vivid and interesting.

3 Simulation Experiments

3.1 Experimental Preparation

Design simulation experiment to analyze the application performance of the interactive
interface optimization of online teaching mobile end in the visualization of the Internet
of Things. By comparing the number of users using online teaching mobile end before
and after optimization, the difference between before and after optimization is proved.

The test uses the method of static test to test the software function and user interface
layout one by one. The test environment is an Android system4.0 and above. The test
case design takes into account the complexity of the Android mobile phone brand, and
has been tested with different models and system versions to ensure that the software
can be compatible with the mainstream mobile phone types in the market, so as to
ensure the use of different models and maximize the user group. Therefore, different
brands and resolutions of mobile phones are used for testing, and the model configu-
ration is as follows (Table 3):
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1 Install test. The software download prompts the user that the current network
environment is a WIFI or mobile network and asks if they want to install it. Software
installation can choose its own path and be installed on a mobile phone or SD card. The
new version installation can overwrite the old version, and the software application will
not be abnormal, while the software can be uninstalled normally.

2 Performance test. Software usage means that there will be no Carton situation in
the system, software application function is normal, each module works normally, and
there is no unexpected exit. In the unstable network environment, the software appli-
cation is normal, the network can still be used normally after disconnection, downloads
such as courses will prompt the network disconnection information.

3 Interface test. The user interface is simple and generous, coordinated as a whole,
consistent with the design prototype, and there is no interface scale imbalance. During
the operation, pictures and text can be displayed normally without picture or text errors.

At present, the application function of language learning is basically developed, and
the core part of application content basically meets the design requirements.

3.2 Comparison of Experimental Results

By comparing the selection of 350 groups of users, the experimental results of the two
groups before and after optimization are shown in Fig. 3:

Table 3. Test model configuration

Brand and model Operating system Resolution PPI

Galaxy S3 (I9300) Android OS4.0 2930 * 720 306
ZTE U930 Android OS4.0 960 * 540 256
Huawei Ascend P7 Android OS4.4 1920 * 1080 441
HTC One Android OS4.1 1920 * 1082 469

Fig. 3. Comparison of experimental results
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According to the experimental results in Fig. 3, the optimized interactive interface
of the online mobile terminal is more popular with the testers. The maximum number
of users is 330, and the selection rate is 94.29%. The highest number of people who
chose the learning interface before optimization was 270, and the selection rate was
77.14%. And in the process of the experiment, the software installation does not appear
abnormal, can be unloaded normally. In the process of operation, each function module
can run normally and the graphic interface display is normal.

By comparing user selectivity, we can see that most users prefer to choose an
optimized interface. The limitations of optimizing the front interface design, the lack of
structure and template design have been found in the user experience survey, which
makes the overall layout single. The lack of visual and color design, as well as the
absence of a GUI, results in a dull and lifeless interface. Although you can choose from
Topics, the design section that should be attractive has become a toll file. The lack of
practicality and user experience mainly takes the form of listening to pronunciation
through a table.

Choose more courses to introduce knowledge as the main knowledge, but charge
more, which makes the user experience extremely degraded. Lack of breakthrough and
innovation. Compared with the traditional teaching mode, copying the book content to
the mobile end of the Internet does not make better use of the enhanced advantages of
mobile APP interface interaction. Inconsistent interface design. This is reflected in the
picture selection and overall interface effect, as well as the visual color and GUI
response. This also violates the user-centered interface design principles, the lack of
research on picture selection leads to stale and dull overall interface senses, and the
overall style rhythm depression makes learning fun decline.

The optimized interface takes the user as the core, and considers both sensory and
emotional aspects. It uses cool tones and three colors to make the interface information
and actual operation clearer and reduce the complex visual memory. Includes the use of
text Icon backgrounds and contrast to make the interface simple, clear and interesting.
Secondly, it is convenient to strengthen learners’ autonomous learning and interaction.
Interface interaction is guided by the establishment of effective hierarchical learning
modules and enhanced autonomy in the form of learning tasks. In particular, a third-
party sharing interaction link has been added to enhance the experience. By combining
rich audio effects and interesting graphics, users can improve the efficiency of frag-
mentation learning by downloading interesting Chinese topics and learning stage tests.
Finally, the simplicity and clarity of the interface are the main features and advantages
of this study. Both the oral listening learning interface and the HSK test interface have
clear and concise menu management, and the humanized collection of wrong questions
is also the highlight.
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4 Conclusion

This paper presents an application of Internet of things visualization technology in the
optimization of mobile interaction interface in network teaching. From the beginning of
the project to the research requirements analysis to the preparatory work, the prototype
design of dual channel Android client interaction and the design of server-side com-
munication and data storage are realized. The main feature of this application inter-
action is that it can provide a good interface interaction and experience for Chinese
learners with different experience backgrounds and learning purposes in the oral lis-
tening scene environment and HSK test simulation environment.

Through simulation experiments, the effectiveness of this method is analyzed from
three aspects: installation test, performance test and interface test. The experimental
results show that the selection rate of the optimized teaching interface and interaction
mode is as high as 94.29%. However, due to the limitation of the technical level of
myself and the research group, the next research will be carried out in the direction of
file transmission optimization and server stability in the future.
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Abstract. In order to extract the key and useful features of the target in the
UAV video image and strong marking ability, a feature extraction method for
the UAV video image based on target tracking is proposed. The sparse beam
method is used to adjust the splicing of UAV video images. Based on this, the
pixel coordinates are obtained through the frame difference method to detect and
locate the target. According to the target detection and positioning results, the
video image of the target area is selected and preprocessed by the wavelet
transform algorithm Target area video image, and extract the target area video
image feature, through hierarchical particle filtering to achieve target tracking, to
achieve the extraction of UAV video image feature. The experimental results
show that: in the ORL database experiment, the average feature extraction
percentage is 78.08%, and the average target tracking error is 1.16; in the COIL-
20 database experiment, the average feature extraction percentage is 82.55%,
and the average target tracking error is 1.20, which meets the needs of UAV
video image feature extraction and target tracking.

Keywords: Target tracking � Drone � Video image � Feature � Extraction

1 Introduction

As a new aerial remote sensing platform, UAV has the characteristics of fast sailing,
flexible operation and low cost. The digital cameras and digital cameras mounted on
the aircraft can obtain high-resolution video images, and the processing of video
images can satisfy the vast majority. The needs of most users in aerial photography and
target monitoring [1]. However, the video image acquired by UAV has the charac-
teristics of high altitude and small image amplitude, which can not reflect the overall
situation of the camera area. In emergency rescue, it is often unable to meet the needs
and applications of information. Therefore, it is necessary to use video image feature
extraction method to provide the target information of camera area. Using wireless
transmission technology, the video images collected by UAV can be downloaded in
real time. Video image has the characteristics of small frame, low resolution, large
amount of data and high redundancy. When aiming at a certain target, we can’t get the
complete information of the target quickly. Therefore, the feature extraction of UAV
video image has important practical significance and application requirements.
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From the existing research results, feature extraction is one of the most fundamental
problems in the field of pattern recognition, and extracting effective screening features
is a prerequisite for solving target tracking. The research of feature extraction has two
main purposes: one is to find the most discriminative description between targets, so as
to distinguish different types of targets; the other is to compress the dimension of target
data under certain circumstances [2]. According to whether it can be linearly separable,
the feature extraction method can be divided into two kinds: one is linear feature
extraction method, the other is non-linear feature extraction method. Among them,
linear feature extraction methods include principal component analysis, independent
component analysis, factor analysis, local preserving projection, linear discriminant
analysis, local feature analysis and multi-dimensional scale analysis. The linear feature
extraction method is easy to understand and easy to implement, and has been suc-
cessfully applied to many fields such as face recognition, character recognition, speech
recognition and target classification. In order to extract the key and useful features of
the target in the UAV video image and strong marking ability, a feature extraction
method for the UAV video image based on target tracking is proposed.

2 Research on Feature Extraction Method of UAV Video
Image

2.1 Drone Video Image Stitching

The time difference of UAV video image acquisition results in gaps between video
images. In order to obtain complete video image information of high quality, the UAV
video image is spliced based on sparse beam adjustment [3].

Sparse beam adjustment is a method of minimizing the error between the measured
value and the estimated value of the matching point based on the Levenberg-Marquardt
algorithm using the irrelevance of the projection matrix. In this method, the sparse
structure of the normal equation is used to reduce the computational complexity, and
the optimal solution of the normal equation is obtained quickly, so that the error
between the measured value and the estimated value of the matching point pair is
minimized.

The sparse beam method adjustment can be used to globally optimize the spliced
UAV video image, and minimize the conversion error of each video image to the
reference plane. The UAV video stream splicing belongs to sequence video image
splicing. If the video image is globally optimized, it can only be done at the end of
aerial photography. In order to obtain high-quality splicing video image in real time,
this study uses the center constraint to dynamically select the reference plane, and
ensures that the spliced video image has the local optimal characteristics each time the
reference plane is changed. Finally, the middle frame of the flight belt is taken as the
final reference plane to complete the splicing of UAV video stream [4]. The specific
splicing steps are as follows:

Step 1: Using UAV trajectory planning data to obtain the approximate range of the
shooting area, determine the longitude and latitude of the first and last video images of
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each flight area, and convert them into geodetic coordinates to determine the geodetic
coordinates of the middle position of the flight area.

Step 2: When the drone reaches the preset altitude and is flying at a constant speed,
calculate the ground area of the video image during vertical shooting, and then roughly
determine the video image to be extracted for a single flight strip according to the first
and last geodetic coordinates of the flight strip and the given overlap Quantity n,
recursively calculate n=2, and store the result of each calculation in vector v1, then
recursively calculate n=2þ nð Þ=2, store the result of each calculation in vector vr, and
transform the reference plane before and after the intermediate frame as Pli and Pri;

Step 3: according to the camera parameters, altitude and flight speed, calculate the
sampling interval of the key frame, extract the key frame and correct the video image,
and cut the corrected video image into the corrected image with the shortest width as
the image width and the width height ratio of 4:3;

Step 4: Perform sequence stitching on the cropped corrected images. Before the
middle frame, when stitching to the reference plane Pli, optimize the absolute
homography matrix of each video image to the i� 1th reference video image and re-
splice; when splicing to the middle frame video image Pn=2, the projection surface is
fixed to the middle frame to continue splicing. When splicing to Pri, the video image
that has been spliced after the middle frame is optimized using the middle frame as the
projection surface, so that each transformation is guaranteed The stitched video image
before the reference plane is locally optimal and avoids the transfer of errors at both
ends of the aircraft belt [5].

Through the above process, the UAV video image splicing is completed, which is
ready for the following target detection and positioning.

2.2 Target Detection and Positioning

On the basis of the above video images, the pixel coordinates are obtained based on the
frame difference method, and the target is detected and located.

Among the many target detection methods, considering the high speed of the frame
difference method, this study selected this method as the basis of the pixel extraction
algorithm. According to the result of the frame difference method, the update of the
UAV video image is divided into pixel level and frame level. The former is used to
detect small and slow changes; the latter is used to detect global and sudden changes.
Different learning strategies and update speeds [6].

A dynamic feature matrix Di;j tð Þ is constructed to reflect the state of video image at
time t, which is expressed as:

Di;j tð Þ ¼ Di;j t � 1ð Þ � 1 Si;j tð Þ ¼ 0;Di;j t � 1ð Þ 6¼ 0
k Si;j tð Þ 6¼ 0

�
ð1Þ

In formula (1), Si;j tð Þ represents a logical matrix; k represents the pixel of frame k.
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The calculation formula of logical matrix Si;j tð Þ is:

Si;j tð Þ ¼ 0 fi;j tð Þ � fi;j t � sð Þ�� ��� Ts
1 otherwise

�
ð2Þ

In formula (2), fi;j tð Þ represents the gray value of pixel p i; jð Þ at time t; s represents
the interval; Ts represents the threshold.

If the values of logic matrix Si;j tð Þ and continuous k frame are all 0, it means that
the gray value of corresponding pixel has little change in continuous k frame. It is
considered that there is no target or noise at this point in this period of time. Therefore,
it can be considered that the gray value is the background gray value with great
possibility. The gray value can be used to update the corresponding background point.
The updating formula is:

Bi;j tð Þ ¼ a � fi;j tð Þþ 1� að Þ � Bi;j t � 1ð Þ ð3Þ

In Eq. (3), Bi;j tð Þ represents the background point update value; a represents the
update coefficient.

If the value of logicalmatrix Si;j tð Þ is 1 or it can’t guarantee that the continuous frame k
is 0, the gray value of the corresponding point is considered to be unstable, and the gray
value of the point should not be collected. According to the above analysis, matrixDi;j tð Þ
stores the changes of the corresponding pixels in the video image space at time t. if the
value is 0, it belongs to the pixels that have not changed the gray value of the continuous k
frame; if the value is not 0, it belongs to the pixels that have changed in the continuous k
frame. The larger the value, the closer the change is to the current frame [7].

The difference between the real-time gray-scale matrix fi;j tð Þ and the background
matrix Bi;j tð Þ and the thresholding will obtain the binarized video image data, which is
expressed as:

Fi;j tð Þ ¼ 1 fi;j tð Þ � Bi;j t � sð Þ�� ��� TF
0 otherwise

�
ð4Þ

In Eq. (4), TF represents the threshold parameter.
Binary video image data a usually contains Fi;j tð Þ lot of noise - unreal target area,

which is called false detection target, needs to be filtered. Because the specific location
of the target can not be determined, the convolution of filtering is carried out in the
whole video image space. Excessive filtering may cause the target area to be destroyed
by the convolution operation and the serious blurring of the edges. Even if a target
splits into multiple small targets or multiple targets merge into a target phenomenon,
these results will be It causes difficulties for follow-up [8]. Therefore, the goal of
filtering should not be to eliminate all noises, but to protect the target from being
eroded or blurred as much as possible while filtering. Therefore, this study adopts a
relatively conservative filtering process. The main steps are as follows: in order to
reduce the amount of calculation, Fi;j tð Þ is sub sampled twice; after the sub sampled
video image is processed by morphological filtering once, the video image matrix I tð Þ
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is obtained, and the pixel coordinates with the value of 1 are extracted to form a data set
composed of n pixel coordinates: X tð Þ ¼ x1 tð Þ; x2 tð Þ; � � � ; xn tð Þf g.

Calculate the initial clustering of X tð Þ, and merge the clusters repeatedly under the
guidance of the criterion function Jnn until the criterion function is the smallest. The
target is calibrated according to the final stable clusters. The calibration position used is
the cluster centroid coordinate, which completes the detection and positioning of the
target.

2.3 Feature Extraction of Video Image in Target Area

Based on the above target detection and positioning results, the target region video
image is selected, the target region video image is preprocessed by the wavelet
transform algorithm, and the target region video image feature is extracted.

Wavelet transform is widely used in video image processing because of its good
properties of multi-scale and multi-resolution. In video image processing, wavelet
transform has perfect reconstruction power, that is, it will not lose the original infor-
mation, nor generate redundant information. Wavelet transform can easily obtain the
frame information and detailed information of the original video image after wavelet
decomposition. After decomposing the video image, the two-dimensional wavelet
transform will produce four sub bands, namely LL, LH, HL and HH. Among them, LL
represents horizontal and vertical low frequency information; LH represents horizontal
low frequency and vertical high frequency information; HL represents horizontal high
frequency and vertical low frequency information; HH represents horizontal high
frequency and vertical high frequency information. The low frequency part corresponds
to the average gray level in a video image, and reflects the smooth part of the video
image. The high level part is the gray level which changes faster and faster in the video
image, corresponding to the edge, detail and noise in the video image. Therefore, the
processing of the low frequency part of the video image will not lose or change the
details and edge information of the video image, nor will it change the noise in the
video image [9, 10].

The steps of video image preprocessing based on wavelet transform algorithm are
as follows:

Step 1: Acquire the video image of the target area, record it as f x; yð Þ, and use db8
wavelet to decompose f x; yð Þ;

Step 2: In the four sub bands LL, LH, HL and HH, LL sub bands are selected for
histogram equalization;

Step 3: Set an appropriate threshold and use wavelet threshold denoising tech-
nology to suppress noise in high-frequency video images;

Step 4: The processed LL low-frequency video image and other high-frequency
video image are reconstructed by wavelet, and the video image f1 x; yð Þ is obtained;

Step 5: Then perform histogram equalization processing on the video image f1 x; yð Þ
to obtain the final video image g x; yð Þ.

Based on the video image g x; yð Þ of the target area obtained in the above steps,
Vectorize it to form a vector v of mn� 1 connected end to end, as shown in Fig. 1.
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Then the average vector of M target area video image is:

l ¼ 1
M

XM
i¼1

vi ð5Þ

Then the covariance matrix of the video image in the target area is expressed as:

C ¼ 1
M

XM
i¼1

vi � lð Þ vi � lð ÞT ¼ 1
M

XXT ð6Þ

In formula (6), XXT is the simplified formulation of
PM
i¼1

vi � lð Þ vi � lð ÞT . by

solving formula (6), the eigenvalues and eigenvectors of video images in the target area
can be obtained.

The feature vectors are sorted according to the size of the feature value. The larger
the feature value is, the better the feature vector can reflect the video image features of
the target area, and the size of the feature value decreases exponentially [11, 12]. The
video image of the target area corresponding to the feature vector is called a feature
sub-video image, that is, a feature face. The more blurred the feature face, the less
information it contains. The feature sub video image is used to reconstruct the video
image in the target area. It can be seen that a large amount of information of the original
video image in the target area can be recovered with fewer features. Then the feature
vector obtained is representative and recorded as Xg.

2.4 Feature-Based Target Tracking

Based on the video image feature vector of the target area obtained above, the target
tracking is realized by hierarchical particle filter.

Fig. 1. Vectorization of video image in target area
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Target tracking can be understood as adaptively “dragging” the window as the
target moves, so that the tracked target is always in the window, and the size and angle
of the window are adjusted in real time according to the size and posture of the target.
In the video image coordinate of UAV, the target tracking window is shown in Fig. 2.

As shown in Fig. 2, xt; ytð Þ represents the target coordinate; rt represents the length
of the window; ct represents the width of the window; ht represents the angle between
the tracking window and the coordinate axis.

The steps of target tracking algorithm based on hierarchical particle filtering are as
follows:

Step 1: set the tracking window manually, select the target to be tracked, take the
center of the window as the initial position of the target, the angle between the long axis
of the window and the axis as the initial direction of the target, and the size of the
window as the initial size of the target. Based on this, the initial value of the target state
can be determined as s0 ¼ x0; y0; r0; c0; h0½ �T . And extract the video image in the
window, and use the process of Sect. 2.3 to find the feature vector;

Step 2: initialization of particle filter. The initial state of the particle filter is
obtained by initializing N position particle with the position information in the initial

value vector of the target state: xi0; 1=Ns
� �Ns

i¼1;
Step 3: Importance sampling. At time t[ 0, Ns particles are re-sampled according

to the particle group of the previous two frames and the target state transition model to

obtain the predicted value of the filter: xit; 1=Ns
� �Ns

i¼1;
Step 4: Similarity measurement. Calculate freely to the left according to the

derivation process of the hierarchical particle structure, and finally get the target state

skt ¼ xkt ; y
k
t ; r

k
t ; c

k
t ; h

k
t

� �T
corresponding to the k th first-layer particle.

Fig. 2. Schematic diagram of target tracking window

272 X. Zhang et al.



Step 5: target state estimation and target vector update. Firstly, the state value of the
target at the moment is estimated according to the state value of Ns target:

E stð Þ ¼ 1
Ns

PNs

i¼1
sit � xi

t, where sit � xi
t represents the state value of the first layer particle;

then, the corresponding video image is grabbed according to the target area corre-
sponding to E stð Þ and the feature vector pE stð Þ is calculated, and the similarity between
it and the original target is compared, and the target vector is updated or not according
to this. If it is updated, it will be used as a new target prototype feature;

Step 6: Determine whether the target disappears. If it does not disappear, return to
step three; otherwise, exit.

Through the above process, the feature extraction of UAV video image based on
target tracking is realized, which helps the application of UAV.

3 Performance Analysis of Feature Extraction Method
for UAV Video Image

This research will verify the effectiveness of the UAV video image feature extraction
method based on target tracking on ORL database and COIL-20 database. In the
experiment, two random partition methods are selected for each database video image
set to verify the feasibility of the proposed method. In the experiment, the nearest
neighbor classifier is used. The experimental software environment is matlab 7.0a. All
the experimental results are executed ten times Then take the average.

3.1 Simulation Experiment on ORL Database

The information of ORL database is not described in detail due to space limitation. In
this experiment, all UAV video images are cropped to the size of 64 � 64 dimensions,
and then each video image is divided into 4 blocks, row and column are divided into 16
blocks in total, then the size of each sub block video image is 16 � 16.

In this experiment, the ORL database is used as the input UAV video image set,
and 10 video images belonging to the same target are used as a class. For the first time,
5 video images in the database are randomly selected as training video images, and the
remaining 5 video images as a test video image, the training video image set has 200
images, and the test video image set has 200 images, referred to as 5train for short. In
the second random extraction of 3 video images in the database as training video
images and the remaining 7 video images as test video images, the training video image
set has 120 images and the test video image set has 280 images, referred to as 3train for
short.

Through experiments, the percentage of feature extraction of the proposed method
is shown in Table 1.
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It can be seen from Table 1 that at 5train, the proposed method is more robust, and
the feature extraction percentage remains almost unchanged, while at 3train, as the
number of targets increases, the feature extraction percentage decreases rapidly.
Through calculation, the average feature extraction percentage is 78.08%, which sat-
isfies the requirements for feature extraction of UAV video images.

The experimental results of target tracking error are shown in Table 2.

As shown in the data in Table 2, at 5train, the proposed method error is small and
almost unchanged; at 3train, the proposed method error gradually increases. The
average value of target tracking error is 1.16, which meets the requirements of target
tracking.

Table 1. Feature extraction percentage analysis

Number of goals 5train 3train

1 85.10% 85.46%
2 86.44% 80.12%
3 82.13% 82.25%
4 85.01% 80.00%
5 86.66% 79.45%
6 85.03% 78.11%
7 85.55% 76.23%
8 85.00% 75.00%
9 85.49% 75.00%
10 85.11% 74.22%
Average value 78.08%

Table 2. Target tracking error analysis

Number of experiments 5train 3train

10 1.2 0.7
20 1.1 1.0
30 1.0 1.1
40 0.9 1.1
50 1.0 1.2
60 1.1 1.3
70 1.2 1.5
80 1.0 1.6
90 1.0 1.6
100 0.8 1.8
Average value 1.16
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3.2 Simulation Experiment on COIL-20 Database

Due to space limitation, the information of COIL-20 database is not described in detail
[13]. In this experiment, in COIL-20 database, we select 24 video images under 15O
rotation of UAV, and there are 480 video images in total. If the image size is 64 � 64,
the video image is divided into 16 blocks, and the row and column are all 4 blocks,
then the video image size of each sub block is 16 � 16, so as to prepare for the
experiment.

The COIL-20 database is used as the input video image set, and 24 video images
belonging to the same target are used as a category. For the first time, 12 video images
in the database are randomly selected as training video images, and the remaining 12
video images are used as test videos. For video, the training video image set has 240
images, and the test video image has 240 images, referred to as 12train. In the second
random extraction of 9 images as training video images, and the remaining 15 video
images as test video images, the training video image set has 180 images, and the test
video image set has 300 images, referred to as 9train.

In the case that the dependent variable is the number of targets, the feature
extraction percentage of the proposed method is obtained through the simulation
comparison experiment, as shown in Table 3.

It can be seen from Table 3 that the proposed method is relatively robust at 12 train,
and the feature extraction percentage almost remains unchanged, while at 9 train, with
the increase of the number of targets, the feature extraction percentage drops rapidly.
The average percentage of feature extraction is 82.55%, which meets the requirements
of UAV video image feature extraction.

The experimental results of target tracking error are shown in Table 2.
As shown in Table 4, at 12train, the proposed method error is small and almost

unchanged; at 9train, the proposed method error gradually increases. Through calcu-
lation, the average value of target tracking error is 1.20, which meets the requirements
of target tracking.

Table 3. Feature extraction percentage analysis

Target quantity 12train 9train

1 84.12% 85.02%
2 84.00% 83.12%
3 84.02% 81.00%
4 84.13% 80.94%
5 84.44% 80.50%
6 85.00% 80.44%
7 85.01% 80.00%
8 84.49% 79.45%
9 83.39% 78.51%
10 85.46% 78.00%
Average value 82.55%
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Table 4. Target tracking error analysis

Experiments 12train 9train

10 1.0 1.2
20 1.1 1.1
30 0.8 1.1
40 0.9 1.6
50 1.0 1.2
60 0.9 1.4
70 0.9 1.5
80 1.0 1.9
90 1.0 1.6
100 0.8 2.0
Average value 1.20

Fig. 3. Comparison of video image feature extraction accuracy of UAV
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In order to further verify the effectiveness of this method, the proposed method and
the traditional method of UAV video image feature extraction accuracy are compared
and analyzed, the comparison results are shown in Fig. 3.

According to Fig. 3, the accuracy of UAV video image feature extraction in this
paper is up to 80%, while that of traditional method is only 65%. The accuracy of UAV
video image feature extraction in this paper is higher than that of traditional method.

4 Empirical Conclusion

This paper proposes a feature extraction method for UAV video images based on target
tracking, and the experimental results show that: under the ORL database experiment,
the average feature extraction percentage is 78.08%, and the average target tracking
error is 1.16; under the COIL-20 database experiment, the average feature extraction
percentage is 82.55%, and the average target tracking error is 1.20, which can meet the
needs of UAV video image feature extraction and target tracking.

Acknowledgements. The application of UAV spray in the city pest control service (2019H033-
KQ)
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Abstract. The existing recognition method of tea shoots is only to judge the
single color or shape features, resulting in low recognition accuracy. Therefore,
an automatic recognition method of tea shoots image based on support vector
machine is designed. In this method, two kinds of image features, color and
shape texture, are extracted from the tea bud image for discrimination. The RGB
model is used to extract color features, and LBP/C operator is used to extract the
shape and texture features of the bud. The extracted features are used as the
feature vectors of the training samples, and support vector machine model
training is carried out to obtain the support vector machine classifier, and the tea
bud image is recognized. The experimental results show that the recognition
rate, recall rate and comprehensive evaluation index of the method are higher
than those of the traditional method, which proves that the method has high
recognition accuracy and improves the recognition efficiency.

Keywords: Support vector machine � Image recognition � Feature extraction

1 Introduction

China is an important tea producing and selling country in the world. Tea culture is
deeply loved by people all over the world. Due to the huge production of tea, the use of
mechanical picking instead of manual picking can speed up the picking efficiency and
alleviate the shortage of labor, but on the one hand, this method is lack of selectivity
and will pick the old leaves, young leaves and buds together, but the efficiency of
manual picking is low, the cost is high, and the phenomenon of hard work sometimes
occurs in the peak period of tea picking. Therefore, it is necessary to develop an
efficient and selective method of tea bud recognition to realize the classification pro-
duction of Longjing tea. One of the key technologies is to study the automatic detection
and recognition of Longjing tea buds.
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Support vector machine (SVM) is a very popular algorithm in the field of artificial
intelligence. In 1995, Vapnik et al. Proposed a classification algorithm based on sta-
tistical learning theory to realize structural risk minimization [1]. Its main principle is to
construct an optimal linear hyperplane in the sample space, to maximize the distance
between the two closest samples on both sides of the plane, and to obtain a good
generalization ability. The support vector in the algorithm refers to the training points
which are closest to the classification decision surface and the most difficult to identify
in the training set samples. Whether the distance between these points and the plane has
reached the maximum is the standard for SVM to reach the optimal classification. With
the rapid development of machine learning methods in the 1990 s, SVM has been
widely used in biology, handwriting, text recognition and other fields [2]. Some
domestic scholars have carried out multi-agent research on tea image grade recognition
technology. The recognition method is simple and fast, but when the image quality is
low and the number of pixels is small, it can not accurately identify tea buds. Therefore,
this paper proposes an automatic recognition method of tea bud image based on support
vector machine.

2 Extracting Image Feature Parameters of Tea Buds

2.1 Tea Shoots Image Collection

Because there are many types of tea, this article selects Longjing tea as the research
object. The image of Longjing tea is collected into a computer, and the image is
digitized using imaging technology and analog-to-digital conversion technology. With
the continuous development of computer technology and microelectronic technology,
especially the rapid improvement of the performance of the charge-coupler (CCD), the
imaging quality is good, and the performance is stable, which is widely used. The tea
images obtained in this article were taken with a digital camera at an angle of
approximately 45° to the horizontal ground. When the camera shooting angle is 0° (i.e.
horizontal shooting), the contour features of tea shoots obtained are the clearest and the
most complete. However, due to the different growth position of tea shoots, this
shooting method will appear serious occlusion phenomenon, which is not convenient
for the subsequent processing of the shoot image. When 900 is used to shoot vertically
and downward, the outline of the tender leaves is clear, but the shape of the tender buds
is not easy to identify. In this case, the tender buds tend to converge into a nearly
circular area, which can not be distinguished from the young leaves, which is not
conducive to subsequent processing. When the shooting angle is 45°, the outline of tea
shoots and leaves is clear, and the occlusion phenomenon is less [3], which is easy to
distinguish from the background of old leaves, as shown in the following figure:
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The shooting angle of Fig. (1) in the above figure is 0°, that of Fig. (2) is 45°, and
that of Fig. (3) is 90°. When sampling, close shot mode is adopted, flash is turned off,
and direct sunlight is avoided. The number of buds in each frame is 1−4. When the
number of buds exceeds 4, the occlusion in Longjing tea pictures is serious. At the
same time, there are some incomplete tea bud areas, which will bring inconvenience to
subsequent processing.

Fig. 1. Tea sample image
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2.2 Extract Color Features of Buds

The RGB color space is the most used color model in color image processing. This is
due to the standardization of the three primary colors. Today, almost all colors can be
represented by the linear combination of the three components R, G, and B [4, 5]. The
original image of tea samples obtained in this experiment is based on RGB color space,
so the preferred color feature is RGB. According to the principle of RGB three primary
colors, each color can be weighted by red, green and blue primary colors. RGB model
is based on Cartesian system, as shown below:

In the picture above, R, G, and B are located at three corners respectively. Black is
at the origin, and white is at the furthest distance from the origin. The gray level is
distributed along the line of black and white. Normalize and count the color charac-
teristics of 400 tea bud samples [6]. In view of the space limitation of the article, only
part of the data is listed, as shown in the following table (Table 1):

Fig. 2. RGB color model

Table 1. Color characteristic data of tea shoots

Serial number R G B

1 167.5 168.7 91.5
2 143 166 67.8
3 88.6 109.7 39
4 118.3 131.8 67.8

(continued)
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Although the RGB color model is widely used and ideal for hardware imple-
mentation. However, from the perspective of visual psychology, the human eye’s
description of colored objects is not based on the RGB primary colors, but on hue,
saturation, and brightness (HSI). Hue describes the characteristics of pure color, sat-
uration measures the degree of pure color diluted by white light, brightness is the key
parameter to describe color perception. The HSI model is suitable for image processing
and explaining the local characteristics of objects, and can effectively separate color
information and achromatic information of an image. In addition, with the improve-
ment of hardware level, the conversion of color space can be effectively accelerated by
hardware [7, 8], PC and workstations have available modules to convert video or RGB
images to HSI images in real time. Based on the above analysis, this paper selects a
total of 9 color features R, G, B, H, S, I, L, u, v to train the classifier model. Color
feature selection adopts the method of averaging the pixels of the tea bud area. Each tea
image is adjusted to the same size (width: 100 pixels, height: 150 pixels), and RGB is
converted into HSI, Luv color space, H, S, I, L, u, v6 color feature values are unified in
the range of 0−255.

2.3 Texture Feature Extraction of Buds

By observing the image, we can know that the new leaf (including the bud) area is
above the upper edge of the old leaf, so we use the edge contour extraction, first extract
the upper edge contour of the old leaf. The extraction method is as follows: firstly, the
coordinate of the lower left corner of the image is (0,0) Secondly, the upper left corner
of the image is scanned line by line until the upper edge of the old leaf blade is
detected, and the coordinate value is recorded. The method to determine the edge of old
leaves is as follows:

BðiÞ ¼ j Tbw j; ið Þ ¼ 0ð Þ
0 Tbw j; ið Þ ¼ 1ð Þ

(
ð1Þ

In the above formula, BðiÞ is the vertical coordinate value of the edge of column i of
the record. If there is no edge pixel in this column, the record is zero; Tbw j; ið Þ rep-
resents the pixel value of row j and column i in the figure, 1 represents the white
background, 0 Indicates black leaves.

Table 1. (continued)

Serial number R G B

5 73.8 84.9 36.7
6 113.8 119.7 70.9
7 135.8 116.8 58.3
8 129.8 133 59
9 68.6 75.9 40.8
10 106.8 113.5 58
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The texture of tea belongs to natural texture, which is analyzed by statistical
method. Among the methods of texture analysis based on statistics, LBP (local binary
patterns) is widely concerned because of its simple calculation and strong applicability.
LBP can describe the spatial structure of local texture, but does not emphasize the
contrast information of texture, so it often combines the contrast information (LBP/C)
as the texture feature descriptor [9]. The calculation of C descriptor only needs a part of
LBP template, and the specific calculation method of LBP/C operator is shown in the
figure below:

In the 3 � 3 neighborhood with gray level 6 as the center, binarize the neighborhood
pixels with the center of the neighborhood as the min value to obtain (b) in the above
figure, and then compare the above figure with (a). The corresponding binary template in
(b) can be used to find the mean difference. Each pixel of the original image will get an
image of the same size after LBP operation, as shown in the following figure:

Fig. 3. Calculation method of LBP/C

Fig. 4. Obtained texture image
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The first row is the original tea shoot image, and the second row is the corre-
sponding texture image. Four mutually uncorrelated and easy-to-calculate features were
extracted from it, namely energy, entropy, moment of inertia and correlation, which
were counted by LBP/C. At this point, the extraction of image feature parameters of tea
buds is completed.

3 Research on Automatic Recognition of Tea Bud Image
Based on Support Vector Machine

Support vector machine is a machine learning method based on statistical learning
theory, which adopts the principle of structural risk minimization, and has the
advantages of small sample, non-linear and “avoiding digital disaster” [10]. Support
vector machine can be used to solve linear and nonlinear problems. Its main principle is
to find the optimal classification surface for classification. The nonlinear problem can
be solved by introducing kernel function into high dimensional space. The linear
support vector classifier used in this paper is based on the maximum interval method.
The maximum interval method transforms the problem of finding the optimal classi-
fication surface into the problem of finding the maximum classification interval. By
using Lagrange multiplier method and introducing dual function, the optimization
problem is transformed into a quadratic linear programming problem, and the char-
acteristics of training samples are extracted. The training SVM model is used as the
feature vector of the training samples, and the training model, i.e. the classification
device, is obtained. First determine the number of classifiers, using the SVM algorithm,
the goal is to divide the sample into 2 categories, this experiment only needs to train a
classifier; determine the feature vector of the training sample, after extracting the image
features above, obtain the training sample, and obtain the color feature Ci;j With the
texture feature Ti;j, as the training sample feature vector F Ci;j; Ti;j

� �
, j represents the

category, i represents the i th pixel in the j th category. The color features of each pixel
in the R, G, and B channels are extracted as:

Ci;j ¼ CR
i;j;C

G
i;j;C

B
i;j

� �
ð2Þ

The texture characteristics of pixels at energy E nð Þ, entropy H nð Þ, moment of
inertia I nð Þ and correlation C nð Þ are:

Ti;j ¼ TE
i;j; T

H
i;j ; T

I
i;j; T

C
i;j

� �
ð3Þ

In the training process, use the SVM toolkit that comes with Matlab and use the
following model model = svmtrain (TrainLabel, TrainData) to complete the training.
Among them: TrainLabel is the category label, TrainData is the training sample data,
and the extracted feature vector F Ci;j; Ti;j

� �
Import and conduct model training, that is,

build a classifier.
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After subtracting the pixels of R = B = G = 0 (background color), the color features
and texture feature values of the remaining pixels are used as test samples, and
imported into the classifier trained in the previous step for recognition, and the data is
divided into the following on the basis of minimizing the error function. According to
the predetermined number of classes, each sample in the image is classified according
to its distance from the center of each class, and the two sets of pixel points identified
and output are respectively marked. According to the test result of the previous step,
the pixel set of the same mark is output again to the image, and the area of the pixel set
RGB feature value of the tea shoots in the output image is:

Rtender 2 75; 116½ �
Gtender 2 54; 133½ �
Btender 2 39; 128½ �

8
><
>:

ð4Þ

Through RGB discrimination of the tea in the image, the tea shoots identified and
output are as follows:

So far, the automatic identification of tea buds has been completed

4 Experiment

In order to verify the effectiveness of the method in this paper, a comparative exper-
iment needs to be designed, using the K-Means method, Grabcut method and the
method in this paper to conduct experiments.

4.1 Experimental Design

Under the operating environment of the Windows7 operating system with a CPU of
3.2 GHz, 4 G memory, and 500 G hard disk, the method proposed in this article was

Fig. 5. Tea shoots output
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tested using MATLAB_R2013b software. In order to avoid the accidentalness of the
experimental process as much as possible, and to better verify the effectiveness and
practicability of the experimental method in this article, the same equipment was used
to shoot under different light sources, different angles and different environments. Six
of them are selected as samples, as shown in Fig. 6:

The above picture, Fig. (1) It is collected under indoor incandescent lamps at night,
Fig. (2) is collected under natural light during the day, Fig. (3) is collected under
indoor incandescent lamps during the day, Fig. (4) (5) is collected under indoor natural
light during the day, and Fig. (6) is night For flash collection. Before the experimental
detection, the image is pre-processed (enhanced). The total number of tea particles in
each figure is 49, 16, 31, 51, 34, and 59 respectively, and the corresponding number of
tender tea particles is 21, 2, 9, 12, 5, 18 grains, the experiment is to deal with the
selected 6 images (image enhancement and unified background color (R = B = G = 0)
processing, to obtain the color features and texture feature values of the image as a test
sample), and then use the method proposed in this article to identify, you can get two
types of pixel sets of sprouts and non-sprouts, and finally output the sprout image for
the sprout pixel set according to the results as shown below (Fig. 7):

Fig. 6. Test image in the experiment

Fig. 7. The results of this method for the identification of tea buds
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In order to better illustrate the effectiveness and feasibility of the experimental
method, the recognition rate P, recall rate R, and comprehensive evaluation index F1

are used to evaluate. The formula of recognition rate P is as follows:

P ¼ Identify the correct number of buds in the number of buds
Total number of buds identified

ð5Þ

The formula for calculating the recall rate is as follows:

R ¼ Identify the correct number of buds in the number of buds
The actual total number of buds in the sample

ð6Þ

The calculation formula of comprehensive evaluation index is as follows:

F1 ¼ 2
1
P þ 1

R

¼ 2� P� R
PþR

ð7Þ

According to the above experimental indexes, the experiment was carried out, and
the results were analyzed.

4.2 Statistical Results Analysis

Carry out the experiment according to the above process, and the statistical results of
this article are shown in the following table (Table 2):

According to formulas (5)−(7), the three-phase index of the experiment in this
paper can be calculated. According to this method, the experiments using K-Means
method and Grabcut method are used respectively, and the results of the three
experiments are counted. The results are shown in the following table:

Table 2. Experimental results in this paper

Image Total grain
number of
tea

Number of
buds of tea

Identify the number
of tea bud particles

Correctly identify the
number of tea bud
particles

1 49 20 21 18
2 16 2 1 1
3 31 10 9 9
4 51 13 14 13
5 34 4 3 3
6 59 17 17 16
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According to the data in Table 3, the recognition rate of K-means method is the
lowest among the three methods, and the recall rate of grabcut method is the lowest
among the three methods. However, the recognition rate of this method can reach
95.5%, the recall rate can reach 84.7%, and the highest comprehensive evaluation rate
is 88.3%. It shows that the recognition rate, recall rate and comprehensive evaluation of
the method in this paper are high.

In order to further verify the effectiveness of the method in this paper, k-means
method and grabcut method for tea bud image recognition time were compared and
analyzed. The comparison results are shown in Fig. 8.

According to Fig. 8, the recognition time of tea bud image in this method is within
4.5 s, which is shorter than that of K-means method and grabcut method, which
indicates that the recognition efficiency of tea bud image can be improved by using this
method.

5 Conclusion

In view of the color difference of tea shoots in Longjing tea image, combining digital
image processing technology and application machine learning, this paper proposes an
automatic recognition method of tea shoots image based on support vector machine,
which makes full use of the characteristics of buds to improve the image recognition
rate, and the automatic selection of training samples also provides good features for

Table 3. Comparison of experimental results of three methods

Methods Recognition rate P/% Recall rate R/% F1/%

K-Means 73.4 81.4 78.6
Grabcut 88.9 77.4 83.9
Method in this paper 95.5 84.7 88.3

Fig. 8. Comparison results of tea bud image recognition time
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support vector machine to avoid the subjective selection by hand Sex. The experi-
mental results show that the method selected in this paper is feasible for the recognition
of tea shoots in the tea image, and the recognition effect is better than the two tradi-
tional methods, achieving the expected experimental effect. However, there are still
some shortcomings in this method. When collecting tea images, there are differences in
the orientation of tea particles and the shooting light, so the clustering features that
affect the selection of the experimental process are not perfect. The next step is to
consider the corresponding reflective features in combination with the next research. In
addition, this experiment is only conducted on the limited image categories, and the
recognition accuracy also needs to be further improved Raise.

Fund Projects. Youth science and technology talent growth project of Guizhou Provincial
Education Department (Qian Education KY [2019]181, Qian Education KY [2016]298), Science
and technology cooperation project of Guizhou Provincial Science and Technology Department
(Qian Science LH [2016] 7288).
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Abstract. Aiming at the problems existing in traditional color image seg-
mentation methods, namely, image noise and image quality are poor, a color
image automatic segmentation method based on visual characteristics is pro-
posed. The method first analyzes the human visual characteristics, then uses the
weighted average method to grayscale the color image, then uses the histogram
equalization method to enhance the image, and then detects the edge of the
image through the binary wavelet, and finally in the image. Image segmentation
based on edge detection. The results show that compared with the traditional
image segmentation method, the segmented color image of this method has a
SNR of 5.3 dB, less noise and improved image quality.

Keywords: Visual characteristics � Color image � Segmentation method

1 Introduction

Image segmentation is a major problem in image processing and an important part of the
field of computer vision and pattern recognition [1].Image segmentation is the first step
in image processing in image engineering. The result of image segmentation directly
affects the subsequent image processing. In the past forty years, black and white images
have been widely used, so there are many studies on black and white image algorithms.
However, with the advancement of technology and the reduction of various hardware
costs, color images have achieved undoubted protagonist status in the new century.
Color images are in line with human visual characteristics and rich color information. It
plays an important role in daily life and technology applications. However, because
color images are widely used in a short period of time, color image processing methods
and research are not as good as the system specifications for gray images, resulting in
color image processing effects that are not as good as black and black. The image is
white, noisy, and the image segmentation quality is poor. Aiming at the above problems,
a method of automatic segmentation of color images based on visual characteristics
under cloud computing is proposed. The method is mainly divided into four steps: color
image graying, image enhancement, image edge detection, image segmentation [2].
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Finally, it is verified that the image signal-to-noise ratio of the segmentation method is
much higher than that of the traditional image segmentation, and the image segmen-
tation quality is improved, which solves the problems of the traditional method.

2 Automatic Color Image Segmentation Method Based
on Visual Characteristics

Image segmentation is an important pre-processing process in the early stage of image
processing. Its definition is to divide a complete image into several different connected
domains. The pixel characteristics in each region are similar, that is to say, the region is
homogeneous and heterogeneous compared with other adjacent regions. Image seg-
mentation is the first step in graphic analysis and pattern recognition. In the system of
image analysis and pattern recognition, image segmentation is an important and nec-
essary part. It is the most difficult part in the process of image processing and deter-
mines the quality of the final result of image processing [3].

2.1 Visual Characteristics

Nowadays, there are many applications in color space. RGB model is the most widely
used model for pictures taken by digital cameras. Human eyes rely on three types of
cone cells for color sensing, namely red cone cells, green cone cells and blue cone cells.
Among them, the human eye has the weakest sensitivity to red, followed by blue, and
the strongest sensitivity is green. In other words, in a digital image with the same 8bit
depth of 8 bits, the human eye can perceive the color with the most difference as green.
RGB model can be described by Cartesian coordinate system[4]. In this model with a
cube shape, the transformation from black to white is expressed as a zero point to a
diagonal point, and each one-dimensional coordinate axis represents the transformation
of the brightness of the color from small to large. Taking a digital image with a 8bit
depth of 8 bits as an example, when the origin is R = O, G = O, B = O, the color
represented at this time is black. The diagonal points of its cube are R = 255, G = 255,
B = 255, and the color represented by this point is white. According to this model, each
color image can be decomposed into three independent planes for calculation [5].

Now, according to the different sensitivities of human eyes to the common red,
green and blue colors, automatic color image segmentation is carried out. The specific
flow is shown in Fig. 1.

As can be seen from Fig. 1, the automatic color image segmentation method based
on visual characteristics is mainly divided into the following steps: firstly, the original
color image is input into a computer, then the color image is grayed out, then image
enhancement and image edge detection are carried out, and finally image segmentation
is realized.

292 J. Wang and J. Gao



2.2 Color Image Grayscale

Color images are composed of multiple colors. If contour features are extracted directly
from color images, the extraction effect will be blurred due to the influence of colors, so
it needs to be grayed out [6].

Image graying refers to a series of processing of color images with multiple colors
to produce corresponding gray images containing only black, white and different
shades of gray. The pixels of each color in a color image are determined by the
components of R(red), G(glass) and B(blue), and the value range of each component is
[0,255]. However, all the different pixel points in the grayed color image become the
same value, which is called the gray value of the pixel point, and the gray value 2
[0,255]. Generally, there are four methods to gray color images: component method,
maximum value method, average value method and weighted average method. Among
them, the weighted average method is the most commonly used, it is based on the
importance and other indicators, the components of the three colors are weighted
average with different weights, the formula is as follows:

Grayg x; yð Þ ¼ 0:299R x; yð Þþ 0:578G x; yð Þ
þ 0:114B x; yð Þ ð1Þ

Grayscale image

Input of original color image

image enhancement

Image Edge Detection

image segmentation

End

Start

Fig. 1. Flow of automatic color image segmentation method
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In the formula, Grayg x; yð Þ is a gray image; R x; yð Þ, G x; yð Þ and B x; yð Þ represent
the component values of R, G and B of the pixels coordinated x; yð Þ in the gray image
respectively.

2.3 Image Enhancement

After the image is grayed out, the target person in the image will be weakened to a
certain extent. Therefore, according to the theory of human visual characteristics,
human eyes are more sensitive to bright colors, while the graying of the image weakens
the sensitive characteristics of human eyes. Therefore, in order to ensure the quality of
the automatically generated portrait sketch, it is necessary to perform image
enhancement processing on the target portrait in the grayed-out image, that is, to
compensate for the weakened part in the portrait, and to compensate the sharpness and
contrast of the portrait. Portraits increase, and the difference between the features of the
target and other objects in the image becomes larger, thereby enhancing the computer’s
interpretation and recognition of the image.

In order to make the image clearer, the purpose of image enhancement can be
achieved by adjusting the proportion of brightness of each part. This method is called
histogram adjustment. Histogram adjustment methods include histogram equalization
and histogram matching. The histogram of an image is based on statistical principle and
reflects the relationship between gray level and its occurrence probability. Usually,
when performing histogram processing, the histogram normalization is generally per-
formed first, and the formula is as shown in (2):

P rkð Þ ¼ nk=N; k ¼ 0; 1; . . .; 255ð Þ ð2Þ

In the formula, rk is the k-level gray value; rk is the normalized number of pixels
whose gray value is rk; nk is the number of pixels whose gray level is rk; N is the
number of pixels in the image.

Histogram equalization, also called histogram equalization, combines the histogram
of the image with the gray level corresponding to the histogram, and then maps the
corresponding gray level to a new gray level through a certain mapping, so that The
transformed image becomes a uniform probability density distribution. This transfor-
mation can not only expand the effective gray level of pixels, but also improve the
frequency of occurrence of each gray value, thus improving the contrast of the image
and achieving the purpose of image enhancement.

The following calculation steps for histogram equalization are given:

1) calculating a histogram of an image;
2) normalizing the histogram of the image;
3) calculating a new gray value of the image;
4) replacing the corresponding gray value with the gray value calculated in step 3 in
the original image to form a new image.

The implementation process of histogram equalization image enhancement method is
relatively simple. After equalization, each gray level of the new image is more balanced
and closer to our desired ideal result. When histogram equalization is used to enhance an
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image with a relatively small gray scale range, the gray scale range of the image can be
effectively expanded, and the information of the new image obtained after equalization
becomes clearer andmore useful.When histogram equalization is jointly applied to image
edge detection methods, the histogram equalization image enhancement method enlarges
the gray difference between various factors of the image and enhances the gray contrast of
the image so as to detect useful detail edges of the image. Therefore, this method has great
practical effect and value in the process of image edge detection [7].

2.4 Image Edge Detection

The most basic feature of an image is the edge. The so-called edge refers to the set of
pixels with contrast changes in the gray intensity of surrounding pixels. It usually exists
between the target and the background, the target and the target, the region and the
region, and the primitive and the primitive. Therefore, it is the most important feature
on which image segmentation depends, and it is also the important information source
of texture features and the basis of shape analysis.

Edge detection is one of the most classical research topics in the field of image
processing and computer vision. It has a long research history and has achieved great
results. There are many methods of edge detection, but in summary, they all use
differential operators to find out the abrupt change points of gray scale. Among the
existing edge detection algorithms, the commonly used algorithms are primary dif-
ferentiation, secondary differentiation, template operation, surface fitting, etc. In recent
years, with the deepening of wavelet research, the application of binary wavelet in edge
detection is also increasing [8].

When the image is decomposed by dyadic wavelet, the noise of the image is
decomposed into high-frequency sub-images, so the low-frequency sub-images
obtained by the original image by dyadic wavelet decomposition can effectively
remove the noise when performing edge detection. In order to effectively remove noise
and realize edge detection in more details of the image, this paper proposes an image
edge detection method based on binary wavelet transform, i.e. the low-frequency sub-
image obtained by binary wavelet decomposition of the original image is enhanced by
histogram equalization, and then edge detection is performed by the modulus maxi-
mum point method of binary wavelet transform. These processes are implemented by
programming with Matlab7.04. The specific steps are as follows:

Step 1: The quadratic spline function is selected as the wavelet function, and the
original image is subjected to one-layer binary wavelet decomposition to obtain a
low-frequency sub-image of the original image.
Step 2: The low frequency sub-image is enhanced by histogram equalization.
Step 3: Edge detection is carried out on the enhanced low-frequency sub-image by
adopting a dyadic wavelet transform modulus maximum point method to obtain an
edge image, namely, the modulus value and the amplitude angle of the dyadic
wavelet transform are obtained first, and then the local maximum point of the
modulus value along the amplitude angle direction is obtained from the modulus
value and the amplitude angle of the dyadic wavelet transform. The positions of
these dyadic wavelet transform modulus maxima points give the edge of the image.
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2.5 Image Segmentation

Image segmentation based on edge detection is a typical method. Human vision is very
sensitive to the edge of the image. In general, when observing objects with edges, the
first thing people perceive is the edge. In theory, the definition of edge is: the abrupt
position of data such as structure or gray value, which is called edge. It is the cut-off of
one part and the start of another part. According to this visual imaging characteristic of
human beings, image segmentation can be performed [9, 10].

Edge detection is a very important step in image processing technology. When
detecting the edge of the target, firstly roughly detect its contour points, then connect
the detected contour points according to a certain principle, and test and link the
missing contour points, at the same time remove the wrong boundary points. However,
there is noise in real target signals, and their edges are also composed of many different
types of edges and their blurred parts, so the processing process is quite complicated, so
edge detection is also a difficulty in image processing technology[11, 12].

Image segmentation refers to the process of subdividing an image into multiple
image sub-regions. At present, the commonly used segmentation methods are based on
threshold, region, edge and specific theory. Since the image edge extraction has been
completed in the above section, in order to reduce the workflow. This section performs
image segmentation based on the above image edge detection. The specific flow is
shown in Fig. 2.

input image

Watershed 
image 

segmentation

boundary 
detection

Merge adjacent 
regions

Refresh the 
current area

Merger criteria

Termination 
criteria

Output image

Synthesis

Non 
conformity

Y
Non 

conformity

End

N

Y

N

Start

Fig. 2. Image segmentation implementation flow
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3 Simulation Test

For color image segmentation algorithms, the quality of segmentation results depends
on many factors, such as consistency, spatial compressibility, continuity, smoothness,
and so on. The use of a single metric does not include all of the factors, so the quality of
the segmentation should be based on whether it is used for evaluation in a particular
application area.

The main solution of this research is that the traditional image segmentation
technology has a lot of noise, which leads to the problem of poor image quality after
segmentation. Therefore, the simulation results are mainly used to verify the seg-
mentation effect of this method and traditional methods. Figure 3 below shows the
image to be segmented (the yellow area is the target to be extracted).

Now, the yellow area in Fig. 3 is segmented with this method and the conventional
method, and the signal-to-noise ratio after image segmentation is shown in Table 1 and
Table 2 below.

Fig. 3. Image to be segmented

Table 1. The SNR/DB after image segmentation of this method

Number of iterations This method

1 23.5
2 21.4
3 22.8
4 23.4
5 22.7
6 20.6
7 22.5
8 22.9
9 23.5
10 27.1
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It can be seen from Table 1 that the color image in Fig. 3 is segmented by the
method, and the image-to-noise ratio of the segmented image is 27.1 dB, which is
10.1 dB higher than that of the conventional image. It can be seen that the image
segmentation method has better performance and the image quality after segmentation
is higher.

In order to verify the effectiveness of the method in this paper, the color image
segmentation accuracy of the cloud computing color image automatic segmentation
method and the traditional color image automatic segmentation method is compared
and analyzed, and the comparison results are shown in Fig. 4.

According to the data in Fig. 4, the color image segmentation accuracy of the cloud
computing color image automatic segmentation method based on visualization features
can reach 80%, while the color image segmentation accuracy of the traditional cloud
computing color image automatic segmentation method is only 50%. Based on visu-
alization The color image segmentation accuracy of the feature-based cloud computing
color image automatic segmentation method is higher than that of the traditional color
image automatic segmentation method, which shows that the color image segmentation
effect of the cloud computing color image automatic segmentation method based on
visual features proposed in this paper is better it is good.

Table 2. SNR after image segmentation by traditional method/db

Number of iterations Traditional method

1 18.2
2 11.2
3 11.2
4 15.6
5 14.7
6 15.6
7 19.2
8 19.4
9 19.8
10 17.0
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4 Conclusion

In summary, in view of the problems existing in color image segmentation, the color
image segmentation technology based on human visual features is studied. The research
process includes image graying, image enhancement, image edge detection and image
segmentation. It is verified that the method solves the problem of the traditional color
image segmentation technology, that is, the signal-to-noise ratio is improved, which lays
a foundation for the development of color image processing technology. However, this
study does not study the mechanism of human visual segmentation, so the method needs
to be further improved. Subsequent in-depth research should be conducted on edge
detection and segmentation in order to propose new reference methods.

(a)Segmentation accuracy of automatic segmentation method of color image based on
Visualization 

(b)The segmentation precision of traditional cloud computing color image automatic 
segmentation method 

Fig. 4. Comparison of image segmentation accuracy
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Abstract. In order to solve the problem that the average recognition degree of
moving target line is low by the traditional method of moving target behavior
recognition. Therefore, a motion recognition method based on deep convolu-
tional neural network is proposed. Construct a deep convolutional neural net-
work target model, and use the model to design the basic unit of the network.
The returned unit is calculated to the standard density map by the set unit, and
the moving target position is determined by the local maximum method to
realize the moving target behavior recognition. The experimental results show
that The experimental results of the multi-parameter SICNN256 model are
slightly better than other model structures. And the average recognition rate and
the recognition rate of the moving target behavior recognition method based on
deep convolutional neural network are higher than the traditional method, which
proves its effectiveness. Since a single target is more frequent than multiple
recognitions and there is no target similar recognition, similar target error
detection cannot be excluded.

Keywords: Convolutional neural network � Moving target � Recognition �
Depth

1 Introduction

The moving target recognition means that the computer simulates an eye to retrieve the
target object of interest in the image. The recognition of the moving target is to
complete the judgment of the target category and the calibration of the location of the
target, which is a basic visual processing task for one, but it is very difficult for the
computer [1]. An image is converted into a group after it is entered into the computer.
The binary value of 0–255, the computer should abstract the high-level semantic
information of the target category from this set of data, and determine the location of
the target. The target will show different degrees of deformation due to the influence of
angle of view, illumination, occlusion between objects and self-occlusion, noise, etc.,
which increases the difficulty of recognition of moving targets. Although there are
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many difficulties in moving target recognition, it is the first step for the computer to
“see the world” to handle advanced visual tasks [2]. Therefore, moving target recog-
nition is of great significance in the field of computer vision and practical applications.
Moving target recognition, also known as target extraction, combines the segmentation
and recognition of the target to achieve the purpose of finding the target and identifying
the target in the image. The speed and efficiency of moving target recognition is a very
important evaluation criterion for the recognition system. Especially in complex scenes,
when multiple targets are identified and processed, the target recognition ability
becomes more important [3]. The research focuses on the research and development of
moving target recognition methods based on deep convolutional neural networks.
Through the analysis and comparison of these research work, the status quo of the
development of moving target recognition is summarized, and some forward-looking
research directions in moving target recognition are proposed.

2 Design of Moving Target Behavior Recognition Method
Based on Deep Convolutional Neural Network

2.1 Deep Convolutional Neural Network Target Model

The moving target recognition method based on the deep convolutional neural network
extracts the target features through the convolutional neural network. If the convolu-
tional neural network is too shallow, its recognition ability is often inferior to that of
ordinary SVM and boosting; If the convolutional neural network is deep, a large amount
of data is needed for training, otherwise there will be over-fitting in the learning [4].

The moving target behavior recognition method of deep convolutional neural
network has powerful characterization and modeling capabilities [5]. Through super-
vised, semi-supervised or unsupervised training methods, it is possible to learn the
feature representation of the target layer by layer and automatically, and realize the
abstraction and description of the object hierarchy. The moving target recognition
process based on the deep convolutional neural network is shown in Fig. 1. The input
image is subjected to pre-measurement, standardization, etc. Then the image is input
into the deep convolutional neural network model. The convolutional neural network
learns the target feature and the location of the target from a large amount of input data,
and finally determines the category by softmax and other methods [6].

The advantage of the moving object recognition method based on deep convolu-
tional neural network is that it can learn features from a large amount of data, and the

Fig. 1. Moving target detection framework based on deep convolution neural network
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learned features are robust and have a strong generalization ability, which is very
important for moving target recognition.

2.2 Network Basic Unit Design

The basic unit setting of the network is an important part of the method. By increasing
the width and depth of the network, the network structure adjusts the parameters
required for training and mitigates over-fitting problems [7]. In surveillance video or
pictures, because of the distance, the height of the lens and the difference in the target,
it usually causes a large difference in the size of the moving target. Therefore, it is
necessary to extract features using three convolution layers of different convolution
kernel sizes. The basic unit structure is shown in Fig. 2.

The input feature maps are extracted by three convolution layers of different
convolution kernel sizes, and the obtained feature maps are stitched by Concat function
to obtain a new feature map [8]. In general, the near-point target diameter is about 10,
and the far point is about 5. Considering that the pooling layer is used for down-
sampling operation, the convolution kernel size is selected by 7 � 7, 5 � 5, and 3 � 3
for feature extraction. Among them, the 7 � 7, 5 � 5 and 3 � 3 convolution kernels
respectively extract the features of the moving targets of the near, middle and far levels,
and the extracted feature maps are stitched by Concat function to obtain the feature map
of the layer [9].

To use the convolutional neural network to identify the moving target behavior,
first create a model and set the parameters of each layer of the deep convolutional
neural network target model. The model includes a data layer, a feature extraction
layer, an activation layer, a loss layer, and the like. In order to extract multiple features
faster and better, the Inception structure is used as the basic structural unit of the
network to extract different scale features. And after the convolutional layer, the largest
pooling layer is added to downsample, and the multi-convolution kernel features at
more scales are obtained [10]. Therefore, two models of convolutional neural network
model based on serial Inception structure (Serial-Inceptions Based Convolutional
Neural Network, SICNN) and convolutional neural network model based on composite

Fig. 2. Network basic unit
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Inception structure (Multi-Inceptions Based Convolutional Neural Network, MICNN)
are proposed. The SICNN model and parameters are shown in Fig. 3.

In the SICNN_56 model, the input data is input into the first Inception structure,
and the convolution kernels are convolutional layers of 7 � 7, 5 � 5, and 3 � 3,
respectively. And 10 feature maps are exported respectively. The 30 feature maps are
integrated into 30 new feature maps by Concat function after 2X2 and the maximum
pooling process with step size 2 [11]. The 30 feature maps and the first Inception
structure process enter the second and third Inception structures, respectively, to obtain
90 and 270 feature maps, respectively. In this process, for example, the input image of
pixel 480 � 640 is extracted by three convolution kernels of 7 � 7, 5 � 5, and 3 � 3
at three scales of 480 � 640, 240 � 320, and 120 � 160, respectively. It extracts
information from different dimensions at different scales and obtains richer features.
Then, the feature is further extracted by two convolution layers of 5 � 5 convolution
kernel size; Finally, a 120 � 160 size density map is output through a 1 � 1 convo-
lution kernel size convolutional layer. The MICNN_56 model and parameters are
shown in Fig. 4.

Fig. 3. SICNN_256 model

Fig. 4. MICNN_56 model
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In the MICNN_56 model, there is only one Inception structure, and the depth is
increased while keeping the width of the Inception structure unchanged [12]. At the
same time, in order to eliminate the influence of parameters on the network structure,
the number of convolution kernels in the MICNN_256 model is the same as that of the
SICNN_56 model. The input data is input into the Inception structure, and is divided
into three branches for operation. The first branch passes through the convolution layer
with a convolution kernel size of 7 � 7, and outputs 10 feature maps. The feature map
is subjected to a maximum pooling process of 2 � 2 and a step size of 2, and then a
convolution layer having a convolution kernel size of 7 � 7 is output, and 30 feature
maps are output [13]. The feature map is subjected to a maximum pooling process of
2 � 2 and a step size of 2, and then a convolutional layer with a convolution kernel
size of 7 � 7 is output, and 90 feature maps are output. The second and third branches
are similar to the first branch, but the convolution kernels are 5 � 5 and 3 � 3,
respectively, and the three branches output 90 characteristic maps. In addition, in order
to further explore the influence of convolution kernel parameters on the network, the
structure and parameters of another set of experimental models SICNN_10 and
MICNN_10 are designed when the network structure is unchanged and the number of
convolution kernels in the network is changed. They are shown in Fig. 5 and Fig. 6,
respectively.

The activation layer activates the input data, that is, a function transformation,
which is performed on an element-by-element basis. Commonly used activation
functions are Sigm oid function, Tanh function, ReLU function, etc. The most com-
monly used function is ReLU function.

A linear rectification function, also known as a modified linear unit, usually refers
to a nonlinear function represented by the ramp function f ðxÞ ¼ maxð0; xÞ and its
variants.

The loss layer calculates the loss value by calculating the difference between the
training sample output and the real sample value. At present, there are three main Loss
layer loss functions: Sigmoid, Softmax and Euclidean. Where Sigmoid is mainly used

Fig. 5. SICNN_10 model
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for the two-classification problem, Softmax can be used for the multi-classification
problem, and Euclidean is the commonly used loss function for linear regression. The
designed network structure model uses the Euclidean loss function as the Loss layer to
return the density map of the network output to the standard density map. The loss
function is:

L ¼ 1
2N

XN

i¼1
F Xið Þ � D Xið Þk22

�� ð1Þ

In the formula (1), N is the number of training pictures, Xi represents an input image, D
represents a label density map corresponding to standard data, and F represents a
density map generated by a network structure; L is the calculated loss value, and the
network judges according to the magnitude of the loss value and feedbacks the relevant
parameters to obtain better experimental results.

2.3 Implementation of Moving Target Behavior Recognition

After obtaining the estimated density map output by the convolutional neural network
model, the local maximum value is extracted from the estimated density map, and the
extracted local maximum is the position where the target of the image is likely to be
located. In the process of target behavior recognition, the density map needs to be
denoised, and the target should be located within a certain range according to the target
size. Because the size of the target is different due to the influence of the height of the
lens and the distance from the target to the lens, the positioning should be selected
according to certain classification measures; Due to the complexity of the background
and the degree of light and darkness, the numerical values of the target points in the
estimated density map obtained by learning are not the same. It is necessary to use a
histogram to set a threshold to remove the background and remove the wrong target
point to perform the target positioning. The specific operation process is shown in
Fig. 7.

Fig. 6. MICNN_10 model
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Degree histogram, calculate the pixel value size P with the highest proportion, and
set a certain threshold value T , the pixel point whose pixel value Fk x, yð Þ is smaller
than Pþ T in the estimated density map is defaulted to the image background, and the
interference term is removed, and is set to 0, and the estimated density map Dk x; yð Þ of
the background is obtained, as shown in Eq. 2:

Dk x,yð Þ ¼ 0; Fk x,yð Þ\Pþ T
Fk x,yð Þ; Fk x,yð Þ�Pþ T

�
ð2Þ

Selecting a moderately sized sliding window Mk x; yð Þ selects the target point by local
maximum in the estimated density map Dk x; yð Þ of the removed background. The
maximum point is set to 0, and the estimated position map Rk x; yð Þ of the target is
obtained, as shown in Eq. 3.

Rk x y ¼ 0; Dk x y \ max Mk x y

255 Dk x y ¼ max Mk x y

(
ð3Þ

The target point obtained by using the local maximum value sometimes has the same
value of two similar points while retaining the information of the two position points,
thereby causing adhesion, resulting in a re-inspection when the target is marked. In
order to avoid such things, the obtained target center point position coordinate map will
eliminate some wrong target points according to the law of two points, in order to
obtain better recognition results. First, input the labeled coordinates and estimated
coordinates of the test set; secondly, calculate the distance between each point in the
estimated coordinate data and each point in the labeled coordinate data; Again, find the
nearest point in the estimated coordinates by the labeled coordinates, and set the nearest
distance threshold as the search range; finally, retrieve the target.

3 Simulation Experiment

3.1 Experiment Data

The algorithm is validated using the Mall data set. The Mall dataset contains different
target densities and lighting conditions and is widely used in target counting work. The
dataset uses a surveillance camera to collect data. It is a continuous video sequence.
The video sequence in the dataset consists of 2000 frames of 640 � 480 color images,
which are tagged with more than 60,000 moving targets. A total of four experiments
were performed, including SICNN_256 model, SICNN_10 model, MICNN_256

Fig. 7. The flow chart of motion target behavior recognition algorithm
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model, and MICNN_10 model. Each model targeted the test images with 27 real
targets, and the results are shown in Fig. 8.

Figure 8(a) shows the target recognition result of the SICNN_256 model, in which
31 target targets are estimated, 23 targets are correctly identified, 8 targets are
misidentified, and 4 targets are missing. Figure 8(b) shows the target recognition result
of the SICNN_10 model, in which 32 targets are estimated, 22 targets are correctly
identified, 10 targets are misidentified, and 5 targets are missing. Figure 8(c) shows the
target recognition result of the MICNN_256 model, in which 36 targets are estimated,
23 targets are correctly identified, 13 targets are misidentified, and 5 targets are
missing. Figure 8(d) shows the target recognition result of the MICNN_10 model, in
which 31 targets are estimated, 21 targets are correctly identified, 10 targets are
misidentified, and 6 targets are missing.

3.2 Average Literacy Rate and Comparison Rate

In this experiment, the training time of the less parameter network is 0.39 s/5 times,
and the training time of the network with more parameters is 1.68 s/5 times.

Fig. 8. Recognition results

Fig. 9. Comparison of average recall rate and precision rate
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SICNN_256 model, SICNN_10 model, MICNN_256 model, MICNN_10 model 4
groups of experiments on the average recognition accuracy and time-consuming situ-
ation of 400 test set pictures under the same number of iterations, as shown in Fig. 9.

Through comparison between different experiments, it can be seen from Fig. 9 that
the experimental results of the multi-parameter SICNN256 model are slightly better
than those of other model structures. However, the model structure has a large amount
of computation and takes a long time, and performance and timeliness cannot be
simultaneously provided.

At the same time, in the test set, select some pictures to compare the recognition
results, and compare the results of the full rate and the identification rate parameters, as
shown in Fig. 10, respectively:

Based on the comprehensive experimental data, it can be concluded that the
omission recognition caused by the occlusion situation in the test picture and the
decrease in the recognition rate caused by the excessive number of samples are the
main reasons for the poor experimental results. It can be seen from Fig. 10 that the
missed detection of the sample mostly occurs in the area with more obstructions or
edges, and the misdetection of the sample mostly occurs on the same target body or the
like. Since the individual is replaced by a single head as the recognition target, although
the recognition number is accelerated, since there is no further recognition judgment.
Therefore, the single target is recognized more frequently than many times, and since
there is no target similar recognition, the similar target false detection cannot be
excluded.

3.3 Comparative Experiment

In order to verify the effectiveness of the proposed motion target behavior recognition
method based on deep convolution neural network, a comparative experiment was
conducted. The method based on spatiotemporal semantic information and the method
based on intelligent video analysis were selected as the experimental comparison
methods. The recognition accuracy and recognition time were selected as the experi-
mental indicators. The results are as follows.

Fig. 10. Test set picture recognition rate
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(1) Recognition Accuracy

Three methods are selected to test the recognition accuracy, and the results are
shown in Fig. 11.

Analysis of Fig. 11 shows that, compared with the experimental comparison
method, the recognition accuracy of this method is more than 94%, which shows that
the method can accurately identify the behavior of moving targets.

Fig. 11. Identification accuracy comparison

Fig. 12. Identification time comparison
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(2) Identification Time

Three methods are selected to test the recognition time, and the results are shown in
Fig. 12.

Analysis of Fig. 12 shows that the recognition time of this method is always below
0.9 s, which is far lower than the experimental comparison method, which shows that
the method can realize fast recognition of moving target behavior.

4 Conclusion

In order to solve the problem that the average recognition degree of moving target line
is low in the traditional method of moving target behavior recognition, a motion
recognition method based on deep convolution neural network is proposed. The
method mainly uses the deep convolution neural network target model to realize the
behavior recognition of moving objects. The experimental results show that the method
has excellent performance and can be further applied in practice.
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Abstract. Aiming at the problems of low efficiency and accuracy in the tra-
ditional 3D image feature point detection system, an efficient 3D image feature
point detection system based on artificial intelligence is designed. Firstly, the
whole frame of the system is designed. Then the hardware system is designed,
including the development board, peripheral equipment and interface, basic
engineering reconstruction and feature point detection unit. Then the software
system is designed, including image collection module, image feature point
display module. Image feature point processing module, image feature point
extraction module, image feature point description module, and using the
combination of hardware system and software system to achieve three based on
artificial intelligence Dimension image feature point detection system. Finally,
the effectiveness of the 3D image feature point detection system based on
artificial intelligence is verified by experiments, and the detection efficiency and
accuracy are much higher than the traditional methods. This study lays a
foundation for the further study of images.

Keywords: Artificial intelligence � 3d image � Feature points � Efficient
detection

1 Introduction

Artificial intelligence has entered the life of modern people. In many fields of artificial
intelligence, image detection is the foundation stone, especially in the field of Internet of
things [1]. Image is a special data format. If we want to obtain different connotations
according to different images, we need to use certain image detection technology. With
the wide application of 3D image in daily life, 3D image feature point detection has
gradually become a hot topic. Feature point detection of 3D image is an important part of
computer vision application. With the rapid development of information technology,
people rely more and more on information, how to obtain more useful information
becomes more and more important. The most intuitive way to get information is to
observe and recognize the outside world through the human eye, and according to
statistics, it is possible to obtain external information through human vision, which is
enough to show that the human visual system can image through the eyes. And then sense
the three-dimensional objects in life. This ability to obtain 3D image information from
two-dimensional scene images is a visual function that people have been trying to give
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computers and intelligent machines. It can replace human to complete the acquisition and
processing of external scene information. Another way to obtain information is to obtain
external information indirectly from the image. Photography can record all kinds of image
information, that is, the process of exposing the sensitive medium inside the camera by
shooting the reflected light of the scene, or “painting with light” Therefore, the general
imagingmethod can only obtain the plane image of the scene [2]. If the three-dimensional
shape information of the object scene in the image is to be obtained, the scanning mode
can only be used, and the time taken by the process is longer, so that not only the real-time
property obtained by the image information is affected, but also the definition of the
imaging picture is affected. The commonly used 3D image feature point detection
methods include feature detection method based on image edge information, corner
information detection method and various interest operators. However, the traditional
detection methods all have the problems of large computation and long time consuming.
In order to solve these problems, a three-dimensional image feature point detection
system based on artificial intelligence is designed.

2 System Overall Frame Design

When constructing the whole frame of the 3D image feature point detection system
based on artificial intelligence, four modules are designed, which are shown in Fig. 1.

For 3D image analysis module, its main function is to collect and analyze 3D image
resources. The purpose of integrating 3D image module is to recombine the digital
signal output from the system, generate 3D image and then complete the feature point
detection of 3D image [3]. The feature point acquisition module of three-dimensional
image is to extract and collect the feature point of three-dimensional image. And the
three-dimensional image feature point detection module is used for realizing the high-
efficiency detection system of the three-dimensional image feature point based on the
artificial intelligence by detecting the three-dimensional image feature point.
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Fig. 1. Overall frame construction
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3 Hardware System Design

3.1 Development Boards

The hardware platform used in the 3D image feature point detection system based on
artificial intelligence is the PYNQ-Z1 development board, which integrates the 7000
series ZYNQ chip of Syringes Company. It can realize the heterogeneous processing of
ARM and FPGA so as to realize the efficient detection of 3D image feature points [4].
The PYNQ development board is an artificial intelligence development board devel-
oped by Dizzelon and Syringes. It is simple in shape and equipped with ZYNQ
artificial intelligence chip. It simplifies and improves the design of software and
hardware related to APSOC. Because it integrates features that other ZYNQ devel-
opment boards do not have, based on the heterogeneity of ARM and FPGA: It can
utilize Python, an efficient language with rich third party libraries, and apply the API
command based on Python language to the control of FPGA. It can detect feature
points by controlling FPGA. Its integrated Jupyter Notebooks framework compiler tool
has high visibility and is very suitable for the development process of detection system
[5]. In addition, the embedded platform can effectively collect the feature points of 3D
images, and the feature points can be analyzed by integrating the collected feature
points. Based on the advantages of PYNQ and the requirement of high efficiency
detection of 3D image feature points based on artificial intelligence, The PYNQ
development board is selected as the hardware system of the 3D image feature point
detection system based on artificial intelligence [6]. In addition, the PYNQ-Z1 board
can be started from the JTAG, Quad-SP flash memory and the microSD card. There is a
digital-to-analog converter on the chip, and the on-chip system and peripheral inter-
faces are shown in Fig. 2.

ARM A9
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peripherals
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Processing
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accelerator Peripheral
Interface

Display
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PCIe
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Interface 1DRAMFlash

Fig. 2. System and peripheral interface
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3.2 Peripherals and Interfaces

ZYNQ PL can support multiple types of external protocols and interfaces. PYNQ-Z1
has two Pmod ports and a ArduINo interface for connecting peripherals directly to
ZYNQ PL, allowing peripheral devices to be controlled by hardware. Other peripherals
can be connected to the above port through adapters or breadboards [7].

Although the FPGA architecture is reconfigurable and used to achieve high per-
formance in hardware, the design of FPGA is a task that requires in-depth knowledge
of hardware engineering and expertise. OVERLAY is a programmable/configurable
FPGA design. Extend user application from ZYNQ processing system to pro-
grammable logic [8]. Software programmers can use OVERLAY, in a similar way to
the software library to run some 3D image feature point processing functions on the
FPGA architecture, such as edge detection, threshold, etc. [9].

3.3 Reconstruction of Basic Engineering

Since all the configurations required for the pre-defined ZYNQ SoC PS are provided on
the basic OVERLAY, and the PS-PL interface is defined, the hardware OVERLAY,
which creates a custom PYNQ, can use the existing Base OVERLAY as the starting
point to add the required feature IP core to achieve the desired function [10, 11]. The
connection information of four AXI interface information is as follows: GP0 has 13
interfaces, which is in charge of LEDS GPIO, Buttons GPIO, BRAM, Video HPD,
Video GPIO, Video Dynamic Clock, Video VDMA, Audio, RGB LEDS and HP0 is
mainly responsible for Video VDMA function; GP1 and HP2 are responsible for
PMOD and Arduino. Of which, basic workers The program allocates a total of 512
megabytes of space for memory in advance, and HP0,HP2 shares this address space.

3.4 Feature Point Detection Unit

The characteristic point detection unit is mainly composed of a programmable con-
troller and an industrial personal computer operating panel. The main purpose of IPC is
to realize the data transmission, display and statistics of the 3D image feature points of
the detection unit, and to realize the detection and control of the field equipment by
using the IPC [12, 13]. Among them, the operation panel can be used to modify the
parameters, and can also achieve the function of setting. The feature point detection
unit needs to complete its own task independently, and the detection results are
transmitted to CPU through USB hub and interface.

4 Software System Design

4.1 Image Collection Module

Many algorithms are involved in the software system of 3D image feature point
detection system based on artificial intelligence. For 3D image stratigraphic processing
algorithm, FPGA is generally used to realize it, and DSP is used for high-level image
processing algorithm. The system allocates the algorithm to each processing unit, and
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then realizes the task processing by pipeline, so that the efficiency of the system can be
further improved. The main function of image collection card is to convert the
microscopic image signal which has been converted into analog video signal in CCD
camera device to digital signal direction. Use an image collection card that meets your
own performance and price, depending on your work needs. In the software system of
3D image feature point detection system based on artificial intelligence, multimedia 3D
image collection card is mainly used to realize 3D image analog preference A/D
transform, digital signal storage and so on. And computer to achieve text, image,
graphics and voice artificial intelligence integrated processing.

4.2 Image Feature Point Display Module

Image feature point display module can effectively collect and display 3D image
feature points and capture 3D images. The capture refers to storing the scene image in
memory, then copying the image into the buffer, then storing the data and BMP file
format in the image buffer to the hard disk to show that it has been called. First of all,
we initialize the acquisition, start the image acquisition process, and turn off the image
to screen function in real time, so as to prepare for the image to memory acquisition.
The parameters of the image resolution are set, and the input and output windows are
determined, then the window is set by using the corresponding functions. After the
setup is completed, the image is called into the memory function, and the resource
allocation of the file information is realized in the memory, and the file information
header is set. After the installation, BMP file information and image data information
will be written to the empty file. If the function is executed successfully, BMP file will
be written to disk and 3D image capture is completed.

4.3 Image Feature Point Processing Module

Image feature point processing module mainly deals with 3D image feature points,
including gray processing, threshold segmentation, median filtering, edge detection,
thinning, coordinates and distance calculation. Grayscale processing means that it is
difficult to collect 32 true color images, so it is necessary to transform them into 256-
color grayscale images. Threshold segmentation means that there are gray noise points
in the process of collecting 3D image feature points, which can be removed by
threshold method. Median filter refers to the use of 3 � 3 modules, a point as the
center, if there is only this pixel value in the module region, then this point is noise, the
pixel value will be changed to remove it. Edge detection refers to the use of functional
Gauss algorithm to remove noise and then implement edge detection because noise
points have a certain effect on edge detection. Thinning refers to the realization of
thinning the image, effectively highlighting the geometric features of the image and
reducing the amount of redundant information. Coordinate and distance are calculated
by Hough algorithm, and the distance between two circles is calculated.
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4.4 Image Feature Point Extraction Module

ORB descriptor is an improved algorithm of BRIEF algorithm proposed at the Inter-
national Conference of computer Vision, which has the characteristics of invariance
and anti-noise of 3D image rotation. The algorithm also combines the calculation flow
of corner detection operator algorithm, which is recognized to be faster at present, and
is a new matching algorithm. When extracting feature points, the algorithm gives the
feature points a direction information after corner detection, which can keep the
rotation invariance of 3D images. When matching feature points, in order to overcome
the sensitivity to noise, the pixel block is used to determine the gray value in the pixel
block, and the corresponding feature descriptor is generated, which improves the attack
ability of the algorithm against noise, and has rotation invariance. The algorithm is a
combination of operators and descriptors, which combines the advantages of the two
algorithms. Extracting feature points is also an interesting part of the extraction image.
The general feature points include boundary points, spots and corners. These points not
only contain a lot of information of the image, but also determine the attributes of the
image. Using the FAST feature detection operator to extract the corner information of
the image, this is a fast feature extraction method, this method is mainly divided into
two steps: The first step is to select and determine the gray value of the peripheral
pixels compared with the points to be detected, and the second step to compare the gray
values between the detection points and the peripheral pixels, and to determine the
corner points according to the preset conditions. First, the pixel points should be
selected, and the distribution of the peripheral pixel values determines whether the
correct image feature points can be extracted. If we take a pixel point P in the image
and judge whether point P is a feature point, you need to create a circle with radius
r = 3 centered on a point P as a template graph, which is a discrete circle. The gen-
eration of discrete circle needs to use the algorithm of drawing circle in computer
graphics, and through multiple iterations and traversing 16 pixels. The selection pro-
cess of 16 pixels around the 3D image feature points is as follows:

Initial conditions: radius rn 3 D ~ (1) ~ (-1) ~ (-1) ~ (-1).
Termination condition: X > y.
Iterative steps: starting point (XY) = (0nr)
IF(x<y),IF(d<0),d=d+2x+3;

ELSE (dapd 2 (x-y) 5Cy -X);
END.

Where x is the x-axis coordinate value of generating the peripheral pixel point, y is
the y axis coordinate value of generating the peripheral pixel point, and d is the
constant changing threshold value.
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4.5 Image Feature Point Description Module

The concept of graymoment is used to calculate the corner direction offeature points. The
determination of corner direction is mainly divided into two parts [14, 15]. Firstly, the
gray balance point of the small pixel block with the feature point as the center of 7 � 7 is
determined, that is, the centroid point; The offset between the centroid point and the
feature point, that is, the primary direction of the corner point, is then calculated. In the
circular neighborhood radius r, the formula for calculating the offset m is as follows:

mpq ¼
X
x;y

xpyqI x; yð Þ ð1Þ

Where the I x; yð Þ table does not have a gradation value at the coordinates of x; yð Þ, and
p and q are the order number. The centroid point C can be obtained by using the
following formula:

C ¼ m01

m10
;
m01

m00

� �
ð2Þ

If the characteristic point is P, the vector PC is the main direction of the angle point, and
the main direction of the ER angle point can be obtained by using the following formula:

h ¼ arctan
m01

m10

� �
¼ arctan

P
x;yyI x; yð ÞP
x;yxI x; yð Þ

� �
ð3Þ

5 Experimental Results and Discussion

In the process of experiment, a 3D image is used as the experimental object to detect the
feature points of the 3D image. The connection between the PC machine and the PYNQ
development platform is carried out by using the HDMI to USB connection line, and
then the PYNQ development platform and the display screen are connected by the same

Fig. 3. Experimental sample
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connection wire. After completing the environment connection, we load the original 3D
image on the Jupyter Notebook, and the 3D image loaded is 720 or 1280 pixels.

In the experiment, part of the action screenshot in a 3D animation is selected as the
experimental sample through the 3D image simulation system, as shown in Fig. 3.

The feature points are extracted from the 3D image by using the 3D image feature
point detection system based on artificial intelligence and the traditional 3D image
feature point detection system. The extraction results are shown in Fig. 4.

(b) Results from this paper

(c) Traditional extraction results

(a) Actual extraction results

Fig. 4. Three-dimensional image feature point extraction results of two systems
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According to Fig. 4, the extraction results of 3D image feature points in this system
are consistent with the actual three-dimensional image feature points extraction results,
while the traditional system’s three-dimensional image feature point extraction results
are quite different from the actual three-dimensional image feature point extraction
results, which shows that the system in this paper can accurately extract three-
dimensional image feature points.

In order to verify the effectiveness of the system in this paper, the efficiency of
feature point detection in 3D image of this system and traditional system is compared
and analyzed. The comparison results are shown in Fig. 5.

(a)Detection efficiency of 3D image feature point detection system based on Artificial 
Intelligence

(b)Traditional 3D image feature point detection system

Fig. 5. Comparison of detection efficiency of 3D image feature point detection
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Figure 5 shows that the high efficiency of 3D image feature point detection based
on artificial intelligence is higher than that of traditional 3D image feature point
detection system.

In order to further verify the effectiveness of the method in this paper, the detection
accuracy of three-dimensional image feature points based on artificial intelligence and
traditional three-dimensional image feature point detection system is compared and
analyzed, and the comparison results are shown in Fig. 6.

According to Fig. 6, the 3D image feature point detection accuracy of the 3D image
feature point detection system based on artificial intelligence can reach up to 95%,
which is higher than that of the traditional 3D image feature point detection system.

(b)Detection accuracy of traditional 3D image feature point detection system

(a)Detection accuracy of 3D image feature point detection system based on Artificial 
Intelligence

Fig. 6. Comparison of detection accuracy of feature points in 3D image
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6 Concluding Remarks

The traditional 3D image feature point detection system has the problems of low
detection accuracy and long detection time, which leads to the poor detection effect of
3D image feature points. Therefore, this paper designs a 3D image feature point
detection system based on artificial intelligence. Through the design of system hard-
ware and software, the design of efficient detection system of 3D image feature points
based on artificial intelligence is successfully realized. Experimental results show that
the detection accuracy of the system is high, which improves the detection efficiency
and detection effect, which proves that the system has good application value.

References

1. Zhang, H.: Design and implementation of artificial intelligence image detection system
based on Internet of Things. Comput. Measur. Control 25(22), 215–218 (2017)

2. Cui, Y.: Design of artificial intelligence image detection system based on Internet of Things.
J. Liaoning Univ. Sci. Technol. 23(24), 222 (2018)

3. Jin, Z., Cao, J., Zhang, Y., et al.: Novel visual and statistical image features for microblogs
news verification. IEEE Trans. Multimedia 19(3), 598–608 (2017)

4. Slave tree: Design of embedded image recognition and detection system based on ARM.
Comput. Measur. Control 25(29), 136–138 (2017)

5. Tien, N.D., Danh, P.T., Rae, B.N., et al.: Combining deep and handcrafted image features
for presentation attack detection in face recognition systems using visible-light camera
sensors. Sensors 18(3), 699–702 (2018)

6. Gao, Q., Wang, J., Ma, X., et al.: CSI-based device-free wireless localization and activity
recognitionusingradio imagefeatures. IEEETrans.Veh.Technol.66(11),10346–10356(2017)

7. Testolin, A., Stoianov, I., Zorzi, M.: Letter perception emerges from unsupervised deep
learning and recycling of natural image features. Nat. Hum. Behav. 1(9), 657–664 (2017)

8. Eichinger, P., Alberts, E., Delbridge, C., et al.: Diffusion tensor image features predict IDH
genotype in newly diagnosed WHO grade II/III gliomas. Sci. Rep. 7(1), 13396 (2017)

9. Fu, W., Liu, S., Srivastava, G.: Optimization of big data scheduling in social networks.
Entropy 21(9), 902 (2019)

10. Jaccard, N., Szita, N., Griffin, L.D.: Trainable segmentation of phase contrast microscopy
images based on local basic image features histograms. Comput. Methods Biomech.
Biomed. Eng. Imaging Visualiz. 5(5), 359–367 (2017)

11. Wan, T., Cao, J., Chen, J., et al.: Automated grading of breast cancer histopathology using
cascaded ensemble with combination of multi-level image features. Neurocomputing 229,
34–44 (2017)

12. Liu, S., Pan, Z., Cheng, X.: A novel fast fractal image compression method based on
distance clustering in high dimensional sphere surface. Fractals 25(4), 1740004 (2017)

13. Lu, Mengye, Liu, Shuai: Nucleosome positioning based on generalized relative entropy.
Soft. Comput. 23(19), 9175–9188 (2018). https://doi.org/10.1007/s00500-018-3602-2

14. Johnson, P.B., Young, L.A., Lamichhane, N., et al.: Quantitative imaging: correlating image
features with the segmentation accuracy of PET based tumor contours in the lung.
Radiotherapy Oncol. 123, 257–262 (2017). S0167814017301044

15. Shuai, L., Weiling, B., Nianyin, Z., et al.: A fast fractal based compression for MRI images.
IEEE Access 7, 62412–62420 (2019)

Design of 3D Image Feature Point Detection System 323

https://doi.org/10.1007/s00500-018-3602-2


An Optimal Tracking Method for Moving
Trajectory of Rigid-Flexible Coupled

Manipulator Based on Large Data Analysis

Yang Fu-Jian1 and Wei Tao2(&)

1 Guilin University of Aerospace Technology, Guilin 541004, China
aklp123456@163.com

2 Northwestern Polytechnical University, Xi’an 710072, China
whai7863@163.com

Abstract. The manipulator has dynamic characteristics, and the trajectory
tracking system of the manipulator has non-holonomic constraints and various
uncertainties, which makes tracking control of the mobile manipulator more
difficult. There is a big error in tracking a rigid flexible coupling manipulator
with a single neural network. A new method for trajectory optimization tracking
of a rigid-flexible coupled manipulator based on big data analysis is proposed.
This method takes neural network as the research object, introduces fuzzy
control into neural network, optimizes a single neural network, forms a com-
posite method of fuzzy neural network, and uses a hybrid method to track the
trajectory of the manipulator. Experimental results show that the tracking error
of this method is less than 0.035 rad, which improves the tracking efficiency and
improves the tracking accuracy. The method can complete the operation faster
and more accurately according to the predetermined trajectory, and has higher
practical applicability.

Keywords: Rigid-flexible coupling � Manipulator � Moving trajectory �
Tracking method � Fuzzy nerve

1 Introduction

With the progress of science and technology, mechanized production gradually
replaces manual production, completes all kinds of dangerous work that human beings
can not directly contact, saves production costs greatly for enterprises, improves pro-
duction efficiency, and its application in industry and other fields is of great practical
significance. In the manipulator control, the most difficult part is how to accurately
control the arm in accordance with the predetermined trajectory, which is also one of
the basic tasks of robot control [1]. At present, there are many control methods, such as
feedforward compensation control, sliding mode variable structure control, adaptive
control, robust control, neural network control, iterative learning control, inversion
control and so on. However, with the development of the manipulator industry, these
methods have been unable to meet the requirements of accurate control in various
environments. This paper takes the neural network as the research object. This method
has great advantages in solving the non-linearity and uncertainties in the process of
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modeling. However, this method needs a lot of time training, and it is difficult to meet
the requirements of high control accuracy.

Therefore, in order to solve the above problems, this study introduces the fuzzy
control into the neural network, and uses the fuzzy neural network to optimize the
tracking of the rigid-flexible coupling manipulator trajectory [2]. Firstly, the kinematics
and dynamics model of the manipulator is established, and then the desired trajectory
of the manipulator is tracked by designing corresponding control methods.Experiments
show that the tracking error of the proposed method is much smaller than that of the
single neural network method, and it can complete the operation more quickly and
accurately according to the predetermined trajectory.

2 An Optimal Tracking Method for the Moving Trajectory
of a Rigid-Flexible Coupled Manipulator

The goal of trajectory tracking is to reach the desired position according to the given
trajectory. The whole process is to change the angle and velocity of the manipulator
joint according to the output torque of the controller. Mobile manipulator is a highly
nonlinear and strongly coupled system. Mobile platform and manipulator have different
dynamic characteristics. In addition, the system also has non-holonomic constraints and
various uncertainties, which make the tracking control of mobile manipulator more
difficult. Multi-mobile manipulators cooperate to accomplish a target task, which is a
hot research direction in recent years [3].

2.1 Mathematical Model of Manipulator

The trajectory tracking of the most common six-joint manipulator is studied in this
paper. The model part of the manipulator is mainly divided into two aspects, kinematics
and dynamics. Kinematics is the research object of path planning and trajectory control
of manipulator, and dynamics is to calculate the control moment input of space robot
according to the planned path and trajectory [4]. The kinematics model establishes the
mathematical relationship between the position, velocity and other states of the end of
the robot and the position, velocity (or angular velocity) of each link (degree of
freedom), which is an intuitive description of the motion. The dynamic model reflects
the relationship between the driving moment of each joint and the position and velocity
of the system. A complete robot control system needs to study not only kinematics
model but also dynamics model. The establishment of model in this chapter is the basis
of research [5].

(1) Kinematics Modeling

The manipulator consists of a series of joints and connecting rods, and each joint is
assigned a reference coordinate system. The transformation from one coordinate sys-
tem to the next coordinate system is the state transformation from one joint to the next.
By combining all the transformations from the base to the last joint, the total trans-
formation matrix of the manipulator can be obtained.

Figure 1 shows two connecting rods and three joints (either moving or rotating).
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As can be seen from Fig. 1, the connecting rod n is between joint n and joint n + 1,
and the connecting rod n + 1 is between joint n + 1 and joint n + 2. A reference
coordinate system is specified for each joint, i.e. an X-axis and a z-axis.Since the y-axis
is perpendicular to the x-axis and the z-axis, the y-axis can be determined by specifying
the x-axis and the z-axis, so it is not necessary to specify the y-axis, nor does the D-H
method need the y-axis.The coordinates of joint n + 1 are expressed in xn-z n coor-
dinate system. An represents the common vertical length between Z n-1 an d z (if the
z-axis of two joints is parallel, there are countless common vertical lines. If the z-axis of
two adjacent joints is related, the common vertical line is zero). Angle K represents the
rotation angle around the z-axis, D represents the distance between the adjacent two
common vertical lines on z-axis, an d angle s represents the angle between adjacent
z-axis, also known as joint torsion angle.Generally, only K and D are joint variables
[6]. Usually, a local coordinate system can be transformed to the next local coordinate
system by the following four steps.

1) Firstly, the rotation angle kn + 1 around the Zn axis makes the xn axis and the
xn + 1 axis parallel to each other.

2) Translating the distance of dn + 1 along the Zn axis to make the xn axis and the
xn + 1 axis collinear;

3) Translating an + 1 distance along the xn axis to make the origin of the xn axis
coincide with that of the xn + 1 axis.

4) Finally, the Z-N axis is rotated around the x-n + 1 axis to align the Z-N with the
z-n + 1 axis. At this time, the N coordinate system and the N + 1 coordinate system
are identical, one coordinate system is transformed to the next coordinate system.

If there are multiple coordinate systems to be transformed, the above steps can be
repeated between the two coordinate systems. For the manipulator, starting from the
reference coordinate system, it can be converted to the base, then to the first joint, then
to the second joint, then to the n joint, until the end of the actuator. Thus the coordinate
transformation of the whole manipulator joint is completed, and the total coordinate

Fig. 1. Robot arm.
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transformation matrix, namely kinematics equation, is obtained. Since each transfor-
mation is relative to the current coordinate system, the transformation matrix A can be
obtained by multiplying four matrices representing four motions by right, and the
following results can be obtained:

Qn ¼ Rot z; knð Þ � Trans z; dnð Þ � Trans an; xð Þ � Rot x; snð Þ ð1Þ

Among them, Qn represents transformation matrix of coordinate system; Rot represents
rotation matrix; Trans represents translation transformation.

From the base of the manipulator to the end-effector, the transformation matrix of
each joint can be obtained by defining each joint. The total transformation between the
base and the end effector is as follows:

RQm ¼R Q1
1Q

2
2Q

3
3Q4. . .Qn ð2Þ

Among them, R represents the reference coordinate system, m represents the coordinate
system where the end effector is located, and n represents the number of joints of the
manipulator.

(2) Dynamics Modeling

Dynamics of manipulator mainly analyses and studies the interaction between joint
moment and motion, and then expresses the relationship between them through
mathematical model, and deeply understands the meaning of its mathematical and
physical model, which will improve the tracking effect of the system to a certain extent.
Lagrange function method and Newton-Euler method are commonly used to establish
the mathematical model of manipulator [7]. Among them, Newton-Euler method is a
method to analyze the force between the joints of the manipulator using dynamic
equilibrium analysis method. This method is easy to understand, but it needs to analyze
the relationship between various forces. When the complexity of the system is high and
the number of forces between the systems is large, the analysis method is cumbersome
and unsuitable for engineering application. Lagrange function considers the overall
energy distribution of the current system, and then calculates the system dynamics
equation by mathematical calculation. Although the understanding process is abstract,
the calculation process is relatively simple and convenient, which is suitable for
engineering application. In this chapter, Lagrange function is used to analyze the whole
process of dynamic model of manipulator in detail, considering the constraints in the
actual process.

Lagrange function:

L q; _qð Þ ¼ H � P ð3Þ

Among them, q represents the rotation angle of each joint of the manipulator in the
joint space; _q is the angular velocity of each joint of the manipulator in the joint space;
H is the total kinetic energy of the system, P is the total potential energy of the system,
and they can be expressed in any convenient coordinate system.
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Lagrange equation:

L
0
i ¼

1
t
L
_qi
� L
qi

i ¼ 1; 2; . . .; jð Þ ð4Þ

Among them: L
0
is the force or moment acting on the first joint; J is the degree of

freedom, that is, the number of connecting rods.
The kinetic energy H of the system is defined as the sum of the translational and

rotational kinetic energies of the connecting rods. Its expression is as follows (5).
Potential energy P is defined as the sum of the gravitational potential energies of the
connecting rods. Its expression is shown in formula (6):

H ¼
Xj

i¼1

1
2
bic

2
i þ

1
2
ji _ri � _ri

� �
ð5Þ

P ¼
Xj

i¼1

jigi � riy
� � ð6Þ

Among them, bi is the central inertial tensor of the connecting rod; ci is the angular
velocity of the connecting rod in the inertial coordinate system; _r is the linear velocity
of the connecting rod in the inertial coordinate system; riy is the component along the
y-axis in the inertial coordinate system.

The total kinetic energy and total potential energy equation of the connecting rod of
the manipulator are introduced into the Lagrange function as shown in Eq. (3), and
then the partial derivative is introduced into Eq. (4). Finally, the dynamic equation of
the manipulator is obtained as follows:

F qð Þ _qþW q; _qð Þ _qþU qð Þ ¼ L0 ð7Þ

Among them, F qð Þ is the inertia matrix of the system, W q; _qð Þ is the centrifugal force
and the Gothic force matrix of the system, U qð Þ is the gravity term matrix, q is the
current joint angle vector, and L0 is the driving moment output by the controller on the
joints of the controlled manipulator.

2.2 Manipulator Trajectory Tracking Control Strategy

In recent decades, artificial intelligence methods and theories represented by fuzzy
logic, neural network and evolutionary computation have been applied to the control of
robotic arms, especially neural networks. In the application of manipulator control,
almost all neural network models and learning algorithm application examples can be
found. Because the neural network has the ability to learn in the control process, in
order to make up for the lack of prior knowledge, so there are great advantages in
solving the nonlinear and uncertain problems in the process of modeling. However, due
to the lack of systematic and standardized methods to construct neural networks, and
the fact that neural networks need a lot of time to train, have no clear physical
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significance, and are difficult to prove the stability of the system, many problems exist,
which restrict the popularization and application of neural network control in the field
of joint manipulator trajectory tracking control. So many experts and scholars have
improved it a lot [8].

Fuzzy control draws lessons from the fuzziness of human thinking and uses control
experience to realize control. It is the earliest form of intelligent control. Because the
control system design does not require precise mathematical model, many effective
membership functions are relatively simple, the required rule base is not very complex,
robust and many other advantages, fuzzy control has been widely used. In the field of
manipulator control, people seldom apply fuzzy control directly to manipulator control,
but combine fuzzy algorithm with other control methods to construct composite control
system. With the development of neural network technology, people begin to combine
fuzzy control with neural network, and use fuzzy method, membership function and
fuzzy rules to adjust the node function and connection weight of neural network.Fuzzy
method is used to adjust and optimize the structure of the neural network. This not only
makes the fuzzy control adaptive, but also makes the neural network have the ability of
fuzzy reasoning. The weights of the network have a clear meaning of fuzzy logic [9].

2.3 Structure of Fuzzy Neural Network

In this paper, a four-layer Mamdani-type fuzzy neural network (FNN) is used to
approximate the nonlinear link of the manipulator system. The center and width of the
fuzzy basis function are variable. The structure of the FNN is shown in Fig. 2.

It consists of input layer, membership function layer, reasoning layer and output layer.
In the input layer, the data samples are input into a feedforward neural network, and the
shape of the activation function of the network represents the shape of the fuzzy
membership function. Activation functions can be linear or exponential, which

input layer

Membership
Function 

Layer
Reasoning 

level

output
layer

Fig. 2. Structure of fuzzy neural network.
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represent triangular and Gaussian membership functions, respectively. The adjustment
of the width and center position of the activation function can be obtained by adjusting
the weights and deviations of the input layer of the network. The number of neurons in
the input layer represents the number of fuzzy markers, which can be selected as
needed. The membership function layer and inference layer belong to the middle layer
of the neural network, which realizes the fuzzification and fuzzy reasoning of the input.
The fourth layer is the output layer, which realizes the de-fuzzification of the control
quantity [10].

The combination of fuzzy and neural network has both learning ability and rea-
soning ability. It provides an effective method to solve the high non-linearity, coupling
and unmodeled uncertainty in robot control. The proposed controller consists of two
parts: a fuzzy neural network (F’NN) controller and a CMAC controller.

FNN controllers need to be trained with samples, that is, supervised learning. This
process is carried out offline, and then applied to the corresponding system. The
training samples are taken from the system based on computational moment control.
The system achieves better control performance with lower accuracy requirements. But
in fact, the system can not be accurately modeled, and the existence of uncertainty is
inevitable. The training data can not reflect the structural or non-structural uncertainties
in the robot model, so the real-time performance of these data can not be guaranteed. In
order to overcome this shortcoming, the self-learning ability of CMAC controller and
the advantages of fast convergence are used to compensate the control error online
[11, 12].

The first layer of FNN controller is the fuzzification layer. Each node of FNN
controller corresponds to a linguistic variable, completes the calculation of an input
membership function, and realizes the fuzzification of input variables [13, 14]. The
second layer performs the large operation. In the third layer, the minimization of all
outputs of the first ten neurons in the two layers and the minimization of all outputs of
the last ten neurons are taken as the output of the three layers [15, 16].

CMAC controller is adopted because its self-learning ability can compensate for the
control error of the system. Therefore, the output of the controller must reflect the
change of joint position and speed, and drive the robot to the desired position and
speed.

3 Tracking Error Simulation Experiment

The simulation experiment takes a rigid-flexible coupling manipulator of a six-joint
machine as the research object, and chooses one of the joints to carry out the trajectory
tracking test by using the optimization method of fuzzy neural trajectory tracking and
the single neural network trajectory tracking method. The length of the joint arm is
6.73 m, the mass is 1.8 kg, and the simulation is carried out by MATLAB software.
Figure 3 shows the experimental environment. The expectation given in Fig. 4 below
is shown as follows. Track the trajectory curve.
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Figure 5 below shows the tracking trajectory curve of the joint given by the fuzzy
neural network and the neural network.

Fig. 3. Experimental environment.
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Fig. 5. Tracking trajectory curve given by fuzzy neural network and neural network.
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Figure 6 below shows the error curve between the track curve given by the two
methods and the desired track curve.

From the simulation results, it can be seen that the fuzzy neural network can
quickly and accurately plan the motion trajectory and complete the operation
requirements in a short time. The average tracking error is 0.021 rad, while the average
tracking error of the neural network is 0.056 rad. This shows that the tracking per-
formance of this method is better, and it can more accurately and effectively complete
the tracking control task of the manipulator. This is because the fuzzy control is
introduced into the neural network to optimize the single neural network to form a
compound method of fuzzy neural network, and the hybrid method is used to track the
trajectory of the manipulator, so as to improve the accuracy of the tracking results.

In order to further verify the effectiveness of the proposed method, the feedforward
compensation control method, sliding mode variable structure control method and the
method in this paper are compared by taking the trajectory tracking time as the index.
The results are shown in Fig. 7.
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It can be seen from Fig. 7 that when the rigid flexible coupling manipulator tra-
jectory is tracked by our method, the time spent is always less than 3.5 s, while the
feedforward compensation control method, The tracking time of sliding mode variable
structure control method is significantly higher than that of the method in this paper,
which shows that the tracking efficiency of this method is higher, and it can effectively
track the moving trajectory of the manipulator in a short time.

4 Conclusion

In summary, the development of computer information technology promotes the
mechanized production. In the mechanized production, the application of the manip-
ulator is more and more widely. Manipulator replaces human manual labor, and the
production efficiency has been greatly improved. However, the manipulator also has a
shortcoming. The elastic deformation of the rigid flexible manipulator will cause the
manipulator operation deviation and vibration problems. In this context, an optimal
tracking method for rigid-flexible coupling manipulator is studied. This method solves
the problems in using single neural network to track the moving trajectory of manip-
ulator by using fuzzy control algorithm, optimizes single neural network, provides a
reference for the control of manipulator and improves the production efficiency of
mechanization.
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Fast Recognition of Multi-combination Target
Features in Motion Image Based on Large

Data Analysis
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Abstract. In order to overcome the low efficiency of traditional recognition
technology, a fast recognition method of multi-combination features of moving
images based on large data analysis is proposed. Based on feature extraction of
multi-combination target, denoising of moving image and determination of
Boolean correlation coefficient, fast recognition of multi-combination target
feature of moving image under large data analysis is realized. The experimental
data show that the proposed recognition method can not only effectively
improve the efficiency of traditional recognition technology, but also make the
recognition result more stable, and enhance the adaptability and flexibility of
image recognition technology.

Keywords: Large data � Motion image � Target feature � Recognition method

1 Introduction

It is of great significance to classify multi-combination targets of moving images and
recognize them in the practice of national defense and modernization construction. In
this paper, a recognition method of multi-combination target features in moving images
is proposed. Because there are many kinds of target features, the appropriate feature set
should be selected according to the empirical evidence of different kinds of typical
performance. If the selected feature set can not obtain the effective information of the
target to be identified, the feature information should be re-selected. There are many
traditional image classification methods, such as statistical classification method, The
K-means algorithm, K-Means algorithm, CART classification and regression tree
algorithm, but these methods are powerless for high-dimensional and massive classi-
fication and recognition problems. In this paper, the PSO algorithm of large data neural
network is used for noise reduction, and the fast recognition of multi-combination
target features in moving images is realized by the calculation of Boolean correlation.
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2 Fast Recognition of Multi-combination Target Features
in Motion Image Based on Large Data Analysis

2.1 Feature Extraction of Multi-combination Objects in Image

The structure of the image affects the result of feature extraction of multi-combination
targets. Most of the methods of feature extraction of multi-combination targets are
based on the surface and local information of the image. The feature information
extraction method based on multi-color features uses multi-color features of the image,
divides the image according to the color features, and then uses discrete statistical
processing fitting technology to reconnect the segmented regions, completing the
process of extracting the feature information of the image.

Firstly, the multi-color features of the image are classified. In the Lab color channel,
the brightness, color, texture and other color features are extracted, and then the color
features of the image are segmented. Secondly, the segmented image blocks are rep-
resented by color feature difference:

x2ðg; hÞ ¼ 1
2

X
i

ðgðiÞ � gðhÞÞ2
gðiÞþ gðhÞ ð1Þ

In the formula, g and h represent the color features of the recognized image. After
calculation, the feature information of the image is extracted. The method of feature
extraction of multi-combination targets in images is greatly influenced by the intensity
of illumination. It is also necessary to use the edge detection algorithm based on
mathematical morphology to extract the secondary feature information of images.
Firstly, the geometric model of mathematical morphology recognition is constructed to
obtain the geometric feature information of the image. Then, feature information
matching is carried out based on mathematical morphology extraction method.

In the least squares format, zðkÞ ¼ hsðkÞhþ nðkÞ and h ¼ ½a1; a2; . . .ana ; b1; b2;
. . .; bnb �s are the parameters to be estimated. hðkÞ ¼ ½�zðk � 1Þ; . . .;�zðk � naÞ; uðk �
1Þ; . . .; uðk � nbÞ�s, for k ¼ 1; 2; . . .L (L is the length of the data). Construct a system of
linear equations, written in zLðkÞ ¼ HLðkÞhþ nLðkÞ;

ZL ¼

zð1Þ
zð2Þ

..

.

zðLÞ

2
666664

3
777775;HL ¼

hsð1Þ
hsð2Þ

..

.

hsðLÞ

2
666664

3
777775; nL ¼

nð1Þ
nð2Þ

..

.

nðLÞ

2
666664

3
777775 ð2Þ

According to the least square method, the parameters of the algorithm are estimated as
follows: ĥLS ¼ ðHs

LHLÞ�1Hs
LZL.

The steps of image multi-combination target feature are as follows:
Step 1: Initialize Wð0Þ ¼ 0; Pð0Þ ¼ r�1I, where I is the unit matrix;
Step 2: Update n ¼ 1; 2; . . . Calculation;
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Update the gain vector: gðnÞ ¼ Pðn� 1ÞXðnÞ=½kþXTðnÞPðn� 1ÞXðnÞ� Extrac-
tion: yðnÞ ¼ WTðn� 1ÞXðnÞ ;

Error estimation: eðnÞ ¼ dðnÞ � yðnÞ ;
Update the weight vector: WðnÞ ¼ Wðn� 1Þþ gðnÞeðnÞ ;
Update the inverse matrix: PðnÞ ¼ k�1½Pðn� 1Þ � gðnÞXTðnÞPðn� 1Þ�. Among

them, PðnÞ is the inverse of the autocorrelation matrix PxxðnÞ, constant k is the for-
getting factor, and 0\k\1.

In summary, according to data acquisition and generation, take dðnÞ, XðnÞ; ini-
tialization of parameters; extraction and processing of multi-combination target features
of images; conversion of images into digital images; HMT transformation of recog-
nized images. After HMT transformation of images, geometric correspondence can be
established between recognized images and digital images. Finally, the task of
extracting information from the target image is completed.

2.2 Noise Reduction Processing of Motion Image

In motion image denoising, PSO algorithm based on large data neural network is used
to denoise. Big data neural network is a multi-layer network with one-way propagation.
It has three layers: input layer, hidden layer and output layer [1], which are divided into
forward and backward propagation. The weights of each layer are adjusted by forward
and backward propagation errors. The process of weights adjustment is the training
process of the neural network, which reduces the output errors and is used for noise
reduction. This process is cyclical until the termination condition is reached. Figure 1 is
a schematic diagram of denoising processing of large data neural network.

In order to achieve image denoising of multiple combined targets in moving
images, 15 nodes are selected in the input layer, including 12 time points data and 3
Influence Factors normalized and quantified data.

Write it down as xk = (xk1, xk2,… XKH,… Xk15) the output layer has one node,
which is represented by empirical formula m ¼ ffiffiffiffiffiffiffiffiffi

nþ l
p þ a, M represents the number

of nodes in the hidden layer, n represents the number of nodes in the input layer,

Noise removal

Noise Points in 
Motion Images

Noise Points in 
Motion Images

Noise Points in 
Motion Images

...

Fig. 1. Large data neural network denoising processing
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l represents the number of nodes in the representative layer, and a takes the constant
between 1 and 10. Considering the accuracy of the results, the number of nodes is 5, 6
and 7, and the number of nodes in hidden layer is 6 [2].

The transfer function between the hidden layer and the output layer is bipolar
S-type function f ðxÞ ¼ 2

1�e�x � 1 ¼ 1�e�x

1þ e�x. The weight matrix between the input layer
and the hidden layer is expressed by v. The weight matrix from the hidden layer to the
input layer is expressed by W. For the hidden layer, there are yi ¼ f ðnetjÞ; j ¼
1; 2; . . .;w, neti ¼

Pn
i¼0

vijxi; j ¼ 1; 2; . . .;w. For the output layer, there are Ok ¼

f ðnetkÞ; j ¼ 1; 2; . . .;m, netj ¼
Pn
i¼0

vjkxi; j ¼ 1; 2; . . .;w.

Suppose the position Y and velocity V of the i particle are Yi ¼
ðYi1; Yi2; . . .; YinÞ; Vi ¼ ðVi1;Vi2; . . .;VinÞ; respectively. The historical optimal solution
of the i particle is Pi ¼ ðPi1;Pi2; . . .;PinÞ, the optimal solution of the particle swarm is
Pm ¼ ðPm1;Pm2; . . .;PmnÞ, and the velocity and position of the particle are updated as
follows [3, 4]:

Vinðtþ 1Þ ¼ wvinðtÞþ c1r1ðPin � xidðtÞÞþ c2r2ðPmn � xinðtÞÞ
Yinðtþ 1Þ ¼ YinðtÞ � Vinðtþ 1Þ

(
ð3Þ

In the formula, W is called inertia factor, the range of values is [0.4, 0.9]; c1, C2 is
noise factor, the value is 2. R1 and R2 are random numbers distributed in [0,1].

The PSO algorithm of large data neural network is used to automatically adjust the
parameters of image extraction to adapt to the statistical characteristics of unknown
signals and noises or changing with time, so as to achieve the optimal extraction.

The PSO algorithm of large data neural network is essentially an adaptive
extraction algorithm which can adjust its transmission characteristics to achieve the
optimal.

In the running process of particle swarm optimization in big data neural network,
adaptive digital extraction with adjustable parameters is generally called FIR digital
adaptive extraction, also known as dot matrix digital adaptive extraction. On this basis,
the particle swarm optimization algorithm of big data neural network can be divided
into two processes.

Firstly, after the input signal adjusts x (n) to digital adaptive signal through
parameters, the output signal Y (n), y (n) is compared with the reference signal D (n) to
get the error signal e (n) [5]. Secondly, the parameters are adjusted by an adaptive
algorithm and the values of X (n) and E (n). The input signal x (n) is weighted to the
digital adaptive output signal Y (n). The adaptive algorithm adjusts the extraction
weight coefficient to minimize the error signal e (n) between the output y (n) and the
adaptive extraction expected response D (n).

The PSO algorithm coefficients of large data neural networks are controlled by
error signals, and are automatically adjusted according to the value of E (n) and the
adaptive algorithm. By adjusting the weight coefficient, the mean square error between
the adaptive extracted output signal Y (n) and the expected response signal D (n) is
minimized, or e2ðnÞ.

338 T. Wei



r
^ ðnÞ ¼ @½e2ðnÞ�

@wðnÞ ¼ �2eðnÞxðnÞ ð4Þ

This instantaneous estimation method is unbiased because its expected value E[r
^ ðnÞ]

equals vector rðnÞ. Therefore, according to the relationship between the variation of
coefficient vectors and the direction of gradient vector estimation extracted by PSO
algorithm of large data neural network, we can first write the formula of PSO algorithm
of large data neural network as follows:

w
^ðnþ 1Þ ¼ w

^ðnÞþ 1
2
l½�r

^ ðnÞ� ¼ w
^ðnÞþ leðnÞxðnÞ ð5Þ

By substituting the formulas e(n) = d(n)–y(n) and e(n) = d(n)–wHx(n) into the for-
mulas above, we can get:

ŵðnþ 1Þ ¼ ŵðnÞþ lxðnÞ½dðnÞ � ŵHðnÞxðnÞ�
¼ ½I � lxðnÞxHðnÞ�ŵðnÞþ lxðnÞdðnÞ ð6Þ

The denoising of moving image is realized.

2.3 Fast Recognition of Target Characteristics

In order to realize the fast recognition of image target, statistical analysis should be
carried out from the Angle of moving image data station, and then the fast recognition
function of target should be completed by summarizing and processing data set,
eliminating mixed data and calculating data.

The fast recognition algorithms for target features can be divided into the following
categories:

The K-means algorithm, K-Means calculation theory, Support Vector Machines,
The Apriori algorithm, Boolean association rule frequent iteration calculation theory,
and Adaboost iteration calculation theory.

Based on the theory of strategy tree and Boolean association rule frequent itemset, a
motion image guidance algorithm is constructed. It is applied to fast recognition of
target features in moving images.

Boolean association rule frequent itemset computing theory is a big data computing
theory of probability correlation statistics. Based on the statistical method of frequent
itemsets of association rules published by James Boole in statistical, and the continuous
optimization of the algorithm of large data of association statistics by mathematicians
represented by Egstrom, the Boolean association rule frequent itemset computing
theory is established [6]. Boolean Association Rules Frequent Item Set Computing
Theory is a mathematical large data computing method suitable for data statistical
recognition and mining [7]. Let there be a set of target characteristic variables
A = {A1, A2,… An}, where the data of variable set A satisfies a certain recognition
trend relation D and the local variables conform to the correlation probability distri-
bution R, then a recognition trend network can be formed. The sketch diagram of the
recognition trend network is shown in Fig. 2 [8].
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In Fig. 2, A1 and A2 represent target features to quickly identify user behavior, D
represents causality, R represents correlation probability distribution, and A3 represents
self-Media recognition trend. At the same time, derivatives can be calculated according
to operation A3, and derivatives of identification can be inferred to calculate A4 and
A5, and conclusion A6 can be drawn. Its derivative calculation satisfies the following
formula [9, 10]:

C = roci þW0ð@2qkdxÞ=S ð7Þ

From formula (7), the value of Boolean correlation coefficient will directly affect the
accuracy of user behavior estimation results A4 and A5. At the same time, the response
time of accurate Boolean correlation coefficient will directly affect the speed of large
data analysis. The selection of Boolean correlation coefficient is related to causality D
and probability distribution R, which satisfies the relationship in Table 1.

In order to obtain the Boolean correlation coefficient quickly, the causality D and
the probability distribution R are determined firstly, then the range of the Boolean
correlation coefficient is determined according to Table 1, and then the specific value of
the Boolean correlation coefficient is determined according to Egstrom function, which
greatly saves the time of obtaining the Boolean correlation coefficient directly by
Egstrom calculation.

Fig. 2. Identifying trend network diagram

Table 1. Selection of boolean correlation coefficient

Causality D Probability distribution R Boolean coefficient S

[0.00,0.30] [0.00,0.50] [0.00,0.45]
[0.30,0.50] [0.00,0.50] [0.45,0.62]
[0.50,0.80] [0.50,1.00] [0.62,0.83]
[0.80,1.00] [0.50,1.00] [0.83,1.00]
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Based on the Boolean correlation coefficient, the threshold function is used to
compute the target features. In the image with an indivisible target feature subset, when
the distance between the two target feature subsets is long enough, the two subsets can
be segmented by using the linear function relationship. However, when the two subsets
are close to each other, the Kmean ++ algorithm is used to discretize the extracted
image, and then the importance SGA of the target eigenvalues of the two subsets is
calculated. Finally, the attributes with small importance of the target eigenvalues are
selected as the image segmentation points for segmentation. However, when the two
subsets are close to each other, the Kmean ++ algorithm is used to discretize the
extracted image, and then the importance SGA of the target eigenvalues of the two
subsets is calculated. Finally, the attributes with small importance of the target
eigenvalues are selected as the image segmentation points for segmentation [11, 12].

Then the undivided image is segmented from the important points by the same
method, and the decision tree is generated. After two segmentation, two recognition
results will be produced. Thirdly, Kmean ++ algorithm is used to discretize the original
image, randomly select points on the recognized image, and then form a discrete
sequence, which is segmented several times, and the recognition results are processed
by discrete statistics, finally the image recognition is completed.

3 Simulation Experiment and Result Analysis

In order to verify the practical application performance of the above moving image
multi-combination target feature recognition method based on big data analysis, the
following simulation experiment is designed for verification.

In the simulation experiment, the recognition effect of the traditional image
recognition technology and the moving image multi-combination target feature
recognition method based on big data analysis is compared. The experimental data are
from the ImageNet data set. In order to ensure the accuracy of simulation test, many
simulation tests are carried out, and the data generated by the tests are displayed in the
same data graph.

3.1 Experimental Data Setting

In order to ensure the accuracy of the simulation test process and results and set the test
parameters, 120 multi-combination target images of different kinds of moving images
were browsed by two image recognition technologies. Among them, there are 30
moving images of people, 30 moving images of cars, 30 moving images of aircraft and
30 moving images of animals. Five images are randomly extracted from each image
classification, totaling 20 images. Two different image recognition techniques are used
to identify and classify them.
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3.2 Analysis of Experimental Results

The experimental results are counted into Table 2. It can be seen from Table 2 that the
method in this paper can effectively improve the recognition rate of images, and the
number of effective recognition is significantly higher than that of traditional methods.
Moreover, the fast recognition method based on big data analysis for multiple target
features of moving images is more efficient in recognizing animal moving images and
aircraft moving images.

In the experimental process, if the number of random sampling is small, the
deviation of test results will be caused. After many times of extraction and recognition
experiments, the effective recognition efficiency of the two recognition technologies
has changed. The recognition result deviation of the two recognition technologies is
shown in Fig. 3.

From the analysis of Fig. 3, it can be seen that the stability of the recognition
method designed in this paper is higher than that of the traditional image recognition
technology, and the deviation of the recognition result is not only small but also stable.

To sum up, the fast recognition method of moving image multi-combination target
features designed in this paper based on big data analysis can not only effectively

Table 2. Experimental results of two recognition techniques

Technology category Image class Number of
valid
identification

Effective
recognition
rate

Traditional image recognition
technology

Character motion
images

4 80%

Animal motion
images

3 60%

Aircraft motion
image

1 20%

Automatic
generation of
portraits

5 100%

Image recognition technology
based on artificial neural network

Character motion
images

4 80%

Animal motion
images

4 80%

Aircraft motion
image

4 80%

Automatic
generation of
portraits

5 100%

342 T. Wei



improve the recognition efficiency and accuracy, but also make the recognition results
more stable and enhance the adaptability and flexibility of the image recognition
technology.

+1.0

+0.5

0

-0.5

1 2 3 4 5

Test times/s
Traditional Recognition Technology

D
ev

ia
tio

n 
of

 te
st

 re
su

lts

-1.0
60

(a)Traditional Recognition Technology

+1.0

+0.5

0

-0.5

1 2 3 4 5

Test times

D
ev

ia
tio

n 
of

 te
st

 re
su

lts

Image Recognition Technology

-1.0
60

(b)Image Recognition Technology

Fig. 3. Comparison of deviation between two recognition techniques
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4 Conclusion

Target recognition is a key problem in multi-combination target interpretation of
moving images. It has the characteristics of large amount of computation and long
time-consuming. In order to speed up multi-combination target recognition of moving
images. In this paper, the PSO algorithm of large data neural network is used for noise
reduction, and the fast recognition of multi-combination target features in moving
images is realized by the calculation of Booleancorrelation. The experimental results
show that the method has strong anti-noise performance, is effective in extracting
multi-combination features of target moving images, fast in training and recognition,
and has high recognition efficiency. It is suitable for multi-combination target recog-
nition of moving images in low signal-to-noise ratio images. The further work is to
study the performance and improvement of the algorithm in the case of complex
background or target missing.
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Abstract. Aiming at the problem that the adaptive convergence of noise iter-
ation performance is not fast enough in the traditional spatial scene visual
information communication method, a method for accurately transmitting spatial
scene visual information based on big data analysis is proposed. The digital
image acquisition of the spatial scene is realized by signal filtering processing,
then the spatial scene image is transcoded, intercepted and preprocessed, and the
spatial scene image distortion correction, image smoothing processing and
image segmentation are performed. Finally, through the serial communication
method, the visual information of the space scene is accurately transmitted. The
experimental results show that the noise iteration performance of the spatial
scene visual information accurate communication method based on big data
analysis can quickly and adaptively converge compared with the traditional
spatial scene visual information transmission method.

Keywords: Big data analysis � Space scene � Visual information � Accurate
communication

1 Introduction

A basic spatial scene visual information accurate communication process, including
five elements: communicator, recipient, information, media and feedback. The com-
municator, also known as the source of information, refers to the initiator of the
dissemination of this behaviour, and also refers to the person who sends the message in
the way of the main action for others. Then in the ordinary social communication
behaviour, the communicator can be either an individual or an organization or a
group. The recipient, also known as the sink, is the responder and receiver of the
information, and is also the audience of the space scene, the target of the communicator
[1]. The term “object” does not mean that the recipient is a passive being. On the
contrary, it can influence the communicator through feedback activities. Similarly, the
recipient can be an individual or an organization or group. In the general communi-
cation activities, the communicator and the recipient are not fixed roles, and the con-
version of the two roles can be alternated. Information refers to a group of interrelated
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and meaningful symbols that can completely express a certain meaning. The medium is
also known as the channel, means or tool of communication. It is the “porter” of
information and the link that links various factors in the process of communication [2].
Feedback refers to the respondent’s reaction or feedback to the received information,
that is, the respondent’s reaction to the communicator as described above. In the
process of accurately conveying visual information in space scenes, participation or
intervention is not only the attributes of the information itself, but also the meaning of
the information communicator, the meaning of the information receiver and even the
meaning of the information communication medium. Big data analysis studies the
accurate communication method of visual information in spatial scenes, which can
accurately convey visual information by accurately processing images.

2 Accurate Communication Method of Spatial Scene Visual
Information Based on Big Data Analysis

2.1 Space Scene Digital Image Acquisition

Spatial scene digital filtering refers to the process of signal filtering processing, using
discrete data analysis techniques and finite precision algorithms to achieve discrete-
time linear time-invariant information [3]. Due to the imperfection of the imaging
system, the transmission medium and the recording device during the image acquisition
process of the space scene, the digital image is contaminated by various noises in
different stages during its formation and transmission recording. Spatial scene image
filtering is to suppress the noise of the target scene image under the condition of
retaining the detailed features of the space scene image. It is an indispensable operation
in the spatial scene image preprocessing, and the processing effect will be directly
followed by the effectiveness and reliability of image processing and analysis in space
scenes [4].

If the contour of the low-frequency component in the digital space scene image is
too blurred, the edge extraction results at the contour will be lost, so that the gradient
vectors at the lost edge are all turned to the missing point [5]. In this regard, we must
first analyze the characteristics of the initial gradient field and GVF field characteristics
at the missing edge in the spatial scene image. In order to remove noise, the following
energy model is proposed:

Ecp ¼
ZZ

l rvj j2 þ W x; yð Þ � rfj j2dxdy ð1Þ

In the formula, W represents the corresponding map of the missing point, v x; yð Þ ¼
u x; yð Þ; t x; yð Þ½ � represents the new vector field [6], which is called the edge preservation
GVF (Corner Preserving GVF, CP-GVF) field, rf represents the low-frequency edge
image f of the gradient space scene image, and l represents the weighted parameter,
There are two types in the energy function formula. The first type l rvj j2 represents the
transition of the vector field V in the coordinate x; yð Þ. The smaller the change of V , the
slower the vector field; The second type W x; yð Þ � rfj j2 V �W x; yð Þ � rfj j2 represents
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the degree of difference between V and W x; yð Þ � rf . The smaller the degree of dif-
ference, the closer V and W x; yð Þ � rf are. So the GVF field is an extended gradient
vector field.

Through the processing method of the GVF vector field [7], and then combined
with the minimization Eq. (2), the Euler equation of the CP-GVF field can be calcu-
lated, as shown in Eqs. (3) and (4).

l ¼ Du x; yð Þ � u x; yð Þ �W x; yð Þ � fx x; yð Þ½ � ð2Þ

rf ¼ W x; yð Þ � fy x; yð Þ� �2 ð3Þ

In the formula, r stands for Laplace operator, and partial differentiation is
expressed by fx and fy. The function of removing noise changes is as follows:

u ¼ u x; y; tð Þ ð4Þ

t ¼ t x; y; tð Þ ð5Þ

Because W x; yð Þ � fx x; yð Þ and W x; yð Þ � fy x; yð Þ are both scalar products, the
solution to the above equation is similar to the GVF model, and fx x; yð Þ and fy x; yð Þ
need to be multiplied by W x; yð Þ, respectively.

Median filtering was proposed by Turky in 1971. It was originally used for time
series analysis of one-dimensional signal processing techniques, and was later used in
two-dimensional image processing, and achieved good results in denoising restoration.
Median filtering is a nonlinear signal processing technique based on the theory of
sorting statistics that can effectively suppress noise. The basic principle of median
filtering is to use the value of a point in a digital image or a sequence of numbers to use
a point value in a neighborhood of the point. The median value is substituted, so that
the surrounding pixel values are close to the true value, thus eliminating isolated noise
points [8]. The median filter replaces the pixel value of each point in the image by the
median of the pixel values in the corresponding filtered region R. If the number of
pixels in the filter area of the median filter is even, then it usually introduces new pixel
values. Since the median is a permutation order statistic, it can be understood in a sense
that the result is determined by the “majority” of the pixels involved, and the individual
particularly high or very low pixel values will not produce too much result. For large
influences, they simply push the result forward or backward by a value, so the median
is considered a robust quantity.

The basic operations include: decaying candle, expansion, opening and closing
operations. It is worth noting that when using morphological filters, structural elements
with different shapes, sizes, and directional characteristics should be selected for dif-
ferent purposes. In addition, morphological open and closed operations are idempotent,
which means that one filter filters out all structural element-specific noises, and
repeating them will not produce new results. Morphological filtering can change the
local structure in a predictable way, a property not available in classical methods. Since
the morphological operation is image processing from the geometrical point of view of
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the image, this excellent nonlinear filter can keep the image structure from being ironed
while filtering.

2.2 Spatial Scene Image Transcoding Preprocessing

The original image of the spatial scene is usually in YCbCr format, because this
method is aimed at RGB format images in the image processing, so it is necessary to
use the big data analysis technology to convert the image format. The YCbCr format is
one of many color spaces, usually used for continuous image processing of movies, or
used in digital photography systems. The YCbCr format is one of many color spaces,
usually used for continuous image processing of movies, or used in digital photography
systems. In the IMGLIB function library, a function is provided specifically for image
format transcoding, which converts YCbCr components into RGB components. The
output image occupies 2 bytes per pixel, where R component is 5 bits, G component is
6 bits, B component is 5 bits, and a total of 16 bits, which is exactly 2 bytes. Therefore,
before using the image, you need to extract the corresponding RGB component from
the 2 bytes of space corresponding to each pixel and convert it to 8bit standard RGB.
After the DSP obtains the RGB image to be processed, the image is first intercepted.
Because the original image size is 576 � 720, a total of more than 410,000 pixels,
preprocessing all these pixels is not only time-consuming but also unnecessary. In fact,
the material is fixed at the position of the image each time, roughly in the photoelectric
Near the switch. Quality, which in turn affects the final discriminant result, so this step
is particularly important. The method first performs noise removal processing in the
preprocessing step. The IMGLIB function library has a median filter function IMG_-
median_3 � 3, which takes a 3 � 3 pixel matrix and selects the intermediate value as
the gray value of the current pixel to perform median filtering.

2.3 Space Scene Image Distortion Correction

In the process of image acquisition of space scenes, due to camera process problems or
the wide-angle imaging system itself, the captured images tend to be distorted, causing
the captured images to be severely distorted and cannot be directly sorted [9].
Therefore, before performing the sorting process, the source image is corrected for
distortion and restored to an ideal state. In order to facilitate the acquisition of real
source images, the method adopts a distortion correction method that is simple, efficient
and meets real-time requirements. Firstly, the distortion point and the corresponding
ideal point are extracted by using the drawn template, and the transformation model is
established according to the corresponding coordinate position relationship [10]. When
the correction is performed, each pixel point in the distortion image is reduced to an
ideal point by the model, and finally passes through the bilinearity. The interpolation
calculates the actual gray value of each pixel, and then obtains the complete ideal
image. Distortion correction can be roughly divided into three parts, i.e., obtaining
control points, obtaining distortion map and ideal point mapping relationship, and
bilinear interpolation method for calculating gray value. The first two parts are cal-
culated in advance on the PC. The third part is first simulated on the PC to detect
whether the corrected image meets the requirements. Then the distortion corrected code
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is transplanted into the DSP according to the weights obtained in the first two parts.
Realize the real-time operation in the sorting process and complete the correction of the
distorted image in the DSP.

In the correction of the distorted image, the control point is manually set in
advance. The more the number of control points, the smaller the average error of the
calculated result. Therefore, the complete image is used when acquiring the control
point, and more control points are set as much as possible [11]. The method adopts a
chess board template similar to a chess board. The black and white grid is drawn by
equally spaced horizontal lines and vertical lines, wherein the intersection of the
horizontal line and the vertical line is set as a control point. When the grid template is
placed, the center of the camera’s optical axis coincides with the center of the grid. This
method first uses the open source Open CV computer vision library on the PC side, and
uses the Harris corner detection method to perform corner detection on the checker-
board template image captured by the camera. The actual position of each distortion
control point can be obtained very quickly. Because the sides of the mesh are con-
sistent, the ideal coordinates of other control points can be derived from the coordinates
of the center point of the image, and the corresponding distortion coordinates can be
calculated from the extracted feature point images. The mapping relationship between
the distortion point and the ideal point can be established from different aspects. The
more common conversion relationship between the corresponding x-axis and y-axis
coordinates. Because the radial distortion is mainly considered in the image distortion,
the pixel is only distorted in the direction from the center of the optical axis to the pixel,
and the angle does not change. The degree of distortion is only related to the distance
between the pixel point and the center of the optical axis. Therefore, the method uses
the mapping relationship to the center distance of the optical axis to simultaneously
measure the values of different pixel points to obtain the mapping relationship between
the distortion point and the ideal point, and then use the distortion point and the ideal
point. The mapping relationship corrects the distorted image.

2.4 Spatial Scene Image Smoothing

The RGB color scheme encodes colors into a mixture of three primary colors. This
scheme is widely used in the transmission, presentation and storage of color images,
not only in analog devices such as televisions, but also in digital devices. Under the
application of big data analysis technology, many spatial scene image processing and
spatial scene image programs use RGB scheme as the internal representation of spatial
scene color image [12], and many language libraries use it as a standard spatial scene
image representation scheme. The spatial scene color image and the spatial scene gray
image are represented in the same way, and are expressed by a series of pixels, but the
models used to express the order of the respective color components are different. Each
color component in a color image of a spatial scene can be divided into a component
arrangement and a packed arrangement method. In the component arrangement, each
color component is assigned to a different array of the same size. At this time, the color
image of the space scene can be regarded as a set of related intensity images IR, IG, IB,
so I ¼ \IR; IG; IB [ ; The RGB component values of the spatial scene color image I
at the point u; vð Þ can be obtained by obtaining all three intensity images as follows:
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R
G
B

2
4

3
5 ¼

IR u; vð Þ
IG u; vð Þ
IB u; vð Þ

2
4

3
5 ð6Þ

A packed array of component values representing a particular pixel color is packaged in
a single primitive representing the array of images, as shown in Fig. 1. So
I u; vð Þ ¼ \R;G;B[ , the RGB values of a packed image at points u; vð Þ can be
obtained by accessing the components of the color separately as follows:

R
G
B

2
4

3
5 ¼

Red I u; vð Þð Þ
Green I u; vð Þð Þ
Blue I u; vð Þð Þ

2
4

3
5 ð7Þ

In the Java Image API, RGB c olor images are applied in a packed arrangement. Each
color pixel is represented by an integer value of one bit. There are 8 bits of trans-
parency, the alpha component. The access functions RedðÞ, GreenðÞ, and BlueðÞ
depend on the specific implementation of encoding the color pixels.

In order to decompose the three component values from the packed integer values,
appropriate shift and mask operations need to be applied. Since the R, G, and B
component values are constructed in the opposite direction, the bit or operation and the
left shift operation are applied, and the Oxff is used for the mask operation. This
method directly accesses the pixel array, which can improve the program running
efficiency. It saves time compared to using Java’s image API functions.

The description of the grayscale image of the spatial scene, like the color image of
the spatial scene, still reflects the distribution and characteristics of the overall and local
chromaticity and brightness levels of the entire image. In the RGB model,
if R ¼ G ¼ B, the color represents a grayscale color, and the value of R ¼ G ¼
B is called a gray value. Therefore, the spatial scene gray image requires only one byte
per pixel to store the gray value, and the gray scale ranges from 0 to 255. The grayscale
processing of spatial scene images generally has the following three design schemes:

RGB pixel array

v

u

RGB
I(u,v)

Fig. 1. Schematic diagram of RGB color image pixel storage in Java
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Weighted average method. According to the importance and other indicators, the
three components R, G, and B are weighted and averaged with different weights. Since
the human eye is most sensitive to green and the least sensitive to blue, the weighted
average of the three components of R, G, and B using Eq. (8) can obtain a more
reasonable spatial scene grayscale image;

f(i, j) = 0.3R(i, j) + 0.59G(i, j) + 0.11B(i, j) ð8Þ

(1). Average method. The luminances of the three components R, G, and B in the color
image of the space scene are simply averaged, and the average value is output as a
gray value to obtain a grayscale image.

(2). Maximum method. The maximum value of the luminance in the three components
R, G, and B in the color image of the space scene is used as the gray value of the
grayscale image.

2.5 Spatial Scene Image Segmentation

Image segmentation of spatial scenes is an important step in the accurate transmission
of visual information. Therefore, spatial image segmentation based on big data analysis
technology is an important image processing link. It can not only compress data in
large quantities, but also reduce storage capacity. Simplify later analysis and processing
steps to provide a basis for subsequent classification, identification, and retrieval. The
image threshold segmentation uses the difference between the target and the back-
ground in the image, such as color, geometric shape, spatial texture, etc., and selects
one or several suitable thresholds to divide the original image into several disjoint
regions to determine the image. Each pixel in the image should belong to the target or
the background area, that is, the target is separated from the background image, and
then according to the need, whether the corresponding binary image is further gener-
ated, and then the segmented image is analyzed. To put it simply, the analysis target is
extracted from the background to facilitate subsequent processing of the image.

Pre-processing of image segmentation includes image input, denoising, smoothing,
enhancement processing, color space conversion, and the like. Images can be read from
a local storage device or read from a remote device via the network and file system. In
order to achieve a good segmentation effect and reduce the influence of noise, the
general image needs to be smoothed before segmentation, such as using a Gaussian
filter for denoising. In some edge-based algorithms, it is necessary to perform Lapla-
cian variation on the edge and enhance the edge information to complete the image
segmentation. In addition, different color spaces represent different information of the
image. The specific segmentation algorithm always depends on the specific color space,
while the general image is stored as R; G; Bð Þ, three-channel color information, so it
needs to be converted to specific The color space, such as R; G; Bð Þ ! H; S; Ið Þ,
R; G; Bð Þ ! H; L; Sð Þ. The core segmentation algorithm is the soul of the image
segmentation system and includes all of the various algorithms listed above. The
efficiency of the core algorithm determines the efficiency of the entire segmentation
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system, so it is necessary to ensure the stability of the core algorithm in the system. In
practical applications, we need to analyze the running complexity of the core algorithm
in time and space, and optimize the algorithm and program to the maximum extent to
achieve the optimal use of computing resources. After the image is segmented, there
may be many small areas, or the edges of the area are not closed, so it needs to be
refined by a specific post-processing algorithm.

2.6 Realization of Accurate Information Transmission

After the vision system has processed the spatial scene image and obtained the sorting
result, the result needs to be sent to the control system to realize the accurate com-
munication of the spatial scene visual information. Therefore, it is necessary to select a
communication method suitable for the method. Currently commonly used commu-
nication methods are: serial communication, parallel communication, wireless com-
munication, and the like. The serial communication only needs a pair of transmission
lines to realize two-way communication, which is relatively simple and difficult to be
interfered with; the parallel port requires more transmission lines, and the implemen-
tation is more complicated, and the 8 channels are susceptible to interference; Wireless
communication mainly uses electromagnetic wave signals to propagate information in
free space, which is more complicated and can get rid of the dependence on cables in
traditional communication. There is no wireless communication requirement in the
method, and serial communication is selected as the communication mode between the
vision system and the control system for the sake of easy maintenance and low cost.

3 Experimental Results and Analysis

In order to ensure the effectiveness of the accurate communication method of spatial
scene visual information based on big data analysis, a simulation experiment is
designed. During the experiment, the visual information of a certain spatial scene is
taken as the experimental object, and the visual information of the spatial scene is
accurately transmitted. In order to ensure the validity of the experiment, the traditional
spatial scene visual information communication method is compared with the spatial
scene visual information accurate communication method based on big data analysis,
and the test results are observed. Spatial scene visual information communication
requires noise iteration of spatial scene images to obtain high-definition images to
realize visual information transmission of spatial scenes. The basic requirement for
noise iterative performance of spatial scene visual information communication methods
is fast adaptive convergence.

Figure 2 is the noise average curve of the visual information image of a space
scene,As shown in Fig. 2, the noise of the visual information image of the spatial scene
is collected. The curve shows that as the number of frames increases, the image noise
also increases. When the number of frames is 12, the image noise is 0.54 dB.

Figure 3 is a comparison of the iterative times and the noise average curve of the
traditional spatial scene visual information transmission method and the spatial scene
visual information accurate communication method based on big data analysis. In Fig. 2,
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the maximum noise average is around 0.54 dB, and the overall upward trend of noise is
relatively flat. In Fig. 3, after the processing of the spatial scene visual information
transmission method, the image noise is reduced, and the spatial scene visual information
accurate communication method based on the big data analysis can perform fast adaptive
convergence under the same number of iterations, and iteratively 6 times It can reduce the
image noise to 50%, and has better noise iteration performance than the traditional spatial
scene visual information transmission method.

4 Conclusion

The accurate communication method of spatial scene visual information based on big
data analysis can realize the precise processing and accurate communication of spatial
scene visual information images. The application of this method will help to improve
the communication level of visual information in space scenes.
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Fig. 2. Noise average curve of visual information image of a spatial scene
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Fig. 3. Comparison of the number of iterations and the noise mean
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Abstract. The traditional detection method has the problems of complicated
operation and slow search speed, which brings great impact to the efficient
operation of the local search system of community structure. To this end, it
studies the rapid detection method of local search target of community structure
under big data. Analyze the key technologies for constructing detection meth-
ods, use quantitative algorithms to achieve rapid target location, perform
resource entry on targets, and calculate data convolution kernel size. The con-
volution data is statistically analyzed, and the detection result is subjected to
parsing and storage, thereby realizing the extraction of the target and completing
the rapid detection of the local search target of the community structure. It is
proved by experiments that the fast detection method of local search target of
community structure has obvious advantages in search time consumption and
has a good development prospect.

Keywords: Big data � Community structure � Local search � Target � Rapid
detection method

1 Introduction

In the era of big data, the rapid detection method of local search targets in community
structure is very important. The reason is that the reconnaissance system can auto-
matically switch the data model to achieve further accurate segmentation of the target,
extract the essential features of the target of interest, and lay the foundation for rapid
feature matching and automatic determination of the target type. The current local
search target detection methods mainly include: a template matching based detection
method, which is simple and mature, but requires a target template and is only suitable
for target instance detection. The second is based on the detection method of key
points, which is invariant to image noise, rotation, scale and illumination changes, but
requires a target template and cannot obtain the target area. The third method is based
on the segmentation detection method. The method is less affected by noise and the
segmentation region is accurate, which is beneficial to the intelligent target recognition,
but the segmentation result is unreliable and the calculation amount is large. The fourth
method is based on the sliding window detection method. This method is simple and
real-time, but the target area cannot be obtained. The classifier needs more supervision
information when training. The fifth type is based on the partial detection method. This
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type has good detection effect on the deformed target and the occluded target, but the
target representation is complex and computationally intensive, and high-resolution
images are needed, which is not suitable for detecting small targets. In this chapter,
aiming at the detection speed of traditional detection models, a fast detection method
for local search targets of social structures is proposed. By redesigning the social
structure, the network depth and network performance are weighed. This paper first
introduces the design principle of the target fast detection method, and proposes the
design form of various methods according to the principle, and gives the design scheme
of the final detection method of the local social structure local search target. Then
quantitative analysis of each structure is carried out to judge the rationality of the
detection method in advance. Then the local search target fast detection method is
merged into the Faster R-CNN model to obtain the target fast detection network, and
the self-built data set is used for parameter training to obtain the final detection model.
Finally, the validity of the network is verified by experiments.

2 Analysis of Rapid Detection Method for Local Search
Target of Community Structure Under Big Data

2.1 Key Technology Analysis of Target Rapid Detection Method

Community structure local search target rapid detection method construction involves
many aspects, and each content is closely related. For example, the ontology classi-
fication and the attribute description of the ontology class determine the construction of
the judgment matrix between the organizations, and also affect the design of the storage
table of the device component instance. The judgment matrix affects the selection of the
device component type. The design of the storage table of the device component
instance will affect the efficiency and quality of the instance query [1]. Therefore, based
on the analysis of relevant research, combined with the current status of detection
methods, the key technical analysis of the rapid detection method of local search target
of community structure is as follows: The first detection equipment component mod-
ular analysis and modeling technology, the detection equipment can be regarded as a
mechatronics equipment. Different from general mechanical equipment, electrome-
chanical equipment has higher accuracy requirements, faster response speed, better
stability and better rigidity. It also has to have good reliability, light weight, small
volume, long life and other requirements. In order to meet these requirements, the
testing equipment shall classify the components that constitute the non-standard testing
equipment in detail, and describe the performance attributes of each component in
detail. How to use effective modeling methods to divide non-standard components and
describe their attributes will be the focus of this paper. The second detection device
component instance storage technology, and the instance storage of the detection
device component is the basis and premise for implementing the selection query. It is
also one of the research points to effectively store non-standard equipment components
with strong heterogeneity to ensure the efficiency of query matching. The third device
component selection and instance detection technology, after the device resource
library is constructed, realizes the classification and storage of the device resource
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library, and constructs the premise of device component selection and instance
retrieval. How to select the fast equipment components when the new testing equip-
ment requirements come, and to find and match the existing resources in the resource
library is also one of the focuses of this paper.

2.2 Overall Model Framework

The overall architecture of the local search target fast detection method is shown in
Fig. 1.

First, under the guidance of industry experts, build a library of device feature
resources that contain existing knowledge and open interfaces for future entry of new
resources. The resource in the resource library contains two parts, one of which is the
description of the device component, including the device component class description,
the device component attribute description, and the judgment matrix between the
attributes; the second is the instance storage of the device component [2]. After the
resource library is built, when the detection device requires input, the query matching is
performed through the selection query system, the selection of the device components
is completed, and the available device functional components are output. The designer

Fig. 1. Overall architecture of the rapid detection method
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uses the functional component as a guide to design the equipment. After the design is
completed, the virtual prototype model of the non-standard equipment key components
is constructed. The simulation software is used to simulate the key components, and the
software design is used to analyze the existing design scheme. If the design scheme is
satisfied, the production and debugging of the physical equipment can be performed. If
it is not satisfied, the design will be modified according to the generated problem [3].

2.3 Web Search Model

The parameters in the convolutional neural network are derived from the number of
convolution kernels in each convolutional layer, and the structure of the single-layer
convolutional layer is more complicated [4]. When a feature map with a channel
number of M passes through the convolutional layer, a convolution operation is per-
formed separately with each convolution kernel. And forming, by the activation
function, one channel information corresponding to the output feature map, the plu-
rality of convolution kernels such that the output feature map remains multi-channel. In
order to obtain more complete feature information, this requires a deeper level of
network, with more convolution kernels per layer. This leads to a huge computational
overhead of the network, affecting its extraction speed. Therefore, the design direction
of optimization and improvement for convolutional neural networks is to achieve good
feature extraction performance when the number of network layers is shallow. In
addition, according to the parameter source analysis, the number of channels between
layers has a direct impact on the number of parameters and computational overhead.
Therefore, the main design principle of the optimization and improvement of the
convolutional network is to reduce the number of channels between the convolutional
layers, reduce the parameter size and reduce the computational cost by the low channel
number [5]. In order to reduce the number of channels, the number of points convo-
lution channels must be selected to be smaller than the input feature map and the
number of channels in the convolutional layer. The number of channels in the con-
volutional layer is positively correlated with the number of its parameters. By reducing
the number of channels in the input to output process, the parameter size of the
convolutional layer can be reduced. Therefore, the CR-mlpconv structure can effec-
tively reduce the scale of convolution parameters of the convolutional layer and reduce
the complicated computational cost caused by the number of parameters, while
maintaining its feature extraction performance. Combined with the above structure, this
paper proposes a hybrid structure CNN model [6]. The model adopts a full convolution
structure design. Only 6 layers of convolutional layers are used in the network for
concatenation, which reduces the information loss caused by the pooling layer and the
excessive parameter size brought by the full connection layer [7]. In addition, in order
to further reduce the parameter size of the network, according to the main design
principles of structural optimization, the CR-mlpconv convolutional layer structure
proposed in this paper replaces the original convolutional layer and uses the C.ReLU
strategy for synergy. Therefore, in the hybrid structure convolutional neural network
structure designed in this chapter, the first layer is still the standard convolutional layer,
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and the other five layers are all CR-mlpconv convolutional layer structure. At the same
time, in the first three layers of the network, the C.ReLU strategy is adopted, that is, the
second and third layers are further mixed of the CR-mlpconv structure and the C.ReLU
policy.

2.4 Convolution Nuclear Quantitative Analysis

In a typical convolutional neural network, assume that the k-th layer convolutional
layer input feature map size is DM � DM �M, where M is the number of input image
channels. After the convolution operation, the output feature map size is
DM � DM � N, where N is the number of output channels, it can be clarified that the
convolution layer is composed of N convolution kernels. Assuming the size of each
convolution kernel is, there are:

DN ¼ DM � DK þ 2P
S

þ 1 ð1Þ

Where P represents the width of the edge fill and S represents the sliding step size of
the convolution kernel [8]. This paper assumes that the input length and width of a
typical convolutional neural network are equal and there is no bias term. The parameter
number Pk and computational cost Ck of the k-th layer convolutional layer are as
follows:

PK ¼ M � N � DK � DK ð2Þ

The above formula can be seen that the number of channels is positively correlated
with the number of parameters and the computational cost, which indicates that
reducing the number of channels can reduce the parameter size of the network model
[9]. For the CR-mlpconv structure, the selection criterion of the number of channels N 0

of the dot convolution is that the number of input channels M and the number of output
channels N are about three times N 0. Then the number of parameters of the kth layer
convolution layer becomes p0k ¼ M � N 0 � 1� 1þN 0 � N � DK � DK . The compu-
tational overhead becomes C0

K ¼ p0k � DN � DN , compared to the original convolution
structure:

p0k
PK

¼ C0
K

CK
¼ N 0

N � DK � DK
þ N 0

M
ð3Þ

According to the appropriate choice of N 0, the CR-mlpconv layer structure can reduce
the number of parameters and computational cost of about 45% to 80%.
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3 Realize the Rapid Detection of Local Search Target
of Community Structure Under Big Data

3.1 Extraction of Local Search Targets

The user can use the Client to perform resource entry and process requirement sub-
mission of the resource library, and present the selection result to the designer for
guiding design after Sever performs device component selection feedback. So the Client
operation is simple and the results are intuitive. C#.Net is an object-oriented pro-
gramming language released by Microsoft [10]. Its Windows Forms program devel-
opment module is suitable for writing interface software under Windows platform.
Therefore, based on the VS2013 development platform, this article uses the Windows
Forms application module under C#.Net to write the client software. The Client may be
logged in by multiple people at the same time, so the user name and password are
required for user differentiation. After logging in to the page, first confirm the IP and port
number of the data center Sever, which is used to establish Socket communication with
Sever. The IP and port numbers are the default under normal circumstances, and can be
modified without modification. Only after the Sever address changes will be modified.
Enter the username and password. Different user name suffixes represent different
permissions. “usemame_Add” means the user who adds data to the server. “use-
mame_Submit” indicates the submitting user of the process requirement [11]. There is a
click interface “Sever connection and user login test button”, the verification pass shows
“Severe connection Sever and verify user information through”, if there is no pass, there
will be corresponding prompt information. For example, “User name and password are
incorrect”, “Server connection error”, etc. After the verification is passed, click OK to
display the next level application interface [12, 13].

Simulating the community structure is the basis and premise of the local search
target detection method. Simulating the community structure can reduce the delay of
local search target detection. At present, there are two community structure simulation
methods, one is based on the physical model, and the other is based on the mathe-
matical model. Firstly, the local search target status of clock synchronization is ana-
lyzed through the simulation calculation of the community structure, and then the local
search target detection node is set on the community structure, and the local search
target detection method is analyzed through calculation.

The relationship between the background position qi�leak of the community
structure node and the local search target position is as follows:

qi�leak ¼ aQred
i Havl ð4Þ

In the formula, Qred
i represents the location of the local search target node i of the

community structure; a represents the local search target node simulation parameter;
Havl is the node background location coefficient.
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The relationship between the position of the local search target node and the
positioning coefficient is shown in Eq. (5):

Qval ¼
Qred ;Hred �Hdes

Qred Havl�Hmin

Hdes�Hmin

� �1
a
;Hmin �Havl �Hdes

qi�leak;Havl �Hmin

8><
>:

ð5Þ

In the formula, Qval represents the actual position of the local search target node; Qred

represents the detection position of the local search target node; Hdes represents the
critical positioning coefficient of the local search target node; Hmin represents the
minimum positioning coefficient of the local search target node.

The addition of instance data is divided into transmission mechanism attribute
entry, detection sensor mechanism attribute entry, guidance mechanism attribute entry,
and actuator attribute entry. It also adds an interface to quickly check that the matrix is
consistent, as shown in Fig. 2.

The addition of each instance data includes four parts, one is the addition of public
attributes, that is, the information attributes mentioned in Chapter 3, and the second is
the attribute addition of the instance type. Three and four are manually added for the
public attribute manual addition and the transmission attribute, respectively, to add
unique attributes that are not intersected between the same type of equipment compo-
nents. After the instance data is added, click the OK button. The Client encapsulates the
attribute into an XML file and transfers it to Sever for data storage via Socket. After the
data is stored, in order to facilitate the information exchange between the client and the

Fig. 2. Addition of instance data
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server in the programming, and in order to facilitate the subsequent query, the data needs
to be encoded first. The class hierarchy is coded according to the class structure diagram
of the ontology design, and each level code is divided into two parts. The first part is the
first two acronyms and numbers of the class name, and the class level code 0 number can
be in the order of modeling in the ontology. The other class hierarchy codes are below
the level code 0, the order in the modeling tool is arranged in lexicographic order, and
the layer codes outside the 0 level are numbered according to the acronym and the
lexicographic order. The existence of the lexicographic number can make it impossible
for the class hierarchy to be the same even if the acronyms are the same.

3.2 Local Search Target Rapid Detection Process

The server is running the Hadoop platform. The development environment is shown in
Table 1.

The task submitted by the client is parsed by DOM4J to determine the task file type.
If it is an instance storage file, the API in the table is called for instance storage. If not,
the task file type is the organization selection file. First, the hierarchical analysis is
performed to generate the selection result. The HBase instance query is performed by
the hierarchical analysis result, and finally the result is returned to the package.

4 Experimental Results

The experiment performs target detection tasks for common community structure
goals, and the pre-training network is trained by the classification task of 24 categories
of targets. The pre-training network training dataset is derived from the SubImageNet
dataset, and both the training set and the test set data of the target detection network are
derived from the SubVOC dataset. In the experiment, the target rapid detection network
is trained. At the same time, the two common network models are trained by using the
same data set and the same training mode. The obtained network model is compared
with the target rapid detection model of this paper. The experimental results are shown
in Table 2.

Table 1. Sever development environment

Project Version specification

Operating system Ubuntu16.0.43 LTS
Hadoop 2.8.2
HBase 1.3.1
Zkeeper 3.4.11
Eclipse Jee-oxyen-la
JDK 1.8.0
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It can be seen from Table 2 that the detection performance of the target rapid
detection method proposed in this paper is 44.5%, which is −11.7% and +1.0%
compared with the detection performance of the other two models. However, in terms
of parameter quantity and computational cost, the advantage of the target fast detection
data presented in this paper is obvious. The model can reduce the number of parameters
by 69% and 95%, respectively, and reduce the computational cost by 69% and 95%
respectively.

In order to ensure the effectiveness of the rapid detection method of local search
target of community structure under the big data proposed in this paper, experimental
demonstration is carried out. Compared with the traditional detection method, the
search target consumption time is compared, and the experimental results are shown in
Table 3.

It can be seen from Table 3 that under the same conditions, the traditional method
takes about 3 s, while the proposed method takes about 0.9 s; the rapid detection
method of community structure local search target has obvious advantages, and this
method can greatly improve The operating speed is of great significance.

Table 2. Experimental results

Model Parameter
quantity

Computational
overhead

Running
memory(MB)

Running
time(ms/fps)

MAP

Fast target
detection
network

1187 K 451.4 M 895 32/31 44.5

Fastr R-CNN
(VGG-16)

34 M 13.5G 5525 128/7 56.2

Faster R-CNN
(ZFNet)

3725 K 1.2G 1227 47/21 43.5

Table 3. Search target consumption time comparison table

Number of experiments/time Traditional method/s Improved method/s Time ratio

1 2.565 0.621 4.13:1
2 3.192 0.782 4.07:1
3 2.506 0.930 4.03:1
4 3.441 0.622 3.71:1
5 3.494 1.0922 3.02:1
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5 Conclusion

The so-called target detection is to simulate human visual organs and brain systems by
combining techniques such as image processing and machine learning algorithms, and
to accurately locate and accurately represent the target in an unknown image. It usually
includes two subtasks: target location and target recognition. Target location is to
search for the target in the image and frame the location of the target. Target recog-
nition is to classify and identify the target of the search location. In the context of the
era of big data, the rapid detection method of local search target of community structure
is one of the important basic research topics at present, and also the cornerstone of
many related research questions. The main deep search model used is convolutional
neural network, which is also the research focus of this topic. Through the analysis,
optimization and reconstruction of the CNN model, combined with the existing target
detection methods, a target rapid detection network is established. Then, according to
the impact of purely improving the detection speed on the network detection accuracy,
the corresponding optimization strategy is adopted to further weigh the detection speed
and detection accuracy of the CNN-based target detection model, which has important
research value and significance in application engineering.

Acknowledgments. 1. National natural science foundation of China (61003237, 61401225); 2.
Innovation program for postgraduates of professional degrees in ordinary universities and col-
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Abstract. Based on the comprehensive research of image segmentation tech-
nology, an adaptive segmentation algorithm based on pattern recognition for
image weak targets is proposed. By systematically designing the image segmen-
tation algorithm by analyzing the algorithm requirements and principles, the
modules such as image preprocessing, weak target detection, image feature
extraction and adaptive threshold selection are designed and implemented
according to the algorithm implementationflow. Inorder to verify the experimental
performance of the algorithm, experimental analysis shows that the adaptive image
segmentation algorithm can be used to preserve image details, improve the quality
of the segmented image, and shorten the image segmentation time.

Keywords: Pattern recognition � Image adaptation � Segmentation algorithm

1 Introduction

The transmission of pictures and the processing of images are one of the important
symbols of new media [1]. Some special operations on images, such as recognition,
restoration, compression and segmentation, can be realized by using new media
technologies. Image segmentation is the technique and process of dividing an image
into specific regions of unique nature and proposing objects of interest. It is a key step
from image processing to image analysis. The process of image segmentation is a
marking process, image segmentation is a critical preprocessing for image recognition
and computer vision. Without proper segmentation, it is impossible to have a correct
identification. However, the only basis for segmentation is the brightness and color of
the pixels in the image. When the computer automatically processes the segmentation,
various difficulties will be encountered. Therefore, image segmentation is a technology
that needs further research. Especially for some weak image targets in pattern recog-
nition, it is necessary to design an adaptive segmentation algorithm to achieve image
segmentation. Pattern recognition is the use of computer mathematical methods to
study the automatic processing and interpretation of patterns. An important form of the
information processing process is the identification of the environment and the object
by the living body. This recognition method is applied to image segmentation to obtain
higher quality segmentation results. Nowadays, there are many image segmentation
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algorithms. There is no uniform solution to the image segmentation problem. This
technology is usually combined with the knowledge of related fields, so that the image
segmentation problem in this field can be more effectively solved.

2 Principle of Image Segmentation

The principle of image segmentation-based image weak target adaptive segmentation
algorithm is to divide the image into regions with specific characteristics and extract the
target of interest. The characteristics include grayscale, color, texture, etc., and the
selection of the target may be a corresponding single area, or may correspond to
multiple areas. Image segmentation is a key step from image processing to image
analysis and a basic computer vision technology. With the concept of collection, image
segmentation can be given the following more formal definitions: Let the set R rep-
resent the entire image area, and the segmentation of R can be regarded as dividing R
into a number of non-empty subsets R1, R2, …, Rn satisfying the following conditions:
The sum (set) of all sub-regions obtained by segmentation should be able to include all
pixels in the image, or segmentation should divide each pixel in the image into a sub-
region. Each sub-region does not overlap with each other, or one pixel cannot belong to
two regions at the same time; pixels belonging to different regions obtained after
segmentation should have such different characteristics. Pixels within the same sub-
area should be connected. The segmentation of the image is always based on the
criteria of a segmentation [2]. There are many types of segmentation algorithms, among
which the main application is the combination of the threshold segmentation algorithm
and the region segmentation algorithm. The principle of the threshold segmentation
algorithm is: Assuming that the object and the background are at different gray levels,
the image is polluted by zero-mean noise. The gray distribution curve of the image
approximately represents two normal distribution probability density functions repre-
senting the objective function and the background histogram respectively. Using the
composite curve of these two functions to fit the histogram of the overall image, the
histogram of the image will have two separate peaks. Then, according to the minimum
error theory, the threshold value of the segmentation is obtained for the gray value
corresponding to the valley between the two peaks of the histogram. After determining
the appropriate threshold, the threshold is compared with the gray value of the pixel
one by one, and pixel segmentation can be performed for each pixel in parallel, and the
result of the segmentation is directly given to the image area.

3 Weak Target Adaptive Segmentation Algorithm

3.1 Image Preprocessing

Image preprocessing for pattern recognition includes image filtering, contrast
enhancement and histogram enhancement, and effective preprocessing for infrared
image features. Image filtering includes neighborhood averaging and median filtering.
The neighborhood averaging method takes the average gray value of all the pixels in
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the neighborhood of the pixel on the input image as the output value of the pixel, so
that the noise of the original image can be reduced. After smoothing the image with this
filtering method, it can be reflected from the visual effect that the image has become
softer than the original image, the noise is reduced, and the gray level changes more
smoothly. However, this method does not carefully consider the actual difference
between edge jump and noise, so the filtering effect is general. The median filtering
method is a nonlinear image enhancement technique that has a good suppression effect
on the interference pulse and the point noise, and can better maintain the edge of the
image. Its working steps include roaming the template in the image and aligning the
center of the template with a pixel location in the image; the gray value of each
corresponding pixel in the template is read; the gray values are arranged in a row from
small to large; one of the values is found in the middle; and the intermediate value is
assigned to the pixel corresponding to the center position of the template. Different
shapes of windows produce different filtering effects [3], which must be selected
according to the content of the image and different requirements. One way is to use a
small-scale window first, then gradually increase the window size until the median filter
has more disadvantages than the benefit. Another method is to use a one-dimensional
filter and a two-dimensional filter alternately. There is also an iterative operation that
performs the same median filtering of the input image until the output no longer
changes. Contrast enhancement can be performed after the image filtering process is
completed. Contrast enhancement is a relatively simple but important method in image
enhancement technology. The method is to modify the gray level of each pixel of the
input image according to certain rules, thereby changing the dynamic range of the
image gray level. It can expand the gray dynamic range, or compress it, or segment the
grayscale, and compress it in a certain interval according to the characteristics and
requirements of the image to expand in another interval. In practice, due to insufficient
exposure or nonlinearity of the imaging system, the contrast of the image is not high,
and the contrast enhancement can effectively improve the image quality. Contrast
enhancement can take either a grayscale linear transformation or a grayscale nonlinear
adjustment. Such as logarithmic transformation, exponential transformation. Loga-
rithmic transformations are commonly used to extend low gray values and compress
high gray values, which makes low grayscale image details easier to see. In addition to
contrast enhancement, the enhancement method also has histogram enhancement. The
histogram enhancement is based on probability theory, and the gray point operation is
used to realize the transformation of the histogram. Histogram equalization is the
transformation of an image of a known gray probability distribution into a new image
with a uniform gray probability distribution. Since the new grayscale has a uniform
probability distribution, the image looks very clear. Histogram equalization is a form of
transformation, which is a transformation algorithm that makes the output image his-
togram become approximately uniform distribution. The calculation process is: List the
original image gray level fj, j = 0,1,…, k,…, L −1, where L is the number of gray

368 T. Lei and X. Zhu



levels; then count the number of pixels nj of each gray level; Calculate the original
image histogram and cumulative distribution function using Eq. 1;

Pf ff
� � ¼ nj

n
; j ¼ 0; 1; . . .k; . . .L� 1

c fð Þ ¼
Xk
j¼0

Pf fð Þ; j ¼ 0; 1; . . .k; . . .L� 1
ð1Þ

The calculated result transfer function is used to calculate the gray level g j of the
output after the mapping, and the calculated value of g j is rounded. The number of
pixels of each gray level after the mapping is counted and the output image histogram
is calculated. The mapping relationship between f j and g j is used to modify the gray
level of the original image to obtain an output image with a nearly uniform distribution
of the histogram. Histogram equalization belongs to a gray-scale nonlinear transfor-
mation. In the equalization process, the gray level corresponding to the pixel trans-
formation depends on the gray probability distribution of the entire image and its own
occurrence probability. This is different from the grayscale contrast broadening. In the
gray-scale contrast broadening, after determining the parameters, the gray-scale after
pixel transformation usually only depends on its own gray-scale level, and has nothing
to do with the entire gray-scale distribution. The histogram equalization causes the gray
level interval with fewer pixels to narrow in the gray level interval corresponding to the
transformed result image. Due to the proper quantization, the gray layer with lower
probability of occurrence is integrated into other gray layers after the transformation.
Therefore, the histogram can be balanced to overcome the problem that the smaller
pixels existing in the linear stretching process occupy a large gray interval.

3.2 Weak Target Detection

The weak targets in the image mainly include noise and clutter [11–13]. The noise
source comes from the structural noise generated by the imaging system during the
photoelectric conversion process. In the imaging work, it will be affected by many
factors, such as external environmental conditions during image shooting, such as
temperature, humidity, etc., as well as the performance of the sensor itself will decrease
with the increase of use time. At the same time, when the signal is digitally extracted
after the image is taken, noise is introduced due to the error. There are two methods for
detecting weak targets in the image: normality test and whiteness test. The normal test
is to subtract the original infrared image from the estimated background image after
background estimation of the infrared image. In the ideal case, the suspicious target
point and the residual Gaussian white noise in the image can be obtained from the
image. But we hope to have a more intuitive way to test the normality of residual noise.
Since we can’t simply plot the probability density function from the gray histogram of
the image, we can reflect the distribution of gray values at different frequencies. After
the noise is detected, the clutter is detected and suppressed. The detection and sup-
pression of image background clutter is the premise of target tracking and detection.
The main methods of background clutter suppression are divided into linear and
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nonlinear methods [4]. Linear methods such as low-pass filtering and adaptive enthalpy
methods have the characteristics of simple structure, high computational efficiency, and
high target-target signal clutter ratio gain output. The disadvantage is that the filtering
performance of the non-stationary image background is poor. The nonlinear method
can effectively deal with the non-stationary image background. Since this paper
assumes that each image sub-block is short-term stationary, a linear filtering method is
used to perform background suppression of image clutter. The linear background
clutter suppression method is a spatial filtering method based on nonparametric
regression estimation, that is, a spatial domain adaptive filtering method.

3.3 Feature Extraction

In the segmentation image, the feature needs to be extracted to facilitate the delineation
of the boundary. The feature extraction includes color feature extraction, texture feature
extraction, boundary feature detection and region feature tracking. Color is the most
important feature of color image. Firstly, the image is converted from RGB color space
to X*Y*Z* space, and the average color of X, Y and Z channels is extracted as the 3-
dimensional color feature of each region; The shape feature is the most powerful tool
for describing the contour of the region, the 1-dimensional density ratio of the
extraction region, the 2-dimensional centroid, the 4-dimensional rectangular box, and
the 7-dimensional invariant moment as the 14-dimensional shape feature; the texture
feature describes the texture characteristics of the image, calculates the co-occurrence
matrix of the region, and extracts four statistical properties of energy, inertia, enthalpy
and uniformity as 16-dimensional texture features. Thus each segmentation region is
represented by a 33D feature vector. The texture features are described by means of a
co-occurrence matrix. The co-occurrence matrix is calculated by the spatial dependence
of the pixels of the gray image. The statistical methods are used to calculate 14 second-
order statistics, and these second-order statistics are used as texture features. However,
among the 14 texture features, 4 features are generally used to extract the texture
features of the image, namely energy, inertia, enthalpy, and uniformity [5–7]. Energy is
the sum of the squares of the values of the symbiotic matrix elements, reflecting the
degree of uniformity of the gray distribution of the image and the degree of texture
thickness. The energy of the fine texture is relatively small, and the energy of the coarse
texture is relatively large; Inertia can reflect the complexity of image grayscale, the
inertia of a simple grayscale image is small, and the inertia of a complex image is large;
Di is a measure of the amount of information contained in an image [8–10]. The image
with a fine texture is larger, and the value of the image with less texture is smaller.
When the image does not contain any texture, the value of Di is close to zero. The
uniformity reflects the local homogeneity of the image. When the symbiotic matrix is
concentrated along the diagonal, the uniformity value is relatively large. After
extracting the color and texture features in the image, the edge of the image needs to be
detected. The edge of the image is the most basic feature of the image. The so-called
“edge” refers to a collection of those pixels whose pixel gray level has a step change or
a roof change, and the specific form is as shown in Fig. 1.
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The edge is widely present between the object and the background, between the
object and the object. Therefore, it is an important feature that image segmentation
relies on. The edge detection segmentation method detects the edge points in the image
first, and then joins the contours according to a certain strategy to form a segmentation
region. Edges are the result of discontinuities in gray values, which can often be easily
detected using first and second derivatives. In fact, the derivative in the digital image is
performed by differential approximation, so the detection of the edge is often done by

Fig. 1. Step edge and roof edge
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convolution by means of the spatial differential operator. The edge detection operator
examines the neighborhood of each pixel and quantifies the grayscale rate of change,
which typically also includes the determination of the direction. In the operator
operation, a similar convolution method is adopted, and the template is moved on the
image and the gradient value of the corresponding central pixel is calculated at each
position. Its gradient magnitude is given by:

G rad =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f x; yð Þ � f xþ 1; yþ 1ð Þ½ �2 þ f xþ 1; yð Þ � y x; yþ 1ð Þ½ �2

q
ð2Þ

In Eq. 2, Grad is the edge gradient of the image, f() is the gray level of the pixel, and x
and y are the positions of the pixel. The formula method not only detects edge points
but also suppresses the effects of noise.

3.4 Adaptive Threshold for Image Segmentation

The image is segmented by adaptive threshold, and the selection of the threshold is
based on the optimal group pitch iteration strategy. The implementation steps are as
follows:

(1). Obtaining all equal weekly rates of the original image by improving the equal-
peripheral rate method;

(2). The equal-period ratios are arranged from small to large, and the gray level t
corresponding to the minimum value is set as the candidate threshold value;

(3). The equal-peripheral ratio corresponding to the gray level in the range of [t–k *
bwt + k * bw] is set to be, where k is a positive integer and bw is the optimal
histogram interval width, which is defined by the following formula:

bw ¼ 3:49 aN�1
3 ð3Þ

Where N and a are the number of pixels and the standard deviation of the original
image, respectively, and the calculation is repeated until all the equal-period rates are
1. For the full gray level of the image, this paper firstly uses the above iterative
strategy for preliminary screening, and obtains some candidate threshold values. Then,
the method of dynamically determining the number of node clusters is introduced to
automatically determine the number of thresholds D. Finally, the previous D candidate
thresholds perform multi-level segmentation on the image. In order to realize the
adaptive selection function of the threshold, the automatic determination of the
threshold and the number of thresholds is set. Dynamically determining the number of
enthalpy values has always been a difficult problem in the multi-level enthalpy
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segmentation algorithm. It is solved by introducing the criterion Q for determining the
number of node clusters. The definition criterion Q is as follows:

Q Pkð Þ ¼
XK
c¼1

A Vc;Vcð Þ
A V ;Vð Þ � A Vc;Vð Þ

A V ;Vð Þ
� �2

" #
ð4Þ

Where: PK is the K division of the image G, A Vc;Vcð Þ
A V ;Vð Þ and A Vc;Vð Þ

A V ;Vð Þ respectively indicate the

experimental probability p of the two end nodes of any one of the graphs G in the class
C and the experimental probability p of the at least one end node in the cth class. Then
the criterion Q can be regarded as the degree of deviation of p. In the formula, A(V, V)
is a constant, and the number D of thresholds can be determined. The function of
adaptive threshold determination can be realized by algorithm formula, and the
threshold is optimally selected in order to improve the effect of segmentation image.
Draw a Euler curve formed by a Euler number and a corresponding closed value, and
define the Euler angle point on the Euler curve to the point on the straight line passing
through the start point and the end point. The threshold corresponding to the point is
the corresponding threshold, that is, the optimal threshold. After the threshold seg-
mentation process is completed, the foreground and background regions of the image
are basically separated. Since some isolated heterogeneous regions may appear inside
the foreground or background region during processing, which will directly affect the
subsequent image feature point extraction, these isolated regions should be post-
processed. Using the morphological method, the noise region is eliminated by the open
operation and the closed operation to obtain a more connected cluster cluster. Gener-
ally, the open operation can remove the false region in the foreground, and the closed
operation can remove the error region in the background. It is considered that in the
background of the image, some noise similar to the image texture sometimes appears,
such as a straight line, a curve, etc., and a circle having a radius r is used as a structural
element for the opening and closing operation. The use of circular structural elements
to treat strip noise is good, while smoothing the edges of the fingerprint. To get a finer
edge, you can use the Gaussian template to smooth out the final result. Because the
running process is more complicated, the hardware implementation uses time-sharing
operation, that is, the real-time processing part can be divided into odd field and even
field to process, so that the time for processing one frame can be doubled. The
peripheral circuits for the memory and DSP processor sections can be implemented
with an FPGA to save area and achieve non-uniformity correction of the image from
the detector in the FPGA.

In summary, the specific process of the image weak target adaptive segmentation
algorithm based on pattern recognition is shown below (Fig. 2).
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4 Simulation Experiment

In order to ensure the validity and feasibility of the image segmentation-based image
weak target adaptive segmentation algorithm proposed in this paper, experimental
demonstration is carried out. The experimental demonstration uses all the image
resources in the same image database, and has the same resolution and image file
parameters for image segmentation experiments. In order to ensure the rigor of the
experiment, the traditional image segmentation method is used as the experimental
argumentation comparison, and the precision and the quality of the segmented image
are counted. The precision is calculated as: precision = e/(e + s), where e is the number
of similar images retrieved, s is the number of dissimilar images retrieved, and the
value of the precision is expressed as a percentage. The average of all image precisions
in the image library is defined as the average precision. Based on image pixel statistics,
peak signal-to-noise ratio and mean square error are two common quality evaluation
methods. They measure the quality of the image to be evaluated from a statistical point
of view by calculating the difference between the gray value of the pixel corresponding
to the image to be evaluated and the reference image. The experimental demonstration
result curve is shown in Fig. 3 Fig. 4.
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Image preprocessing

Graphic feature 
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Image adaptive 
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Fig. 2. Specific flow chart
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Fig. 3. segmentation accuracy of the two methods
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(a) Image segmentation quality efficiency of traditional methods 

(b) Image segmentation quality efficiency of the method in this paper 
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Fig. 4. Image segmentation quality efficiency of two methods
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It can be seen from the experimental results that compared with the traditional
image segmentation method, the proposed image segmentation of the image weak
target adaptive segmentation algorithm has a relatively high precision in segmenting
any type of image. It can be seen from Fig. 3 that it is particularly evident in the
pictures of buildings; In terms of image segmentation quality, after calculation and
comparison analysis, as the number of segments increases, the segmentation quality
will gradually increase, and the algorithm segmentation method will always rise.
According to the curve (b) in Fig. 4, it can be concluded that the image quality of the
algorithm segmentation is always higher than that of the traditional method segmen-
tation. It fully reflects the feasibility and use value of the algorithm, and provides a
more comprehensive segmentation processing method for China’s image processing
business.

In order to verify the effectiveness of the algorithm in this paper, the adaptive
segmentation time of the weak target image of the algorithm in this paper and the
traditional algorithm is compared and analyzed. The comparison result is shown in
Fig. 5.

According to Fig. 5, the image weak target adaptive segmentation time of the
algorithm in this paper is within 20 s, while the image weak target adaptive segmen-
tation time of the traditional algorithm is within 68 s, which shows that the image weak
target adaptive segmentation time of this algorithm is longer than the image weak target
of this algorithm. The adaptive segmentation time is short.

5 Conclusion

Image segmentation processing is an important processing link in image processing.
However, in the process of image acquisition and imaging, there are inevitable
degradation and degradation processes such as blur, motion deformation and noise,
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Fig. 5. Comparison of segmentation time between two algorithms
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which not only affect people’s visual perception of images, but also greatly reduce the
use of effective information in images. The image segmentation based image weak
target adaptive segmentation algorithm is used to segment the degraded image to
improve the segmentation accuracy and improve the image quality.
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Abstract. Because the traditional single-channel information transmission
algorithm ignores the real-time control of the transmission data, the signal
transmission tracking accuracy is low. For this reason, a target tracking algo-
rithm for multi-channel information transmission in a big data environment is
proposed. The algorithm solves the echo signal of each point, determines the
transmission range of the multi-channel information, uses the interrupt mecha-
nism to optimize the decoding algorithm, and obtains the position of the data of
each point through the classification of the classifier, so as to realize the
transmission target tracking of the multi-channel information. The traditional
single-channel information transmission algorithm and the target tracking
algorithm of multi-channel information transmission are compared and ana-
lyzed. The experimental results show that the information transmission and
tracking accuracy of the multi-channel information transmission target tracking
algorithm in the big data environment is better than that of the traditional single-
channel information transmission algorithm The information transmission
tracking accuracy is high, and it has a better information transmission tracking
effect.

Keywords: Digital signal � Multi-channel � Synchronous transmission �
Transmission rate

1 Introduction

Multichannel information transmission is a kind of long-distance integrated detection
technology. Through network remote instruments, long-distance resources can be
telemetered and controlled under non-contact conditions. Since the first laser came out
in the 1960s, laser technology has been widely used in many fields, such as long-
distance ranging, space military, atmospheric research, etc. because of its monochrome,
good directivity and coherence. With the continuous progress and breakthrough of laser
technology, laser is more and more used in the field of signal transmission in space
network. The traditional optical passive network signal is transformed into an active
network signal transmission, and the physical and spatial characteristics of the surface
can be acquired more accurately and efficiently. Efficient transmission of network
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random digital signals is one of the main methods to obtain high-resolution three-
dimensional images. Its measurement method is to transmit a set of long-distance, high-
brightness laser beam pulse signals to the target object, and then detect the height
information carried by the reflected pulse echo [1].

The traditional single-channel information transmission algorithm cannot process
massive network random digital signals, and the information transmission efficiency is
low. At the same time, the stability and accuracy of information transmission can not be
guaranteed. A target tracking algorithm for multi-channel information transmission in
large data environment is proposed. The target tracking algorithm for multi-channel
information transmission is realized by determining the transmission range of multi-
channel information and complementary gain power transmission mode. The algorithm
can real-time control the sampled data, ensure the integrity and non-distortion of the
data, and ultimately achieve efficient transmission of network random digital signals.
Experimental results show that the proposed multi-channel information transmission
target tracking algorithm has high information transmission efficiency, and has good
performance in data transmission accuracy, method stability and comprehensive error
control [2].

2 Target Tracking Algorithm for Multi-channel Information
Transmission

2.1 Determine the Range of Multi-channel Information Transmission

After the user interface represented by Windows enters the host computer, it requires
the ability of high-speed elevation detection and I/O processing. This requires different
measurement methods to improve its performance, but puts forward new requirements
for the range of multi-channel information transmission. In fact, the peripheral speed of
laser beam pulse signal has been greatly improved, such as the data transmission rate
between hard disk and controller has reached more than 10 MB/s, and the data
transmission rate between controller and display has also reached 69 MB/s. It is
generally believed that the speed of laser pulse signal should be 3–5 times that of
peripheral device. Therefore, the range set in the past is far from meeting the
requirements, and has become the main bottleneck of the whole system. Therefore, a
higher performance requirement is put forward for laser technology. An advanced local
bus is used to deal with a large number of network random digital signals. The
problems of low efficiency, instability and poor accuracy of information transmission
[3]. A local bus is a local bus that is not attached to a specific processor. Structurally,
the local bus is the first-level bus inserted between the original system bus, which is
managed by a bridge circuit, and the interface between the upper and lower is realized
to coordinate data transmission. The manager provides signal buffering to support 10
peripherals and maintain high performance at high clock frequencies. Local bus also
supports bus master control technology, allowing intelligent devices to acquire bus
control when needed to speed up data transmission [4]. The main performance and
characteristics of local bus are as follows.
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The main performance of local bus: support 10 peripherals; bus clock frequency
33.3 MHz 166 MHz; maximum data transmission rate 133 MB/s; clock synchroniza-
tion mode; independent of CPU and clock frequency; bus width 32 bits (5 V) 164 bits
(3.3 V); can automatically identify peripherals; especially suitable for working with
Intel CPU.

The characteristics of local bus are as follows: it has the ability to operate in full
parallel with processor and memory subsystems; it has implicit central arbitration sys-
tem; it reduces pin number by multiplexing (address line and data line); it supports 64-
bit addressing and full multi-bus master control capability; it provides parity check of
address and data; it can convert SV and 3.3 V signal environment. It can be seen that the
local bus provides a wider and faster access to the microprocessor for peripheral devices,
and effectively overcomes the bottleneck of data transmission. At present, local bus
interface is the preferred interface for many adapters, such as network adapter, built-in
modem card, voice adapter, etc. At present, most motherboards have PCI slots [5].

In summary, multi-channel recording system needs to transmit multi-media infor-
mation at the same time, and it also requires high transmission capacity: large capacity,
high bandwidth, low latency transmission; in order to meet the needs of system syn-
chronization, it needs to support resource management requirements including
acceptability testing and resource scheduling functions: to facilitate the system to
achieve distributed voice acquisition through multiple channels. The local bus can deal
with the above problems well, but it needs to determine the transmission range of
multi-channel information according to the data of each point, and adjust the frequency
of network random digital signal according to the change of curve slope [6]. If the
sampling regression curve of network random digital signal is y ¼ f ðxÞ, the sampling
set t can represent t ¼ x1; y1ð Þ; x2; y2ð Þ; . . .:: xn; ynð Þ½ �. The sampling time of each
sampling point in the above formula is t1; t2; . . .. . .; tn, and the relationship between
sampling time of each point is t1\t2\. . .. . .\tn. Using the nearest n information
sampling points, a regression curve is fitted, and the regression equation of one-
dimensional line is applied. The formula is as follows:

v ¼
P

k¼i�1
i ¼ n tn � tð Þ

P
tn � tð Þ

8<
:

9=
; ð1Þ

In formula (1), v represents the slope coefficient. n is the sampling value of sampling
point. If v is larger, the sampling time interval is smaller. If v is smaller, the sampling
time interval is larger. In the process of controlling each sampling point, in order to
improve the transmission accuracy of the network random digital signal, it is necessary
to consider the specific expression of the echo signal when discretizing the network
signal. The corresponding series values of the network signal obtained after sampling
are formula (2), as shown below:

y ¼ f ðxÞ ¼
X
i¼1

b
n tn � tð Þ

t2

� �
ð2Þ
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Formula (2) denotes the corresponding series values of network signal echo signals. To
achieve a precision level for information transmission, the echo signals of each point can
be obtained by solving them. According to the above steps, the multi-channel syn-
chronous and accurate transmission of network random digital signals can be completed,
and the range of multi-channel information transmission can be determined [7].

2.2 Optimized Decoding Algorithms

Multichannel inevitably requires that the system has a higher processing efficiency,
requiring that the system can process up to dozens of channels of media information in
a unit time. On the one hand, the processor of the system should have a higher
computing speed, or the system should choose a more efficient media decoding
algorithm. On the other hand, we can decompose the processing operations into the
main part of the system by constructing a distributed architecture. In order to reduce the
operation pressure of the main processor, the processing efficiency can be improved in
other parts besides the processor. In multimedia recording system, multimedia I/O and
multimedia encoding and decoding process are responsible for processing media
information. To improve the processing efficiency of the system, we must start from
these two layers and analyze their functions, structures, and applicable methods.
Similarly, the improvement of processing efficiency of the system will mainly be
reflected in these two layers [8]. The multi-channel information transmission structure
is as follows.

Figure 1 is a multi-channel information transmission structure. The “transport
layer” includes multimedia real-time transmission and control protocols. It provides
packages, sending and receiving functions, data transmission scheduling for com-
pressed media streams, and abstracts application-level parameters such as data burst
and average data rate, so as to make them correspond to communication-level
parameters and maximize transmission capacity. This layer shields network resources
downward, provides media transmission interface upward, and provides the function of
system resource management and use. The transport layer can be divided into three
parts: one is the interface and protocol with the multimedia processing layer, the other
is the interface and protocol with the storage management layer, and the other is the
data transmission scheduling and control. “Storage Management Layer” is responsible
for storing, querying and managing all kinds of multimedia records. It is the core of
multimedia recording system [9].

The traditional single-channel information transmission method cannot cope with
the massive network random digital signals, and the information transmission effi-
ciency is low. At the same time, the stability and accuracy of information transmission
can not be effectively guaranteed. Furthermore, only one 12 ADCI converter is
introduced into the multimedia processing layer. There are 18 input channels in the
converter, including 16 external input channels and 2 internal input channels. Four
external input channels are used to input four sensor acquisition signals and one
internal input channel is used to input internal reference voltage signals. Before using
ADC 1 conversion, configure ADC 1. ADC 1 uses regular channel conversion
sequence and converts the mode to multi-channel single conversion mode. And enable
DMA mode. The sampling time from channel 0 to channel 7 is 28.5 cycles. The shorter
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the sampling time, the faster the sampling channel can be closed, the system can enter
the sleep mode, reduce energy consumption, and prolong the battery life. However, the
sampling time is too short, which may reduce the accuracy of sampling data. The final
compromise is 28.5 cycles. Initialize the sampling value of 8 channels to ADC1 IN17,
open 8 regular channels to SQ1–SQ8. The operation formula is as follows.

vref ln t ¼ vref ln t
4096

� vdd ð3Þ

In formula (3), ref ln t denotes the reference value, vref ln t denotes the theoretical value,
vdd denotes the theoretical value. According to formula (3), it can be calculated that
ref ln t enlarges 100 times and retains decimal places. Compensation factor is the ratio
of theoretical sampling value to actual sampling value. When the sensor data is sam-
pled, the compensation factor is calculated firstly, then multiplied by the actual sam-
pling value of the sensor, divided by 100, the theoretical sampling value of the sensor
after compensation can be obtained. The value of rule channel conversion is stored in a
single data storage management layer. Once the conversion is started, the converted
data will be stored in the storage management layer. For eight consecutive conversions,
set the queues of the eight regular conversions to the same value, and then average the
results of the eight conversions to obtain the final result [10]. The structure of multi-
channel internal analog-to-digital conversion is shown below.

Figure 2 is a multi-channel internal analog-to-digital conversion structure. When
the lower computer receives the data sent by the coordinator, it first checks the data
frames to prevent errors caused by data transmission. If the check fails, the frame
command is dropped directly. If the check passes, the target address of the frame
command is judged to be itself or not, and if not, it is returned directly. If the target
address is itself, the command is executed and the data collected by the corresponding
sensor is returned. The timeout count is cleared and data is sent. Channel 1 sends the
first frame of data, and activates the sending interrupt. The interrupt function completes
the sending of the remaining data frames. The serial port baud rate designed in this
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paper is 115 200 bit/s. It takes about 1/115 200 = 10 us to send 1 bit data, and about
100 us to send 1 b data. When a large amount of data is sent, the time consumed
increases and the power consumption increases. Interruption mechanism is used to send
data, check data frames, optimize decoding algorithm, improve efficiency, reduce
power consumption and prolong battery life [11].

2.3 Implementation of Multi-channel Information Transmission Target
Tracking

In large data environment, multi-channel information transmission target tracking
algorithm finally transforms the tracking problem into the binary classification of
samples. Through classifier classification, the sample location with the greatest simi-
larity is the approximate location of each point data. Then, the location of each point
data is optimized and the location of each point data is finally obtained. Sample
collection in the algorithm is divided into two parts. In the first part, positive and
negative samples for classifier updating are collected, which are carried out in the nth
data frame of the known target location; in the second part, samples that need to be
classified by the classifier are collected, which is carried out in the nth data frame of the
tracking task. The two parts of sampling are carried out in different data frames, but the
sampling process is consistent. In the process of sampling, the first step is to determine
the location of the sampling area. In the algorithm, the sampling area is a square area
centered on vertex ðx; yÞ in the upper left corner of the target position, and the edge
length of the square is twice the radius of the outer boundary of the sampling area.
Sampling grids are generated in the region, and then appropriate samples are selected
according to the sampling conditions. Sampling conditions can be expressed as
ind ¼ ðrd\ prodÞ \ ðdist\ inradÞ, which are mainly determined by two conditions
in the process of sampling. First, samples must be selected in the sampling area. When
the positive sample is taken, the radius inrad of the outer boundary of the sample area
is smaller.
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Fig. 2. Multichannel internal A/D conversion architecture
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In order to collect positive samples near the target location. When negative samples
are sampled, the samples will be sampled in the annular region where the radius of the
inner boundary is larger than that of the outer boundary, and the radius of the inner
boundary is larger than that of the outer boundary when positive samples are sampled.
When acquiring the samples to be classified, the samples are sampled near the same
position in the current frame according to the target position obtained in the previous
frame. The radius of the outer boundary of the sampling area is between the range of
the radius of the outer boundary when the positive and negative samples are collected.

Since the classifier is updated frame by frame according to the position of the
target, and does not retain any prior knowledge, if similar objects suddenly appear in
the data sequence, it may lead to the classifier can not classify the samples accurately,
which may lead to the failure of tracking. Once the target is lost in the tracking process,
the classifier will update according to the wrong location, which will cause the sub-
sequent tracking process to fail. Aiming at the problem of target tracking, the proposed
algorithm is improved on the basis of the traditional target tracking algorithm, which
adds the process of target location optimization and achieves multi-channel information
transmission. At the same time, the weighted sequence tracking window is used to
solve the target problem, correct the error in the centroid recalculation process, and
improve the tracking efficiency and robustness of the algorithm. The formula for cal-
culating the centroid weight is as follows.

drd ¼
X
i¼1

w
n tn � t

�� �

t2

0
@

1
A ð4Þ

In formula (4), the discriminant weight of a data frame on w can be adaptively adjusted
by the learning of discriminant weight, and the two features can be organically com-
bined to improve the discriminant ability of the tracking algorithm. When the target
information is similar, the discriminant ability of the internal analog-to-digital con-
version structure becomes weak, and the corresponding weight decreases accordingly.
When the sparse feature of the target is similar, the discriminant ability of the sparse
representation coefficient feature becomes weak, and the weight of the discriminant
weight updating strategy reduces its weight. It can be seen that the update strategy
increases the accuracy and robustness of the tracking algorithm and reduces the
occlusion of the target. So far, target tracking algorithm for multi-channel information
transmission is realized [12–15].

3 Experimental Conclusion

In order to verify the effectiveness of the proposed multi-channel information trans-
mission target tracking algorithm in large data environment, 14 common data
sequences are selected from a large number of data sets provided in the database for
estimation. The attributes of these 16 common data sequences are as follows.
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Table 1 is the attributes of 16 general data sequences. According to the attributes of
16 general data sequences, the traditional single-channel information transmission
algorithm and the multi-channel information transmission target tracking algorithm
proposed in this paper are used to carry out information transmission tracking on the
data. The transmission tracking accuracy of the two algorithms is compared. The
comparison results are shown in Fig. 3 Show.

Analysis of the data in Fig. 3 shows that the target tracking accuracy of the multi-
channel information transmission proposed in this paper increases with the number of
experiments, up to 98%, while the target tracking accuracy of the traditional single-
channel information transmission algorithm The number of experiments continues to

Table 1. Attributes for 14 common data sequences

Sequence name Frame number Challenge

Basketball #725 IV. OCC. DEF. OPR. BC
Bolt #350 OCC. DEF. IPR. OPR
Cardark #393 IV, BC
David #462 IV, SV, OCC, DEF, MB, IPR, OPR一
David3 #252 OCC. DEF. OPR. BC
Deer #71 MB, FM. IPR. BC, LR
Doll #74 IV. SV. OCC, IPR. OPR
Faceoccl #128 OCC
Footballl #900 IPR. OPR. BC
Human8 #1336 IV. SV. DEF
Lemming #1000 IV. SV. OCC, FM. OPR. 0 V
Panda #351 S V. OCC, DEF. IPR. OPR. 0 V. LR
Singed #200 IV. OPR. SV. OCC
Skating 1 #500 IV. OCC. DEF. MB, FM. IPR. OPR. O V
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Fig. 3. Comparing the experimental results
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increase, showing a downward trend, and the highest is only 88%. The target tracking
accuracy of the multi-channel information transmission proposed in this paper is higher
than that of the traditional single-channel information transmission algorithm, which
shows that the target tracking of the multi-channel information transmission proposed
in this paper The algorithm can track the target more robustly and accurately.

4 Concluding Remarks

There is a huge amount of information in the field of signal transmission in space
network. The information extracted by traditional transmission methods is limited, and
the accuracy can not be effectively guaranteed. A target tracking algorithm for multi-
channel information transmission in large data environment is proposed, which can
improve the efficiency of information transmission and ensure the accuracy of infor-
mation acquisition. The experimental data prove the effectiveness of the multi-channel
information transmission target tracking algorithm in large data environment.
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Abstract. Under manipulator trajectory motion algorithm, the time consump-
tion of manipulator motion is long, and the stability coefficient is low, and the
accuracy of obstacle avoidance is poor. An algorithm that six degree of freedom
manipulator moves with end trajectory based on particle swarm optimization
was proposed. By analyzing the positive solution of kinematics and inverse
solution of kinematics of manipulator, the expected pose of manipulator was
obtained to realize the analysis of manipulator trajectory. According to the
constraint condition of the short time consumption of motion, the high accuracy
of obstacle avoidance and the strong motion stability, the model that six degree
of freedom manipulator ARM moved with end trajectory is built. The model was
subdivided into particle swarm optimization algorithm to realize the solution of
model. Then, some parameters such as initial position and speed of particle
swarm were set, and particle swarm fitness function was calculated to get the
optimal solution. Finally, we determined whether the current optimal solution
was the global optimal solution. Thus, we obtained the optimal planning results
that the manipulator moves with the end trajectory. Experiment shows that the
time consumption of manipulator motion is short. The average accuracy of
obstacle avoidance is 95%. The stability coefficient is high. This algorithm can
effectively solve the problem of current algorithm, which has practicality.

Keywords: Six degrees of freedom � Manipulator arm � End trajectory
motion � Particle swarm

1 Introduction

With the continuous development of mechanization, the form of robot becomes more
advanced. Currently, the mechanical arm is widely used. There is still a large gap
between China and foreign countries in developing and using mechanical arms. To
research the whole operation of mechanical ARM is a very effective way. The tra-
jectory tracking control of mechanical ARM is an important part of development of
robot technology, which has high research value [1]. Due to the high research value of
mechanical arm, many experts and scholars begin to analyze and study them in suc-
cession. Therefore, there have been some excellent research results.
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Reference [2] proposes a method for planning movement track of manipulator
based on Cartesian space. The D-H matrix is used to realize the mathematical modeling
of position and pose of manipulator. Then, circular interpolation method in Cartesian
space is used to complete the path planning and obtain the smooth movement track.
Finally, the artificial potential field is used to make the manipulator arm reach the
termini without obstacle. Experiment proves that the proposed algorithm improves the
accuracy of obstacle avoidance of manipulator, but it has a long time-consuming
problem. Reference [3] proposes that the structural characteristic of picking manipu-
lator is used to realize the modeling of structure parameters of mechanical arm through
Denavit-Hartenberg and obtain the positive kinematics model. In solving inverse
kinematics, the inverse kinematics equation is used to change the complex matrix into
the easy algebraic equation, so as to complete the analysis of inverse kinematics. Thus,
the optimal inverse solution is calculated based on the minimum energy principle.
Experimental results show that the motion of manipulator arm is relatively stable with
this algorithm, but the accuracy is poor in avoiding obstacles. Reference [4] proposes a
robot trajectory method based on inverse solution of kinematics. On the basis of
coordinated hoisting and transporting of multi robots for the same object structure, the
kinematics model of coordinated operation system is built. The analytic formula of
inverse kinematics of coordinated operation system is analyzed. Meanwhile, the ana-
lytic formula of inverse kinematics is given. The experimental platform is constructed
through UG/ ADAMS/ MATLAB simulation system. Experiment shows that the
operation process of this method is relatively simple, but the multi-robots coordination
system cannot avoid the obstacle accurately by using this method. In reference [5], a
tracking motion algorithm of manipulator arm based on predictive control is proposed.
The analytical mechanics material is used to infer the difficulty formula under the load
of mechanical arm, so as to obtain the kinematics model of manipulator system. On the
basis of above, the simplified processing of kinematic model of manipulator system is
realized, such as reduced order and linearization. The motion priority level is deter-
mined through the range of motion of each joint in model and the accuracy of posi-
tioning. Meanwhile, the real-time updates and the rolling optimization are used to
ensure the timeliness of control. Experimental results show that this algorithm solves
the motion redundancy, but the motion stability of manipulator ARM is poor.

At present, some related algorithms about the manipulator trajectory motion cannot
realize the goal of high accuracy, high stability and low delay. Therefore, this article
proposes an algorithm that six degrees of freedom manipulator tracks with the end
trajectory based on particle swarm. The main structure is:

(1) According to the positive solution of kinematics and inverse solution of kinematics,
we analyze that the six degrees of freedom manipulator tracks with the end tra-
jectory, and build the model.

(2) Use particle swarm optimization algorithm to solve the model that six degrees of
freedom manipulator tracks with the end trajectory, get the best planning way of
manipulator arm to track the end trajectory.

(3) The feasibility of proposed algorithm is proved by the experiment.
(4) Summarize the full text and give the future research direction.
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2 Algorithm of Six Degrees of Freedom Manipulator Arm
for Following End Track

2.1 The Establishment of Trajectory Model and the Analysis of End
Trajectory Motion of Manipulator Arm

To analyze that six degree of freedom manipulator moves with the end trajectory and
build the trajectory kinematic model needs to construct the coordinate system of
manipulator arm. Figure 1 is the coordinate system of manipulator arm.In Fig. 1, there
are six joints in the six degree of freedom manipulator structure. For the purpose of
describing the position and posture of end effect or of manipulator arm in space, a
coordinate system is built on each joint. Thus, the position of end effect or is described
through the relationship between coordinate systems.

(1). Positive solution of kinematics. The process of positive solution of kinematics of
manipulator arm is the process using rotation angle of known joint variables h1, h2,
h3, h4, h5 and h6 to get the pose of end gripper relative to reference coordinate
system. The reference coordinate system is set on the base of six degree of freedom
manipulator arm by the D-H method of standard upper joint [6]. It begins to change
from base to the first joint, then to the second joint, and so on. Finally, it changes to
the end gripper.

(2). Inverse solution of kinematics. The process of solving inverse solution of kine-
matics is the process of using pose of known end gripper relative to the reference
coordinate system to get joint variable h1, h2, h3, h4, h5 and h6. It is the basis of the
trajectory planning and trajectory control. It is also the most important part of
kinematics [7]. According to the content above, the formula of the expected pose of
manipulator arm is given.

TH ¼
nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

0
BB@

1
CCA ð1Þ

Where, n denotes normal. o denotes the direction. a denotes the approaching vector. p
denotes the origin of coordinate system of manipulator end gripper. Corresponding to
the position vector of base coordinate system, x, y and z denote three coordinate
directions of coordinate system. Generally, p can be given by using the position of
work piece. n, o and o can be given by using rotation of rolling angle, pitching angle,
and drift angle [8].

For the purpose of convenient calculation, we combine the joint 1 and joint 2 with
the joint 5 and joint 6. Thus, the total transformation between the base and the hand of
the six degree of freedom manipulator can be expressed as formula (1). According to
the requirement of desired position in formula (1), manipulator may have multiple
combinations of joint rotation in the same posture, so we must choose the optimal
solution based on the actual structure of manipulator arm. In order to achieve the
purpose of short time consumption, high accuracy of obstacle avoidance and strong
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motion stability, we take the three points as constraint conditions to build the model
that a six degree of freedom manipulator moves with end trajectory.

According to the above content and the position of terminal actuator described by
the six degree of freedom manipulator coordinate system, the positive solution of
kinematics and inverse solution of kinematics are analyzed. The desired posture of
manipulator ARM is calculated. According to the constraint condition of the short time
consumption of manipulator motion, the high accuracy of obstacle avoidance and the
strong motion stability, the objective function of model that six degree of freedom
manipulator ARM moves with end trajectory is built.

2.2 To Solve Trajectory Model of Manipulator Arm Based on Particle
Swarm

The particle swarm optimization algorithm is used to solve the model established in
Sect. 2.1. The detailed process is as follows:

To randomly generate M particles to construct the initial particle swarm, and set the
initial position and initial speed of particle, the fitness function is calculated according
to parameters [9]. Supposing that any function of three objective functions in the model
established by Sect. 2.1 is not consistent with the formula (3), then the fitness function
of particle swarm can be expressed as U J; Ið Þj j, and the particle swarm optimization
algorithm will decrease U J; Ið Þj j in the process of loop iteration until it meets the
constraint condition.

f Uð Þ ¼
X

M� U J; Ið Þj j � AJI ð2Þ

Where, f Uð Þ denotes the constraint function of all joint motion in the six degree of
freedom manipulator arm.AJI denotes the influence coefficient selected by the fitness
function of particle swarm. J denotes J th group in M groups of populations, and I
denotes the number of populations which are not satisfied formula (2). Supposing that
the three objective functions in model built by Sect. 2.1 are all conform to the formula
(2), the fitness function can be expressed as � U J; Ið Þj j.
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Fig. 1. Coordinate system of six degrees of freedom manipulator arm
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The optimal value after the k-th iteration and the optimal value of groups are
selected by using the fitness function. The population is reintegrated and new particle
swarm is formed. The formula of current optimal value is as follows:

Best Uð Þ ¼ f Uð Þ � J; Ið Þ � AJIffiffiffiffiffiffiffi
TH

p � k
ð3Þ

The calculation from formula (3) is used to determine whether the current optimal
solution is the global optimal. If it isthe global optimal, the optimization stops. If it is
not, the iteration will continue until it meets the iteration stop condition, and then the
optimal value will be output. The optimal solution obtained by using formula (3) is the
optimal planning result that the six degree of freedom manipulator arm moving with the
end trajectory [10, 11].

In conclusion, the particle swarm optimization algorithm is used to solve the model
that six degree of freedom manipulator arm moves with the end trajectory. The
parameters of particle swarm location and initial speed are set, and the fitness function
of particle swarm is determined [12, 13]. To calculate current optimal solution and
judge whether this solution is the global optimal solution can obtain optimal solution
which satisfies short time consumption of mechanical arm movement, high accuracy of
obstacle avoidance and strong stability of motion [14, 15]. Thus, the planning research
that six degrees of freedom manipulator arm moves with end track can be completed.

3 Experimental Results and Analysis

In order to prove the feasibility of algorithm for tracking the end trajectory of six
degree of freedom manipulator based on particle swarm optimization, the experimental
platform was built on VC++6.0, and the object was shown in Fig. 2. The simulation
time was 0–60 s. Experimental indexes were set up in three aspects: the time con-
sumption of manipulator arm motion, the accuracy of avoiding obstacle and the sta-
bility of motion.

Fig. 2. Experimental objects
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Different algorithms were applied to experimental objects, and the effectiveness of
proposed algorithm was verified by three indexes above. Experimental results were as
follows:

3.1 Experiment (First) Results

According to the analysis of experimental result in Fig. 3, under the same number of
work pieces, the time consumption of manipulator arm in manipulator ARM motion
track planning algorithm based on Cartesian space was long, and the time-consuming
curve fluctuates greatly. The time consumption of manipulator arm based on particle
swarm was relatively short and the time-consuming curve was relatively stable. When
the number of work pieces was 30, obviously, the time consumption of manipulator
ARM motion track algorithm based on particle swarm optimization was15s less than
time consumption of manipulator ARM motion track planning algorithm based on
Cartesian space. The experimental data show that the proposed algorithm has absolute
superiority.

3.2 Experiment (Second) Results

From Fig. 4, we can see that the accuracy curve of obstacle avoidance of trajectory
motion algorithm for manipulator arm based on Denavit-Hartenberg was first increased
and then decreased, and the average accuracy of obstacle avoidance is about 50%.
Thus, the reliability is low. In the preliminary stage of avoiding obstacles, the accuracy
curve of robotic trajectory method based on inverse kinematics showed a steady rising
trend. However, with the increase of obstacles, the accuracy curve of obstacle
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avoidance decreased faster, and the average accuracy of obstacle avoidance was about
45%. The accuracy curve of obstacle avoidance using algorithm of mechanical arm
trajectory based on particle swarm optimization had shown a trend of stable increase,
and tended to slow at about 97%, and the average obstacle avoidance accuracy was
95%. This data proves that the proposed algorithm was superior to the current algo-
rithm in the accuracy of obstacle avoidance.

3.3 Experiment (Third) Results

According to the analysis of the experimental results in Fig. 5, the stability of the
manipulator arm based on predictive control is poor. The maximum stability coefficient
is 0.58. The feasibility is very low. In the trajectory motion algorithm of manipulator
based on particle swarm optimization algorithm, the motion stability of manipulator
arm is strong. The maximum value is 0.98. Compared with the existing algorithms, this
algorithm has better motion stability. This algorithm is superior to the existing algo-
rithms in the aspects of time consumption, obstacle avoidance accuracy and motion
stability of the manipulator.
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4 Conclusions

With the constant innovation of modern technology, the current manipulator trajectory
tracking algorithm is unable to satisfy the development needs of this field. An algo-
rithm for tracking the end trajectory of six degree of freedom manipulator based on
particle swarm was proposed. The inverse kinematic solution and positive kinematic
solution of manipulator arm were analyzed. The motion time consumption of manip-
ulator ARM and the accuracy and stability of obstacle avoidance were taken as con-
straint conditions. Then, the trajectory motion model of manipulator arm was built.
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Finally, the particle swarm optimization algorithm was used to solve the model. Thus,
the best planning result of manipulator arm was obtained. Experimental results show
that the proposed algorithm is superior to the current algorithm in the motion time
consumption of manipulator arm, the accuracy of obstacle avoidance and the stability
of motion. For the development direction in the future, the following suggestions are
presented:

(1) The manipulator arm is mostly applied to the industrial field. But, different tra-
jectory planning algorithms should be used for different types of manipulator
ARMs, so as to get better application results.

(2) In this research, the cost problem of trajectory planning is not considered, and it is
necessary to consider this kind of problem in the future research.
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Abstract. In the case of multiple UAVs, the navigation area of UAV is planned
to effectively improve the accuracy of track control and ensure the navigation
safety. Because there are some problems such as track deviation and delay of
obstacle avoidance when using traditional methods to control the multi-UAV
track, it is difficult to meet the requirements of track control accuracy and safety,
an automatic control method of multi-UAV track based on embedded system is
proposed. The mathematic model of UAV track control is designed based on the
fuzzy algorithm, in order to obtain the route deviation parameters accurately, and
the area range of UAV track is standardized according to the calculation results,
and the control steps of UAV track are planned within the track range, so as to
achieve the automatic control target of multi-UAV track. The experimental
results show that the embedded multi-UAV track automatic control method can
effectively solve the problem of large track deviation, and can avoid navigation
obstacles and achieve the research goal of effective control of multi-UAV track.
The experimental results show that the UAV under the control of this method can
avoid obstacles accurately, solve practical problems effectively, it can effectively
solve the problems of the traditional methods in track control and obstacle
avoidance, it shows that the proposed method has practical application value.

Keywords: Embedded � Uav � Track control � Fuzzy algorithm

1 Introduction

UAV has the characteristics of light weight, low cost and strong adaptability. It has
become a research hotspot in many countries in the world. In the current local battle
dominated by information technology, UAV can achieve ideal results in reconnais-
sance, monitoring, guidance and strike. More and more countries also put the research
and development of UAV into their military development strategy. With the rapid
development of national economy, the flight area of UAV is becoming narrower and
narrower, which makes it difficult to meet the requirements of track control accuracy
and safety [1]. In order to improve the control accuracy of UAV’s lateral track, the
research results of excellent researchers at home and abroad in this field were inves-
tigated and analyzed [2].
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In reference [3], a three-dimensional path planning method based on the improved
ispo algorithm is proposed, which applies the ispo algorithm to the path planning, and
on this basis, the attraction effect between sub vectors is introduced, which effectively
overcomes the defect that the algorithm is easy to fall into the local optimal solution.
The simulation results show that the improved ispo algorithm has better precision and
ability in track planning, but there is a certain track deviation. In reference [4], a new
method of automatic acquisition of UAV’s illegal navigation trajectory data is studied.
The model of lidar signal and target scene’s action process is established. The mapping
part of each laser beam on the target scene surface is regarded as the laser footprint, and
the convolution calculation of the response function of the corresponding laser foot-
print of the laser beam and the time distribution function of the laser radar’s transmitted
signal is completed, The echo signal of the corresponding target area of the laser
footprint and the feedback of the laser radar signal are obtained. The distribution model
of the single imaging echo peak point trajectory is established based on the feedback
echo signal, and the navigation trajectory data of the UAV is obtained. For the actual
navigation trajectory and the predefined navigation trajectory of the UAV, the opti-
mized modified Hausdorff distance formula (MHD) is used to measure the matching
degree of the trajectory data, According to the experience setting threshold, if the
matching degree exceeds the threshold, it is considered that the actual trajectory does
not match the preset trajectory of the UAV, and the corresponding actual trajectory is
regarded as the illegal trajectory of the UAV, and the data of the illegal trajectory is
captured. The results show that the proposed method can detect the illegal trajectory of
the UAV in time, but the trajectory deviates from the actual trajectory.

In response to the above problems, the control method of UAV’s lateral track was
studied with embedded method. A mathematical model of track control based on fuzzy
algorithm is proposed. The track control equation of UAV is solved by controlling the
track of UAV, and the running state of UAV is described and controlled. In the case of
multiple UAVs, the navigation area of UAV is planned, and different control schemes
are proposed according to the requirements of different precision navigation control, so
as to effectively improve the accuracy of track control, ensure navigation safety and
fully meet the research objectives.

2 Automatic Track Control Method for Multi-UAV Based
on Embedded System

2.1 Mathematical Model of UAV Track Deviation

The track of multiple UAVs is complex, so it is necessary to control the track coor-
dinates with embedded method. In order to achieve the goal of precise track control,
firstly, the track range of UAV is positioned by using the fuzzy algorithm and coor-
dinate situation.

If z is the standard track, P and Q are the maximum and minimum DOF ranges of
the standard track, and U represent the resistance during navigation, then the standard
range of plane motion of UAV can be calculated by combining the fuzzy algorithm.
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x ¼ Uða� ct2 � 1
2
mÞ

y ¼ Pða� ct2 � mÞ
z ¼ Qða� ct2 � 2mÞ

8>>><
>>>:

ð1Þ

In the formula, a represents the route control system, c represents the moment of inertia
of the UAV’s centroid, the origin is centroid m, and t represents the inertia of
unmanned aerial vehicle during navigation. In the course of route control, it is nec-
essary to input the change of navigation deviation E in time, and adjust the parameter
coordinates in time by using the principles of adaptive proportional unit, integral unit
and differential unit. Let uz represents the output of the controller, N represents vari-
able parameters, and A represents non-linear functions. If the error variable range is
f1; fnf g, the input and output variables are uniformly distributed, and the adaptive

output characteristic formula is given.

DNðaÞ ¼ E1DuzðxÞþE2DuzðyÞþE3DuzðzÞ A� N½ �Dðfn � 1Þ ð2Þ

If T is the accuracy of proportional coefficient control system, a is the stability index of
integral coefficient control system and s is the dynamic characteristics of differential
coefficient control system.

DTðdÞ ¼ DNðaÞ � Duðs� 1Þ
DTðd� 1Þ ¼ DNða� 1Þ � Duðs� 2Þ ð3Þ

So far, the design of the mathematical model of track control has been completed.
According to the above attribute model, the method of effective multi-UAV track
control can be optimized [5, 6].

2.2 Area Range Control of Multi-UAV Track

Combined with the above algorithm, the embedded route tracking control device is
optimized to better stabilize the UAV heading and ensure the UAV navigation safety.
Combining the embedded method, the route information is rearranged and classified,
the UAV joint communication data is integrated, and the multi-UAV track is planned.
The data rearrangement method is as follows: Assuming that there are n data UAV
paths in the data integration system of multi-UAV network, K represents the trans-
mission vector of a certain target state, and its target state model algorithm is as
follows:

L ¼ NsC
i
nðSKn þHÞ ð4Þ

In the formula, S represents the process vector with an average value of 0, C represents
the state transition vector of UAV operation information transmission, H represents the
impact of noise control in the process of path information transmission, and i represents
the number of UAVs in operation [7–9].
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Ci
n�1 can be expressed by formula (5):

Ci
n�1 ¼ SnH

i=L ð5Þ

According to the above algorithm, UAV path transmission data are rearranged to
effectively control the hierarchical integration state of path management data. Further
calculation shows that the regional information transmission nodes can be judged by
obtaining the ranking results of information, so as to realize the hierarchical integration
of data of Multi-warship joint communication module. The track distribution of
regional information is shown in Fig. 1:

As shown in the Fig. 1, the UAV track automatic control system simplifies and
decomposes the complex track range into three closed-loop cascade modules, ensures the
rapid and accurate control andmanagement ofUAVcourse, defines three standard control
parameters in the track range, constitutes a fuzzy adaptive controller to control the UAV
track, and budget the UAV navigation deviation in order to control and manage the UAV
course quickly and accurately. In order to ensure the accurate and effective control of
multi-UAV track, UAV should be detected and corrected in time when deviation occurs.

2.3 Realization of Automatic Track Control Method for Multi-UAV

In order to ensure the UAV’s stable operation, the UAV’s motion control system is
planned [10, 11]. Accurate acquisition and accurate analysis of environmental data,
combined with the multi-UAV track area environment to develop the corresponding
navigation path. The route planning method of UAV is shown in Fig. 2:
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Fig. 1. Multi-UAV track area range management.
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Usually, obstacles in the process of UAV moving will repel the action of UAV and
form potential energy. Through investigation and analysis, it is found that the closer the
UAV is to the obstacle, the bigger the potential energy is, and vice versa, the smaller
the potential energy is. It can be concluded that the potential energy between the UAV
and the obstacle is inversely proportional to the distance. The UAV can move to the
target point quickly and accurately through the route planning step [12, 13]. It can be
concluded that the potential energy between UAV and obstacle is inversely propor-
tional to the distance. The potential energy function algorithm is as follows:

Un ¼ Ci
n�1=SnEmax; ðSn 6¼ 0;Emax 6¼ 0Þ
0; others

� �
ð6Þ

In the formula, n represents the distance between the point where the UAV is located
and the obstacle, and Sn is the weighted coefficient. Emax is the maximum range of the
two. When the value of E is not fixed, the repulsion force W affected by the obstacle
when the UAV collides with the obstacle is:
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Fig. 2. UAV track control steps.
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W ¼ �gradðUnÞ Sn=E2; E�EmaxðEmax 6¼ 0Þ
0; others

� �
ð7Þ

In order to avoid collision between UAV and obstacles, a minimum safety distance of
E0 can be set. At this time, the repulsion force W affected by obstacles when UAV
collides with obstacles can be modified as follows:

W ¼
SN

E � E0
� SN
Emax � E0

ðE�EmaxÞ
0; others

8<
:

9=
; ð8Þ

Among them, the size of W is affected by the size, speed of UAV and the sparseness of
obstacles in the environment [14–16].

Through the above steps, the control of UAV track can be accurately completed,
and the research requirements for the automatic control of multi-UAV track can be
achieved.

3 Simulation Experiment and Summary

In order to verify the operation effect of UAV track automatic control system, the
control parameters of classical UAV course controller are used as initial data, and
environmental interference factors are added into the simulation environment. The
comparative detection experiments of UAV’s track control deviation and route control
effect distribution were carried out, and the test data were recorded. Firstly, the com-
parative detection experiments are carried out under the same environment, and the
track control deviation tracking data of the traditional method and the present method
are recorded respectively for comparison. The specific data are shown in the Table 1
and Table 2.

Table 1. Data monitoring of trajectory control deviation tracking by traditional method.

Experiment
number

Self-propelled Real-time Position Deviation data
x
coordinate/m

y
coordinate/m

z
coordinate/m

Track
deviation
n/m

Heading
angle
deviation/w

1 0.45 0.75 0.65 0.16 22.89º
2 0.49 1.42 0.82 0.12 18.98º
3 2.45 1.26 0.71 0.33 12.21º
4 1.71 0.94 0.64 0.21 7º
5 1.62 0.18 0.64 0.54 9.24º
6 1.96 0.87 0.51 0.41 12.95º
7 1.70 0.63 0.49 0.52 13.41º
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According to the data from the Table 1 and Table 2, compared with the traditional
method, the overall deviation rate loudness of the proposed control method is relatively
low, and the accuracy of track control is relatively higher. This is because the method
in this paper combines with fuzzy algorithm to design the mathematical model of UAV
track control, using this model can accurately obtain route deviation parameters,
according to the deviation parameters can effectively correct the flight path of UAV, so
as to improve the accuracy of track control.

In order to further test the effect of the embedded multi-UAV track automatic
control method, the experimental environment is set as the route deviation environ-
ment. At the same time, two corners are designed for the UAV, which are distributed as
follows: uz < 90º small corner and uz > 90º big corner. In the same environment and
detection time, compared with the traditional method and the method in this paper, the
effect of track integration control is tested. The test results are shown in Table 3:

Table 2. Embedded track control deviation tracking data monitoring.

Experiment
number

Self-propelled Real-time Position Deviation data
x
coordinate/m

y
coordinate/m

z
coordinate/m

Track
deviation
n/m

Heading
angle
deviation/w

1 0.15 0.08 0.05 0.002 8º
2 0.29 0.07 0.02 0.07 10º
3 0.12 0.04 0.01 0.08 6º
4 0.08 0.02 0.04 0.09 0º
5 0.06 0.03 0.07 0.06 3º
6 0.07 0.06 0.09 0.05 5º
7 0.06 0.04 0.08 0.04 4º

Table 3. Comparison of the return effect of UAV in the case of navigation deviation.

UAV Control Proposed method Traditional method

Data interface RS–422 RS–422
Communication rate 9.2 9.0
Horizontal perspective 180/270 100/180
Scanning interval angle 0.9º 0.6º
Scan cycle 30 ms 40 ms
Work environment –20 °C–70 °C –20 °C–70 °C
Volume 145 * 170 * 140 145 * 170 * 140
Correction time 23.45 s 8.87
Overshoot 7.12 s 2.10
Speed 308 m/s 297 m/s
Angular velocity 0.2981 m/s 0.2981 m/s
Euler angles 80 60
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According to the above test results, it is found that the overall control effect of this
method is still higher than that of the traditional method under the same basic equip-
ment information such as data interface and number of data. This proves that compared
with the traditional method, the proposed method has better correction effect in the case
of navigation deviation.

Compare the track control effects of different methods in barrier free environment,
and the results are shown in Fig. 3.

It can be seen from the analysis of Fig. 3 that in the barrier free environment, the
actual navigation paths of the traditional UAV track control method and the control
method in this paper are respectively compared and detected. According to the
observation and detection results, there is little difference between the traditional
method and the control method. It shows that in the barrier free environment, the
traditional method and the method in this paper can guarantee the accuracy of the route.
This is because in the process of UAV track control, the environmental factors are fully
considered. On this premise, the UAV motion control system is accurately planned and
the reasonable navigation path is formulated.

In the process of UAV track control, due to the complex environment, in order to
ensure that the obstacles are corrected and controlled in time in the course of multi-
UAV route, and to avoid deviation, the contrastive detection of the track accuracy of
obstacle environment is further designed under the same link, and the test results are
integrated and plotted. The specific test results are shown in the following Fig. 4.
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As shown in the Fig. 4, the traditional UAV track control method and the actual
flight path of the control method in this paper are compared and detected in obstacle
environment. Observed results show that, compared with the traditional method, the
overall track of the control method in this paper is more consistent with the expected
track. In order to avoid obstacles effectively and ensure the safety of UAV navigation,
there will be small route deviation in the case of suspected track failure.

The analysis and comparison of the experimental results show that the overall
control accuracy of the embedded multi-UAV trajectory automatic control method is
relatively higher, which can effectively achieve the research objectives of solving the
trajectory deviation and avoiding navigation obstacles. The overall control effect is
much higher than the traditional method, and fully meets the research requirements.

4 Conclusion

Due to the fact that UAV is greatly influenced by the navigation environment shadow
and other factors, it is easy to cause track deviation and other problems, which is not
conducive to the safety and stability of UAV navigation. Therefore, an automatic
control method of UAV track based on fuzzy algorithm is proposed. The track of UAV
is tracked and controlled based on the indirect straight path of UAV navigation, so that
the track deviation of UAV can be corrected in time. In order to verify the effectiveness
of this method, a simulation experiment is designed. However, due to the limited time
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and the limited number of times, the experimental results show that this method has
high accuracy, and the track control of UAV is much better than the traditional method.

In addition to the conclusions summarized above, there are still some areas to be
improved if the method is to conduct real flight test, such as not verifying the influence
of constant wind on tracking speed in the actual flight process, not considering the
delay of communication, etc., which will be gradually improved in the future research.
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Yang Zhang and Xu Zhu(&)

Liaoning Communication University, Shenyang 110136, China
lsyyd2020@163.com, xuenne@163.com

Abstract. In the visual non-destructive rendering of three-dimensional ani-
mation images, the traditional visual non-destructive rendering method is slow,
so a visual non-destructive rendering method of three-dimensional animation
images based on large data is proposed. The theoretical model of pixel-by-pixel
time-domain denoising process is used to denoise, and GPU is used to achieve
time-domain consistent processing according to the denoising results. The non-
linear Kuwahara filter is used to smooth the three-dimensional animation image,
and the first-order differential operator is used to highlight the dramatically
changing pixels in the image, so as to detect the edge of the image. After
obtaining the distinct contour of the three-dimensional animation image, the
non-destructive rendering of the three-dimensional animation image vision is
realized. In order to verify the effectiveness of this method, the average ren-
dering speed of the proposed method is 83.2%, which is significantly higher
than that of the traditional method. The experimental results show that the
average rendering speed of this method is the highest, the image rendering effect
of this method is better, and the effectiveness of this method is verified.

Keywords: Big data � Three-dimensional animation � Image vision �
Non-destructive rendering

1 Introduction

Three-dimensional animation image usually consists of point, line, surface, volume and
other geometric elements and non-geometric attributes such as gray level, color, line
shape, line width, etc. [1]. From the point of view of processing technology, three-
dimensional animation images are mainly divided into two categories, one is composed
of lines, such as engineering drawings, contour maps, curved surface wireframe
drawings, and the other is similar to the shading of photographs, that is, commonly
referred to as realistic images. With the emergence of raster image display, three-
dimensional animation imagery has been greatly developed and widely used. With the
development of three-dimensional animation imagery, three-dimensional animation
imagery has been widely used. With its application, the visual non-destructive ren-
dering of three-dimensional animation images began to develop [2].

Graphic display devices are mostly two-dimensional raster displays and dot matrix
printers. From the representation of three-dimensional solid scene to the representation
of two-dimensional raster and dot matrix, image rendering is called rasterization. The
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raster display can be regarded as a matrix of pixels. Any graph displayed on the raster
display is actually a collection of pixels with one or more colors and gray levels. For a
specific grating display, the number of pixels is limited, the color and gray level of the
pixels are limited, and the pixels are of size, so the grating graphics are only
approximate actual graphics. How to make the grating graphics approximate the actual
graphics perfectly is the content of the grating graphics to be studied [3, 4].

At present, the commonly used highlight rendering methods are depth of field
rendering algorithm based on hierarchical anisotropic filtering [5] and 3D animation
image texture real-time rendering system [6]. For the input depth map, the pyramid of
depth map is constructed, and the discontinuous region is repaired. Combined with the
diffusion pattern distribution model, the fuzzy radius parameters of each point in the
scene are determined. According to the depth information, the depth map is rendered
layer by layer. The radius of the filter core of each layer is consistent with the radius of
the diffusion circle. Finally, the separated anisotropic Gaussian filter is used to quickly
get the rendering results. The latter first designs the hardware system of the rendering
system, which is composed of image client, image management node, storage node and
computing node. By drawing pixels of the corresponding coordinate points of the
texture of the rendered image model, the purpose of rendering the texture of the
animation image is achieved. Then, the bilinear algorithm is used to calculate the
texture rendering of 3D animation image.

Due to the slow speed of traditional visual non-destructive rendering method for
three-dimensional animation images, a new visual non-destructive rendering method
for three-dimensional animation images based on large data is proposed.

2 Visual Nondestructive Rendering of 3D Animation Images
Based on Large Data

2.1 Time Domain Consistency Processing

Firstly, time-domain consistency processing is used to reduce flicker in three-
dimensional animation images, and the consistency of three-dimensional animation
images in time-domain, i.e. between frames, is obtained. Because noise in time domain
exists between different frames, it can not be eliminated by processing a single image.
Considering the real-time requirement and the characteristics of graphics hardware
operation, a new solution based on large data is proposed, which achieves ideal results
with the help of graphics hardware, and has certain adaptive characteristics. Firstly, the
theoretical model of the pixel-by-pixel time-domain denoising process is used to
denoise the image. It is assumed that the color values of each unchanged position in the
three-dimensional animated image obey normal distribution, I�N l; r2ð Þ. Using In to
represent the color of x; yð Þ position in the n frame, suppose that a position in the three-
dimensional animated image does not change from the m frame to the n frame, that is,
Im, Imþ 1,…., If In is a sample of I, the theoretical model is as follows:
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As a basis for judging whether the pixel changes in frame nþ 1: If the deviation of
frame nþ 1 at this position is less than p, it is considered that there is no change, the
output color is �l. Otherwise, it is considered that the position changes in frame nþ 1
and output Inþ 1 Among them, S20 is a constant, which is the demarcation point of color
change caused by noise and change, and can be obtained by learning; S2 represents the
value of noise change; c is greater than 0, which is used to control the coefficients. It
needs to be given according to the performance of the equipment and the characteristics
of three-dimensional animation images. The theoretical model is used to define the
position color.

lnþ 1 ¼ Inþ 1 ð2Þ

In the formula, lnþ 1 represents the final position color and denoises again based on
the final position color:

S2nþ 1 ¼
S2n � N � 1ð Þþ l2nþ 1

N
ð3Þ

If there is noise in the position, as the processing proceeds, ln and S2n will gradually
calculate the variance of the color and noise of the position, which can be used as a
basis for judging whether the pixel in a new frame has changes other than noise. It is
easy to see that these two parameters have certain adaptability to the relatively slow
motion and change of objects in three-dimensional animation images. Although the
motion or change of objects in three-dimensional animated images will also affect ln
and S2n, the two parameters will be automatically corrected as processing proceeds. The
size of N reflects the sensitivity to change [7]. In addition, the selection of N also needs
to consider the frame frequency of the three-dimensional animation image.

After noise reduction, GPU is used to achieve time-domain consistent processing.
Firstly, the frame image of the three-dimensional animation image is loaded into the
texture in the main program, and then processed by GPU line operation. At the same
time, Render To Surface is used to save the operation results to the texture cache for the
next operation.
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2.2 Image Smoothing Processing

After the time-domain consistent processing, it is necessary to smooth the three-
dimensional animation image. By smoothing the image, a large range of color con-
sistency can be obtained, and a relatively uniform color in space can be obtained, so as
to achieve a better smoothing coloring effect [8]. At the same time, smoothing pro-
cessing has important local operation characteristics, which can be better processed by
parallel processing. In order to reduce the loss of boundary information, a non-linear
Kuwahara filter is used.

The principle of Kuwahara filtering is to select the average color of the most gentle
position near each pixel as the color of the current pixel.

Firstly, take a template of size J � K, where J and K belong to set
i 2 Z i mod 4 ¼ 1; i[ 4jf g, and then divide the template into four J þ 1ð Þ=2½ � �
Kþ 1ð Þ=2½ � size regions of size 1, 2, 3 and 4. There are overlaps of Jþ 1ð Þ=2½ � � 1 or

1� K þ 1ð Þ=2½ � between two adjacent regions, and one common pixel in the four
regions is located at the center of the template. Moving the template over the whole
image range, the average and variance of each small area are calculated for each
location, and then the least variance of the four regions is determined by comparison,
and the �I of the region is used as the color of the central position pixels of the template.

After filtering, the noise in the smoothed area will be greatly reduced, the color will
be more uniform, and the region information in the image will be well preserved. In
order to get as close as possible to the effect of smooth coloring, four times of
smoothing were carried out to obtain a larger range of color consistency [9]. In the
implementation, a single 5� 5 Kuwahara filter needs to be completed in two steps:
Firstly, the mean and variance of 3� 3 region around each pixel are calculated, and the
results are saved to the central pixel position of a small region. After calculating the
mean and variance, the mean and variance of the four vertices in 3� 3 rectangular
region near each pixel are checked, and the mean of the pixel with the smallest variance
is obtained as the result of this filtering. There are two reasons for this: (1) Operational
efficiency: if two steps are completed in the same process, each 3� 3 region will be
calculated four times, and only one time is needed to divide into two processes; (2) The
requirement of Pixel Shader program for program size: the number of instructions in a
ps_2_0 program can not exceed 256, which makes it difficult to complete the whole
algorithm.

After calculating the mean and variance, the mean and variance of the four vertices
in 3� 3 rectangular region near each pixel are checked, and the mean of the pixel with
the smallest variance is obtained as the result of this filtering. The specific image
smoothing process is shown in Fig. 1.
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2.3 Image Edge Detection

After the image smoothing process is completed, the image needs to be edge-detected
to obtain a sharp outline of the three-dimensional animated image. The first-order
differential operator is used to highlight the sharply changing pixels in the image [10].
First, calculate the Ix and Iy separately using two Sobel operators, and then take
mag rIð Þ as the final result. Two Sobel operators are the horizontal Sobel operator and
the vertical Sobel operator, respectively. The schematic diagram is shown in Fig. 2.

Select the color average of the most gradual 
position near each pixel as the color of the current 

pixel

Take a template and divide the template into four 
areas, four areas have a common pixel at the center 

of the template

Move the template across the entire image range

Calculate the color mean and variance of each small 
area

By comparison, the one with the smallest variance 
among the four regions is determined

Use the color of the area as the color of the pixel at 
the center of the template

4 smoothings to achieve a wider range of color 
consistency

View the mean and variance of the four vertex 
positions in the rectangular area near each pixel

Obtain the mean of the pixel with the smallest 
variance as the result of this filtering

Fig. 1. Specific image smoothing process
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2.4 Image Visual Lossless Rendering Implementation

After the image edge detection is completed and the sharp outline of the three-dimensional
animated image is obtained, the three-dimensional animated image is visually losslessly

(a) Horizontal Sobel operator

(b) Vertical Sobel operator

Fig. 2. Schematic diagram

414 Y. Zhang and X. Zhu



rendered based on the big data [11, 12]. First, real-time blanking is performed, and the
three-dimensional information is transformed by a projection transformation on a two-
dimensional display surface. Since the projection transformation loses depth information,
it often leads to the ambiguity of the image. To eliminate ambiguity, you must eliminate
occluded invisible lines or faces when drawing, customarily called eliminating hidden
lines and hidden faces, or simply blanking. The projected image obtained by blanking is
called the real image of the object [13]. The object of blanking is a three-dimensional
object. The simplest representation of a three-dimensional object is represented by a
planar polygon on the surface. The blanking result is related to the observation object and
also to the viewpoint.

Then the level details are simplified. The drawing complexity of the 3D scene is
very high. A complex scene may contain dozens or even millions of polygons. It is
very difficult to image the complex scene. Hierarchical detail simplification is to
improve the speed of image drawing by reducing the complexity of the scene.

Simplifying the level of detail requires the use of hierarchical detail display sim-
plification technology, which reduces the geometric complexity of the scene by sim-
plifying the surface details of the scene one by one without affecting the visual effect of
the picture, thereby improving the efficiency of the rendering algorithm. This technique
typically establishes geometric models of several different approximation degrees for a
primitive polyhedral model. Compared with the original model, each model retains a
certain level of detail. When observing objects from close proximity, a fine model can
be used. When observing objects from a distance, a rougher model is used. In complex
scenes, the complexity of the scene can be reduced, and the speed of image generation
can be greatly improved. This is the basic principle of hierarchical detail display and
simplification technology [14, 15].

However, it should be noted that when the viewpoint changes continuously, there is
a significant jump between the two different levels of the model, and it is necessary to
form a smooth visual transition between the adjacent levels of the model, that is, the
geometric transition. The generated sequence of photorealistic images is visually
smooth. The study of hierarchical detail techniques focuses on how to model the
different levels of detail of the original mesh model and how to create geometric
transitions between adjacent hierarchical polygon mesh models.

Hierarchical detail display and simplification is based on the geometric model of
the object scene. By reducing the geometric complexity of the scene, that is, reducing
the number of scene patches that the realistic graphics algorithm needs to render, the
efficiency of rendering the realistic image is improved. Requirements. However, for 3D
animated images, a technique capable of real-time realistic graphics rendering is
required, and this technique is required to be applied to a general computer [16–18].

In recent years, technologies that meet this requirement have begun to emerge, that
is, image-based rendering techniques. It starts from some pre-generated realistic images
and generates realistic images at different viewpoints through certain operations such as
interpolation, blending, and deformation. After generating realistic images at different
viewpoints, it is necessary to render non-photorealistic images of these realistic
images, including scientific data visualization processing and artistic style rendering
processing [19].
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Visualization of scientific data pays more attention to highlighting important
information and neglecting secondary information so that the most important data can
be more clearly expressed; artistic style rendering processing pays more attention to the
personalization and artistic expression of 3D animated images, combined with scien-
tific data. Visual processing and artistic style rendering processing realize visual
lossless rendering of 3D animated images.

3 Experimental Research

In order to detect the visual lossless rendering method of three-dimensional animated
images based on big data proposed in this paper, a comparative experiment was
designed.

3.1 Experimental Parameters

The parameters of this experiment are shown in Table 1:

Table 1. Experimental parameters

Project Data Environment

Data sources 3D animated image
library

Software environment: 3D animated image
support database

Hardware
accelerated
frame rate

18.54 fps

Algorithm
frame rate

0.06 fps

Experiment
platform

MATLAB R2014a

Memory 256 MB RAM Hardware environment:
NVIDIA GeForce FX 5600 graphics card,
Intel(R) Celeron(R) CPU 2.40 GHz
processor

Rendering
scene

Sponza scenes

Data source
approach

Get the actual parameters

Experiment
process

Visually lossless
rendering of 3D animated
images

Evaluation
basis

Rendering speed

Operating
system

Microsoft Windows XP
Professional (5.1,Build
2600)
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3.2 Experimental Process

The 3D animated image is supported by the database to collect the experimental 3D
animated images, and the 3D animated images are subjected to time domain uniform
processing, image smoothing processing, and image edge detection, thereby realizing
image visual lossless rendering and comparing the rendering speed. In order to ensure
the validity of the experiment, image depth of field rendering algorithm based on
hierarchical anisotropic filtering (Method 1), real time rendering system of 3D ani-
mation image texture (Method 2) is compared with the big data-based three-
dimensional animated image visual lossless rendering method proposed in this paper.

3.3 Experimental Results

The comparison results of rendering speed of different methods are shown in Fig. 3.

It can be seen from Fig. 3 that the maximum speed of visually non-destructive
rendering of 3D animation images using Method 1 is about 80%; the maximum speed
of visually non-destructive rendering of 3D animation images using Method 2 is about
60%; and the use of 3D based on big data Animated image visual lossless rendering
method The highest rendering speed for visually lossless rendering of 3D animated
images has reached more than 90%. By comparing the average rendering speed, it can
be seen that the average rendering speed of the 3D animation image visual lossless
rendering method based on big data is higher than the existing method, which proves
the superiority of the method. This is because the proposed method uses pixel by pixel
time domain noise reduction to deal with the noise in the image, and uses GPU to
achieve time-domain consistent processing according to the denoising results, which
reduces the noise interference on image rendering and improves the rendering speed.
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Fig. 3. Rendering speed comparison
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In order to further verify the effectiveness of the proposed method, taking the line
elements in the 3D animation image as the object, different methods are used to render
the lines in the 3D animation image, and the results are shown in Fig. 4.

From the analysis of Fig. 4, it can be seen that the difference between the lines
rendered by the proposed method and the reference lines is small, and the lines can be
completely presented, which is basically consistent with the reference lines. However,
in method 1, there is a phenomenon that the ends of the lines are not connected and
there is a gap; although method 2 obtains complete closed lines, there are a lot of rough
lines. Therefore, the proposed method can render the image better.

4 Conclusion

Image rendering is the process of transforming three-dimensional light transfer pro-
cessing into a two-dimensional image. Scenes and entities are expressed in three-
dimensional form, which is closer to the real world and easy to manipulate and change.
Before rendering the 3D animated image, you need to prepare 3D geometric model
information, 3D animation to define information and material information. The 3D
geometric model is obtained by 3D scanning, 3D interactive geometric modeling and
3D model library to obtain 3D animation definitions. Motion design, motion capture,
motion calculation and dynamic deformation are used to obtain materials from scanned
photos, computer calculated images and human paintings. Get it out of the picture. The
work to be done in image rendering is to generate images by geometric transformation,
projection transformation, perspective transformation and window clipping, and then
through the acquired material and light and shadow information. After the image is
rendered, the image information is output to an image file or a video file, or to a frame
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buffer of the display device to complete the graphics generation. The experimental
results show that the visual lossless rendering method based on big data and 3D
animated image can reduce the amount of calculation and improve the rendering speed,
and the image rendering effect is good.
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Visual Reconstruction of Interactive Animation
Interface Based on Web Technology
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Abstract. The human perception that more than 80% of the external infor-
mation is visually acquired, therefore, in the interactive animation interface
design, the visual effect is very important. In this background, an interactive
animation interface visual reconstruction method based on Web technology is
proposed. The method is mainly described by two aspects, firstly, the related
description is carried out on the Web technology, and then the visual recon-
struction of the interactive animation interface is realized by using the tech-
nology, and the method comprises the visual feature extraction, the visual
feature matching and the visual feature 3D reconstruction. The results show that,
after the visual reconstruction, the visual effect of the interactive animation
interface is improved, and the visual existence in the design of the interactive
animation interface is solved.

Keywords: Web technology � Interactive animation interface � Visual
reconstruction

1 Introduction

In the 1970s, the American futurist Alvin Towler put forward the view that “the service
industry will eventually outpace the manufacturing industry and the experience pro-
duction will surpass the service industry” in “the impact of the Future”. The devel-
opment of the “Experience Economy”, it is the improvement of the degree of human
civilization, how to meet the growing material and cultural needs of people, and to
improve the interactive experience is an important research subject of the present
designer [1]. Interactive animation participation interface design provides users with a
self-help experience, in a more free, natural, friendly, multi-channel information
transmission, through the visitors' multi-sensory information transmission. In the pre-
sent day of information explosion, the information transfer mode is rapidly inserted into
the design field with the characteristics of interactivity, nonlinearity, entertainment,
accuracy and the like, so as to construct between the person and the person, between
the person and the product, between the product and the product, The interaction
network between people and the environment increases the effectiveness of product
communication. Reflects the design of “people”-oriented concept, around the needs of
people, to meet the needs of people. Animation is realized in a variety of ways, such as
traditional hand-painting, three-dimensional production, physical animation, and so on.
In addition, some network editing software flash, dreamweaver, toombom can achieve
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animation effect according to the need. However, the interactive animation interface
designed by these techniques is not very good in visual effect, and user experience is
poor. Aiming at the above problems, a visual reconstruction method of interactive
animation interface based on Web technology is designed in order to enhance the visual
characteristics of interactive animation interface design [2]. Methods the application of
Web technology was analyzed firstly, and then the visual reconstruction of interactive
animation interface was described. Finally, the visual effect of interactive animation
interface is improved after visual reconstruction using this method.

2 Visual Reconstruction of Interactive Animation Interface
based on Web

Interactive animation refers to an animation that supports event response and interac-
tion in the play of an animated work, that is, a certain control can be accepted when the
animation is played. This control may be a certain operation of the animation player or
may be an operation prepared in advance at the time of the animation production. This
interactivity provides the audience with the means to participate in and control the
content of the animation, so that the audience can change from passive acceptance to
active selection. Interactive design is the design of the user and the product interaction
process, the way, and so on [3]. Interactive media systems are more acceptable to users,
more satisfying, easier to learn and master, and more cooperative. Not only can
obviously improve the product friendliness. So that the original monotonous, rigid
information transfer system interface becomes more gorgeous, has affinity. More
importantly, it can increase the efficiency of information transmission, and achieve a
better effect of information promotion.

WEB technology refers to the development of Internet application technology,
generally including WEB server technology and WEB client technology. The anima-
tion produced by web technology has the characteristics of short and small, so it is
widely used in the design of web page animation. In order to become the current web
page animation design one of the most popular technology.

The visual reconstruction of interactive animation interface is aimed at transmitting
visual and natural information through the picture. Therefore, some necessary design
principles should be obeyed to ensure the visual display of the interface. They include
clarity, simplicity, novelty, beauty, kindness, efficiency, and consistency [4].

2.1 Web Technology

WWW is the abbreviation for Word Wide Web, also known as Web. And is a network
information service based on a TCP/ IP protocol. The Internet is a network connecting
the global computer network, which is used to share the resources of the global
computer. The Internet and the Web are two different concepts, and the Internet is the
basic platform of the Web, and the Web is an application layer service on the Internet
platform. It allows computer users to locate and read information resources such as
text, graphics, animation, audio and video from all corners of the world. These
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resources can be linked through hyperlinks, logically forming a huge “information
network” around the world.

So far, there are four techniques available for visual reconstruction of interactive
animation interfaces: CGI (Common Gateway Interface), ASP (Active XServerPage),
PHP(Personal Home Page) and JSP (Java ServerPage). But if we want to realize the
dynamic web page under the existing technology, we can only adopt CGI, because at
present, the web technology does not support the visual reconstruction such as ASP,
PHP and so on [5].

CGI provides a channel for Web servers to execute external programs, a server-side
technology that makes browsers and servers interactive. CGI programs belong to an
external program and need to be compiled into executable files to run on the server
side. Its application structure is shown in Fig. 1.

The browser sends the interactive animation interface-related data to the Web
server, the Web server sends the data to the CGI program using STDIN, after executing
the CGI program, you may access some documents that store the data, and finally use
STDOUT to output the visual refactoring result file. Web server sent back to the
browser to display to the user.

CGI programs can be written in any programming language, such as shell scripting
language, Perl, Fortran, Pascal, C language, etc. But UC Linux does not support the
language of Perl, Fortran, and so on, and the C language is not well-related to the
platform, so we choose to use the C language to write CGI programs. In addition, the
web does not support the database, so the data that needs to be saved can only be saved
to the file, and the CGI query data is also a query of the files, rather than accessing the
database.

Browser

Web server CGI program

Resources

Sadin

stdout

Fig. 1. CGI program running flow
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2.2 Implementation of visual reconstruction of interactive animation
interface

In that follow, the visual reconstruction flow of the interactive animation interface is
realized by the above-mentioned Web technology, as shown in Fig. 2 below.

All the above visual reconstruction steps are completed under the guidance of the
program written by Web technology.

(1) Visual feature extraction

The scene of interactive animation includes logical scene and visual scene. The
logical scene reflects the content information of animation from the logical feature, and
the visual scene reflects the content information of animation from the visual feature.
Therefore, visual feature extraction is the basis of visual reconstruction. At present,
there are two main methods to extract feature points.

Methods based on contour lines: this method first extracts the edge of the image
from the interactive animation interface, then searches for the maximum curvature
point on the chain composed of edges, or approximates the edge with polygons, and
then calculates the vertices of polygons as feature points [6]. Asada and Brady extract
the feature points from the edge profile curve and, in order to get robust results, they
also introduce a multi-scale framework. This approach is very similar to the method
proposed by Mok 'harian and Machworth using the deformation point on the curve.
Mediumi and Yasumot. The B-spline function is used to approximate the contour
curve, and the characteristic points are the places where the curvature changes most on
the B-spline number function. Horaud first extracts the part of the line from the contour
line, and these lines are grouped according to certain rules. The intersection point of the
line in each group is the characteristic value.

Start

Visual feature 
extraction

Visual feature 
matching

3D reconstruction of 
visual features

End

Fig. 2. Process of visual reconstruction of interactive animation interface
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Method based on gray value. This kind of method firstly defines an operator and
extracts the feature points by searching the extreme value of the operator on the
grayscale changing image. In 1978, Beaude proposed a method of detection based on
the rotation invariant. Dreschler and Nagel used the Gaussian curvature principle in the
detection process. Kitchen and Rosenfeld proposed a method of finding a feature point
along the gradient change direction of the edge of the interactive animation interface.
Noek attempts to give a theoretical formula for corner detection with differential
geometry, and he plans the principle of detection under the Plessey's algorithm [7]. In
1988, Harris and Stephen proposed the Harris operator.

Here we collect the Harris operator to complete the point detection in the feature.
First, the average gradient square matrix of each pixel in the image is calculated.
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I x;yð Þ
x

2 I x;yð Þ
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y
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5 ð1Þ

Of which, I x; yð Þ is coordinate x; yð Þ in the ima The grayscale of the point;
In order to quickly find the gray pixels of the image, this paper defines an index GI

to judge the pixel gray value in the logarithmic range, and the expression is:
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In the formula: HIclog pð Þ represents the local area operator for identifying gray
pixels in the logarithmic range, namely:

HIclog pð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
q2x pð Þ

Iclog qð Þ � I�c
log pð Þ

s0
@

1
A ð3Þ

Among them, xp represents the local neighborhood with p as the center and size
3� 3, Iclog qð Þ represents the result of taking the logarithm of the c c 2 r; g; bf gð Þ
component Ic pð Þ of p, Iclog qð Þ is the partial mean of Iclog pð Þ in neighborhood x pð Þ.
Assuming HIclog pð Þ ¼ HIglog pð Þ ¼ HIblog pð Þ and GI pð Þ ¼ 0, p is a standard gray pixel.

In order to remove the pixels with extremely low light, modify GI to obtain the
following formula:

GI� pð Þ ¼ GI pð Þ
E pð Þþ e

ð4Þ

In the formula, E pð Þ ¼ Ir pð Þþ Ig pð Þþ Ib pð Þ� �
=3 represents the brightness value

of pixel p, and e represents a small positive number, which can avoid the situation
where the denominator is zero. Therefore, it can be concluded that the pixel E pð Þ in the
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area with extremely low light is also low, and the GI� value will rise, and it will not be
considered as a gray pixel.

If the two eigenvalues of the mean gradient square matrix corresponding to a point
are larger, then a small movement near the point will result in a larger gray level
change, which means that the point is a corner point. Corner response functions are:

R ¼ det S x; yð ÞGI� pð Þ � k trace S x; yð Þ½ �½ �2 ð5Þ

Where, k Set to 0. 04 (recommended by Harris).
Any pixel satisfying R greater than a certain closed value T is considered to be a

feature point when the feature points are extracted by the formula above. The closed-
value T depends on the attributes of the actual image, such as size, texture, etc., but
because T has no intuitive physical meaning, its specific value is difficult to determine,
Therefore, the method of indirectly determining T is adopted in the experiment: we
only need to give the maximum number of possible feature points to be extracted in the
image, that is, Smax, matching program to sort the possible feature points according to
R value. Then some pixels with maximum R value are selected as feature points
according to Smax. When you actually match, you should constantly adjust the Smax
according to the matching result [8].

(2) Visual Feature Matching

The goal of the initial match is to determine a set of candidate matching pairs.
Candidate matching pairs can contain a large number of mismatches, all of which will
be eliminated in subsequent robust matching processes as well as in the reconstruction
process. Binocular stereo matching is based on a point matching criterion, according to
some characteristics of the visual image. At present, visual feature matching mainly
includes gray-scale correlation-based matching, feature-based matching and model-
based matching. Among them, gray-scale correlation-based matching is a classical
method of image matching. Based on the gray-scale information, the visual interface
image is statistically analyzed, and gray-scale correlation and similarity are used as
correlation matching decision. Search and match according to one or more similarity
measures. In this chapter, the feature point matching method based on gray-scale
correlation is adopted [9].

The basic idea of matching based on gray scale correlation is as follows: firstly,
geometric transformation is done to the visual image of the registration animation
interface, and then an objective function is defined according to the statistical char-
acteristics of the gray level information, which is used as a similarity measure between
the reference image and the transformed image. So that the registration parameters are
obtained at the extreme value of the objective function, which is used as the criterion of
registration and the objective function of the optimization of registration parameters, so
that the registration problem can be transformed into the extreme value problem of
multivariate functions. Finally, the correct geometric transformation parameters are
obtained by a certain optimization method, as shown in Fig. 3 below.
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The performance of this kind of algorithm mainly depends on the similarity mea-
sure and the choice of search strategy. The selection of matching window size is
also a problem that must be considered by this kind of method. Large windows may
be mismatched, and small windows can not cover enough intensity changes.
Therefore, the size of the matching region can be adjusted adaptively to achieve
better matching results [10].

Start

Geometric transformation of visual 
image of registration animation 

interface

Define an objective function according 
to the statistical characteristics of gray 

information

Computation of similarity measure 
between image and transformed image

End

Obtaining registration parameters

The Judgment Criterion of 
Registration and the Object Function 

of Optimizing Registration Parameters

Transforming Registration Problem 
into Extreme Value Problem of 

Multivariate Function

Getting the correct geometric 
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Fig. 3. Visual feature matching based on Gray-scale correlation

Visual Reconstruction of Interactive Animation Interface Based on Web Technology 427



(3) Visual Feature 3D Reconstruction

Visual reconstruction is the ultimate goal of this study [11]. Feature extraction and
stereo matching in the above two chapters are the basis and precondition of visual
reconstruction. In this paper, binocular stereo vision technology is used to reconstruct
interactive animation interface. Its principle is as follows: firstly, two images of
interactive animation interface are obtained by binocular camera, based on parallax
principle [12]. The trigonometric principle is used to recover the 3D geometric
information of the scene [13, 14], and then the 3D shape of the interface is recon-
structed, as shown in Fig. 4 below.

Start

Animation 
interface

Extraction of 
feature points

Feature point 
matching

End

Delete error 
matching points

Constructing
Basic Matrix

Singular Value 
Decomposition 

of Matrix

Computing
spatial 

coordinates

Texture paste

Visual
reconstruction

Fig. 4. Process of 3D reconstruction of visual features

428 X. Zhu and Y. Zhang



3 Experimental Results and Analysis

The purpose of this study is to improve the visual quality of the interactive animation
interface, which is more humanized and better reflected in the interactive performance.
So in this simulation experiment, the visual effect of the interface before and after
visual reconstruction is taken as the object, and the visual effect of the interface before
and after visual reconstruction is taken as the object. Carry out experimental analysis.

Fig.5 below shows the interactive animation interface for visual reconstruction.

Now, using the method mentioned in the above-mentioned article to perform the
visual reconstruction, the visual effect evaluation is carried out on the two interfaces
before and after the visual reconstruction by the expert evaluation method, and the
result of the evaluation is shown in Table 1 below.

Fig. 5. The interactive animation interface to be visually reconstructed

Table 1. Expert Assessment score (score).

Expert Before Visual Reconstruction After Visual Reconstruction

1 92 98
2 89 97
3 88 97
4 90 96
5 88 98
6 88 97
7 90 98
8 91 96
9 92 97
10 89 97
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In order to reduce the subjectivity of the expert screen evaluation, the weight
conversion calculation is carried out, and the results are shown in Table 2 below.

As can be seen from Table 2, the average weight of interface visual effect after
visual reconstruction is 0.9516, while the average weight of interface visual effect
before visual reconstruction is 0.8695. The comparison between the two shows that the
performance of the visual reconstruction method is better.

On this basis, the time of interface reconstruction is recorded and counted, and the
statistical results are shown in Fig. 6.

Table 2. Evaluation results weights

Expert Before Visual Reconstruction After Visual Reconstruction

1 0.8798 0.9547
2 0.8567 0.9514
3 0.8642 0.9514
4 0.8754 0.9474
5 0.8642 0.9547
6 0.8642 0.9514
7 0.8754 0.9547
8 0.8788 0.9474
9 0.8798 0.9514
10 0.8567 0.9514
Average value 0.8695 0.9516

Fig. 6. Comparison of Interface Reconstruction
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.
As shown in Fig. 6, the proposed method has short time, obvious advantages and

high practical application.

4 Conclusion

To sum up, visual reconstruction has always been one of the focal points and hot spots
in interactive animation interface research. In order to generate a synthetic environment
for known objects and virtual objects, the research on reconstruction methods is of
great academic significance and application value both in computer vision and in
engineering applications. In order to solve the problem of poor visual effect of inter-
active animation interface, a visual reconstruction method of interactive animation
interface based on Web technology is proposed in this paper. Finally, after the visual
reconstruction of interactive animation interface with web technology, the visual effect
is better, which achieves the purpose of this study.
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Abstract. The traditional micro image surface defect detection system had
slower running speed and less detection precision, which made the detection
system operate inefficient and could not meet the requirements of small image
surface defect detection. To this end, the optimization design of the micro image
surface defect detection system based on machine vision-based big data analysis
was carried out. The system design was optimized with MATLAB 7.0 pro-
gramming environment; MATLAB technology was used to process small
images to visualize calculation results and programming; The filtering of the
micro image was detected by the method of spatial domain filtering to complete
the detection task of the surface defect of the micro image. The design method
was validated and the test data showed that the micro image surface defect
detection system ran faster and the detection was more precise. The detection
accuracy was 92% and the detection quality was high.

Keywords: Machine vision � Micro image � Surface defect � Big data �
Detection technology

1 Introduction

With the continuous expansion of machine vision products, the application in the field
of machine vision has become more and more extensive, and the visual performance
has been improved as never before. Machine vision is a multi-disciplinary interdisci-
plinary subject involving image processing, artificial intelligence, pattern recognition,
etc. The industries applied include industry, agriculture, military and defense, traffic
management, remote sensing image analysis [1, 2]. For example: defect detection and
measurement of parts in industry, detection of agricultural product quality, military
sonar imaging, identification of vehicles or license plates in traffic management.
Machine vision applications are the most common in the industrial industry. Machine
vision systems can replace manual inspection, identification and classification of
smaller parts, control their production processes, and improve product quality and
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production efficiency. Therefore, it is of great significance to study the micro image
surface defect detection technology under machine vision big data analysis.

2 Inspection System Overall Design

2.1 Overall Design of Micro Image Surface Defect Detection System

A complete machine vision based defect detection system captures images through an
image acquisition system. The image processing module receives the image and pro-
cesses the image, converts it into a digital signal, and then performs preprocessing,
image enhancement, defect segmentation, feature extraction on the digital image, and
finally realizes classification of product defects. The research process is shown in
Fig. 1.

The overall design of the micro image surface defect detection system mainly
includes two parts: hardware structure design and software algorithm design.
According to the function division, the whole system can be divided into four modules:
industrial camera, optical lighting system, image processing module and automatic
detection result module [3, 4]. Among them, the industrial camera and the optical
lighting system belong to the hardware component, and the image processing module
and the automatic detection result module belong to the software component.

The object to be measured is placed on the stage, and the image of the part is
acquired by the CCD camera through the uniform illumination of the LED light source,
the collected image is transmitted to a computer for image processing, and the char-
acteristic parameters are extracted to realize the identification and classificationof the
defective image, and finally complete the detection task of the system [5].
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product
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Fig. 1. Overall flow chart of micro image surface defect detection system
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2.2 System Hardware Design

Image sensors, also called photosensitive elements, are widely used in digital cameras
and other electro-optical devices. Image sensors which are currently used most are
CCD and CMOS.

CMOS sensors are semiconductors made from two chemical elements, silicon and
germanium, which perform their functions due to positive and negative charge tran-
sistors on CMOS. In industrial cameras, CCDs are the most widely used, and CMOS is
gradually being applied to HD surveillance cameras. Because CMOS has the charac-
teristics of high integration, low power consumption, fast speed, etc. With the rapid
development of CMOS technology, the effect of CMOS is getting closer to the effect of
CCD, and there is a tendency to gradually replace CCD [6].

The advantage of CCD device is that it has the advantages of high integration, low
power consumption, small pixel and low noise, which makes CCD widely used in three
fields of camera, signal processing and storage. Compared with CMOS, first of all,
CCD can convert light into electric charge and transfer charge storage, and can also
take out the stored charge to make the voltage fluctuate. It is the ideal camera original.
Secondly, in the case of the same pixel, the size of the photosensitive device is also the
same, and the sensitivity of the CCD device is higher than that of CMOS. Thirdly,
under the same conditions, the CCD sensor can use a large area, can receive and output
a strong photoelectric signal, the acquired image has high definition, less noise, and the
seismic effect is also very good [7].

The micro image surface defect detection system designed in this paper uses the
BB-500GE industrial digital camera developed by JAJ Company of Denmark to obtain
images. It features high resolution, high precision, low noise, etc. It uses Gigabit
Ethernet interface processing functions, and is easy to install and use. It is the first
choice for indoor and outdoor industrial inspection applications. Compared with for-
eign products of the same grade, this camera has obvious price advantage and is widely
used.

In machine vision systems, the main goal of the illumination system is to select the
light source that fits the system and project the light onto the object to be measured,
mainly to highlight the contrast between the target and the background. A good lighting
system can avoid problems such as flowering, glare, overexposure, etc., and can
improve the resolution of the entire system. As it can improve the accuracy and
stability of the system and simplify the operation of the software, so the lighting system
is the key to obtaining high quality images [8].

After the light source is determined, the correct illumination mode should be
selected according to the characteristics of the object to be measured. When used in a
specific environment, the choice of light source needs to be considered: the charac-
teristics of the object, the state of motion, the application environment, and the type of
camera used. There are four lighting methods, the first one is forward illumination [9,
10]. Forward illumination is to place the light source on the front of the object and the
camera. Using the reflection principle of light on the surface of the object to be
measured, the scratches, defects and important details of the surface of the object can
be well displayed, which is convenient for subsequent experiments and research, for-
ward lighting is the preferred method of illumination for most applications.
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The second is backward illumination. Backward illumination is to place the object
on the middle of the camera and the light source, which can clearly outline the edge of
the object to be measured, and is suitable for observing the shape of the image.

The third is structured light illumination. The structured light illumination is a
distortion generated by a line source or a grating projected onto the object to be
measured, and the three-dimensional information of the measured object is calculated.

The fourth is stroboscopic illumination. The illumination is to illuminate a high
frequency light pulse onto the object, requiring the camera to be synchronized with the
light source.

2.3 Software Design

The defect detection process based on machine vision includes preprocessing, seg-
mentation, defect feature extraction and classification of images. As shown in Fig. 2,
The collected micro images are processed by the defect detection algorithm, and finally
the surface defects of the micro images are detected, thereby achieving the purpose of
detecting and controlling the micro image quality. However, the implementation of the
defect detection algorithm requires a powerful development environment. The micro
image surface defect detection designed in this paper is based on the MATLAB7.0
programming environment.

MATLAB is a high-tech computing environment released by Mathworks Corpo-
ration of the United States. It is a combination of the word matrix & laboratory,
meaning a matrix factory. MATLAB has perfect image processing capabilities to
enable visualization of calculation results and programming; MATLAB also has a
feature-rich toolbox, and can also directly call C, C++, and JAVA to meet the different
needs of users. MATLAB’s ability to handle matrix operations determines its unique
advantages in digital image processing, and MATLAB’s analysis toolbox also supports
indexed images, grayscale images, image filtering and other functions, which is of great

Show that 
defect

Feature
extraction The output

Pretreatment

Classification

Segmentation

Fig. 2. Machine vision based defect inspection system diagram
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help to the development of this topic. The software part of the surface defect detection
system for micro images mainly consists of image preprocessing module, defect seg-
mentation module, defect feature extraction and selection module.

The captured image is often plagued by noise due to interference from the light
source, camera and environment [11, 12]. During the detection process, noise and
defects are very confusing, reducing system performance, affecting the results of the
experiment, and also having a serious impact on subsequent feature extraction pro-
cesses [13, 14]. Therefore, the acquired image is filtered before image processing.
Commonly used filtering methods include median filtering and averaging filtering.

Defect detection technology mainly studies the detection and classification of
defects on the gear surface. Image segmentation technology divides defects from
images and lays the foundation for subsequent classification of defects. Common
methods for image segmentation include region-based detection methods and edge-
based detection methods.

Describing the characteristics of the target area in the image can be started from the
following aspects: gray statistical features, geometric features, algebraic features,
intuitive features, topological features and transform domain features, As shown in
Fig. 3. Feature extraction is to extract the attributes and parameters that can describe
the characteristics of the target from the target, identify different defects, and extract the
different parameter characteristics, which feature to use depends on the problem.

The defect classification is mainly to realize the automatic extraction and classifi-
cation of the defects extracted from the image according to its own characteristics,
which is mainly realized based on the processing of image processing and feature
extraction. Commonly used defect feature recognition methods include artificial neural
network pattern recognition method and fuzzy pattern recognition method. Which
defect identification method to choose depends on the specific characteristics of the
application and the defect.
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3 Key Technology for Detection

The result of scanning an image according to a rectangular scan grid is that a one-
dimensional integer matrix corresponding to the image is generated. The position of
each element (pixel) in the matrix is determined by the order of scanning, and the gray
value of each pixel is determined by the sample, an integer representation of the gray
value of each pixel is obtained after quantized. Therefore, the result of image acqui-
sition is to digitize a continuous image of nature and finally obtain a digital image. It
generally has two common representations: the first is an array representation of
grayscale images, as follows:

Let continuous images f ðx; yÞ be sampled at equal intervals and arranged in M � N
array (generally square matrix N � N) as shown below,

f ðx; yÞ ¼
f ð0; 0Þ � � � f ð0;N � 1Þ
f ð1; 0Þ � � � f ð1;N � 1Þ
f ðN � 1; 0Þ � � � f ðN � 1;N � 1Þ

0
@

1
A ð1Þ

The second is binary image representation. In digital image processing, in order to
reduce the amount of calculation, the grayscale image is often converted into binary
image processing. The so-called binary image is only two gray levels of black and
white, that is, the pixel gray level is 1 or 0.

The micro image stitching is to use the overlapping part information between the
collected local images, and align and splicing each other to realize the full scene
generation global image. The acquisition of tiny images is a process of collecting
sequence images. The adjacent images will have overlapping parts. The overlapping
partial image information is used to splicing all the local images to form a complete
image, which gives a visually intuitive effect. The quality of the image surface is
clearly visible, which involves the registration and splicing of the image.

The small image surface defect visual inspection system in this paper uses CCD
camera as the sensor. In the process of collecting and transmitting, the small image is
affected by various noise pollution and other factors, which degrades the image quality
and affects the reliability of the detection result. Therefore, it is necessary to perform
accurate filtering processing. After these processes, the quality of the output image is
improved to a considerable extent, and the edges of the image are more intuitive, which
not only improves the visual effect of the image, but also facilitates the computer to
analyze, process and recognize the image.

The spatial domain filtering method is implemented in the image space by means of
a template for neighborhood operation. A template is a one-dimensional array, and the
value of each element in the template determines the functionality of the template. The
template operation implements a neighborhood operation, that is, the result of a certain
pixel point is not only related to the gray level of the pixel, but also related to the gray
level of the neighboring pixel point. The description of the template operation in
mathematical operations is a convolution (or cross-correlation) operation. Template
operation is an operation method often used in digital image processing. Image fil-
tering, sharpening and refinement, and edge detection are all used in template
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operations. The filtering is divided into two types: linear and nonlinear. The simplest
linear filter is a local mean filter. The algorithm is that the gray value of each pixel
f ðk; lÞ is replaced by the mean, hði; jÞ of the gray values of the points in the local
neighborhood indicated by its template. The mean calculation formula is as follows:

hði; jÞ ¼ 1
M

X

k;j2N
f ðk; lÞ ð2Þ

h ¼ i; jj j2
2

ð3Þ

Where M is the total number of pixels contained in the neighborhood N; f ðk; lÞ is the
gray value at the position ðk; lÞ in the neighborhood N.

4 Experimental Results and Analysis

In order to ensure the effectiveness of the micro image surface defect detection system
proposed in this paper, experimental demonstration is carried out. In the experiment,
the image of 1–5 in the micro picture feature library was selected as the verification
sample of the model. The experimental data is shown in Table 1 and Table 2.

It can be seen that if the relative error range of the qualified product is set to 12%,
and all the others are unqualified (including the unrecognized all the records are
unqualified), then, among the five tiny bearing pictures in the sample, one of the total of
four qualified was judged as unqualified; All with one originally failed are judged as
unqualified. The statistical table is shown in Table 2. The correct recognition rate of the
model is 92%, which fully demonstrates that the micro image surface defect detection
system under machine vision big data analysis has high accuracy, reliability and safety.

Table 1. Error verification table and error results

M1 M2 M3 M4 Desired output error

1 1.03 1.10 −0.97 0.19 1 −0.62
2 1.04 1.18 0.03 0.01 1 −0.06
3 1.02 1.17 −0.17 0.12 1 −0.13
4 1.06 1.42 0.27 0.03 1 −0.01
5 1.03 1.21 −0.41 0.21 1 −0.07

Table 2. Verification sample situation statistics

The total number of samples

Number of qualified 4 Unqualified number 1
Qualified Unqualified Qualified Unqualified
3 1 0 1
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On this basis, the detection error is taken as the test index, and the comparison
results are shown in Fig. 4.

As shown in the figure, the detection error of the traditional method fluctuates
greatly, about 0.2, while the detection error of the proposed method is about 0.05,
which has obvious advantages and high practical application.
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Abstract. Aiming at the problem that the accuracy of the frame strength
detection method is not high, the strength detection method of the subway
vehicle bogie frame is studied in the big data environment. Firstly, the new
structure of the subway vehicle steering frame is taken as the research object.
The CATIA software is used to carry out the solid modeling of the subway
steering frame to construct the frame 3D model to obtain the frame strength
detection parameters. Then, the frame test rig is built, and the strength test of the
frame test rig is carried out by the finite element model of the frame strength
detection to realize the strength detection of the subway vehicle bogie frame.
The simulation experiment is carried out to verify the detection accuracy of the
strength detection method of the metro vehicle bogie frame. The experimental
comparison shows that the strength detection method of the metro vehicle bogie
frame is higher than the traditional frame strength detection method.

Keywords: Big data environment � Subway vehicles � Bogies � Frame strength
detection � CATIA software

1 Introduction

Since the structural reliability of rail vehicles is an important factor to ensure the safe
operation of rail vehicles, and the running of rail vehicles has a tendency to develop at a
high speed, its safety has received more and more attention [1]. However, in the current
design, traditional quantitative design methods are still used, which often cannot meet
the requirements of actual strength testing of vehicle parts. As an important part of the
vehicle system, the reliability of the subway steering frame is extremely important for
ensuring the safe operation of the subway vehicle, which is directly related to passenger
safety and comfort [2]. During the operation of the subway vehicle, the bogie is
subjected to various loads while ensuring that the vehicle has good dynamic perfor-
mance. The bogie frame is an important component of the bogie. It integrates the wheel
axle box device, the spring damper device, the traction drive device, the basic brake
device, the vehicle body suspension device, etc., to bear the load and transmit the load.
Whether the structure of the structure is reasonable or not directly affects the running
quality, power performance and driving safety of the vehicle. The strength and rigidity
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of the frame will affect the service life of the metro vehicle bogie, the smooth running
of the vehicle and the comfort of the passengers. It is also related to the economics of
the subway operation.

At present, researchers have done a lot of research on the structural strength
detection methods of metro vehicles. Reference [3] combined with the characteristics of
nondestructive testing in strength test, the nondestructive testing scheme and damage
assessment method in the strength test of CFRP structure are proposed by using the
method of typical signal analysis. Finally, the effectiveness of the detection scheme and
evaluation method is verified by experiments, but the accuracy of the test results is not
high. Reference [4] analyzes the evaluation method for welding fatigue strength of
bogie frame of locomotive and rolling stock. This method calculates and analyzes the
welding fatigue strength of a B0 bogie frame under simulated operation conditions. By
extracting the node stress at 2 mm from the outside of weld toe, the main weld of bogie
frame and suspension seat of driving device, primary vertical shock absorber seat and
brake seat are respectively analyzed, the fatigue strength of welding seam of traction
seat is checked. The experimental results show that this method can obtain the strength
coefficient of each component structure, but the detection results are accurate.

Therefore, it is particularly important to detect the strength of the subway frame
bogie frame. The development of modern finite element technology and computer
technology in the big data environment has laid a good foundation for the promotion of
structural strength detection in the field of vehicle engineering [5].

2 Strength Detection Method for Subway Vehicle Bogie
Frame

2.1 Structural Strength Detection Parameter Selection

There are two main structures of metro vehicle steering frame in China. Among them,
Qingdao No. 11 and Chengdu No. 10 are old structures. The new structure is mainly
changed in the upper structure of the steering frame mounting arm and the circular arc
structure of the lower cover [6]. The new structure tangentially cuts the side arc of the
positioning arm seat with the arc of the lower cover. This change reduces the stress on
the most dangerous part of the frame and increases the safety of the frame [7, 8]. This
paper is to study the new structure of the subway vehicle steering frame.

The CATIA software is used to carry out the solid modeling of the subway steering
frame, starting with the 2D drawing design. Then use the methods of stretching,
rotating, digging, slotting, scanning, etc. to create physical signs, and use the editing
commands such as mirroring, copying, and array to edit the physical features. A 3D
solid model is a combination of a number of feature commands. The 3D solid model is
shown in Fig. 1:
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It can be seen from the three-dimensional solid model that the main components of
the frame are side beams, beams, longitudinal beams, pallets, spring bearings, etc. The
main connection form is welded structure [9, 10]. The side sill is a variable-section
hollow box-type welded structure. The middle and lower concave fish-belt design is
adopted. The upper and lower covers are all steel plates with a thickness of 12 mm, and
the lower surface of the side sill is also welded with a pallet. The beam is a seamless
steel pipe structure, the surface is pickled and phosphated, the inner cavity is used as an
additional air chamber of the air spring, and a through connection is adopted between
the beam and the side beam. A sleeve is provided at the joint for reinforcement, and in
order to increase the torsional strength of the entire frame, two longitudinal members
are welded to the end of the beam adjacent to the side members. The thickness of other
welded steel plates is also basically between 10 mm and 20 mm.

2.2 Build a Frame Test Bench

The frame test bench mainly includes a test bench base, a gantry, a vertical actuator, a
longitudinal actuator, a lateral actuator, and a support restraint unit. First, the base of the
entire test rig is built. The pedestal mainly provides a platform for the loading and
restraining structures in the virtual test. The size depends on the size of the frame, and
the size is roughly determined to be 3550 � 2930 � 50 mm. The size of the base thus
established can meet the requirements of the virtual test of the subway bogie [11, 12].
The gantry is a 200 mm “U” shaped structural member. The “U”-shaped structure has a
width of 2700 mm, which satisfies the width requirement of the bogie wheelbase and is
1725 mm high. The function of the gantry is mainly to withstand the reaction of the load
loaded on the bogie and to establish a vertical actuator thereon to power the vertical load
on the bogie frame. The vertical actuator is fixed on the gantry and is simplified into two
cylinders with a diameter of 180 mm and a height of 200 mm; The support restraint unit
is a relatively important structure of the virtual test rig. There are eight constrained
support units, which can be simplified into a cylinder having a diameter of 230 mm, the
height being determined according to the structure of the bogie; The position of the
transverse actuator is on the lateral baffle of the bogie, because the constrained position
of the bogie is still a certain height from the base. Therefore, an actuator receiving
member is to be established when the lateral actuator is established to satisfy the load
acting position and the actuator position; The establishment of the longitudinal actuator

Fig. 1. Architecture 3D solid model.
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is basically the same as that of the transverse actuator, except that there are four sets of
brake hanger vertical plates. The framework simulation test bench based on the above
data and requirements is shown in Fig. 2.

2.3 Finite Element Frame Strength Detection

A finite element model is a discrete model of a structure or component that contains the
physical properties of the structure, the displacement and the boundary conditions of
the force. Therefore, the establishment process of the framework finite element model
includes selecting the unit type that expresses the structural characteristics, dividing the
reasonable grid distribution, defining the material and attribute information, and
defining constraints and loads on the nodes or geometry to be generated [13]. The basic
principles that must be followed in the establishment of a finite element model in a big
data environment are: On the one hand, the accuracy of the calculation results is
guaranteed; on the other hand, the scale of the model is moderately controlled, thereby
improving the calculation efficiency.

2.3.1 Mesh Generation
The finite element pre-processing software HyperMesh is used to process the three-
dimensional solid model of the framework to establish a finite element model of the
bogie frame. The finite element pre-processing software HyperMesh’s meshing func-
tion is recognized by the industry and has interfaces with mainstream CAD software
such as CATIA, PRO/E, UG, IGES, STEP, etc. The rationality of the finite element
calculation model is largely determined by the form of the grid. According to the
characteristics of the actual component geometry, it can be divided into categories, as
shown in Fig. 3.
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Fig. 2. Frame simulation test bench.
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In this paper, the one-dimensional unit is mainly used for the connection of compo-
nents; when the dimensions of the components in the frame are much larger than the
dimensions in the other direction, such as the upper and lower covers of the side beams,
the shell-shell unit is used for simulation;When the dimensions of the structural members
in the three directions are not much different, basically another order of magnitude, such
as a spring bearing, this article uses a three-dimensional unit to simulate.

Before dividing the shell-and-shell unit, the inner surface of each member is
extracted. The thickness of the member is represented by a numerical value instead of
geometric representation. After the middle surface is extracted, the mesh of the shell-
and-shell unit is divided on the middle surface [14]. When dividing the grid, pay
attention to the size of the control grid and the density of the grid. The size of the grid
and the density of the grid directly determine the number of elements of the finite
element model, which in turn affects the calculation time and calculation accuracy. For
components that require a large gradient of strength analysis data, a dense mesh
simulation is used, and other components can be moderately sparsely meshed. With the
development of computer technology, the computational storage capacity is also
becoming less and less restrictive for the number of grids and calculation time in finite
element analysis [15]. Based on the structural characteristics of the integrated structure
and the configuration of the computer, the mesh size of the component that can
withstand large loads on the frame is 10 mm, and the other components are divided by
20 mm mesh size. In the process of dividing the two-dimensional unit, the plate-shell
unit is mainly composed of a quadrilateral plate unit, and the triangular plate unit is
supplemented by a combination of automatic mesh division and manual mesh division.
For the supporting members of the frame, such as the spring seat and the spring seat
plate, the dimensions in the three directions are basically the same order of magnitude,
and the difference is not large, so the hexahedral element is used for simulation.

2.3.2 Grid Quality Check
In the process of meshing, mesh deformation is easy to occur. If the deformation
exceeds a certain limit, the calculation accuracy will decrease significantly with the
degree of deformation, and the cell with poor mesh quality will not pass the mesh

One-dimensional
unit

Two-dimensional
unit

Three-dimensional
unit

Finite element 
calculation model

According to the 
characteristics of the 

actual component 
geometry

Fig. 3. Finite element calculation model classification.
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quality check. The mesh quality of the unit is directly related to the accuracy and
convergence of the finite element model calculation analysis results. The general mesh
quality check is accompanied by meshing simultaneously. Grid quality inspection
includes: unit continuity check, unit normal direction check, repeat unit check, and unit
quality check. Software HyperMesh provides tools for checking grid quality based on
user-defined values—Check Elems and Quality Index panels. The Check Elems panel
can be used to check the free end of a one-dimensional unit, the minimum and max-
imum internal angles of a two-dimensional unit, and the Jacobian value, the warpage
and distortion of a three-dimensional unit. The Quality Index panel provides a com-
prehensive quality assessment of grid quality, and quality indicators can be defined by
the user.

3 Implementation of Frame Strength Detection

3.1 Strength Check

Before the calculation, the structural finite element of the frame test rig shall be
checked for stiffness and strength by the finite element model of the frame strength test.
Only when the stress is less than the allowable stress of the material and tends to be 0
deformation, the whole frame test bench can be avoided to have a great influence on the
strength test result of the bogie frame. Therefore, the structural finite element analysis
of the frame test rig is first performed before the strength measurement of the bogie
frame is performed.

In this paper, the turning brake condition is selected. Under this condition, the bogie
frame receives vertical load, lateral load, additional vertical load, longitudinal inertial
force, and additional vertical load. Each load is distributed to the components of the
gantry, wherein the vertical brakes are subjected to loads of 100250 N and 129659 N,
respectively; the transverse actuators are subjected to loads of 31856 N; and the lon-
gitudinal actuators are subjected to loads of 20916 N; The eight support units are
required to bear the quality of the bogie and the dynamic load of the car during oper-
ation. The load sizes are 25062.5 N and 32414.75 N respectively. The main compo-
nents of the test bench stiffness test bench are made of Q235 series steel, which has
lower cost and reliability. The ribs are welded between the column and the base to
enhance the structural strength. The allowable stress of Q235 series steel is 245 MPa,
and the bench design meets the requirements as long as the calculation result is less than
its allowable stress. Through the finite element model of frame strength detection, the
maximum stress is 122 MPa, which is less than the allowable stress of the material. The
structural strength meets the design requirements, while the maximum deformation of
the gantry is 0.855 mm, and the deformation is small, meeting the design requirements.

3.2 Intensity Detection

The stiffness determines the deformation of the component, and the strength has a great
relationship with the stress of the component. Therefore, it is especially important to
detect the strength and stiffness of the frame in the strength detection of the bogie
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frame. C-B modal analysis and stiffness and strength valency check of the frame test
bench are carried out by the finite element model of the frame strength test, and the C-B
modal analysis can greatly reduce the calculation amount. On the other hand, C-B
modal analysis also realizes the rigid-flexible coupling and flexible body constraints of
the bogie frame and the virtual test rig. Finally, the stiffness and strength of the frame
are detected by the modal analysis results.

From the basic knowledge of multi-body dynamics, the expression of kinetic
energy T can be written in the following form:

T ¼ 1
2
nTM nð Þn ð1Þ

Where, n is the rigid-flexible coupling degree and M is the mass matrix, which consists
of a 3 � 3 matrix, the matrix form is as follows:

M nð Þ ¼
Mtt Mtr Mtm

Mtr Mrr Mrm

Mtm Mrm Mrr

2
4

3
5 ð2Þ

Where, t is the displacement, r is the rotation, and m is the modality of freedom. The
rigid-flexible inertial coupling is determined by the above mass matrix, and can be
divided into four rigid-flexible coupling modes according to the expression of the mass
matrix: rigid coupling, static coupling, partial dynamic coupling, full dynamic cou-
pling. The commonly used rigid-flexible coupling simulation analysis is basically a
method of applying partial dynamic coupling. Deriving the equation of motion of a
flexible body from the Lagrangian equation yields:

n ¼ XXq½ � ð3Þ

Where, n is the rigid-flexible coupling, X is the displacement coordinates; X is the euler
angle coordinates; q is the modal coordinates. From Eq. 3, the actual constraints of the
flexible body can be divided into two categories: primary constraints and secondary
constraints. Through the detection of the finite element model of the frame strength
detection, it is known that the frame test rig realizes the constraint of rigid-flexible
coupling and flexible body.

Before the C-B modal analysis, the boundary conditions of the bogie frame are
constrained. The correctness of the boundary conditions is significant for the finite
element analysis. To establish the boundary conditions, the actual working conditions
are first quantified, and the quantified working conditions are defined as the boundary
conditions in the model. Therefore, the constraints should be simulated realistically
according to the actual stress conditions of the framework.

This type of subway bogie frame is supported by 8 spring supports at the bottom of the
side members, so these supports are constrained. The side beam is simulated by the shell
element, and any unit node has 6 degrees of freedom, which are translational freedom in
three directions along the x, y, and z axes and freedom of rotation in three directions
around the x, y, and z axes. The spring support and spring support plate are simulated by
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hexahedral elements, which have 3 degrees of freedom, which are the translational
degrees of freedom along the x, y, and z axes. Therefore, only the translational freedom of
the three supports along the x, y, and z axes can be constrained. The intensity calculation
results are extracted and edited by C-B modal analysis, and the corresponding loads are
applied according to different working conditions and calculated. The calculation results
show that the maximum stress of the frame is 77.1 MPa, 99.9 MPa, 110 MPa, 109 MPa
and 109 MPa under full load static, full load, cornering, braking and turning braking
conditions. The frame material is 16Mn R and its allowable stress is 345 MPa. It can be
concluded that the maximum stress value does not exceed the elastic limit of the material,
indicating that the strength of the frame meets the design requirements; Under the five
working conditions, the maximum deformation of the frame is only 0.137 mm, which
indicates that the structural strength of the steering frame of this type of subway vehicle
meets the design requirements.

4 Simulation Test

In order to ensure the effectiveness of the strength detection method of the steering
frame of the subway vehicle, a simulation experiment was designed. During the
experiment, a metro vehicle steering frame was taken as the experimental object, and
the frame test bench was built and the strength detection of the subway vehicle bogie
frame was carried out by the frame strength detection finite element model. In order to
ensure the validity of the experiment, the traditional frame strength detection method is
used to compare the accuracy of the frame strength detection with the strength
detection method of the subway vehicle steering frame designed in this paper, and the
test results are observed. The results of the strength detection of the subway vehicle
bogie frame using the conventional frame strength detecting method are shown in
Table 1. The results of the strength detection of the subway vehicle bogie frame using
the strength detection method of the subway vehicle bogie frame designed in this paper
are shown in Table 2.

Table 1. Strength measurement of traditional frame strength test method.

Location Unit
node ID

Stress value
(MPa)

Frame right side beam assembly upper cover and guide post joint 12095 109
Frame left joint assembly upper cover and guide post joint 18163 104
Frame left joint assembly upper cover and guide post joint 18164 101
Frame right side beam assembly upper cover and guide post joint 12097 99.2
Frame left joint assembly upper cover and guide post joint 18162 97.1
The left side beam upper cover is connected to the outer edge of
the air spring seat plate

12056 93.1

The right side beam upper cover is connected to the outer edge
of the air spring seat plate

49415 92.3

The left side beam upper cover is connected to the outer edge of
the air spring seat plate

12053 91.8

Accuracy 83.6%
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It can be seen from Table 1 and Table 2 that the strength detection method of the
bogie frame of metro vehicles is more accurate than that of the traditional frame
strength detection method, which shows that the method in this paper is more reliable.
This is because this method is based on CATIA software to establish a three-
dimensional model of the frame, through which the strength detection parameters of the
frame can be obtained. According to the obtained parameters, combined with the finite
element model, the strength test of the frame test-bed is carried out to realize the
strength detection of the metro vehicle bogie frame, so as to improve the accuracy of
the detection results and the detection performance of the detection method.

5 Conclusion

A large number of studies have shown that the damage form of the vehicle bogie is
mostly the fatigue failure caused by random load. The structural strength testing of
bogies has become one of the necessary processes in the early development of new
products for bogies. The effective frame strength detection method to detect the
strength of the bogie frame is an important means of structural design of the bogie
frame. The strength of the bogie frame is the core indicator of the frame design.
Therefore, in order to ensure the safety of subway vehicles, it is very important to
detect the steering frame of subway vehicles. In this paper, the strength detection
method of metro vehicle bogie frame is proposed in the big data environment. Taking
the new structure of metro vehicle bogie as the research object, the three-dimensional
frame model is established based on CATIA software, and the frame strength detection
parameters are obtained. The finite element model is used to test the strength of the
frame test-bed to realize the strength detection of the metro vehicle bogie frame. The
experimental results show that the detection accuracy of this method is high, which
shows that the method has strong practical application.

Table 2. Strength detection method for strength measurement of subway vehicle bogie frame.

Location Unit
node ID

Stress value
(MPa)

Frame right side beam assembly upper cover and guide post joint 18160 109
Frame left joint assembly upper cover and guide post joint 18162 108
Frame left joint assembly upper cover and guide post joint 12092 105
Frame right side beam assembly upper cover and guide post joint 12095 93.6
Frame left joint assembly upper cover and guide post joint 49410 93.5
The left side beam upper cover is connected to the outer edge of
the air spring seat plate

12053 87.9

The right side beam upper cover is connected to the outer edge
of the air spring seat plate

49415 87.5

The left side beam upper cover is connected to the outer edge of
the air spring seat plate

39089 87.0

Accuracy 98.2%
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Abstract. In the process of monitoring the abnormal load of big data in net-
work behavior, more network traffic resources are consumed, which leads to the
low efficiency of its operation. Therefore, an on-line monitoring method for the
abnormal load of big data in network behavior based on deep learning is pro-
posed. The online monitoring model of load anomaly is established, the network
data distribution is analyzed, and the adaptive random link configuration is
adopted to improve the channel balance and the positioning ability of the
abnormal load. The load anomaly is identified through the load pattern and the
online monitoring is completed. The experimental results show that the pro-
posed method consumes about 50% of the traffic of the traditional method,
which can effectively reduce the traffic consumption and improve the utilization
rate of network resources. This method is more suitable for online monitoring of
big data load anomalies in network behavior.

Keywords: Deep learning � Network behavior big data � Online monitoring

1 Introduction

Deep learning is a new field in machine learning. Its motivation is to build and simulate
the neural network of human brain for analysis and learning. It imitates the mechanism
of human brain to interpret data, such as images, sounds and texts. The concept of deep
learning comes from the research of artificial neural network. Multilayer perceptron
with multiple hidden layers is a kind of deep learning structure. In-depth learning, by
combining low-level features to form a more abstract high-level representation of
attribute categories or features, to discover the distributed feature representation of data
[1]. Machine learning is a subject that studies how computer simulate or realize human
learning behavior to acquire new knowledge or skills and reorganize the existing
knowledge structure to improve its own performance. In 1959, Samuel of the United
States designed a chess playing program that has the ability to learn and can improve
his own chess skills in continuous playing. Four years later, the program beat Samuel.
In 1966, the program defeated an unbeaten American player for eight years. This
program shows people the ability of machine learning, and puts forward many
thoughtful social and philosophical problems. The research of machine learning is
based on the understanding of human learning mechanism in physiology, cognitive
science, etc., to establish the computational model or cognitive model of human
learning process, to develop various learning theories and learning methods, to study
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the general learning algorithm and carry out theoretical analysis, to build a task-
oriented learning system with specific application [2]. All kinds of human sensory
organs are receiving a large number of data at any time. Some of these data come from
the human body itself, some come from the external environment, but the brain can
always obtain or extract the most important information that deserves attention. How to
represent and analyze information efficiently and accurately is the core goal of machine
learning. Through anatomical knowledge, experts in neuroscience have found the way
in which human brain expresses information: unlike previous inferences, the cerebral
cortex does not directly extract the eigenvalues of data, but uses a hierarchical network
model constructed by the brain to analyze and filter the stimulus signals received by
neurons, and then can obtain the characteristics and rules of the perceived data [3]. The
above conclusions are analyzed by measuring the transmission time of sensory signals
in retina, prefrontal cortex and motor nerve. In short, for the visual system, the human
brain does not directly process the “first-hand data” obtained by the eyes, but recog-
nizes objects according to the results of aggregation and decomposition. It can be seen
that a clear hierarchy greatly reduces the amount of data that human visual system
needs to process, and can retain the required information to the maximum extent. Deep
learning is to simulate the human visual system and extract the essential characteristics
of a large number of data with potentially complex structure rules.

With the rapid development of the Internet, the load of the access network increases
gradually, and the data information generated by these loads becomes the data source
of various analysis in the network. Although these data have become an important
value data source for decision-making analysis. Theoretically, the more load is, the
more valuable it is to obtain data samples. However, a large number of load access to
the network, bringing new challenges to the stability and functionality of the entire
network system [4]. Under the big data platform, the online load of the access network
is limited by the total load, data bandwidth, computing capacity, response time, data
carrying capacity of the accessible network of the platform. If the online load needs to
exchange data with the platform, it must establish an effective connection with the
platform. In order to prevent the waste of resources caused by the load occupying the
data channel without effective communication, an effective method must be adopted to
monitor the online load effectively and improve the utilization rate of resources in a
timely and effective manner. The traditional online load monitoring method mainly
relies on the communication between the server and the load as the standard to check
whether the load is online. This method is also the main method to check whether the
other party is online between the network points. However, this method has certain
limitations, needs to occupy more network resources, which is not conducive to the
rational application of data bandwidth. In this paper, the neural network in the field of
deep learning is used to monitor the abnormal load of big data in network behavior.
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2 Online Monitoring of Network Behavior Big Data Load
Anomaly

2.1 Establishment of Online Monitoring Model for Abnormal Load

In order to realize the on-line detection of big data abnormal load in network behavior,
first of all, data structure analysis and abnormal load information flow model con-
struction are needed. Statistical characteristic analysis method is used to calculate the
characteristic quantity of abnormal load data. According to the distribution attribute of
the characteristic quantity, the detection model design of abnormal load data is realized,
the output link model of optical fiber network is established, and the network is
designed The channel equalization control model adopts the irregular triangle network
model to build the big data sampling node distribution model of cloud computing
optical fiber network, as shown in the Fig. 1:

The network behavior big data load anomaly online detection model is composed
of link layer, backbone node and sink node. The sampling data rule vector set of big
data cluster head node in the network is distributed as follows:

SKi0 ¼ Ki if i ¼ 1
Newi0 otherwise

�
ð1Þ

Among them, Newi0 ¼ ri01; ri02; . . .; ri0nð Þ represents the Source node set, uses the deep

learning method to mine the big data abnormal load Mð0Þ
h ; h ¼ 0; 1; . . .;V � 1

n o
in the

network, sets the data flow of the time sequence sliding window, the sample clustering

Fig. 1. Network data distribution
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weight is að0Þh ; h ¼ 0; 1; . . .;V � 1
n o

, replaces the association rule items on each sub

window to the clustering result set, and obtains the initial value Sð0Þh ; h ¼ 0; 1; . . .;
n

V � 1g of the data clustering center. In order to improve the accuracy of load moni-
toring, it is necessary to carry out channel equalization design. The iterative equation
for constructing network channel link offset correction is as follows:

fih vþ 1ð Þ ¼ fih vð Þþ lMCMA
aHMCMA vð Þ
afih vð Þ ð2Þ

Among them, lMCMA represents the initial routing location of the network, fih vð Þ rep-
resents the initial sampling value of the abnormal load information flow, and constructs
the big data abnormal load information flow model.

The nonlinear time series analysis method is used to model the information flow of
big data abnormal load in the network, and the output of offset load in the channel is
obtained as follows:

ai vð Þ ¼
XW
h¼1

gih vð ÞTsh vð Þþ ni vð Þ ð3Þ

The channel model of big data transmission in the network is:

yh vð Þ ¼
XQ
h¼1

fih vð ÞTai vð Þ ð4Þ

Where, fih indicates the DNS load frequency of big data. In the current snapshot
window, the number of data categories that satisfy the decision of data classification is
accurate DBih. The tuples in the classification space of big data abnormal load in the
network D nþ 1½ � are deleted. D h½ � ¼ D hþ 1½ �, In the phase space supported by the
limited data set, the vector quantization decomposition formula of big data abnormal
load in the network can be described as follows:

min
/

Y � X/k k ¼ min
/

OTY �
X

NT/
��� ���

¼ min
/

OT
1

OT
2

" #
Y �

P
1 0

0 0

� � NT
1

NT
2

" #
/

�����
�����

¼ min
/

OT
1Y �P

1 N
T
1 /

OT
2Y

� �����
����

¼ min
/

OT
1Y �

X
1N

T
1 /

��� ���þX
n o

ð5Þ

Among them, independent means the correlation coefficient X and / aggregation
coefficient of big data abnormal data in the network. The high-order statistics analysis

Online Monitoring Method of Big Data Load Anomaly Based on Deep Learning 455



method is used to reconstruct the characteristics of abnormal load information flow.
When the size set of big data abnormal load in the network tends to infinity, it can be
discarded, that is:

min
/

Y � X/k k ¼ min
/

OT
1Y �

X
1N

T
1 /

��� ��� ð6Þ

In the link model of big data transmission in the network, the spatial distribution cluster
of the t load sampling node h in the dimension space i is obtained by the second
iteration d tð Þ calculation, then:

dih tð Þ ¼ aih tð Þ � jbest tð Þj j ð7Þ

Among them, the load time series is aih tð Þ represented, and the fitness function is
represented by jbest. The adaptive random link configuration method is used to detect
the abnormal load and reorganize the data structure of the big data in the network, so as
to improve the channel balance and the positioning ability of the abnormal load.

Then the exception detection and update strategy of the data i sampling node at the
tþ 1ð Þ moment is:

n tþ 1ð Þ
id ¼ ntid þ x1 � u1 qtid � atid

� �
þ x2 � u2 qtjd � atid

� 	
a tþ 1ð Þ
id ¼ atid þ n tþ 1ð Þ

id

8>><
>>: ð8Þ

Among them, fx1; x2g the acceleration coefficient of single variable load detection is
the random number between, which fu1; u2g is 0; 1½ � the lag detection coefficient of
network big data abnormal load. m is the statistical characteristic quantity of abnormal
load is extracted by time-frequency analysis method, and the correlation analysis is
carried out according to the residual of detection model to build the network inspection
regression analysis model. According to the residual of regression, the low inertia
coefficient is adjusted adaptively

dmean tð Þ ¼
Pv
h¼1

Pd
i¼1

dih tð Þ











v�d

dmean tð Þ ¼ max dih tð Þ½ �j j
k ¼ dmax tð Þ�dmean tð Þj j

dmax tð Þ

8>>>><
>>>>:

ð9Þ

Among them, dmean tð Þ is the average particle distance, dmax tð Þ is the maximum particle
moment and k is the clustering degree of the network big data distribution are used to
detect the abnormal load of big data, and the value range 0; 1½ � is the statistical char-
acteristic of the abnormal load extracted from them, and the abnormal data is diagnosed
according to the feature extraction results.
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2.2 Abnormal Data Diagnosis

In the phase of abnormal data diagnosis, the monitoring program will analyze the time
sequence pattern of the obtained network data based on a small number of network
characteristic parameters selected in advance, match the fault characteristics in the
network database, and identify the suspicious network parameter characteristics based
on the matching degree [5]. Compared with the traditional network fault monitoring
stage, the method proposed in this chapter improves the time sequence of the original
method, and more effectively predicts the precursor of the fault from the perspective of
time. In the second stage, if the matching degree in the first stage is large, the model
diagnosis stage procedure will be triggered [6]. The fault diagnosis model trained by
the program using historical data will reapply the detailed parameter information of the
network to the operation and maintenance management system. OAM will input the
detailed parameter information of the network in the near time period into the model
through data processing, and output the classification result (Fig. 2):

In the traditional wireless cellular network, users at the boundary of base station are
easily interfered by the neighbor base station. This effect can be based on frequency
multiplexing technology or power control technology to reduce the degree of mutual
interference [7]. But in the layered heterogeneous network, the interference generally
includes the same layer network interference and the cross layer network interference.
Cross layer network interference occurs between high-power macro base station and
low-power base station. The low-power base station has the characteristics of intensive
deployment. In a macro cell, there may be hundreds of home cell deployments.
Moreover, due to the weak planning of the deployment, too many low-power base
station deployments may make Acer station users included in the coverage of low-
power base stations. On the one hand, the uplink signal of the user in the Acer Service
will affect the performance of the low-power base station; on the other hand, the
downlink signal of the low-power base station will also interfere with the user

Fig. 2. Two stage fault diagnosis block diagram
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experience in the Acer station. The interference in the same layer is mainly reflected in
the low-power base stations. The spatial distribution characteristics of low-power base
stations are diverse, resulting in more complex interference environment [8]. Due to the
weak planning of deployment, there will be overlapping coverage, which makes the
interference everywhere. The complex interference environment is the main factor to
reduce the performance of wireless network system. It not only reduces the network
throughput, limits the network spectrum utilization, but also affects the stability of
wireless link, causing frequent drop of users. Therefore, although the user access
information can reflect the base station load from one point of view, it does not show
the information of base station failover. Moreover, the load of low-power base stations
is relatively small, and the user access of neighbor base stations may cause the load of
neighbor base stations to be too heavy, again affecting the performance of neighbor
base stations [9, 10]. To solve the problem of all users switching caused by the faulty
base station, more comprehensive base station information is needed to represent,
which can quickly find the fault of the original base station before the secondary
performance pollution of the base station, so as to realize the online monitoring of the
network behavior big data load anomaly.

2.3 Online Monitoring

During the operation of the network, various load patterns are obtained by monitoring
the load vector sequence, each of which corresponds to a measurement space, as shown
in the Fig. 3:

As shown in the figure above, the corresponding relationship between the load
pattern and the measurement space is represented by the stable operation state, which is
defined as follows:

Fig. 3. Relationship between load pattern and metric space
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SSi ¼ KMi;Di;WSif g ð10Þ

Among them, KMi is the center of the cluster i; Di is the covariance matrix of all
dimensions of the load vector in the cluster i; WSi is the measurement space of the load
pattern, which is composed of the set of measurement vectors fWN1;WN2; . . .;
WNi; . . .g and the distance Euclidean.

In the process of running, we match the load vector of the running state with the
known load pattern to obtain its corresponding measurement space, and use the local
exception factor to calculate the exception score of the current measurement vector
according to the measurement space [11, 12]; when determining the exception, we use
the test to inspect each measurement separately to locate the exception measurement,
and the exception monitoring method is shown in the Fig. 4:

By monitoring the changes of measurement, we can detect the abnormal state in the
process of network behavior big data application running. At the same time, we can
identify the abnormal load caused by the severe load fluctuation through the load
pattern, and complete the online monitoring. In order to test the application effect of the
proposed method, the following experiments are designed.

3 Case Simulation

3.1 Experiment Preparation

In view of the special problems that need to be solved in the process of online mon-
itoring of big data load abnormality of network behavior, there are also special
requirements for the construction of experimental environment. The construction of
software environment for the experiment is shown in the table below (Table 1):

Fig. 4. Abnormal monitoring
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At this point, the experimental preparation is completed, and the experimental
platform can meet the needs of experimental operation. The specific results and
analysis are as follows.

3.2 Result Analysis

In order to verify the performance of this method in load monitoring, cloudsim sim-
ulation platform is used to simulate the algorithm performance, and the data sample is
10000 loads. Firstly, 10000 sample sets are set up, all of them are connected to the data
platform, then the load condition is adjusted continuously within 60 min, and some of
the load is forced to lose the connection manually, so as to test the performance of this
method in abnormal load monitoring. In 60 min, adjust the number of dropout load
continuously. The upper limit of dropout load is 100, accounting for 1% of the total
load. Test the adaptability of the algorithm in this paper. The simulation results are
shown in the Fig. 5.

As can be seen from the figure, this method can detect the abnormal load of the
platform well. In the first 20 min, the two lines are coincident and fit well; but in the
period of 20–30 min, some of the load is not detected; in the last 30 min, the method in
this paper is better to detect the load.

Table 1. List of software required for simulation experiment operation

Operating system Data base Application software

Data server Windows Server 2016 Oracle 11 g ArcSDE 10.3
GIS server Windows Server 2016 ArcGIS Server10.2
Web server Windows Server 2016 JDK 1.6
Desktop client Windows 10 IE browser 11.0
Mobile client Android 10.0 SQLite
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Fig. 5. On line monitoring of abnormal load in this method
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In order to verify the advantages of the algorithm in data flow, compare the tra-
ditional method with the method in this paper, respectively simulate the monitoring
flow consumed by the two monitoring algorithms when the number of loads is 5000,
10000, 15000, 20000 and 25000, and the results are shown in the figure below.

As you can see from Fig. 6, the monitoring flow will increase as the number of
monitoring loads increases. When the load is 5000, the monitoring process of tradi-
tional method 1 is about 370 MB, and that of this method is 180 MB. The traditional
method consumes about twice as much traffic as this method. Therefore, this method
has an absolute advantage in the use of network affine resources, that is, the operation
efficiency is high.

4 Summary and Prospect

When using the big data platform, workers should be clear: the online load of the
access network is easily interfered by many factors, such as data bandwidth and
computing power, etc., which requires workers to do data exchange processing
between the online load and the platform to ensure that it can keep close contact with
the platform. In order to avoid the problem of occupying data channels and wasting
resources excessively, the staff should further monitor the online load in a practical way
and make full use of resources.

Under the background of the rapid development of the Internet, the amount of
network access load is increasing. The main analysis data of the network is generated
from the resources of the load. And on this basis, referring to the specific changes of the
load quantity in the adjacent time period, set up a load forecasting model that conforms
to the status quo, and make a judgment on the load status according to the load status
quo. For a period of time when the load changes greatly, the staff should make clear the
load state through deep learning, and make forward and reverse operations on it.
Although this kind of data is an essential resource for decision-making and analysis,
and the more load, the higher data practicability, but a large number of loads connected
with the network, the stability of the network system is undoubtedly a challenge.

Fig. 6. Comparison of consumed flow
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5 Concluding Remarks

This paper proposes an online monitoring method of big data load anomaly based on
deep learning. The experimental results show that the method in this paper can detect
the load better within the limit of 30 min, and the load is 180 MB when the load is
5000, which shows that the method has absolute advantages in operation efficiency,
which can better monitor the real connection of big data platform load and effectively
reduce the occupation With the off-line load of network bandwidth, the efficiency of
big data platform is improved, and less traffic is consumed in the use of network
resources. Therefore, deep learning has strong applicability, online monitoring the
application of big data load anomaly in network behavior.
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Abstract. In order to solve the problem of discrepancy between simulation
results and measured results of building energy consumption simulation and
analysis, a method based on big data and BIM technology is designed. The 3D
building information model is constructed by BIM technology, and the factors
affecting building energy consumption are obtained. The building energy con-
sumption is simulated and predicted by heat balance method and Design
Builder. Finally, data mining technology is used to modify the prediction results,
and static energy analysis method is used to analyze the revised results. So far,
the design of building energy consumption simulation and analysis method
based on big data and BIM technology is completed. Compared with the
original method, the simulation results of this method are close to the measured
ones. In summary, the energy consumption simulation ability of this method is
better than the original method.

Keywords: Big data � BIM technology � Building energy consumption �
Numerical simulation

1 Introduction

With the rapid development of China’s economy and the gradual improvement of
living standards, the proportion of building energy consumption in total social energy
consumption is becoming higher and higher. According to statistics, more than 50% of
the material materials obtained by human beings from nature are used to construct
buildings and their ancillary facilities, which consume about 50% of the global energy
in the process of construction and use; at the same time, as a developing country, in the
process of rapid economic development and modernization, it is necessary to coordi-
nate the relationship between energy utilization and environmental protection, adhere
to the people-oriented and sustainable development concept, and maximize the
intensive use of resources [1, 2]. Since the global energy crisis broke out in the 1970s,
more and more researchers have studied it in order to reduce the building energy
consumption and have achieved some results. Since the emergence of BIM technology,
there has been a BIM heat wave in the global construction industry. The function of
BIM technology in the whole life cycle of buildings has been widely concerned.
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Energy-saving design of buildings needs to grasp the climate, including wind, light,
rain, topography, landform and other local characteristics, but the complexity of
today’s buildings is much more than can be grasped by the subjective judgment or
experience of architects, which requires the use of advanced computer technology to
carry out complex data calculation and real-time dynamic simulation, to carry out
preliminary energy consumption analysis of buildings, to achieve green energy-saving
design of buildings [3]. Building energy consumption simulation is to use computer
modeling and energy consumption simulation technology to analyze the physical
performance and energy characteristics of buildings, which can be used in both new
and existing buildings.

Based on the deep study of energy consumption data and the operation mode of
buildings, an energy consumption simulation model based on big data and BIM
technology is proposed.

2 Materials and Methods

Aiming at the problem that the simulation results of the original building energy
consumption simulation analysis method are quite different from the measured results,
the building energy consumption simulation analysis method based on big data and
BIM Technology is set up. To ensure the effectiveness of this method design, the
construction method design framework is shown in Fig. 1.

The establishment of 3D
building information model

Obtain factors affecting building 
energy consumption

External factors Building's own 
factors

Building energy consumption 
simulation and prediction

Building energy consumption 
correction

Simulation analysis of building 
energy consumption

Fig. 1. Design frame of building energy consumption simulation analysis method
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Through the design framework of Fig. 1, the method design in this study is
completed. For the calculation part of the model, the calculation accuracy is set to two
decimal places, so as to control the whole calculation process of the model.

2.1 Establishment of 3D Building Information Model

The first job of applying BIM technology is to establish 3D building information model
by using related BIM information architecture design software according to physical
and geometric information of construction project. The establishment of 3D model is
the first condition to realize the function of BIM in the process of application, which
includes all the digital information in the process of project construction. At the design
stage, we can use different BIM design software to establish the relevant models, and
then adjust the model to become the virtual model of the real project. The model can be
used in the subsequent stage of the construction project. In this design, Revit Archi-
tecture, the core modeling software of BIM, is firstly used to build 3D building
information model [4, 5], and then the professional software related to BIM technology
is synthetically used to read the model information, check and analyze the model, and
finally a perfect 3D information model is obtained. This is the basis of energy con-
sumption simulation analysis of engineering project based on BIM technology. The
building model of residential building with Revit architecture is shown in Fig. 2.

a Interior construction

b Overall appearance of the building

Fig. 2. Building information model
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Using the software in Fig. 2 above, using the above software, the 3D model of the
building to be measured is constructed, and the model is used as the model basis for
building energy consumption simulation. The 3D building model based on BIM tech-
nology is different from the traditional 2D building model. All the components of the
former have 3D information parameters, while the latter only have common 2D infor-
mation. As mentioned above, BIM technology realizes the coordinated design of various
specialties such as structure, HVAC and electromechanical in the whole life cycle of
buildings. When the information of the component drawing element is modified or
changed, the corresponding part of the building information model will be updated
automatically, which reduces the tedious manual modification. This way of information
sharing and the concept of coordinated design can make the designers master the overall
situation, greatly reduce the errors and paper leaks in drawings, and ensure the com-
pletion of the project on schedule and with good quality and quantity (Fig. 3).

2.2 Access Factors Affecting Building Energy Consumption

According to the Study of Computer Evaluation System for Energy Conservation in
Buildings, there are mainly three kinds of factors that affect the energy consumption in
buildings. One is the external conditions of the surrounding environment and climatic
factors of buildings; the other is the factors related to architectural design; and the third
is the factors related to the operation and management of buildings [6]. This paper is

Table 1. Factors affecting building energy consumption

Index division Types of factors Factor content

External influence Regional climate factors Air temperature
Air humidity
Solar radiation
Longitude and latitude
Air pressure velocity
Rainfall

Architectural design Function use The nature of the building
Building survey data Layer number

Shape
The measure of area
Height

Internal influence Equipment fever
Personnel Density
Floor
Home Furnishing

Floor structure Door and Window materials
Vent size
Exterior wall
Interior wall
Door and window area
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based on the architectural design of the impact of factors on building energy con-
sumption. Professional energy consumption simulation software is based on the impact
of these three factors, and in the actual operation, the above factors also affect each
other, and affect the building’s energy consumption, the main factors affecting building
energy consumption, as shown in Table 1.

If we want to reduce the energy consumption of buildings greatly, it is not enough
to make qualitative analysis by light. It is very important to make quantitative analysis
of energy consumption of buildings, to find out the relationship between energy
consumption and various influencing factors, and to determine the influencing factors.

2.3 Building Energy Consumption Simulation Forecast

Building energy consumption simulation and analysis is a complex calculation process
related to many aspects. It is necessary to record and calculate the design parameters of
the building, such as the shape coefficient of the building, the ratio of windows and
walls, the thermal performance and regional characteristics of the building, the heating
and air conditioning system of the building and the various building equipment. Based
on the above analysis, we can see that the energy consumption analysis method should
consider many indexes related to building. There are three main analysis methods:
building load calculation, digital analog calculation and actual measurement.

In recent years, the digital analog platform is used to calculate and test the building
energy consumption, which provides a better platform for analyzing the building
energy consumption control and energy saving. In this study, the synchronous simu-
lation method is adopted, considering the synchronous effect of building heat and cold
load and air conditioning system equipment on energy consumption, which increases
the simulation accuracy.

The simulation begins with a Design Builder energy consumption analysis of the
3D model of the building that has been constructed [7, 8]. Using heat balance method
and Design Builder software to simulate the building environment will produce a large
number of data, such as outdoor meteorological conditions, indoor thermal environ-
ment parameters hourly, the whole building hourly cooling and heating load and the
dynamic load of each room hourly. This paper mainly studies and analyzes the natural
room temperature of different seasons, different layers of buildings, different rooms
facing the same floor, and compares the building load under different window ratios,
different heat transfer coefficients and different thicknesses of the same material. First,
the building model can be pretreated, then the shadow lighting calculation, then the
room temperature calculation and finally the load calculation. In the process of energy
consumption simulation, mainly on the following aspects of the calculation, as shown
in Table 2.

The energy consumption analysis software is used to simulate the above contents,
and the data simulation results are stored in the form of a data table to carry out the
building energy consumption analysis.
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Table 2. Main contents of energy consumption simulation

Serial
number

Type Content

1 Natural room
temperature

Room temperature in different horizons

2 Room temperature of different wall structures
3 Architectural

coincidence
The influence of wall materials on building compliance

4 Influence of heat transfer coefficient of external wall on
building load

5 Influence of same material and different thickness on
building load

6 Air conditioning
system

Energy consumption of air conditioning system

7 Personnel distribution in the building

Data preprocessing

Data cleaning

Data association 
analysis

Data clustering and 
modification

Problem data 
elimination

Start

End

Fig. 3. Building energy consumption correction process
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2.4 Building Energy Consumption Correction

In the process of data revision, the data mining technology will be used to revise the
simulated building energy consumption data. The following process is used to com-
plete the correction.

According to the process in Table 3, the problem data extraction and correction of
energy consumption simulation results are completed. The data extraction part uses
c-means clustering algorithm to complete the calculation process [9, 10]. Combine the
modified data with the original data to form a complete energy consumption simulation
data, and analyze it.

2.5 Simulation Analysis of Building Energy Consumption

In this part, the static energy consumption analysis method is used to analyze themodified
energy consumption simulation results [11, 12]. First of all, the overall benefit of the
building power and refrigeration power calculation, the specific formula as follows:

QR ¼ oi
@R

X

n

ðT � TIÞ ð1Þ

QL ¼ o
@L

X

n2

ðTI � TÞ ð2Þ

In the above formula, QR is set as the annual heating power; QL is the annual cooling
power; TL is the daily average outdoor temperature; T is the outdoor temperature cor-
responding to the balance of room heat gain and heat loss; o is the building heat loss
coefficient; oi is the heat transfer coefficient of the enclosure; @R is the thermal efficiency
of heating equipment; @L is the efficiency of refrigeration equipment; n and n2 are the
days of using heating and refrigeration equipment respectively. Through the above
formula, the obtained data simulation results are calculated, and the corresponding
energy consumption characteristics of the building numerical simulation results are
analyzed [13, 14]. In order to ensure the rationality and accuracy of the analysis, the
above design results are combined with the effective heat transfer coefficient to calculate
the energy consumption and heat of the building and improve the accuracy of the
analysis [15, 16]. The specific calculation formula is as follows.

wR ¼ wRY þwINF � wU;H ð3Þ

In the above formula, wR is the heat consumption index of the building; wRY is the heat
transfer heat consumption of the enclosure structure of the unit building area; wINF is
the air penetration heat consumption of the unit building area; wU;H is the internal heat
gain of the building of the unit building area.
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3 Results

Aiming at the simulation analysis method of building energy consumption based on big
data and BIM technology, the simulation experiment environment is designed in this
research, and its application effect is studied.

3.1 Experimental Design

In this experiment, the method of building energy consumption simulation and anal-
ysis, which is designed in this paper, will be systematically studied by comparing with
the original method. The experiment will be in the form of simulation experiments,
comparing the differences between the two methods in use. A building in a city is
chosen as the experimental object, and the energy consumption is simulated. The
accuracy of energy consumption simulation of the two methods is compared and
reflected by simulation curve. In order to improve the reliability of the experimental
results, the simulated curves obtained by the two methods are compared with the
measured curves, and the experimental process is completed.

Select the following experimental equipment and software to complete the exper-
imental process, and the specific parameters are shown in Table 3.

Use the above design to complete the design of the experimental environment, and
use the above equipment to obtain the three-dimensional framework of the experi-
mental target, as shown in Fig. 4.

The design method is used to analyze the energy consumption of the experimental
object, and to compare the difference between the trend of energy consumption and the
measured data. In this experiment, will be half a year as the experimental length, the
completion of experimental comparison. In order to improve the precision of the
experiment, the experiment is divided into two parts, and the differences between the
original method and the design method are compared.

Table 3. Experimental Equipment and Software

Serial number Parameter Model

1 CPU Intel
2 Hard disk 16G
3 Memory 8G
4 Input device Digital plate
5 Data base SQL2016
6 Simulation software Revit Architecture
7 Data analysis software Design Builder
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3.2 Experimental Results Without Considering Environmental Factors

According to the experimental results in Fig. 5, on the premise of not taking into account
the external environment, the trend of the design method and the measured curve is
consistent, and the difference between the design method and the measured curve data is
low, and the difference between the original method and the measured results is large
(Fig. 6).

Fig. 4. Three-dimensional diagram of experimental object

1 2 3 4 5 6

500

1000

1500

2000

Month

Measured 
curve

Simulation curve of 
the original method

Simulation curve of 
design method in 

this paper

En
er

gy
 c

on
su

m
pt

io
n/

K
W

h

Fig. 5. Experimental results taking into account environmental factors.

Simulation Analysis of Building Energy Consumption 471



3.3 Experimental Results Taking into Account Environmental Factors

When environmental factors are considered, the design method is quite different from
the original method. The trend of the original method is quite different from the
measured results. The experimental results are combined with the previous experi-
mental results. By comparison, the similarity between the design method and the
measured results is high, while the similarity between the original method and the
measured results is low. In conclusion, the energy consumption simulation accuracy of
the design method is higher than that of the original design method, and the high-
precision energy consumption analysis results can be obtained by using the design
method in the culture medium.

It can be seen from Table 4 that for the comparison of various loads, the setting
temperature and per capita area have a greater impact on the load, followed by the
external wall and external window, which shows that the impact of internal factors on
building energy consumption is greater than that of external factors on building energy
consumption, that is, when the building is in operation and use stage, people’s use
mode and living habits on building energy consumption The influence of energy
consumption is very great. As an important part of the external envelope, the influence
of external wall and external window on indoor energy consumption is mainly realized
by the real-time heat conduction between the external envelope and the outdoor
environment. When the internal influence factors are certain, the external protection
structure becomes the second major factor affecting the building energy consumption.
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4 Conclusion

Through the research, we can know that the traditional energy consumption analysis
has corresponding shortcomings: because of the complexity of the project and the
differences in form, function, content and operation of various analysis tools, it is not
easy to select the analysis tools; because of the lack of deep understanding of pro-
fessional issues and climate parameters, there are some differences between the
building model and the actual project, which affect the accuracy of simulation results;
and the combination with economy is not enough. Aided by BIM technology, it is very
convenient to design, model and modify the scheme in BIM software after analyzing
the energy consumption. The 3D model can be directly used to guide the field con-
struction, and can directly output the architectural drawings in CAD format from the
model. Using this research and design method can effectively reduce the cost and time
of energy analysis, improve the speed and accuracy of analysis.
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