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Preface

We are delighted to introduce the proceedings of the fourth edition of the European
Alliance for Innovation (EAI) International Conference on Advanced Hybrid Infor-
mation Processing (ADHIP 2020). This conference brought together researchers,
developers and practitioners around the world who are leveraging and developing
hybrid information processing technology for smarter and more effective research and
applications. The theme of ADHIP 2020 was “Industrial applications of aspects with
big data”.

The technical program of ADHIP 2020 consisted of 190 full papers, with acceptance
ratio about 46.8%. The conference tracks were: Track 1 –Industrial application of
multi-modal information processing; Track 2 –Industrialized big data processing; Track
3 –Industrial automation and intelligent control; and Track 4 –Visual information
processing. Aside from the high-quality technical paper presentations, the technical
program also featured two keynote speeches. The two keynote speakers were Dr. Khan
Muhammad from Sejong University, Republic of Korea, who is currently working as
an Assistant Professor at the Department of Software and Lead Researcher of the
Intelligent Media Laboratory, Sejong University, Seoul, Republic of Korea, and is an
editorial board member of the Journal of Artificial Intelligence and Systems and
Review Editor for the Section “Mathematics of Computation and Data Science” in the
journal Frontiers in Applied Mathematics and Statistics; as well as Dr. Gautam Sri-
vastava from Brandon University in the Canada, who has published a total of 143
papers in high-impact conferences in many countries and in high-status journals (SCI,
SCIE) and has also delivered invited guest lectures on Big Data, Cloud Computing,
Internet of Things and Cryptography at many Taiwanese and Czech universities. He is
an Editor of several international scientific research journals.

Coordination with the steering chairs, Imrich Chlamtac, Guanglu Sun and Yun Lin,
was essential for the success of the conference. We sincerely appreciate their constant
support and guidance. It was also a great pleasure to work with such an excellent
organizing committee team for their hard work in organizing and supporting the
conference. In particular, the Technical Program Committee, led by our TPC Chair, Dr.
Shuai Liu, completed the process of peer-review of technical papers and made a
high-quality technical program. We are also grateful to the Conference Manager,
Natasha Onofrei, for her support and to all the authors who submitted their papers to
the ADHIP 2020 conference and workshops.

We strongly believe that the ADHIP conference provides a good forum for all
researchers, developers and practitioners to discuss all scientific and technical aspects
that are relevant to hybrid information processing. We also expect that future ADHIP
conferences will be as successful and stimulating, as indicated by the contributions
presented in this volume.

Shuai Liu
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Abstract. With electricity as the main power energy, the UAV has been
affected by the impact of battery storage on the flight time and flight time, which
makes the UAV need to constantly replace the battery to ensure the long-term
operation. The automatic endurance system takes the remaining power of the
UAV as the independent variable, and the average value of the flight data of the
UAV battery for nearly three times as the judgment basis. It realizes the auto-
matic navigation in the UAV area, charges the base station after landing
accurately, and improves the endurance time of the UAV.

Keywords: UAV � Automatic endurance � Wireless charging �
Electromagnetic induction

1 Introduction

With the rapid development of technology, drone applications have become more and
more extensive, but due to the bottleneck problem of drone battery technology, the
flight time and flight distance limitations in practical applications are subject to [1]. The
design of the subject’s automatic endurance system has become one of the key tech-
nologies to realize the automatic endurance of the UAV area.

2 Overall Design of UAV Automatic Endurance System

The system design plan is intended to propose a design theory for an automatic drone
endurance system. The automatic drone endurance system consists of a wireless
charging base station, a drone endurance management system, and an automatic
endurance system general controller (hereinafter referred to as the total controller)
partly composed.

The charging base station controller monitors the working status and GPS position
of the base station in real time, and sends these status information to the general
controller at the same time. After receiving the screening of the status information of
the base station, the general controller sends the location of the currently available base
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station to each drone. The UAV monitors and counts its own battery status information,
calculates the distance that can be flown per unit of power in different power ranges,
and uses it as reference data for the next flight; and sets a remaining power threshold h
based on the battery information when the battery monitoring module finds When the
remaining power reaches the remaining power threshold h, the UAV starts to receive
the current available base station position coordinates, compares and calculates it with
the current own position coordinates, selects the most suitable base station and sends a
charging request to the general controller. After receiving the request, the master
controller locks the base station to avoid repeated selection by other drones. The
process is shown in Fig. 1.

3 Wireless Charging Base Station

The wireless charging base station is one of the key points of system design. The basic
principle adopts the electromagnetic induction method. The alternating current of a
certain frequency in the primary coil generates a certain intensity of current in the
secondary coil through electromagnetic induction, thereby transferring energy from the
transmitting end to the receiving end. A transmitting coil is set in the base station, and a
receiving coil is mounted on the bottom of the drone, and the electric energy can be
transmitted from the transmitting end to the receiving end [2, 3]. It is composed of base
station controller, charging circuit, GPS module, base station monitoring module, etc.
The wireless charging base station is powered by external 220 V AC power, and is
converted to DC power by switching power supply and buck regulator module all the
way to power the controller and other functional modules; All the way is directly
connected with the launch coil, controlled by the relay, and it is charged when the
drone is landing. The overall structure of the wireless charging base station is shown in
Fig. 2.
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Fig. 1. Design flow chart of UAV automatic endurance
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Using STM32F103RCT6 as a wireless charging base station controller, cortex-M3
high-performance core, low power consumption, short delay, strong interrupt handling
ability, very suitable for base station control and management. STM32F103RCT6 as a
base station controller in addition to controlling the GPS module and wireless com-
munication module to achieve positioning and information transmission, also has an
important role is to use the TIM timer to generate PWM square wave after TPS28225
conversion, drive NMOS tube to achieve push-pull output, To the resonant circuit to
achieve the transmission of electrical energy. The transmitter circuit of the wireless
charging base station is shown in Fig. 3.

STM32F103RCT6 uses TIM3_ch2 to generate PWM with resonance frequency as
a signal to drive the inverter circuit. The flow chart of PWM generation and config-
uration is shown in Fig. 4.

Fig. 2. Overall design structure diagram of wireless charging base station

Fig. 3. Wireless charging transmitter circuit diagram
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4 UAV Endurance Management System

Accurate real-time monitoring of the battery’s status is the basis for automatic drone
battery life. The reception of electric energy, the measurement of remaining power, the
setting of the UAV charging threshold based on battery characteristics, and the best
choice of charging base stations are the innovations and design priorities of the system
design.

4.1 Wireless Charging Receiver Design

The receiving end of wireless charging is composed of a coil at the receiving end, a
high-frequency voltage stabilizing rectifier circuit, and a charging management circuit.
The wireless charging receiving and rectifying circuit is shown in Fig. 5.

starts
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line enablement

Ini�alize 
GPIOB. 5

Configura�on 
TIM3 CH2

CH2 preloads 
register 

enablement

Timer TIM3 
enablement

end  

Fig. 4. PWM initialization program flow chart

Fig. 5. Wireless charging receiving circuit diagram
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The charging management circuit is built with the CN3703 integrated circuit as the
core, indicating the charging status of the battery through the on and off of the LED
light, and adjusting the charging current by changing the size of the resistor. The
specific circuit design is shown in Fig. 6.

4.2 Acquisition of Remaining Power

The microcontroller sends a voltage detection command to the DS2762 every 88 ms. If
the pressure difference is positive, the battery is in the charging state; when the pressure
difference is negative, the battery is in the discharging state. The single chip micro-
computer can use the control command to control the DS2762 to monitor the battery
voltage, current, charge and discharge status and remaining power and other parameters
in real time, and automatically store the data into the corresponding register, which is
read and used by the single chip microcomputer [4–6].

To obtain the remaining power, the microcontroller can directly read the value in
the current accumulation register. The DS2762 automatically monitors the current
value in real time and stores it in the current accumulation register. During the reading
process, you need to check the status of the EEC flag first. The specific procedure The
process is shown in Fig. 7.

Fig. 6. Receiver charge management circuit diagram
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4.3 Setting Method of Charging Threshold

After obtaining the remaining power of the drone, collect the relationship between the
flying distance of the drone and the remaining power [5–9]. The specific methods are as
follows:

Taking each w% of electricity as a detection unit, each time the drone’s electricity
drops by w%, record the flying distance L of the drone during this process, so as to
obtain L1, L2, …, Ln, corresponding to the flying distance The power range is 0-w%, w
%-2w%,…, (100-w)%-100%; after recording 3 sets of L1, L2,…, Ln data, calculate the
The average value of the flight distance Ak in the same detection unit, and then each
time a new set of L1, L2, …, Ln data is entered, replacing it with the first set of data
entered; after the collected flight distance Ak corresponds to the power range After the
relationship, according to the downward trend of the flight distance corresponding to
each w% of power with the decrease of the power range, the flight distance of the
aircraft in one or more power ranges with lower power is obtained, and the obtained
flight distance is subtracted by a preset value as the final prediction.

4.4 The Choice of Charging base station

When the remaining power reaches the set power threshold, the UAV starts to receive
the location information of available wireless charging base stations, and determines
the most suitable charging base station based on its location information and remaining

Start

Ini�alize DS2762

Read the address

Write control 
register

Read control register

EEC==0

Copy EEPROM data to RAM

Y

N

Read the value of the current 
accumulator

end

Fig. 7. Flow chart of the remaining battery reading program
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power, and requests charging from the general controller [10–12]. The location
selection scheme of the specific wireless charging base station is as follows:

When the power of the drone reaches the preset threshold h, the drone controller
reads the average value of the last three flight records in its own battery information
memory, roughly estimates the current power can fly the longest distance, and records
it as Q0; the drone starts Receive the location information of the available charging base
stations transmitted by the general control, and calculate and filter out the available
base stations whose horizontal and vertical coordinate distances are not greater than the
UAV’s own GPS module, combined with the UAV’s own vertical height information,
calculate And select a base station with the minimum distance in the direction of the
flight target available, the distance between the two is recorded as Q1, and a minimum
distance opposite to the flight target can be used as the location information of the base
station, the distance is recorded as Q2.

The general rules for the selection of the automatic endurance base station for the
drone are as follows: when Q0 < Q1 and Q0 < Q2, the drone landed in situ, and sent the
location information to the general controller to alarm, waiting for the staff to replace
the battery or other processing. When Q0 < Q1 and Q0 > Q2, the available base station
with the smallest distance to the target is charged. When Q0 > Q1, the available base
station with the smallest distance to the direction close to the target is charged. When
the battery management module detects that its own battery has been charged, the
drone continues to take off and fly to the target location. The process is shown in Fig. 8.
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Fig. 8. Flow chart of automatic endurance station selection
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5 Conclusion

Automatic drone battery life is a problem that must be solved in the development of
regional drones in the future, and it is also a basis for the realization of intelligent
drone. Therefore, in the absence of innovations in battery technology, the automatic
drone battery life system is One of the effective ways to solve the problem of drone
power energy. The solution to this problem allows the drone to save landing time, and
it can work continuously and uninterruptedly in a certain area with high efficiency, such
as express delivery and delivery.
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Abstract. With the rapid development of China’s economy and the increasing
level of urbanization, more and more attention has been paid to urban air pol-
lution. Accurate monitoring of air quality at high altitude is always a problem. It
is difficult to collect air quality data at high altitude, and the high cost leads to
the lack of data collection of air quality at vertical height. It is imperative to
combine UAV and traditional environmental monitoring devices to learn from
each other when it is necessary to periodically test and compare air quality data
at different altitudes. Environment monitoring system based on UAV, envi-
ronment monitoring device and Internet. The system includes four rotor UAV,
environmental monitoring terminal and computer environmental monitoring
platform. This paper mainly studies and designs from these three parts.

Keywords: UAV � Environmental monitoring � 4G module � Monitoring
management system

1 Introduction

At present, many cities in China are conducting environmental air quality assessment
and prediction. The basic monitoring sample data for the assessment and prediction of
ambient air quality come from one automatic monitoring system of ambient air quality.
In China, multi-rotor UAV has become a new favorite of all walks of life in recent
years. With the opening of China’s multi-space and the rapid development of consumer
drones, multi-rotor UAV has come into our life. At present, air quality monitoring
stations still mainly detect air quality in horizontal direction, and there are few data
related to vertical height. Therefore, in the process of investigating airborne particulate
matter, in order to better detect the numerical difference of suspended particulate matter
at different altitudes and stratify the data vertically, it is imperative to apply uav
technology to detect air quality.
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2 Correlation Technique

2.1 The Overall Structure of the UAV Environmental Monitoring System

We will STM32F103C8T6 as control core, MPU6050 VR technology, cooperate with
the external circuit controller, realize the operator to air of beauty appreciation, camera
on the unmanned aerial vehicle (UAV) figure back to the images obtained with VR
technology, make the line of sight of the operator feel on the unmanned aerial vehicle
(UAV), through MPU6050 module, track fast and slow or quick, indeed make The
cradle head of the drone follow the operator on the line of sight change and change,
make the operator feel ‘‘immersive’’ lifelike [1] (Fig. 1).

UAV environmental monitoring device is a set of independent equipment that
needs the assistance of UAV. It is independently powered and can be connected to
temperature and humidity sensors, particulate matter sensors and other sensors to
accurately detect air quality. The device has its own barometer, GPS, 4G module, and
memory for accurately recording air quality on the route. When flying at low altitude,
the data can be transmitted to the environment monitoring and management platform in
real time through 4G module, and the data can be viewed and managed online through
Web client on the mobile terminal and computer terminal. At high altitude, due to the
limited coverage of 4G signal, the data will be stored in the device’s memory, and the
Excel file can be exported after the flight. The data includes altitude, latitude and
longitude, air quality index, number of particulate matter, temperature and humidity,
etc., and sensors can be added if necessary. The environmental monitoring manage-
ment platform can aggregate, process and display the data, conveniently, effectively
and intuitively provide the air particulate data at different altitudes, and solve the
problem of high difficulty and high cost for the monitoring of high-altitude particulate
matter caused by the traditional environmental monitoring system.

2.2 Overall Structure of Environmental Monitoring Unit

This paper studies the design scheme and hardware structure design of the environ-
mental monitoring device. The overall structure of the UAV environmental monitoring
device is shown in Fig. 2. The environmental monitoring device can connect to the

Fig. 1. General structure diagram of UAV environmental monitoring system
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Web server in real time and upload data through 4G signal and MQTT protocol. The
primary task of the environmental monitoring device is to obtain the monitoring data of
air particulate matter sensor and barometer, as well as the geographical coordinates and
position data obtained by GPS, and then the master MCU Uploates the data to the Web
server through THE STANDARD of MQTT protocol of LTE module, and provides the
staff for management and view through the interface design [2, 3].

The internet-based UAV environmental monitoring device is mainly divided into
parts, which are described as follows:

(1) Master MCU: STM32F103ZET6 chip is used for master control. STM32 series is
based on armCortex-M3 kernel specially designed for embedded applications
requiring high performance, low cost and low power consumption. Low power
mode: STM32F103RCT6 supports three low power modes to achieve the best
balance between low power, short startup time and available wake-up sources.
Mainly responsible for reading data from air monitoring sensor, barometer and
GPS module through IIC serial port bus, processing and processing the respective
data, filtering noise data caused by sensor or circuit problems. The data is
uploaded to the Web server in MQTT protocol via LTE module [4–6].

(2) Power supply module: Provide stable power supply for each functional module.

LET module/GPS module: LET and GPS module adopt EC20 chip, which
encapsulates 4G communication LET chip and GPS chip. It is mainly used to provide
geographic coordinate location and upload data to the Web server.

(3) Air particulate acquisition module: The acquisition module adopts sensors to
obtain accurate original particulate data.

Fig. 2. The overall structure of the UAV environmental monitoring device
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2.3 Communication Scheme Design of UAV Environmental Monitoring
Device

Data transmission scheme between environment monitoring device and Web server:
Internet connection is required to establish connection with the IP specified port of the
server public network [7–9]. Therefore, LTE module is used to connect 4G network
and upload to the server through MQTT protocol. The server establishes MQTT ser-
vice, and the data is encrypted with the private key. The server USES the public key to
decrypt and verify to ensure the accuracy of the data source, and then puts the data into
storage, which ensures the authenticity and security of the data. Use MQTT messaging
middleware to ensure data integrity. The communication scheme design of UAV
environmental monitoring device is shown in Fig. 3.

2.4 Monitor Platform Development Process Design

The environmental monitoring platform is used for the staff to check and manage the
data of atmospheric particulate monitoring of the UAV, and the data stored in the SD
card can be uploaded to the server with one click through the system program
(Explanation: When the UAV is in the upper air without 4G signal or the airspace with
poor signal, the data will be stored in the SD card. When the 4G signal is good, the data
will be directly uploaded to the server.) To save labor, and the server will analyze and
store the data. Staff are also supported to export UAV monitoring reports through the
system. More convenient and fast report generation, easy to work. It also supports real-
time viewing of air quality data at different elevations of streets in different cities and
regions. Based on the above requirements, the environment monitoring platform will
include the following six systems: authority menu configuration system, personnel
authority configuration system, module management system, large-screen data display
system, report output system, and data upload and input system. The architecture of
environment monitoring platform requirements is shown in Fig. 4.

Fig. 3. Communication scheme design of UAV environmental monitoring device
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This paper will analyze and study the specific requirements of these six systems:

(1) Personnel authority system:

The basic functions of the management system can be added, deleted, frozen, unfrozen
personnel account in the system. Can be configured to modify edit account permis-
sions. When logging into the system, the staff shall verify through the staff permission
system to determine whether the user is a white list user, the account permission level,
what function points the current level contains, and the dynamic rendering function
menu.

(2) Configure the system with the permission menu:

The basic functions of the management system, can be configured in the system
function items and menu directory corresponding relationship, can be configured in the
system of different authority accounts contained function points.

(3) Module management system:

The module (environmental monitoring device) in the imported system can then be
connected to the system and upload data. Each module system will automatically
generate a unique module code, which is the certificate for the module to upload data.
Administrator can add, edit and delete modules through the module management
system.

(4) Large-screen data display system:

The visual display module of EChat diagram is used to collect data, and the collected
data of the module is presented on the page in real time for the convenience of staff.
Historical data can also be displayed to show the dynamic changes of air quality
particles in the same area at different times.

Fig. 4. Environment monitoring platform requirements architecture diagram
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(5) Report output system:

The staff can export the historical acquisition data of some modules through the report
output system, and the system will automatically generate the report according to the
template for the convenience of the staff.

(6) Data upload and entry system:

When 4G signal is weak, the module can’t upload data automatically, such as
unmanned aerial vehicle (UAV) flight monitoring environmental monitoring device is
complete, you can remove the SD card of equipment, through the card reader computer,
copy of monitoring data file, upload data input function in the recycling system, will
copy the monitoring data file upload data collection [10–12].

3 Conclusion

This paper focuses on the design of UAV environmental monitoring device and
environmental monitoring platform. The data collection of users and staff on envi-
ronmental status and air particles at different altitudes was realized, and the data was
uploaded to the server in real time through LTE module. The server verified, stored and
displayed the data.
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Abstract. The traditional temperature measurement and control system of
chemical instruments can not accurately grasp the basic condition of temperature
data, resulting in low efficiency of measurement and control. Therefore, a
temperature measurement and control system of chemical instruments based on
the Internet of things is designed. According to the relevant performance of the
hardware components of the system, the system information of the control
center is studied, and the correlation of the internal system is studied. Based on
this, the command of hardware mode transformation is executed. After the
hardware design is realized, the system software design is realized on the pre-
mise of hardware data. Combined with the measurement and control algorithm,
the measurement and control mode of the center is continuously studied, the
data difference between the systems is adjusted, and the contradiction between
the measurement and control data is avoided Complete the overall system design
operation. The experimental results show that the design of chemical instrument
temperature measurement and control system based on Internet of things has
higher measurement and control efficiency, shorter measurement and control
time, and improves the accuracy of measurement and control.

Keywords: Internet of things � Temperature measurement and control of
chemical instruments � Temperature measurement and control system � Design
of measurement and control system

1 Introduction

Chemical instruments will have a certain degree of danger during use. If improper
operation will cause physical harm to users, for this reason, the use of chemical
instruments must be investigated and supervised to improve their safety. Most
researchers investigate the temperature status of chemical instrument, and use analysis
algorithm to study the measurement and control information, so as to achieve the
purpose of designing the temperature measurement and control system of chemical
instrument.

Current research at home and abroad selects the required control data according to
the authenticity of the system operation, and strengthens the internal data monitoring
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performance to ensure that the collected data is within the scope of the system oper-
ation to ensure the security of the control data [1].

Traditional chemical instrument temperature measurement and control system
based on data mining technology uses Internet of things information skills to transform
network data into system control data to achieve research and operation [2].

The traditional temperature measurement and control system for chemical instru-
ments based on cloud computing achieves the purpose of measurement and control
system design through the measurement and control calculation of the internal network
system and the algorithm research. However, the current research does not select more
accurate reference data, the degree of mastering the measurement and control system is
low, which can not meet the needs of system operation [3]. Therefore, in view of the
above problems, this paper designs a temperature measurement and control system of
chemical instruments based on the Internet of things, and analyzes and solves the above
problems. In this paper, a comprehensive data control method is designed, which
improves the control accuracy of the control system, reduces the control time, and can
better carry out the experimental research operation.

2 Hardware Design of Temperature Measurement
and Control System of Chemical Instrument Based
on Internet of Things

As a powerful data operation mode, the Internet of things has been widely used in data
operation. In this paper, the status information of the Internet of Things is used to find
the internal temperature data of chemical instruments, and the system hardware design
operation is performed, and different operations are constructed according to different
hardware properties. In order to strengthen the control accuracy of the control system,
this paper sets up a data acquisition module, connects the channel between the data and
the system, controls the collection strength of the data, and constructs the data col-
lection diagram (Fig. 1):
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The data collector in this paper adopts dczl23-wfet600s-i type collector, which
adopts high-performance and low-power microcontroller hardware platform and
embedded operating system software platform, with flexible system upgrading ability,
supporting various communication modes such as power line carrier, micro power
wireless, RS485 [4].

Uplink communication adopts a modular design, manages the operation informa-
tion of the data system, and can transmit data information to the central control system
while managing, and connects to the USB interface to ensure the security of data
information transmission, and use different transmission channels to weaken the system
data. Differential information promotes the unified development of data, eliminates the
network signal data that does not conform to the operation of data system in time, and
ensures the purity of data transmission.

According to the performance of data system control, further analysis of its nec-
essary conditions, set up the corresponding data control module, standardize the pro-
cessing of control data. In this paper, the data control module selects the control system
mark controller, which has the function of serial port data acquisition, integrating
resistance signal assistance, relay control and 485 communication. It can be applied to
single coil SPI serial port encoder, displaying angle change and displacement change,
serial port SSI three wire signal input, external power supply is 12 V or 5 V. It has
absolute encoder with display serial port, meters of accumulated multi turn length, 0–
10 k or 0 external access- 2.5 V. The voltage signal potentiometer, which is used in
combination with the absolute value of single loop parallel port, can produce the use
effect of multi loop absolute value, increase the success rate of data control, and study
the main control chip status of the control system according to the process of central
data analysis, so as to complete the design of data measurement and control module [5].
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Fig. 1. Data collection diagram
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In this paper, the control chip is an IC that integrates a controller and a driver. It can
independently control two robot gait data systems at the same time. It is a powerful
system-on-a-chip. It integrates complex in a miniature 7 mm � 7 mm QFN package.
The Six Point ramp generator, as well as industry-leading diagnostic and protection
features.

With the addition of steadthchop silent driving technology, spread cycle anti jitter
technology, coolstep current dynamic adjustment technology, it can save 75% energy.
With dcstep torque adjustment technology and stallgard locked rotor detection func-
tion, it can promote the optimization of the system. With the expansion of n-channel
MOSFETs, the motor current of each coil can reach 20A, and the voltage is 60 V DC,
easy to operate, only need to find the target parameters, all the instrument temperature
data system logic are running in the tmc5160. When NEMA 17 to NEMA 34 and larger
systems are driven, no software operation is required, saving operation time, and
improving control efficiency [6]. Connected to the host microcontroller via industry
standard SPI or step/direction interface, TMC5160 performs all real-time position and
speed step motion calculations. At the same time, TMC5160 also supports ABN
encoder input to optimize input port data information and facilitate internal structure
Sexual operation can provide relevant information on the basis of joint conversion, and
strengthen the information analysis of internal control data.

According to the above steps, adjust the hardware structure of the system, and
realize the research and operation of the hardware of the multi-point control system of
the network engineering virtual unit [7].

The MSU processor in the node has the function of timed sleep, which can reduce
the cost of power consumption. It is mainly responsible for the screening and trans-
mission of analog quantities. The A/D conversion function in the processor can reduce
the complexity of analog quantity screening, considering the power supply voltage.
Differently add a capacitor in the MSU processor to reduce the impact of the voltage
difference.

Each node has a set of analog interface circuit, which can timely transmit the real-
time environment information collected from the orchard to the next data layer through
the interface. In this system, the node analog interface circuit adopts the analog front-
end with current signal of 2ma–10ma, and converts the current into voltage signal
through the front-end.

The high-definition vision node is mainly composed of the grid high-definition
electronic eye as the main body of the visual node. It is reliably powered by the
JW48V–6A power adapter. A color processing chip is installed in the gate high-
definition electronic eye, which improves the sensitivity and resolution of the electronic
lens, and enhances the color processing ability, automatic light filling ability and
automatic focusing ability of the electronic eye [8]. This can realize the high-definition
vision node, which can provide 24-h security protection for the entire orchard range.
The high-definition vision node is also equipped with a data computing platform,
which can accurately measure the terrain position. The computing platform uses the D-
2015 J model motor as the The drive provides a stable and sensitive environment for
data operation.
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3 Software Design of Temperature Measurement
and Control System for Chemical Instruments Based
on Internet of Things

After realizing the hardware design of the system, based on the operation data of the
hardware system, this paper changes the data operation conditions, and stores the
collected data in the network structure space in combination with the big data calcu-
lation mode. The operation flow chart of the relevant system software is set as follows
(Fig. 2):

At the beginning of the program, the transmission node communicates commands
to other nodes in the form of numbers. After receiving the command, the other nodes
enter the Internet of Things. After the other nodes are successfully connected, they start
to send real-time environmental information of the orchard to the transmission node.
The node applies for joining the network and transmits information. After receiving the
request, the transmitting node needs to check whether the node has the conditions to
join the network in the network address. If it does not meet the conditions, it refuses to
join; if it meets the conditions, it can join.

According to the structure sequence, the multi-point data of network engineering
virtual unit is allocated and the data training operation is carried out. The big data
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calculation and analysis data and the multi-point data of the virtual unit are transmitted
to the same operation channel, and the corresponding data transmission formula is set:

C ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

AþP
p � SþU

N
ð1Þ

In the above formula, C represents data transmission parameters, A represents
operating channel environment data, P represents network structure space data, S
represents virtual unit multi-point data storage location parameters, U represents data
training sample parameters, and N represents the total number of data involved in data
transmission. After the above research and operation, the transmitted data will be
placed in the control system. After the system control of data is realized, the data
location of the control will be allocated, and the data control area will be divided by
referring to the multi-point data control content of the network engineering virtual unit,
and the control parameters will always be within the adjustable range of the system.
Further set the data parameter range control equation as follows:

C ¼
X

Pþ q� m
T

ð2Þ

In the above formula, C represents the data control range data, P represents the
basic parameters of the control area, q represents the allocation data location param-
eters, m represents the control content parameters, and T represents the system control
space data information. Therefore, obtain the required range data, set the data operation
range, standardize the management of internal system information, and transfer all the
information in the system operation range to the control space, monitor the data
position at all times, and there is a certain operation relationship between the data. The
software in this paper alleviates certain data contradictions by cracking its relationship
[9].First look for relational data, determine the possibility of operation between the data
through the corresponding content of the relational data, and set the data determination
formula to adjust the difference between the data:

P ¼ k � l
z

� uþ dð Þ ð3Þ

In the above formula, P is the data determination parameter, K is the data con-
tradiction possibility parameter, l is the relational data information, Z is the software
system operation function, u is the operation relationship index between data, and D is
the internal space operation index [10–12].

According to the above operation, enhance the adjustment performance of internal
data information, and combine the research content of the control system to convert the
control data into control research data, maintain the operating distance between the
data, improve the function of the information control system, complete the temperature
measurement and control system of the chemical instrument Design research [13–15].
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4 Experiment and Research

In view of the complexity of the operation data of the Internet of things and the
difficulty in measuring the instrument temperature data of the chemical instrument
temperature measurement and control system, it is necessary to screen the data of the
experimental environment, adjust the original system state, continuously optimize the
internal structure of the system, change the performance of information collection and
analysis, implement the data measurement and control operation according to the
relevant measurement and control principles, and strengthen the connection between
information,

After each module of the node establishes the route, the MSU processing module
will enter the low loss mode by using the timing sleep gap of the node. At this time, the
whole system will enter the low loss stage. The trigger timer can use the timing sensor
to collect and transmit the data. The basic function of the trigger timer is as follows:

S ¼
X

i¼0

Lþ L2
C

ð4Þ

In the function, S represents the trigger time, L represents the starting module
working time, represents the module enters low-loss time, and C represents the mod-
ule’s operating efficiency.

When the system node under low loss receives the command information outside
the system, the normal operation of the entire system is resumed by changing the time
address of the timer for the first time. The peripheral circuit of the MSU processor is
shown in Fig. 3:
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Fig. 3. Peripheral circuit of MSU processor
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In this experiment, according to two different experimental parameters for exper-
imental comparison, to further improve the overall comparison effect, and set the
corresponding experimental parameter table as shown below (Table 1):

In order to verify the effectiveness of the system in this paper, under the condition of
experimental parameter 1, the efficiency of the temperature measurement and control of
the chemical instrument temperature measurement and control system in this paper, the
chemical instrument temperature measurement and control system based on data mining
technology and the chemical instrument temperature measurement and control system
based on data mining technology Analysis, the comparison results are shown in Fig. 4.

According to the above diagram, it can be analyzed that the traditional measure-
ment and control system based on the data mining technology of chemical instrument
temperature measurement and control is more efficient. Because this method centrally
controls the operation performance of acquiring data, and studies the transformation
direction of the internal system structure, the measurement and control according to the
data. The standardized standard of data manipulation to improve the efficiency of
measurement and control.

The traditional temperature measurement and control system of chemical instru-
ments based on cloud computing has a low efficiency. Because the method has a small
monitoring force on the internal data of the system, it reduces the effectiveness of data
conversion, and the control concentration is weak, resulting in a low efficiency of
measurement and control.

Table 1. Experimental parameters 1

Project Parameter

Voltage 10 V
Network signal status Stable
Program status Offline
Run the model IoT operation model
Analysis method Platform computing analysis
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Fig. 4. Comparison of measurement and control efficiency
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The measurement and control efficiency of the temperature measurement and
control system of the chemical instrument based on the Internet of Things in this article
is higher than that of the other two traditional methods. Contradiction with system
control, to avoid data measurement and control errors during operation, and improve
the efficiency of measurement and control.

Set the experimental parameter 2 for the secondary data performance test (Table 2):

In order to further verify the effectiveness of the system in this paper, under the
condition of experimental parameter 2, the temperature measurement and control time
of the chemical instrument temperature measurement and control system in this paper,
the chemical instrument temperature measurement and control system based on data
mining technology and the chemical instrument temperature measurement and control
system based on data mining technology are compared Analysis, the comparison
results are shown in Fig. 5.

According to the above diagram, it can be analyzed that the traditional design of
chemical instrument temperature measurement and control system based on data
mining technology takes a long time, while the traditional design of chemical instru-
ment temperature measurement and control system based on cloud computing takes a
short time. In this paper, the measurement and control time of chemical instrument

Table 2. Experimental parameters 2

Project Parameter

Monitoring program status Connection Status
Network structure Complete
Risk factor 0
Frame status Basic framework
Interface USB interface
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temperature measurement and control system based on Internet of things is shorter than
the other two traditional system designs. The reason for this difference lies in the
system design and research of the internal information situation of the system, and find
out the reasons for the state of the system, increase the data collection efforts, and store
the data according to the relevant spatial data comparison system storage mode.

To a large extent, it ensures the accuracy of data storage, reduces unnecessary
troubles, facilitates control operation, improves the efficiency of measurement and
control, and reduces the time required for measurement and control operation. The
traditional chemical instrument temperature measurement and control system based on
data mining technology has designed and studied the integration mechanism between
the data. Based on the management system center data, the temperature data is
reviewed and analyzed to better control the performance of the system’s control center
and has a relatively stable Measurement and control route, but the operation steps are
more complicated, with more repetitive steps, resulting in a certain amount of operation
waste, resulting in a longer time for measurement and control.

The traditional design of temperature measurement and control system for chemical
instruments based on cloud computing can control the flow direction and flow state of
gait data while ensuring the effective transmission of information, which shortens the
time required for measurement and control. However, because of this, the mastery of
data is low, which can not meet the operation requirements of the system, and there are
still deficiencies in control functions, unstable control routes, and efficient measurement
and control Lower.

In summary, the design of the temperature measurement and control system for
chemical instruments based on the Internet of Things in this paper can better adjust the
contradictions between the systems, solve the system data information in time, control
the effective circulation of temperature data, simplify the operation process, and avoid
unnecessary waste of time. Has a broader space for development.

In order to further verify the effectiveness of the system in this paper, the tem-
perature measurement and control accuracy of the traditional measurement and control
system and the measurement and control system in this paper are compared and ana-
lyzed. The comparison results are shown in Fig. 6.
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According to Fig. 6, the temperature measurement and control accuracy of
chemical instrument in this system can reach 100%, while that of traditional system is
only 93%. The accuracy of temperature measurement and control of chemical instru-
ment in this system is higher than that of traditional system.

5 Conclusion

Based on the traditional instrument temperature measurement and control system, this
paper designs a new type of chemical instrument temperature measurement and control
system based on the Internet of Things. The experimental results show that the design
effect of the system is significantly better than that of the traditional system. This paper
focuses on the operation characteristics of hardware and software design, reduces the
contradiction rate in the design, and constantly adjusts the system space structure,
optimizes the internal space state, simplifies the operation process, reduces unnecessary
operation waste, can improve the information of the central components of the control
system to a higher extent, has a higher operational feasibility, reasonably distributes the
system operation principles, and strengthens the The data control performance of the
control system can improve its control accuracy, which provides a solid theoretical
basis for the follow-up research. The design effect is good and has a high research
value.
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Abstract. In order to solve the problem of high transportation cost in the range
of transportation distance from 3.5 km to 7.5 km, this paper proposes a method
of location and path planning for cross-border e-commerce logistics distribution
center in cloud computing environment. Cross-border e-commerce logistics
distribution center location model is established under the cloud computing
environment to achieve cross-border e-commerce logistics distribution center
location. Cross-border e-commerce logistics path planning is realized by con-
structing cross-border e-commerce logistics path planning model in cloud
computing environment. The logistic path planning model of cross-border e-
commerce includes time and event sequence sub-model, state variable quantum
model, external information sub-model, state transfer sub-model, objective
function and optimal strategy sub-model. In order to prove that the transporta-
tion cost of this method is lower in the range of 3.5 km to 7.5 km, two original
methods are compared with this method. The experimental results show that the
transportation cost of this method is much lower than that of the other two
methods, and the cost is reduced successfully.

Keywords: Cloud computing environment � Cross-border E-commerce �
Logistics distribution � Distribution center location � Path planning

1 Introduction

Cross-border e-commerce logistics distribution center location and path planning
method can help cross-border e-commerce reasonable, scientific planning of the dis-
tribution center address and distribution path. In recent years, the rapid development of
cross-border e-commerce has changed from an economic phenomenon to an advanced
business model, and will become the mainstream business model in the future inter-
national trade. At present, the Central Government is focusing on promoting the
development strategy of “going global” of Chinese enterprises, encouraging enterprises
to actively participate in the competition in the international market, and striving to
become world-class cross-border e-commerce enterprises [1, 2]. In order to simplify the
processing of cross-border e-commerce orders, shorten the time of logistics trans-
portation and improve the efficiency of logistics transportation, the research on the
location and path planning of cross-border e-commerce logistics distribution center has
been carried out for a long time. In 2012, M.M. Nassar proposed a new distribution
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model based on maximum likelihood method and moment method, namely beta
logistics distribution model. The model is a parameter estimation model. At the same
time, N. Balakrishnan put forward the delivery model of order recurrence relation
based on it. The scholar Hsiaw-Chan Yeh puts forward a method of location and path
planning of cross-border E-commerce logistics distribution center based on order
recursive relation distribution model. However, the research in China is relatively late.
Some scholars put forward a method of location and path planning of cross-border E-
commerce logistics distribution center based on fuzzy decision analysis, mainly
through fuzzy decision analysis of cross-border E-commerce logistics to achieve its
location and path planning [3]. In view of the fact that the location and path planning of
cross-border e-commerce logistics distribution centers by using the above methods are
unable to be transferred due to the difficulties in cross-border logistics control, and the
transportation cost is high within the range of transportation distance from 3.5 km to
7.5 km, a method for location and path planning of cross-border e-commerce logistics
distribution centers under cloud computing environment is proposed.

2 Location of Cross Border E-Commerce Logistics
Distribution Center in Cloud Computing Environment

2.1 Location of Cross Border E-Commerce Logistics Distribution Center

Cross-border e-commerce logistics distribution center site selection is realized by
building a cross-border e-commerce logistics distribution center location model under
the cloud computing environment [4].

2.1.1 Model Assumptions and Analysis
First of all, the model assumptions need to be made as follows: all the macro-factors
and meso-factors of the alternative addresses of cross-border e-commerce logistics
distribution centers are the same, so only the impact of micro-factors on the location of
logistics distribution centers is taken into account; and the construction costs of each
logistics distribution center are fixed within a certain period [5].

According to the operation mode of cross-border e-commerce logistics distribution,
this paper analyzes the factors of cross-border e-commerce logistics distribution center
location, and constructs cross-border e-commerce logistics center location model. The
factors for the location of cross-border e-commerce logistics distribution centers ana-
lyzed are as follows:

Cross-border e-commerce logistics and distribution center costs include trans-
portation costs, warehousing costs, warehousing costs, reverse logistics (costs of
returning and exchanging goods), costs of handling unmarketable goods, warehousing
insurance costs, total customs duties and [6].

The transportation cost is the sum of the transportation cost from domestic seller to
domestic port city, from port city to logistics distribution center, and from logistics
distribution center to overseas buyer.

Each transport cost shall be the product of transport distance, transport volume and
unit freight.
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The warehousing cost of a logistics distribution center shall be the product of the
storage volume (total transportation volume), storage time and unit storage fee.

Build a position cost to give total cost directly can.
The reverse logistics cost is the product of the rate of return and exchange,

transportation distance, total transportation volume, and unit freight.
The total tariff is the product of the total value of the goods multiplied by the tariff

rate of the importing country.
Customer satisfaction is the ratio of the quantity of goods delivered through a

logistics distribution center to the total quantity of goods delivered within the standard
time for customer satisfaction [7].

2.1.2 Establishing the Location Model of Cross-Border E-Commerce
Logistics Distribution Center
The location model of the cross-border e-commerce logistics distribution center shall
be established as follows:

Formula (1) is an overseas warehouse cost model;

min Z1 Z1j ¼ LsrVmCsr þ
X

k

w¼1

DrwLrwQCrw ð1Þ

Type (2) is a satisfaction model using overseas warehouses;

min Z2 Z2j ¼ �
X

k

w¼1

Hbw
Vwb

Q
ð2Þ

Type (3) means that the traffic volume of overseas warehouses to overseas buyers is
less than the total traffic volume;

P

k

w¼1

P

n

b¼1
XwbQwb �Q

w 2 1; 2; . . .; kf g
b 2 1; 2; . . .; nf g

8

>

>

<

>

>

:

ð3Þ

Formula (4) indicates that the first trip freight is composed of the transportation cost
of the goods from the domestic seller to the domestic port city and the transportation
cost of the goods from the domestic port city to the overseas warehouse;

F ¼ LsrVmCsr þ
X

k

w¼1

DrwLrwQCrw ð4Þ

Formula (5) indicates that the total tariff of the importing country consists of the
product of the total value of the goods and the tariff rate;
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R ¼ Ph ð5Þ

Formula (6) indicates the selection scope of customer satisfaction.

Hbw ¼ 1; TwbGwb
� 1

0; else

�

w 2 1; 2; . . .; kf g
b 2 1; 2; . . .; nf g

8

>

>

<

>

>

:

ð6Þ

Where, s represents the domestic seller; b represents the overseas buyer; n repre-
sents the number of overseas buyers; r represents the domestic port city; w represents
the logistics distribution center; k represents the number of overseas warehouses; v
represents the total transportation volume of domestic sellers to the logistics distribu-
tion center; Vwb represents the transportation volume from the logistics distribution
center to the buyer; Vw represents the warehouse capacity of the logistics distribution
center; Lsr represents the distance from the domestic seller to the domestic port city
r;Lrw represents the distance from the domestic port city to the logistics distribution
center; Lwb represents the distance from the logistics distribution center to the overseas
buyer; Csr is the freight for the domestic seller to deliver each ton of goods to the
domestic port city; Crw is the freight for the domestic port city to deliver each ton of
goods to the logistics distribution center; Cwb is the freight of each unit of goods
delivered by the logistics distribution center to overseas buyers; Cwt is the storage fee of
each unit of goods stored in the logistics distribution center every day; Cw is the annual
warehouse building cost of the logistics distribution center; Tsw is the time for domestic
sellers to store goods in the logistics distribution center; Gwb and Twb are the standard
time and actual time for domestic sellers to send goods from the logistics distribution
center to overseas buyers; a is the insurance cost of the logistics distribution center; h is
the import tariff rate of the country where the logistics distribution center is located; F
is the first route transportation; P is the total value of the goods; R is the total tariff of
the country where the goods are imported [8].

In the cross-border e-commerce logistics distribution center location model, it is
composed of transportation cost, storage cost, warehouse building cost, reverse
logistics (return and exchange cost), processing cost, insurance cost and total tariff; the
dual objective problem of the cross-border e-commerce logistics distribution center
location model is transformed into a single objective problem to solve the model, so as
to achieve the location of cross-border e-commerce logistics distribution center.

2.2 Cross-Border E-Commerce Logistics Path Planning in Cloud
Computing Environment

Cross-border e-commerce logistics path planning is realized by constructing cross-
border e-commerce logistics path planning model in cloud computing environment.
Cross-border e-commerce logistics path planning model consists of time and event
sequence sub-model, state variable quantum model, external information sub-model,
state migration sub-model, objective function and optimal strategy sub-model [9, 10].
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2.2.1 Time and Event Sequence
The time and event sequencing submodels are modeled as shown in Fig. 1.

In the time and event sequence sub model, the identifier on the timeline represents
the time point, and the interval between the identifiers represents the time period. The
part between time t � 1 and time t is called time period t state S and action A are known
at time t, so it is also called decision time. External information W arrives in time
period t. In cross-border e-commerce logistics path planning, decision-making is
triggered when one or more vehicles arrive at customers or distribution centers at the
same time. The sequence of events from t to tþ 1 is as follows:

(1) When the system arrives at decision-making time t, it senses state St and obtains
the real demand information Wt of all customers who have just arrived;

(2) Select action At according to current state St and random information Wt;
(3) Serve all newly arrived customers;
(4) Perform actions;
(5) The decision-making time of tþ 1 is triggered by an arrival event, and the vehicle

is transferred to state Stþ 1 to obtain the real demand information Wtþ 1 of all
customers who have just arrived.

2.2.2 State Variable
When planning cross-border e-commerce logistics path, the state variables need to
provide enough information for decision-making, so the state variable sub model is
usually composed of vehicle state and customer state.

Set vehicle set as M, quantity as m, customer set as Z and quantity as z. For any
vehicle i 2 M, its status can be expressed as:

F ¼ li; qi; kið Þ ð7Þ

Where li 2 Z represents the current location (before service) or the next destination
(after service) of vehicle i; qi 2 0;Q½ � refers to the current remaining on-board cargo
volume of vehicle i; ki 2 0;L½ � refers to the time when the vehicle arrives at the next
destination; L refers to the service period limit. Let l; q; kð Þ ¼ li; qi; kið Þi2M indicate the
status of the vehicle.

For any customer j 2 N= 0f g, its demand status can be expressed as dj; xj
� �

, where
dj represents the unmet demand of customer j; xj represents the real value of the
observed customer j demand.

Fig. 1. Time vs. event sequencing submodel
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2.2.3 External Information
Because there is only one kind of external stochastic information, namely customer
demand, for the multi vehicle routing problem with stochastic demand, the external
information sub model is expressed as follows:

Wt ¼ x̂li ; i 62 Mf g ð8Þ

Where, Wt represents external random information; x̂li represents the real needs of
the target customer li of vehicle i. When external informationWt is triggered at decision
time t, the system will know immediately when it reaches state St.

2.2.4 State Migration
The state migration function can be expressed as:

Stþ 1 ¼ SM St;A;Wtþ 1ð Þ ð9Þ

The superscriptM refers to the model, and the independent variables of the function
are state St, action A and external information Wtþ 1.

State transition is divided into two steps: the deterministic transition to the post
decision state and the stochastic transition to the pre decision state. When action A is
executed in state St, the state will definitely migrate to post decision state SA

t
.

2.2.5 Objective Function and Optimal Strategy
In the cross-border e-commerce logistics path planning with stochastic demand and
service period, the goal is to maximize the customer demand, that is, the objective

function is max
P

T

t�0
q St; að Þ. p 2 P strategy a defines a mapping from state space to

action space: p : S 7!A Sð Þ. Let the value function of the state under strategy p be the
long-term cumulative reward, and the evaluation standard of the strategy be the value
function Vp S0ð Þ of the initial state S0,Then find the optimal strategy p�, so that
Vp� S0ð Þ�Vp S0ð Þ; 8p 2 P, cross-border e-commerce logistics path planning [11, 12].

3 Experimental Test

3.1 Experimental Case

The design of cross-border e-commerce logistics distribution center location and path
planning method in cloud computing environment was tested. The experimental case is
as follows: Enterprise B is a third party logistics enterprise of cross-border e-commerce
logistics and distribution. With the rise of export cross-border e-commerce in recent
years, enterprise B’s cross-border e-commerce business customers are mainly located
in Quanzhou of Fujian Province, Hangzhou of Zhejiang Province, Hefei of Anhui
Province, Kunming of Yunnan Province and Suzhou of Jiangsu Province. The overseas
buyers of cross-border e-commerce enterprises are mainly located in France, Germany,
Italy, the Netherlands and other European countries. With the increasing of business
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volume, B enterprises consider to add some logistics distribution centers and make path
planning for them. The operating model of enterprise B is shown in Fig. 2.

As shown in Fig. 2, enterprise B first selects a domestic port city to build a
warehouse, assembles the goods of five cross-border e-commerce sellers, and then
transports them by sea to the port city where the overseas warehouse is located. Finally,
when the foreign buyer places an order on the cross-border e-commerce platform, the
goods are directly delivered to the buyer through the overseas warehouse.

B enterprise has 5 domestic sellers concentration points, 7 overseas buyers con-
centration points, selected 4 domestic port cities as the warehouse selection points, 7
overseas warehouse selection points, the entire logistics network of a total of 23 nodes.

In this paper, the location and path planning of cross-border e-commerce logistics
distribution center in B enterprise are tested by using the method of cloud computing.
The transportation cost data in the range of 3.5 km to 7.5 km is used as the experi-
mental data. In order to avoid the unitary experimental results, the two methods are
used as comparative experimental methods, including cross-border e-commerce
logistics distribution center location and path planning based on order-recursive dis-
tribution model and cross-border e-commerce logistics distribution center location and
path planning based on fuzzy decision analysis. Similarly, the two methods are used to
choose the location and path planning of B enterprise’s cross-border E-commerce
logistics distribution center, and the transportation cost data are used as the comparative
experimental data. The experimental data of several experimental methods were
compared.
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Seller 5

Domestic 
warehouse

Overseas 
warehouse

Buyer 1

Buyer 2

Buyer 5

First 
transportation

Customs of 
importing country
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Reverse logistics

Domestic 
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Overseas 
buyers

Fig. 2. B Business model
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3.2 Analysis of Experimental Results

Within the range of transportation distance from 3.5 km to 5.5 km, the comparison
results of transportation cost experimental data between cross-border e-commerce
logistics distribution center location and path planning under cloud computing envi-
ronment and distribution model based on order recurrence relation and cross-border e-
commerce logistics distribution center location and path planning based on fuzzy
decision analysis are as shown in Table 1.

According to the comparison of transportation cost experimental data in the range
of transportation distance from 3.5 km to 5.5 km in Table 1, it can be concluded that
the cost of cross-border e-commerce logistics distribution center location and path
planning method in cloud computing environment is much lower than that in cross-
border e-commerce logistics distribution center location and path planning method
based on order recurrence relationship distribution model and fuzzy decision analysis.

Table 1. Comparison of transport cost experimental data

Transport
distance

Transport costs (yuan)
Approaches in a
cloud computing
environment

Method of distribution model
based on order recurrence
relation

Method based on
fuzzy decision
analysis

3.5 km 5163.32 6112.25 6932.65
3.6 km 5233.25 6115.29 7124.20
3.7 km 5263.32 6154.25 7132.36
3.8 km 5361.02 6235.55 7102.03
3.9 km 5401.02 6220.02 7004.09
4.0 km 5431.08 6323.05 7102.29
4.1 km 5441.01 6302.02 6932.30
4.2 km 5533.14 6324.25 7221.58
4.3 km 5563.32 6321.25 6962.32
4.4 km 5624.07 6421.01 7248.01
4.5 km 5713.20 6551.20 7120.06
4.6 km 5763.21 6513.20 7335.04
4.7 km 5801.02 6596.36 7469.68
4.8 km 5860.27 6563.24 7442.21
4.9 km 5820.20 6631.20 7541.20
5.0 km 5810.07 6632.04 7521.02
5.1 km 5863.20 6630.01 7620.1
5.2 km 5912.08 6725.36 7720.25
5.3 km 5934.20 6765.32 7712.23
5.4 km 5932.04 6831.20 7820.27
5.5 km 5978.25 6923.32 7921.30
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Within the range of transportation distance from 5.5 km to 7.5 km, the comparison
results of transportation cost experimental data between cross-border e-commerce
logistics distribution center location and path planning under cloud computing envi-
ronment and distribution model based on order recurrence relation and cross-border e-
commerce logistics distribution center location and path planning based on fuzzy
decision analysis are as shown in Table 2.

According to the transportation cost experimental data in the range of 5.6 km to
7.5 km in Table 2, the results show that the cost of cross-border E-commerce logistics
distribution center location and path planning method in cloud computing environment
is much lower than that in cross-border E-commerce logistics distribution center
location and path planning method based on order recurrence relationship distribution
model and fuzzy decision analysis. The cost and capacity constraints of e-commerce
logistics distribution center are shown in Table 3.

Table 2. Comparison of transport cost experimental data

Transport
distance

Transport costs (yuan)
Approaches in a
cloud computing
environment

Method of distribution model
based on order recurrence
relation

Method based on
fuzzy decision
analysis

5.6 km 5123.36 6132.20 6759.36
5.7 km 5123.25 6132.20 6785.20
5.8 km 5163.20 6113.32 6798.62
5.9 km 5120.04 6223.21 6798.98
6.0 km 5263.32 6112.20 6895.32
6.1 km 5287.62 6298.96 6912.03
6.2 km 5221.20 6324.20 6943.21
6.3 km 5232.04 6321.20 6987.25
6.4 km 5363.24 6452.30 7021.20
6.5 km 5362.30 6425.30 7046.32
6.6 km 5462.32 6521.03 7059.32
6.7 km 5414.02 6564.20 7084.32
6.8 km 5420.21 6578.96 7125.32
6.9 km 5563.32 6584.21 7201.32
7.0 km 5524.21 6632.01 7698.32
7.1 km 5623.20 6698.32 7712.03
7.2 km 5652.32 6712.05 7785.20
7.3 km 5721.02 6789.32 7798.32
7.4 km 5813.20 6875.30 7821.02
7.5 km 5820.32 6897.21 7962.30
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It can be seen from Fig. 2 that the location problem of e-commerce logistics dis-
tribution center involves not only the cost of construction, operation and distribution,
but also the cost and capacity constraints. Therefore, it has practical application value
to construct an optimization model of e-commerce logistics distribution center location,
which comprehensively considers the factors of cost, time window constraint, cargo
damage rate, objective function and optimal strategy [13, 14].

In conclusion, the transportation cost of location and route planning of cross-border
e-commerce logistics distribution center in cloud computing environment is lower than
the other two methods, which provides an important reference for practical application.

4 Conclusions

At present, the construction level of China’s cross-border logistics and transportation
system is far lower than that of developed countries in Europe and America, and the
distribution service level cannot meet the needs of the rapid development of the market.
We should actively promote the layout and construction of logistics hubs to promote
and improve the quality and efficiency of national economic operation. Major cross-
border logistics solutions all have some problems that cannot be solved by themselves,
which are the main factors affecting the further development of cross-border e-
commerce. Therefore, the site selection and path planning of cross-border e-commerce
logistics distribution center must be carried out through the method of site selection and
path planning.

The location and path planning of cross-border e-commerce logistics distribution
centers under cloud computing environment can reduce transportation costs, but this
method only considers the influence of micro factors. The two original methods are
compared with this method, which has lower transportation costs within the range of
3.5 to 7.5 km. The experimental results show that the transportation cost of this method
is much lower than the other two methods, and the cost is reduced successfully.

Table 3. Cost and capacity constraints of e-commerce logistics distribution center

Distribution
center
candidate

Construction cost of candidate
distribution center/ten thousand

Unit product
operation cost/ten
thousand

Capacity
limitation/ten
thousand

1 60 85 800
2 60 85 800
3 70 85 850
4 70 90 860
5 75 90 880
6 75 95 900
7 80 100 920
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Signal Collection Method of Wireless Radio
Frequency Gas Sensor Array Based on Virtual

Instrument

Li Ya-ping(&) and Zhao Dan

College of Mechatronic Engineering, Beijing Polytechnic, Beijing 100176, China
liyaping_mail29@163.com

Abstract. The traditional multi-dimensional array tactile sensor research and
application can not have the characteristics of flexibility and multi-dimensional
force measurement, so there is a big gap in the acquisition of sensor array signal,
it is difficult to extract relevant information and make corresponding actions in
complex environment. Based on this, a method of wireless RF gas sensor array
signal acquisition based on virtual instrument is proposed. By mining the
flexible three-dimensional force and temperature composite sensor array
numerical characteristics of virtual instrument, the flexible sensitive value of
sensor array is improved, and the flexible three-dimensional force sensor array
signal acquisition and temperature compensation are designed, so as to effec-
tively reduce the temperature to three-dimensional force detection The influence
of measurement can improve the signal acquisition performance of wireless
radio frequency gas sensor array. The experiment proves that compared with the
traditional dedicated array acquisition method, the wireless RF gas sensor array
signal acquisition method based on virtual instruments is easy to implement,
flexible to use, and cost-effective, which can be used by researchers for
reference.

Keywords: Virtual instrument � Radio frequency gas � Sensor � Signal
acquisition

1 Introduction

With the development of sensor technology and signal processing methods, the
functional requirements of sensor data acquisition device are also changing. The col-
lection, analysis, processing and display of sensor array signal is one of the important
research trends of current social development. Traditional sensor data collection
devices are generally designed for a single sensor. Even multi-channel collection
devices are often only for data collection of different sensors, and the requirements for
synchronous signal collection are not very high [1]. Usually the data processed by the
sensors are array signals. Therefore, this paper analyzes the structure of sensor syn-
chronous acquisition module from the functional point of view, describes the con-
struction process of array acquisition and bidirectional safe grasping of auxiliary target,
so as to achieve the purpose of human-computer interaction.
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2 Signal Collection Method of Wireless Radio Frequency Gas
Sensor Array

2.1 Multi Card Cascade Construction of Wireless RF Gas Sensor

With the development of signal processing and computers, especially with the intro-
duction of virtual instruments, users are more willing to accept graphical representations
and use computer technology to process the entire process of information. In the
research of acquisition and display, the same kind of sensors are often arranged in a
certain geometric shape, using the spatial characteristics of the signal to enhance the
signal and effectively extract the spatial information of the signal [2]. Array sensing
signal has a high requirement for synchronous acquisition. Generally, the acquisition
card based on single channel design is not suitable for array sensing signal acquisition.
According to the structural characteristics of the flexible three-dimensional force sensor
array, the A/D conversion accuracy, sampling rate and other related values are converted
and standardized. The 32-bit high-performance and low-power microcontroller
stm32f103vet6 based on the armcortex-m3 core is selected. Its biggest advantage is fast
acquisition and Processing data [3]. Multi channel A/D conversion is integrated in the
system, with 12 bit accuracy and the fastest conversion speed of 1 l s. It is equipped with
more than 2 independent ADC controllers, which can quickly collect multiple analog
signals at the same time. And build a DMAmodule that is independent of the Cortex-M3
core and parallel with the CPU to connect the peripheral mapped registers and access
them at high speed, and its transmission is not controlled by the CPU [4]. ADC module
is initialized to continuous conversion mode, ADC channel 0–8 is selected for DMA
transmission, and software filtering is added to ensure the stability and reliability of data
transmission. The specific frame structure is shown in the Fig. 1 below.

Based on the above frame structure, the flexible three-dimensional force value of
the radio frequency gas sensor is analyzed. The composite sensor array is composed of
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4 � 4 three-dimensional force sensor and 3 � 3 temperature sensor, which are
arranged in a concave convex structure. The three-dimensional force sensor is arranged
in a cross shaped four fork structure with the specification of 10 mm � 10 mm [5].
Under normal circumstances, the radio frequency gas sensor is composed of a
5 mm � 3.5 mm size interdigitated electrode. During operation, a temperature sensi-
tive film is prone to appear. The temperature sensor made by the interdigitated elec-
trode has a resistance that is linear with the temperature increase in the temperature
measurement range. The added features require synchronous acquisition and can be
triggered using the conversion start command of the AD chip. However, the A/D
conversion chips are all working in time-series beats, which may cause a beat time error
[6]. A more reliable way is to use timing control, which can ensure the simultaneous
conversion of A/D signals. The specific conversion mode is as follows (Fig. 2).

Generally, the composite array sensor consists of 16 three-dimensional force sen-
sitive units and 9 temperature sensitive units, in which each three-dimensional force
sensitive unit outputs four resistance signals. In order to reduce the mutual interference
between sensitive units and give full play to the performance of MCU, it is necessary to
design appropriate array acquisition circuit [7]. Row and column scanning is an
effective way to save I/O port, but there is mutual coupling interference noise between
sensitive units. Voltage mirror method is a common method to eliminate the coupling
interference between resistive array units.

In the 3 � 3 array, the unselected row signals are grounded to reduce coupling
interference of sensitive units. Single point acquisition is the easiest way to eliminate
mutual coupling of sensitive units. With multi-channel analog switches, multi-channel
data collection can be completed. Among them, 8 pieces of CD4051 are used to select
the sensitive unit of the three-dimensional force sensor, and 1 piece of CD74HCT4067
is used as the temperature sensor acquisition channel [8, 9]. Due to the use of tactile
array sensor, only through multi-channel selection circuit can the output signal of
sensor be obtained orderly. CD4051 chip is used to control the acquisition sequence of
sensor array. CD4051 is a single 8-channel digital control analog electronic switch,
which has a series of advantages such as low-pass impedance, low cut-off leakage
current, etc. among them, A, B, C are binary control input and INH input. Using the
method of row and column scanning, the signal of the sensor array is connected to the
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CD4051, and the signal acquisition of each sensor unit in the sensor array is controlled
by the control chip ATMAGEI6. The ATmegal6 chip is based on the enhanced
AVRRISC structure with high performance and low power consumption. AVR
microcontroller, because the chip has more advanced instruction set and single clock
cycle instruction execution time, the data throughput rate of ATmegal6 reaches
1MIPS/MHz, which can alleviate the contradiction between power consumption and
processing speed of sensor signal acquisition.

2.2 Beamforming Algorithm of Sensor Array Signal

In the application environment of wireless sensor networks, network nodes complete
the network topology through self-organization. Network nodes collaborate to per-
ceive, collect, and process information of interest in the network coverage area. The
wireless sensor network can collect and process specific information of the covered
area at any time [10, 11]. When the sampling rate does not meet the intermediate
frequency sampling theorem, the decimator with polyphase filter structure can be used
to realize digital down conversion. The data obtained from A/D is first decomposed by
orthogonal method, and the processing method is consistent with the low-pass filtering
method. However, this method has a disadvantage that the down-conversion coefficient
used is more complicated than the down-conversion coefficient used by the sampling
rate to satisfy the intermediate frequency sampling theorem. The low-pass filtering
method filters the orthogonally decomposed signal first and then extracts it. The
polyphase filter structure based on the decimator first extracts the orthogonally
decomposed signal and then filters it to reduce the extracted data rate. Filtering is
achieved through multiplexing [12, 13]. In order to improve the accuracy of infor-
mation acquisition, a typical depth structure beamforming algorithm is proposed. If
there are m hidden layers in a deep belief network, and an represents the nth hidden
layer vector, the deep belief network model can be expressed as follows:

Dp = m mja1� �
a1ja2� �

:::m an�1jan� � ð1Þ

The conditional probability p anjanþ 1
� �

can be expressed as:

p anjanþ 1
� �

¼ k �lnm �
Xnþ 1

k¼1

wn
kmh

nþ 1
k

 !

ð2Þ

In the formula, lnm represents the m th node of the n th layer, wn represents the
weight matrix of the n th layer, and k can be expressed as:

k qð Þ¼ Dp�wn
km

1þ exp p anjanþ 1
� � ð3Þ

In order to obtain depth information, you need to obtain a set of data layer by layer,
and in order to obtain the final depth data and conduct supervised training, at this time
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the signal sampling feature frequency is greater than the information problem under
normal circumstances, there will be signal deviation, which can be expressed for:

W að Þmin¼
Xn

i¼1

k qð Þþ hnþ 1
k ð4Þ

The function of fault information collection is further standardized, which can be
expressed as follows:

W bð Þmin¼ Dp
Xm

i¼1

W að Þmin � k qð Þ ð5Þ

If the array signal in the sensor can be recorded as a vector of k1; � � � ; km 2 2m

information; k1; � � � ; km is the amount of information loss; y represents the coefficient
of the function; d represents the conjugate function; a represents the original infor-
mation variable; b represents the The variable of the fault information function; t� 0 is
the function parameter. Then each array information variable ci corresponds to an Di

algorithm that stores variables as:

Di ¼
km ctia� Di
� �2�y að Þ

2km½W bð Þmin þW að Þmin� þ t
� bj ji ð6Þ

Furthermore, the constrained array function of signal feature acquisition is
calculated:

f að Þmin ¼ t Di � Fak k33 þ n bk k2 ð7Þ

Among them: F belongs to the matrix of n fault information; t � 0 is the parameter
of information constraint. A linear equation algorithm is used to describe the infor-
mation collection situation, and the upper or lower limit of the data in the interval [0,5]
is selected as the collection quantity, which is 5 or 10. Based on the above algorithm,
the sensor array signal characteristics can be effectively collected.

2.3 The Realization of Sensor Array Signal Acquisition

Acess2003 database is used for operation. Create a data table through DB Tool Create
Table.vi in the LabVIEW database toolkit, so that users can directly create and delete
files in the database in Lab VIEW software. Through this VI, a table named user is
established in the database to store the data of all users in the module, such as number,
user name, user password, user authority and last login time. A table named pressure is
established to store the collected pressure signals, including test time, tester and col-
lected data value. A table named temperature is established to store the collected data
the collected signal includes test time, tester and collected data value, so as to realize
signal conditioning. The specific steps are shown in the Fig. 3.
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Based on the above steps of signal conditioning, analyzing the signal characteristics
of sensor array, a unique signal conditioning circuit is designed according to the
different characteristics of acoustic, magnetic, vibration and infrared signals of sensor
array, and the conditioned sensor signal is output to the subsequent acquisition module.
Because the signal to be measured is a weak signal, the subsequent voltage signal is
also very small and the amplitude is uncertain. In order to make the signal amplitude
moderate, the signal needs to be amplified. The general-purpose operational amplifier
cannot directly amplify the weak signal. Instrumentation amplifiers and instrumentation
amplifiers must be used. It has the characteristics of high input impedance, low output
impedance, strong resistance to common mode interference, low temperature drift, low
offset voltage and high stable gain; in addition, before sampling, the signal must be
processed by anti aliasing filter to remove the high-frequency noise, and the signal is in
the low-frequency range. Therefore, the second-order Butterworth low-pass filter is
used, which has flat amplitude frequency characteristics and good attenuation char-
acteristics, so it is used in many filter circuit designs. Considering the background
noise, frequency resolution and storage burden of the host, in the high-speed sampling
mode, the number of sampling points of a single trigger is set to 20480, and the
frequency resolution reaches 45.8 KHz. Next, this paper analyzes the performance of
the high-speed array signal acquisition method in high sampling rate mode from two
angles of signal measurement and error analysis. And record the correlation coefficient,
as follows (Table 1):
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Port 3

31.02

Port 4

31.03

35 1.01

2.01

3.01

4.01

Port 5

31×04

36 36.00

36.01

36.02

36.03

36.04

Fig. 3. Sensor array signal conditioning steps

Table 1. High sampling rate array signal data acquisition

Data index Sampling points (SNR/DB) Resolution

Array signal media value 11.15102 0.05481
Arithmetic mean 8.01813 0.18101
Weighted average 11.48411 0.04841
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Further use DSN to access the output of the database sensor array associated with it
through the analog switch through the signal amplification, adjustment circuit and sent
to the MCU for A/D conversion. Select AD626 to zero-adjust the sensor unit, select the
appropriate gain and send it to the microprocessor through the low-pass filter. The
processed data is sent to the upper computer through the serial port to display the three-
dimensional force and temperature test results. In the design of data acquisition soft-
ware, the user information and equipment information are managed on the macro level
and the data sampling time is designed on the micro level. It is designed in strict
accordance with the real business process of data collection under the safe environ-
ment, and its sequence is: equipment calibration, parameter setting, data storage, data
calculation display and export. Combined with virtual instrument technology, a set of
VXI based data acquisition needs to be analyzed and processed, so as to view the
processing results on site. According to different test applications to write different test
assemblies, scalable functionality and versatility. Signal analysis dynamically displays
the data processing process, which is convenient for users to analyze the collected data
and finally give the results of signal analysis.

(1) Data playback: the array signal acquisition channels are many and the amount of
data is large. The data playback function provides collected information, such as
sampling rate, acquisition time and channel vector, etc.; it is convenient for users to
view the acquisition data at any time and channel, and provides time-domain data
display or power spectrum display.

(2) Beamforming: In order to extend the versatility, linear array and planar array
beamforming are provided. The user can set various weighting methods or pour in
custom weights, and view the configured beam pattern. According to the param-
eters set by the user, beamforming displays the output signals of each beam in real
time, so that the user can compare the output results of each beam to analyze the
collected data. Corresponding to the output of each beam, the detection output of
each beam is given to facilitate the user to view the detection target.

(3) Azimuth estimation: azimuth estimation is one of the main purposes of array signal
processing, which provides conventional and high-resolution azimuth estimation
methods. In the application of underwater acoustic equipment testing, it is required
to be able to distinguish coherent source and target. MUSIC algorithm is used for
high-resolution azimuth estimation and spatial smoothing technology is used for
coherent source and target decoherence. Based on this, the data collection process
is regulated, as shown in the Fig. 4.
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Array signal processing is an important branch of digital signal processing. The
construction of a set of transducer array signal acquisition and analysis is of great
significance in the field test, the design and development of the self-guided signal
processor, and the study of signal processing theory and algorithms. Based on the
above steps, accurate collection of signals from the wireless radio frequency gas sensor
array can be effectively achieved.

3 Analysis of Experimental Results

3.1 Experimental Parameter Setting

In order to verify the actual application effect of the signal acquisition method of the
wireless radio frequency gas sensor array based on the virtual instrument, the experi-
mental detection was carried out, using the tactile sensor array, data acquisition circuit,
USB2080 multi-channel data acquisition card and Lab VIEW software made by the
laboratory Designed program. The designed acquisition circuit is used to accurately
collect the signals of sensor array. The real-time and effective acquisition and storage of
sampling data are realized by the Lab VIEW programmable software developed by Ni
company, and the signals measured by sensor array are effectively, intuitively and
vividly displayed by a large number of 2D, 3D and other controls of Lab View
software. Further set the experimental environment and parameters in a standard way,
as shown in the Table 2 below:

Child node 
activation

Detect parent 
node

Set up test 
template

Transfer in test 
data

Deposit
information

form

Tested
information

data stream file

Stop test

N

Y

Fig. 4. Data collection process.
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Place the sensor array in a BE-TH-80M8 constant temperature and humidity box,
from 20 °C to 100°C, record the resistance value of any sensitive unit in the temper-
ature sensor array every 10 °C, repeat 5 times, found in 20 * the resistance value of
the temperature-sensitive unit within 80 °C increases gently with increasing tempera-
ture. After 80 °C, the resistance value increases sharply. Considering the actual tem-
perature measurement range and accuracy of the robot sensitive skin, 20–80 °C is
selected as the effective range of the temperature sensor, the relationship between
resistance and temperature in the measurement range can be expressed as DR ¼
R0 1þ aTð Þ*RT is the temperature coefficient of resistance of the temperature sensor,
R0 is the initial resistance value, RT is the resistance value at temperature T, the
transformation is: DR=R0 = aT.

3.2 Error Analysis

Furthermore, we use labsql to access the database, and build a free, multi database,
cross platform LabVIEW database access toolkit. Before using labsql toolkit to access
the database, first create a computer database with data source name DSN in ODBC
data source of windows operation, select performance maintenance command man-
agement tool command data source component, call ODBC data source Manager
dialog box, and create a DSN named acquisitionsystem. After that, you can create a
DSN in ODBC data source manager. In order to ensure the security of data collection
and prevent illegal operations by unauthorized users, we have designed a login inter-
face, that is, users can only log in after entering the correct user name and password,
and different permissions are given to different users. Demand, convenient operation
requirements and protection of different users, improve the security of signal acquisi-
tion and data storage.

Under the condition of cloud computing application coefficient of 0.18, the total
amount of recorded signal data is 0.5 � 109 T, 1.0 � 109 T, 1.5 � 109 T,
2.0 � 109 T, 2.5 � 109 T, 3.0 � 109 T, 3.5 � 109 T, 4.0 � 109 T, 4.5 � 109 T,
5.0 � 109 T, 5.5 � 109 T, the error value of the experimental group and the control

Table 2. Experimental parameter settings

Name parameter Name parameter

Host � 315 mm � 255 mm � 50 mm
The total amount 5.5 MB
Operating speed � 1 � 10–5 (Input power �−157.6 dBW)
Number of receiving
channels

6 aisle

6 channels 1 ms ± 10 ns
Command function Number of dependents that can be sent at the same

time � 100
Antenna cable length � 20 m
Counterweight � 3.5 Kg
Operating range 9–32
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group changes. The detailed experimental comparison results are shown in the fol-
lowing Table 3:

Based on the information in the above table, it is not difficult to see that, compared
with the traditional signal acquisition method, the signal acquisition method of the
wireless RF gas sensor array based on the virtual instrument proposed in this paper has
significantly lower error rate value change compared with the traditional method, thus
confirming that the error of the signal acquisition method of the wireless RF gas sensor
array based on the virtual instrument is lower in the actual application process, the
stability is relatively higher.

3.3 Acquisition Time

Further, the signal acquisition and detection efficiency of the wireless RF gas sensor
array signal acquisition method based on virtual instrument in the operation process is
compared and detected, and the detection results are recorded, as follows (Fig. 5):

Table 3. Error value change value record

Set value The method of this paper the traditional
method

The method of this paper the
traditional method

Acquisition
volume

Difference Number of
repetitions

Collection Error
value

Repeat
times

0.5 � 109 T 25.13 1.35 1 22.64 2.65 1
1.0 � 109 T 26.45 1.46 1 22.95 2.32 2
1.5 � 109 T 25.49 1.63 0 23.48 2.15 2
2.0 � 109T 24.16 1.28 1 24.86 2.22 1
2.5 � 109 T 26.61 1.05 1 25.48 2.26 2
3.0 � 109 T 25.05 1.66 0 22.46 2.45 2
3.5 � 109 T 25.46 1.54 1 25.84 2.32 1
4.0 � 109 T 26.84 1.95 1 23.15 2.22 2
4.5 � 109 T 24.65 1.54 0 21.06 2.02 2
5.0 � 109 T 26.84 1.35 1 20.48 2.32 2
5.5 � 109 T 25.02 1.54 1 26.46 2.22 1
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Fig. 5. Comparison test results
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Based on the above test results, it can be seen that compared with the traditional
methods, the time-consuming of the signal acquisition method based on the virtual
instrument proposed in this paper is significantly lower in the practical application
process, which confirms that the practical application effect of the signal acquisition
method based on the virtual instrument proposed in this paper is relatively better and
fully satisfied Research requirements.

3.4 Acquisition Accuracy

In order to further verify the effectiveness of the method in this paper, the traditional
method and the method of wireless radio frequency gas sensor array signal acquisition
accuracy are compared and analyzed, the comparison results are shown in Fig. 6.

According to Fig. 6, the highest signal acquisition accuracy rate of wireless radio
frequency gas sensor array in this method can reach 100%, while that of traditional
method is only 36%. It shows that the signal acquisition accuracy rate of wireless radio
frequency gas sensor array in this method is higher than that of traditional method.

4 Conclusion

In this paper, a method of signal acquisition of wireless RF gas sensor array based on
virtual instrument is proposed. Aiming at the problem of temperature interference in
detection, a flexible sensor array signal acquisition and temperature compensation
algorithm is designed. By temperature compensation of three-dimensional force sensor,
the influence of temperature is effectively reduced, and the reliability of signal
acquisition of wireless RF gas sensor array is improved Sex. In the later stage, the
signal acquisition and processing can be integrated into the sensor array, and the data
can be transmitted wirelessly to improve the practicality of the sensor array. The
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Fig. 6. Comparison of acquisition accuracy of two methods
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experimental results show that the wireless RF gas sensor array signal collection
method can effectively improve the accuracy of signal collection.

5 Fund Projects

Research on temperature compensation method of silicon sapphire high temperature
pressure sensor (CJGX2016-KY-YZK032).
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Artificial Intelligence-Based Wireless Sensor
Network Radio Frequency Signal Positioning

Method
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Abstract. Aiming at the problem of low positioning accuracy of existing
wireless sensor network node positioning methods, a distributed node posi-
tioning method based on radio frequency interference is proposed. Analyze the
structure of the wireless sensor network, use two anchor nodes to form a radio
frequency interference field, and use the movement of one of the anchor nodes
to generate the Doppler effect, so that each node can obtain the instantaneous
frequency indicated by its low frequency received signal field strength the angle
information with the mobile anchor node, combined with the geographic loca-
tion of the anchor node, the node merges multiple sets of positioning angle
information to obtain the optimal position estimate. The simulation results show
that, compared with other localization methods, the positioning accuracy of this
method is significantly improved, and the localization time of radio frequency
signal in wireless sensor networks is shortened.

Keywords: Artificial intelligence �Wireless sensor network � Radio frequency
signal � Doppler effect � Node location

1 Introduction

In recent years, wireless sensor networks have received more and more attention. With
the rapid development of microelectromechanical technology, the node terminals of
wireless sensor networks are more intelligent, lightweight, and low energy consump-
tion, and have the functions of measuring, sensing, and collecting external environ-
mental information. Wireless sensor network has great practical value in the fields of
national defense technology, smart home, sharing economy, fire disaster relief and
other fields. It is considered as one of the most important technologies in the 21st
century after the Internet [1].

In wireless sensor network (WSN), data without geographic location information is
often meaningless, so wireless sensor node positioning plays an active role in data
routing. There are many types of conventional positioning algorithms, but they are
generally divided into two categories: one is based on non-ranging (Range-free)
algorithms, such as the centroid method, the DV-Hop algorithm, and the APIT algo-
rithm. These algorithms use inter-node Information exchange obtains information such
as packet hops and distance per hop to estimate the location of the node to be measured.
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The required equipment is simple, but the positioning accuracy is poor; the other is a
range-based algorithm, such as RSSI Algorithm 5), AOA algorithm, TOA algorithm,
TDOA, etc., this type of algorithm uses the characteristics of radio signal phase
information or radio signal strength (RSSI) with distance attenuation to perform
ranging positioning. However, the positioning accuracy is poor, and the algorithm
using phase has better accuracy, but there is often phase ambiguity, so it is necessary to
introduce complex number to correct the algorithm. In addition, when ultrasonic signal
and infrared signal are used for positioning, additional measurement equipment is
needed, which will increase the complexity of the system, high energy consumption
and short propagation distance [2].

In view of the problems of the above methods, this paper proposes a distributed
node positioning method based on radio frequency interference. The node can obtain
the angle information with the mobile anchor node by measuring the Doppler fre-
quency deviation of the radio frequency interference signal, and then estimate the
position. Compared with the RIPS method, this method has the following advantages:
the node can complete the positioning only by performing signal reception measure-
ment, and does not require centralized processing. It is a distributed location method.
The nodes measure the signal frequency, and there is no phase ambiguity. The com-
plexity of positioning is greatly reduced.

2 Radio Frequency Signal Location Method in Wireless
Sensor Network

Wireless sensor network (WSN) is a self-organized network composed of a large
number of sensor nodes deployed in the monitoring area through wireless communi-
cation technology. The emergence of wireless sensor network has profound social
background and technical conditions, which not only comes from the actual needs, but
also is the inevitable result of technological development. At present, information
collection and acquisition methods have fallen far behind the development of computer
computing speed, storage capacity and network bandwidth, so a wireless sensor net-
work that combines sensor technology, network communication technology and
information processing technology with information collection as the main purpose is
ready And was born [3].

In the application of sensor network, it is almost useless to collect data without
location information. It is a very important problem to determine the location of the
event after detecting the event. For example, in the application of environmental
monitoring, it is necessary to know the corresponding position of environmental data
sensed by sensor nodes; for emergencies such as forest fire, it is necessary to know the
specific location of fire. For these applications, sensor nodes must first know their
geographic location, which is also an inherent requirement of wireless sensor networks
[2].

This paper proposes a node positioning method combining RF interference and
Doppler frequency offset measurement. A fixed anchor node and a mobile anchor node
(such as an aircraft) are used to form an RF interference field. The mobile anchor node
moves horizontally and uniformly to produce the Doppler effect. The frequency of the
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RF signal transmitted by the two transmitting nodes is very close, and the superim-
posed signal received by the receiving node has a low frequency envelope; at the same
time, due to the presence of the Doppler effect, the frequency of the low frequency
envelope signal will change with the movement of the mobile anchor node [4]. Each
node can obtain the relative position information of the unknown node and the flight
path by measuring the change law of the instantaneous frequency of its own low-
frequency RSSI (received signal field strength indication) signal. By moving the cross
movement of the anchor node and fusing multiple relative position information, the
unknown node can obtain its own absolute position information.

2.1 Wireless Sensor Network Structure

First, the network structure of the positioning system is introduced. The positioning
system consists of a fixed error node, a mobile shop node and a large number of
unknown nodes. The fixed anchor node and the mobile anchor node transmit single-
frequency signals with similar frequencies, and the signal strength is sufficient to cover
the entire network. The mobile anchor node is equipped with GPS equipment and
broadcasts its own GPS information in real time. Mobile anchor nodes (such as heli-
copters or drones) do low-altitude intersections and fly straight in the positioning area.
The network structure is shown in Fig. 1.

In Fig. 1, A is a mobile shop node, B is a fixed anchor node, and m is a wireless
sensor node to be located. AA′, A′A″ are the two flight paths of the mobile anchor
node, and the arrow points to the direction of movement [5]. P and q are the vertical
feet of the vertical line made by the crossing point m on the flight path, the mobile
anchor node Movement distance is long enough.

The positioning method adopted here is two-dimensional positioning, and the
following parts are the mapping of flight path and unknown nodes to two-dimensional
plane analysis. The unknown node receives the radio frequency interference signal,
because the mobile anchor node moves, the frequency of the radio frequency inter-
ference signal measured at the unknown node contains Doppler frequency shift, so it is
the core content of this algorithm to analyze the frequency change, so as to realize the
positioning.

Fig. 1. Network structure of positioning system.
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2.2 Doppler Effect

Doppler effect refers to that if there is relative movement between the wave source and
the observer, the receiving frequency of the observer will be different from that of the
vibration source. When the wave source moves to the observer, the receiving frequency
will be higher, while when the wave source is far away from the observer, the receiving
frequency will be lower [6], as shown in Fig. 2.

In Fig. 2, the mobile anchor node A transmits the tone signal exp j 2p fAtð ÞþHA½ �,
and moves at the instant xp; yp

� �
at the instantaneous velocity v along the negative

direction of the z axis, where HA comprehensively considers the response of the A local
oscillator initial phase and the transmission channel. In a line-of-sight (LOS) environ-
ment, the received baseband complex signal of node n can be expressed as

exp j 2p fA � fnð Þtð ÞþHA � 2pdAn
k�sn

h i
, where fn is the local oscillator frequency of n, k is

the wavelength of the RF signal, and sn comprehensively considers the initial phase of
n local oscillator and the receive channel In response, dAn is the distance between the
sending and receiving nodes.

We call the angle hn between the node and the anchor node A and the negative
direction of A movement at a certain moment as the node's Doppler angle at that
moment. According to the simple geometric relationship, the instantaneous change rate
v cos hn of the distance dAn between the node and the anchor node A at this moment
can be obtained. Due to the influence of the Doppler effect, the baseband complex
signal of the node generates a Doppler frequency offset, so the instantaneous frequency
of the received signal at this moment is fA � fnð Þ � v cos hn

k , where � v cos hn
k is the Doppler

frequency offset.
If the Doppler frequency offset can be accurately measured, the nodes can get the

estimation of the Doppler angle at that time. However, for general communication
systems, it is almost impossible to accurately measure the small frequency change
caused by Doppler effect based on the local frequency deviation of transmitter and
receiver nodes, and the local frequency drift will seriously affect the instantaneous
frequency change. The above-mentioned problems that can not accurately measure the
Doppler frequency deviation can be solved by using the radio frequency interference
signal. In the RF interference field formed by the two transmitting anchor nodes, the
mobile anchor node generates a Doppler effect, which makes the low-frequency RSSI

θ n

dAn

n(x,y)

A(xp,yp)

v

Fig. 2. Schematic diagram of the Peller effect
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signal of each node produce a Doppler frequency offset that is easy to measure. Due to
the influence of vibration drift, the node can obtain accurate measurement of its own
Doppler frequency deviation under low complexity [7, 8].

2.3 RF Interference

The mobile anchor node A and the stationary anchor node B respectively emit single-
frequency signals cos 2p fAtþHAð Þ and cos 2p fBtþHBð Þ with similar frequencies (for
example, a difference of about 1 kHz). Suppose that at some point in the LOS envi-
ronment, the initial distance between unknown node m and A and B is dAm and dBm,
respectively. The radio frequency interference signal received by node m can be
expressed as:

Gn tð Þ ¼ aA cos 2p fA t � dAm tð Þ
c

� �
þHA

� �
þ aB cos 2p fB t � dBm tð Þ

c

� �
þHB

� �
ð1Þ

The baseband complex signal obtained by down converting the RF interference
signal is as follows:

rn tð Þ ¼ aA cos 2p fA � fnð Þt � 2p fA � fnð Þ dAm tð Þ
c � HA

� �� �
þ aB cos 2p fB � fnð Þt � 2p fB � fnð Þ dBm tð Þ

c � HB

� �� � ð2Þ

In the formula, aA and aB are the amplitude of the transmitted signal of the anchor
node to reach node n; c is the speed of light; HA and HB comprehensively consider the
initial phase of the anchor node local oscillator and the response of the transmission
channel.

Therefore, the received field strength indication (RSSI) signal obtained by node M
can be expressed as:

2p fA � fnð ÞtþHA � HB þ 2pfB
dBm tð Þ

c
� 2pfA

dAm tð Þ
c

ð3Þ

From Eq. (3), we can see that the frequency of the RSSI signal is fA � fBk k, fA and
fB are very close (such as a difference of 1kHz), the node can use its own simple
equipment to achieve the measurement of the low-frequency interference signal fre-
quency. The advantage of this method is that many chips have RSSI output, the use of
low-speed AD can solve the problem of RSSI signal acquisition, without the need to
use additional transceiver equipment [9, 10].

2.4 Puhler’s Angle Estimation

At a certain moment t, the anchor node A moves at the instantaneous velocity at the
xp; yp
� �

axis in the negative direction of the z axis. At this time, the Doppler angle of
the node row is the angle hn between the line connecting the bamboo and A and the
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positive direction of the z axis. Due to the influence of the Doppler effect, the node's
RSSI signal produces a Doppler frequency offset. At this moment, the instantaneous
frequency of the RSSI signal is fRSSI;n. This instantaneous frequency is derived from the
interference between anchor nodes A and B on the one hand, It is due to the movement
of the anchor node A. The former is the same at each receiving node in the whole
network, while the latter is proportional to the cosine of the Doppler angle of the node.
The schematic diagram of the Doppler angle of the node is shown in Fig. 3.

If the frequency of the interference signal at this time and the instantaneous moving
speed of the anchor node A are known, then the Doppler angle estimation cos hn at this
time can be obtained by measuring the instantaneous frequency of the RSSI signal.
However, because the interference signals formed by the anchor nodes A and B have a
certain frequency drift, and the instantaneous movement speed of A has a large
instability, the node cannot directly obtain its own Doppler angle by the above formula,
which requires additional Two monitoring anchor nodes C and D are added to assist the
Doppler angle estimation of the node [11, 12]. At time t, anchor nodes C and D
respectively measure the instantaneous frequency of their RSSI signals as

fRSSI;C ¼ fA � fBð Þ � v cos hC
k

ð4Þ

fRSSI;D ¼ fA � fBð Þ � v cos hD
k

ð5Þ

Since the positions of the anchor nodes C and D are known, their respective
Doppler angles hC and hD can also be calculated at this time. Therefore, combining the
instantaneous frequencies of the RSSI signals of the anchor nodes C and D, an estimate
of the interference frequency and the instantaneous moving speed of the anchor node
can be obtained.

θ n
B

dAn

n(x,y)

A(xp,yp)

v

t

,RSSI nf

Fig. 3. Doppler included angle diagram
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fA � fB ¼ fRSSI;C cos hD � fRSSI;D cos hC
cos hD � cos hC

ð6Þ

v ¼ k fRSSI;C � fRSSI;D
� �
cos hD � cos hC

ð7Þ

Substituting fA � fB and v in the above formulas (4) to (7) into the formula for
estimating the angle of the node Doppler can be obtained:

cos hn ¼
cos hD fRSSI;C � fRSSI;D

� �� cos hC fRSSI;D � fRSSI;C
� �

fRSSI;C � fRSSI;D
� � ð8Þ

To sum up, with the help of anchor nodes C and D, each node can estimate its
Doppler angle by measuring the instantaneous frequency of RSSI signal.

2.5 Node Positioning

Since the unknown node receives the GPS broadcast information of the mobile anchor
node in real time, the CPS information at the vertical foot (P, Q in Fig. 1) of the mobile
path and the vertical line of the unknown node and the moving direction of the mobile
node can be obtained. The mobile anchor node moves along the route shown in Fig. 1.
The GPS information of perpendicular P and Q can be obtained by the method
introduced in part 3. The intersection of two perpendicular lines is the position of
unknown node. Let the unknown node coordinates (x, y), P-point coordinates (PX, py),
q-point coordinates (QX, QY), M1 and M2 be the slopes of the two flight paths
respectively, and then we can get formula (9), and then we can get the node position by
solving formula (9).

1 m1

1 m2

" #
x

y

" #
¼ m1py; px

m2qy; qx

" #
! a� D ¼ b ð9Þ

In the formula, a and b are called positioning matrix.
In order to improve the positioning accuracy of the network, the least squares

method can be used to estimate the multiple results after making multiple intersections
and movements in the unknown node area. A ¼ a1:::an:::aN½ �T and B ¼ b1:::bn:::bN½ �T
are the positioning matrices determined by the intersection and movement. This method
uses interference to measure frequency, and the nodes only need to measure low-
frequency interference signal, which reduces the complexity of the equipment hard-
ware; through the difference of the received frequency, it can simply and effectively
eliminate the influence of frequency offset; and it uses multiple flight positioning to
improve the accuracy of positioning. In the whole positioning process, the unknown
node only receives the high-power broadcast signal of the anchor node from a long
distance without sending, and the energy consumption is low, which is suitable for
positioning in a large-scale network.
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3 Experimental Analysis

3.1 Experimental Environment

Due to the lack of experimental conditions in real sensor network environment, this
paper chooses to use simulation software to simulate the node positioning process. The
experimental environment is MATLAB, version 7.0. Matlab is an integrated experi-
mental environment developed by Math Works of the United States for conceptual
design, algorithm development, modeling and simulation and other purposes. It has a
wide range of applications, including aerospace, medicine, finance, education and other
fields. It has become the first choice for scientific computing, modeling and simulation,
and information engineering system design and development.

3.2 Node Distribution and Initialization

Matlab environment can produce a random distribution topology in a specific area. In
this paper, we specify a square with boundary value of 100. The nodes are randomly
distributed in this square area. We can regard this area and the nodes in it as the
practical application environment of wireless sensor network. For each node, it needs to
be initialized. This information is indispensable for positioning using the CDLI algo-
rithm. Because the randomly generated nodes themselves have coordinates, these
coordinates need to be stored and correspond to the serial numbers of the nodes. This
experiment uses a Sxy matrix to store this information. The coordinates of beacon
nodes and unknown nodes need to be distinguished when the algorithm is imple-
mented, so the coordinates of these two types of nodes are stored in two different
matrices respectively. Of course, the coordinates of unknown nodes are not allowed to
be used except for calculating the positioning error in the last step. Because the nodes
are generated by MATLAB in the experiment, the coordinates of unknown nodes can
be obtained, but In the practical application environment, we need to determine the
coordinates of unknown nodes, which are unknown in advance. In the experiment, the
final use of the coordinates of unknown nodes is to verify the positioning accuracy of
the algorithm. When calculating the average distance per hop of the beacon node, the
algorithm needs to use the distance information between the beacon nodes. Because the
position of the beacon node has been determined, the distance can also be calculated
accurately. Distance information. In addition, because matlab does not have the
function to describe the communication signal transmission, the hop number is used to
measure the distance between nodes, and the matrix is used to store the hop information
between nodes. In the initial calculation of the hop number, the node coordinate
information stored in the front, including the unknown node coordinates, needs to be
used. In practical application, the sending and arriving of the communication signal can
be segmented in the MATLAB experiment, the judgment is based on the distance
between the unknown node and other nodes. If the distance is less than the commu-
nication radius, the corresponding node is in the range of the unknown node Inside.
After initialization, the shortest path algorithm is needed to calculate the number of
hops between nodes.
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3.3 Storage of Node Information

According to the characteristics of MATLAB experimental environment, node infor-
mation is stored by matrix, and the data operation of node information is also based on
matrix. The key of storage is to change the row and column labels of matrix correctly
according to the specific requirements. For example, for a matrix storing the distance
between beacon nodes, assuming that the number of beacon nodes is the number of
beacons, the number of rows and columns of the matrix is scalar; for the matrix that
stores the coordinates of beacon nodes, the number of rows and columns is 2 And
Beacon Amount.

3.4 Upgrading Secondary Beacons of Unknown Nodes

In the location algorithm, the unknown nodes that have been located are regarded as
beacon nodes, and continue to participate in the location of other unknown nodes,
which are called secondary beacon nodes. In the experiment in this paper, a matrix
Beacon1 is set, which initially stores the coordinates of all beacon nodes. As the
positioning progresses, some unknown nodes determine their own coordinates. These
coordinates are added to the Beacon1 matrix. The centroid algorithm is used for
positioning The beacon node in this matrix, of course, includes the original beacon
node and the secondary beacon node. The unknown nodes upgrading to secondary
beacons need to broadcast packets with their own location information to other
unknown nodes, which will consume a certain amount of energy. However, the cost of
common nodes is far lower than that of beacon nodes, and this paper focuses on the
energy saving of beacon nodes, so the increase of energy consumption of common
nodes is acceptable.

3.5 Evaluation Performance Index of Positioning Algorithm

The location accuracy is an important performance index for evaluating the location
algorithm. The high location accuracy of an algorithm determines that the algorithm
has at least some practical application value. As for whether it can be put into use on a
large scale, it is necessary to analyze the network characteristics and other performance
of the algorithm. However, if the positioning accuracy of a positioning algorithm is not
satisfactory, then no matter how good the other performance is, it is impossible to apply
it to actual positioning alone. Generally speaking, when investigating a positioning
algorithm, we should first pay attention to its positioning accuracy. Only when the
positioning accuracy is guaranteed, will we evaluate other performance indicators of
this algorithm, and then consider applying it to practice.

The positioning accuracy is judged by the positioning error. The smaller the
positioning error is, the higher the positioning accuracy is. The calculation formula of
positioning error of unknown node i is as follows:

E ið Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � x2ð Þ2 þ y1 � y2ð Þ2

q
R

ð10Þ
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Among them, x1; y1ð Þ is the actual position of node i; x2; y2ð Þ is the estimated
position of node i; R is the communication radius of node i.

Assuming that there are M nodes in the network, N of which are anchor nodes
(i ¼ 1 to i ¼ N are anchor nodes and i ¼ Nþ 1 to i ¼ M are unknown nodes), then the
average positioning error of all unknown nodes is as follows:

E0 ¼

PM
i¼Nþ 1

E ið Þ
M � N

ð11Þ

The following is a comparison of the performance of the DV-Hop algorithm, AOA
algorithm, and the algorithm in this paper from the perspective of positioning accuracy
and network coverage.

3.6 Result Analysis

200 nodes randomly distributed in a 100 m � 100 m � 100 m cube network are used
for simulation experiments, of which 20 nodes are anchor nodes and the rest are
unknown nodes. The positioning results are shown in Table 1.

It can be seen from Table 1 that the algorithm in this paper has high positioning
accuracy, all unknown nodes can be located and the positioning error is small, so the
algorithm has ideal effect in optimizing positioning.

(1) Positioning accuracy under different number of anchor nodes.
As shown in Table 2, when the node communication radius R = 16, and the

number of anchor nodes N gradually increases from 1 to 50, the positioning accuracy

Table 1. Location result analysis (r = 15).

Positioning error Number of nodes

� 0.1 15
0.1–0.5 20
0.5–1.0 25
1.0–1.5 30
� 1.5 40

Table 2. Average positioning error under different number of anchor nodes.

Project Number of anchor
nodes 20

Number of anchor
nodes 30

Number of anchor
nodes 50

Algorithm in this
paper

0.465 0.431 0.237

DV hop algorithm 0.604 0.442 0.324
AOA algorithm 0.623 0.601 0.452
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of the three algorithms is improved. As the number of reference nodes and the number
of test triangular pyramids increase, the estimation range of unknown node positioning
is reduced, and the positioning accuracy is naturally improved.In addition, anchor
nodes have a direct impact on the possibility of node location. When the number of
anchor nodes is small, the positioning accuracy of this algorithm is obviously better
than DV hop algorithm and AOA algorithm. This algorithm improves the division of
positioning modules, reduces the estimation range of positioning, and speeds up the
positioning speed. The estimated range of positioning can be reduced to half of other
algorithms. More importantly, the algorithm in this paper can solve the situation where
it cannot be located, so the positioning accuracy has been greatly improved.

(2) Positioning accuracy under different communication radius.
As shown in Table 3, when the number of anchor nodes n = 18, and the com-

munication radius r of nodes gradually increases from 1 to 30, the average positioning
errors of the three algorithms are rapidly reduced. This is because the increase in R
allows unknown nodes to communicate with more anchor nodes, so the number of test
pyramids continues to increase and the estimated range of nodes gradually decreases.
As the size of the communication radius of the node has a significant impact on the
positioning accuracy, it can be concluded that the positioning accuracy of this algo-
rithm is significantly better than DV hop algorithm and AOA algorithm. With the
increase of R, the number of anchor nodes within the one-hop communication range
will also be greater, and the number of test pyramids obtained by the algorithm in this
paper will also be greater.

In order to further verify the effectiveness of the method in this paper, the posi-
tioning time of radio frequency signal of wireless sensor network based on the pro-
posed method and the traditional method is compared and analyzed. The comparison
results are shown in Fig. 4.

According to Fig. 4, the positioning time of radio frequency signal in wireless
sensor network of this method is within 30 s, while that of traditional method is within
60 s, which shows that the positioning time of radio frequency signal in wireless sensor
network can be shortened by using this method.

Table 3. Average positioning error under different communication radius

Project Communication
radius 10

Communication
radius 20

Communication
radius 30

Algorithm 0.812 0.475 0.263
DV-Hop
algorithm

1.402 0.604 0.512

AOA algorithm 1.493 0.925 0.553
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4 Conclusion

In summary, this article elaborated on the principles and methods of interferometric
positioning, and simulated and analyzed the interferometric positioning algorithm to
verify the feasibility of the algorithm and analyze the factors that affect the accuracy.
The location method of WSN based on interference effect can realize distributed
location only by measuring the received signal phase at each receiving node. It has the
advantages of simple equipment, high positioning accuracy and low power con-
sumption. It is a better method. Of course, compared with other positioning algorithms,
this algorithm has higher time complexity and increased network energy consumption.
Future research directions should focus on reducing the energy consumption required
for positioning while improving positioning accuracy and network coverage.
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Abstract. The traditional big data control system is limited by hardware and
software resources, which leads to low efficiency of data access and calculation.
Therefore, a big data control system for electrical automation is designed. The
system is mainly designed from two aspects of hardware and software. The
hardware mainly designs a digital acquisition circuit, selects the model of each
part in the overall working module of the acquisition board, and designs a
pseudo dual-port RAM to store data, which is convenient for the processing of
massive data and Control; in software design, according to the needs of the
system, light MySQL and distributed HBase are used to jointly design the ER
diagram and database table of the database user database to make the database
performance more optimized. In the control algorithm of the system, the but-
terfly operation is used to optimized calculate the speed, obtain the operation
error through the operation and correct it to ensure the efficiency of the system
operation. The experimental results show that the performance of the designed
system is better than the traditional system in data insertion speed, access speed
and calculation speed, which fully verifies the application value of the system.

Keywords: Electrical automation � Big data � Database � Butterfly algorithm �
Digital acquisition circuit

1 Introduction

The invention of electric energy is known as one of the greatest achievements since the
18th century. Its wide application has set off the second climax of industrialization, and
made the human society march into the electrical age with its head held high. Since its
development, electric energy has entered every aspect of people’s life, which is not
only related to the quality of people’s life, but also of great significance to national
economic development, national defense security and social stability [1]. Many
countries in the world have used their degree of application as an important indicator
for judging the national development level. Industrial production is inseparable from
electricity, and many fields in the industry have put forward the requirements of high-
speed real-time computing. Although traditional industrial field data collection systems
have good reliability, accuracy and compatibility, they are large and costly high.
Although the cost of the system based on single chip microcomputer is low, there are
many devices, the system is complex, the development time is relatively long, and the
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reliability of the system is poor [2, 3], which has a certain impact on the processing
efficiency of massive data.

In view of the above problems, a big data control system for electrical automation is
designed. The hardware of the system mainly includes digital acquisition circuit and
database, which is convenient for processing massive data. On the basis of hardware
design, the system software is mainly designed. The user block E-R diagram and
database table of database are designed by using lightweight MySQL and distributed
HBase. Butterfly operation is used to improve the calculation speed of the system, and
the calculation error is corrected. The experimental results show that the designed
system has the advantages of data insertion speed, access speed and calculation speed,
and has high utilization value.

2 Hardware Design of Electric Automation Big Data Control
System

2.1 Design Digital Acquisition Circuit

The data acquisition board adopts PC/104 bus standard, 16-bit data transmission
controlled by I/O commands, and has program trigger and external trigger functions.
The external analog signal is converted into a digital signal by an AD converter. The
conversion accuracy is 120 digital signals, and then the number of digits is expanded to
16 bits, which is sent to the FPGA for FFT conversion [4, 5]. The control signals
required for the entire collection and subsequent data transmission are completed by the
FPGA. The FPGA interface control module is mainly composed of address decoding,
address generation, and FFT processing unit. The address decoding part translates the
corresponding port through the 10 bit address from the bus, and generates the corre-
sponding control signal; the address generation part is mainly responsible for gener-
ating the address of on-chip dual port RAM and off chip SRAM. The designed dual
port RAM adopts ping-pong time sharing mode and has two sets of independent data,
address and control line. Two data ports are read-only and write only (also known as
pseudo dual port RAM).

The A/D conversion model is AD 1672. A belongs to a monolithic analog-to-digital
converter (ADC). The chip contains 4 high-performance sample-and-hold amplifiers
(SHA), 4 flashing ADCs and a voltage reference [6]. The output is equipped with an
error correction logic circuit to ensure 12-bit accuracy at a sampling speed of 3MSPS
and no missing codes over the entire operating temperature range. The sampling
voltage is −2.5 V to +2.5 V. The data latch 74HC374 is an 8-bit tristate buffer. At the
rising edge of the clock, the data is sent from the d end to the Q end to complete the
cache. The schematic diagram of the overall working module of the acquisition board is
shown in Fig. 1:
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In the figure above, the rising edge of a clock AD 1672 completes the transfer of a
data. In this design, AD 1672 and 74HC374 share a clock INCLK to maintain syn-
chronization, INCLK is provided by the address generation unit inside the FPGA. In
the design, two 74HC374s are used for bit number expansion, and the 12-bit signed
number after A/D sampling is expanded to 16 bits. The control register model is
74HC373. Two circuit control registers are used in the circuit design. One is used to
record the status signal on the acquisition board for query, and one is used to write the
control word to control the working state of the entire acquisition board [7, 8].

The data memory model is IS61C1024, which is an 8-bit 128 KB high-speed
CMOS static RAM with a minimum storage time of 12 ns. It can meet the requirements
of high-speed data reading and writing, and is also suitable for the temporary storage of
large capacity data. This design uses four pieces of IS61C1024 to cache FFT pro-
cessing results. The bidirectional data bus transceiver model is HC245HC245, which is
an eight bidirectional bus transceiver used for bidirectional asynchronous communi-
cation between data buses. The output allows the control terminal/G to be effective
when the level is low, and when the level is high, the two ends are high impedance. In
the circuit, MegaWizard designed a 2048 � 32 bits dual-port RAM to store the
intermediate data of FFT operation.
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Fig. 1. Schematic diagram of the overall working module of the acquisition board
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The internal storage unit is divided into two parts. When the first part is used to
provide operation data to the current level, the second part is used to store the operation
results of the previous level. When the 1024 point operation of the current level is
completed, the functions of the two parts are exchanged.

2.2 Design Database

Because the system database not only needs to store massive unstructured power data,
but also involves the association operation of structured data such as user information,
job information, system block information, etc. Therefore, plans to use lightweight
MySQL database to process structured data and relational computing, and distributed
HBase database to access massive unstructured data. MySQL is a small relational
database management system, which has the characteristics of small size, high speed
and low cost. User information, system block information and Hadoop job information
in the system will involve query methods such as condition and association [9], so
MySQL database is selected for storage. Among them, the E-R diagram of user board
is shown in the Fig. 2, and there is a many to many relationship between them.
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Fig. 2. E-R diagram of user sector
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In the system designed in this paper, the data table structure of MySQL database is
shown in Table 1:

HBase is suitable for massive unstructured data storage. The structure of the table is
determined by a row key (Row Key), time stamp (Time Stamp) and column (Column)
three dimensions to determine a cell (Cell). The data type in the cell is not limited, and
it is converted to binary in practice. Open the database through external commands of
revit, so as to realize the control connection between the database and the user.
However, if want to further realize the problem of data processing efficiency on the
system, the large database automatically feeds back preventive measures, resolution
measures, occurrence probability, etc., and further programming is needed to achieve it.
At this point, the design of the system database is completed.

Table 1. Database table

Field name Field type Field size Allow to be empty

Uid Int 4 Not null
User name Varchar 30 Not null
Pass word Varchar 20 Not null
Authority Int 3 Not null
Other Varchar 50 Null
Mid Int 4 Not null
Module Varchar 10 Null
Depict Varchar 40 Null
Address Varchar 100 Not null
Authority Int 3 Not null
Jid Int 4 Not null
Job name Varchar 10 Null
Start time Varchar 20 Null
Percentage Varchar 10 Null
State Int 2 Null
Job maker Varchar 30 Null
Fid Int 4 Not null
File name Varchar 30 Null
Start time Varchar 20 Null
Job maker Varchar 30 Null
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3 Software Design of Electric Automation Big Data Control
System

In this paper, the control algorithm of the system is butterfly operation, the speed of
operation directly affects the speed of the whole design, so how to speed up the
processing speed of butterfly operation unit is the key to improve the calculation speed
of the system operation unit. Butterfly unit is composed of real part and virtual part, and
then passes through complex multiplication unit, buffer unit and complex addition unit.
Butterfly operation includes complex multiplication and complex addition. Only by
increasing the speed of complex multiplication can the processing speed of the butterfly
unit be accelerated. The realization of complex multiplication can be realized directly
by multiplier operation, but the multiplication operation is difficult to achieve in
hardware and the calculation speed is slow [10]. To solve this problem, the CORDIC
(Coordinate Rotation Digital Computer) algorithm is used to implement complex
multiplication. The CORDIC algorithm can not only convert the complex multiplica-
tion into hardware addition and subtraction and shift operations, but according to its
iteration principle, the CORDIC unit It can be represented by a pipeline structure,
which can make vector rotation parallel processing, which greatly speeds up the speed
of butterfly operation [11]. The coordinate rotation digital algorithm includes three
rotation systems: circular system, linear system, and hyperbolic system. In this paper,
only the circular system is used for optimization, and the plane coordinate rotation is
shown in the Fig. 3:

Fig. 3. Plane coordinate rotation
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The initial vector V0 rotates the angle h to get the vector V1. The coordinates can be
expressed as follows:

x1 ¼ R cosðbþ hÞ ¼ x0 cos h� y0 sin h

y1 ¼ R sinðbþ hÞ ¼ y0 cos hþ x0 sin h

(
ð1Þ

In the above formula, R is the radius of the circle and h is the rotation angle. Iterate the
above formula and divide the rotation process into multiple steps. Then the rotation
formula in step i is:

xiþ 1 ¼ xi � yi � tan hið Þ � cos hi
yiþ 1 ¼ yi þ xi � tan hið Þ � cos hi

(
ð2Þ

In order to achieve convenience in hardware, the following convention is made: each
rotation angle h tangent value is a multiple of 2, namely: hi ¼ arctan 2i, that is, the sum
of all iteration angles is equal to the rotation angle. Si represents the direction of
rotation. Set the angle that differs from h after n rotations to Zn, then:

Zn ¼ h�
Xn
i¼1

Sihi ð3Þ

Therefore, the i time single-step rotation formula can be changed to:

xiþ 1 ¼ xi � Si � yi � 2i
yiþ 1 ¼ yi þ Si � xi � 2i

(
ð4Þ

In this way, CORDIC algorithm can basically realize the function operation needed in
the mathematical operation. Because of the generality of CORDIC algorithm in cal-
culation and the simplicity of its implementation, it is suitable to be used as a module
unit of data processing [12].

The output error caused by the actual rotation angle and the ideal rotation angle is
called the approximate error, which is caused by the limited rotation series and the
limited binary digits used to express the angle [13]. If the ideal selection result of vector
V0 is V1, the ideal rotation angle is Z0, and the actual angle is Z 0

0, then the angle error
can be calculated:

Z0 � Z 0
0 ¼ d� arctan 2nþ 1� � ð5Þ

The approximate error can be expressed as:

V1 � V 0
1

�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos d� 1ð Þ2 þ sin2 d

q
V 0
1

�� �� ð6Þ

In addition, the limited calculation accuracy in each stage will also cause rounding
error, which is caused by the limited operand width. The accuracy of CORDIC
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algorithm is related to N (rotation Series) and B (operation digit width). The number of
iterations is fixed, and the value of approximate error is constant. Therefore, the
rounding error can be reduced by increasing the number of processing bits of CORDIC
operation unit, so as to reduce the overall error of CORDIC unit. But at the same time,
the processing speed will be reduced by increasing the processing bits of CORDIC.
The best point must be found between the number of processing bits and the processing
speed [14, 15]. By extending the adder and subtracter of CORDIC operation unit to 19
bits, the operation speed of CORDIC operation unit is not greatly affected, but the
calculation accuracy is improved. Here, only the adder and subtracter in CORDIC
operation unit is extended to 19 bits, ram is still 16 bits wide, 16 bits of data will be sent
to the high position of 19 bits adder and subtracter for operation, the calculated 19 bits
result will be truncated at the low position, and finally the 16 bits wide result will be
output.

4 Experiment

4.1 Experiment Preparation

In order to verify whether the mass data analysis system meets the requirements
specification definition, this chapter will conduct system tests to find out areas that are
inconsistent or inconsistent with the demand stage, and propose improvements and
perfect plans. According to the system function, the system test is divided as shown in
Fig. 4:

Data
processing

Data import

Data query

Data analysis

Data
preprocessing

Number of files
Show import progress

According to the calendar
Single user operation
Repeat import check

Selection error

According to the calendar
Display data before and 

after analysis
Adjust the query precision

Processing result query
Show processing progress
According to the calendar

Consistency analysis
Power data statistics

Fig. 4. System function test
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In order to verify the effectiveness of the big data control system designed in this
paper, the control system based on single-chip microcomputer is used as a comparison
method, and the two systems are tested in the same test environment by script. The test
environment is shown in Table 2:

In order to test the performance of the system in this paper in all aspects, we choose
to insert performance, query performance and computing performance for testing.

4.2 Statistics and Analysis of Experimental Results

In the insertion performance test, in order to ensure database consistency, data insertion
is set to single-threaded execution. Imported 50,000, 500,000, and 5 million pieces of
battery data into the two systems to calculate the efficiency. The insertion performance
test results are shown in Table 3.

From the data insertion test results, it can be intuitively compared that the insertion
time of this system is much less than the control system based on the single-chip
microcomputer with the same data volume, and as the data volume increases, the
efficiency gap becomes more obvious. So for the import of massive data, the perfor-
mance of this system is better.

Table 2. Test environment

Environmental
classification

Project Parameter

Hardware environment Blade server 5 units, each with 24 cores
Memory 65 GB
Hard disk 2T

Software Environment Operating system
platform

Linux CentOS

Server platform Tomcat
Data base One MySQL installation, five HBase

clusters
Software platform Java Web project, Hadoop distributed

system

Table 3. Comparison of data insertion test results

Data volume/M Insert time/s
Control system based on MCU Text system Efficiency ratio/%

300 10.74 1.08 9.9
600 92.21 8.58 10.7
900 1033.41 88.24 11.7
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During the query performance test, the multi-threaded concurrent access to the
MySQL database of the simulation system and the distributed HBase database of the
system To simulate multi-users reading data at the same time and counting the query
time. The query performance test results are shown in Table 4.

From the data query results, it can be clearly seen that the query performance of the
control system based on single chip microcomputer is still far behind that of the system
in this paper, and with the increase of query data and thread concurrency, the gap is
more obvious. However, the data volume of tens of millions level is far from the
processing limit for the system database of this cluster. For the change of data volume
and concurrent thread access volume, the query time tends to be stable.

In the calculation performance test process, the power data variance calculation test
is performed on the specified level of data volume by using the microcontroller-based
control system and the system of this article, and the data of the two systems are
compared calculate ability. Make final analysis and statistics on the test results. The
calculation performance test results are shown in Table 5.

From the data calculation results, the calculation time of the system in this paper is
far less than the calculation time of the control system based on the single chip
microcomputer. Although the processing efficiency of the cluster cannot reach 5 times
that of a single server due to Hadoop task startup, file reading, and communication
delay between clusters, this has greatly improved processing performance. In summary,
the performance of the system designed in this paper is significantly better than the
traditional data control system.

Table 4. Comparison of data query

Thread concurrency/one Query time/s
Control system based on MCU System of this paper

Single-threaded query 100 1.37 0.67
10 threads query 100 2.14 0.68
Single thread query 1000 3.44 0.65
10 threads query 1000 3.76 0.74
100 threads query 1000 24.35 0.79

Table 5. Comparison of data calculation

Data
volume/M

Data calculation time/s
Control system based on single chip
microcomputer

System of this
paper

Efficiency
ratio/%

300 873 247 3.5
600 4375 1337 3.3
900 8864 2977 3.0
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5 Conclusion

Based on the analysis of some shortcomings in the existing big data control system, this
paper optimizes the design from both hardware and software, and designs a big data
control system for electrical automation. Starting with data processing, calculation and
other methods, the hardware and software configuration has been re-optimized. It is
expected that the designed system can have high data processing efficiency. Compared
with the existing system, the system in this paper has significant advantages, but there
are still some areas that need to be further improved, such as a large number of
redundant data in big data, if the redundant data is not processed, the control effect will
be affected. The next step will focus on redundant data processing, and further optimize
the system to make the system really suitable for the needs of power production.
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Abstract. In order to improve the stability of fruit recognition of orchard plant
protection robot, the walking control system of orchard plant protection robot
was established based on artificial intelligence algorithm. Orchard eppo robot
control system design of hardware platform is a rate by machine controller,
signal controller, chassis motor drives, cameras and proximity switch of these
five parts, is mainly responsible for transferring information to the control
system, do matting for software design, on this basis, the set can intelligent
power saving communication program and the sensor data acquisition, the
recognition data transmission to the robot control system, the implementation is
based on artificial intelligence algorithm orchard plant protection design of the
control system of walking robot. By combining software and hardware, the
research on the walking control system of orchard plant protection robot based
on artificial intelligence algorithm is completed. From the results of software and
hardware experiments, it can be seen that compared with the traditional robot
walking control system, the application of this system for fruit recognition has
higher stability and can effectively reduce the workload.

Keywords: Orchard plant protection robot � Walking control system � Sensor
data acquisition program � Fruit identification

1 Introduction

At present, intelligent science and nonlinear science have been widely used in various
fields. Then some new optimization methods which are different from traditional
optimization methods are developed rapidly, namely intelligent optimization algorithm,
such as artificial neural network, particle swarm optimization, genetic algorithm,
support vector machine, etc. Among them, wavelet neural network and support vector
regression machine have the advantages of fast computing speed, strong fitting ability
and high precision, and they are widely used methods to solve nonlinear problems with
very broad application prospects. Wavelet neural network is a new kind of neural
network based on wavelet theory and neural network theory. Support vector machine
(SVM) is a new machine learning method proposed by Vapnik and his scientific
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research team at the end of the 20th century when studying statistical learning [1]. This
method can be used to solve practical problems such as small samples, non-linearity
and high dimensionality, avoid local minimum points and have high generalization
ability. This algorithm is used to solve regression problems and developed into support
vector regression machine. The generation of support vector regression machine is of
great significance for regression approximation.

It is generally believed that the orchard plant protection robot is a kind of automatic
mechanical harvesting system with perceptive ability, which can be programmed to
complete the picking, transporting, packing and other related tasks of fruits. Picking
robot requires knowledge of mechanical structure, visual image processing, robot
walking dynamics, sensor technology, control technology and computational infor-
mation processing. Orchard plant protection robot can automatically detect the fruit and
save the data. When it needs to know the data of a certain aspect of the fruit, it only
needs to use the control software to read the required data and carry out certain
statistical analysis and chart analysis. The data measured by the lab-type fruit pheno-
type detection robot system is generally more accurate, but its statistical ability is
limited. When too many fruits need to be tested, the lab-type fruit phenotype detection
robot system should not be used. Compared with laboratory fruit rapid phenotype
detection robot system, the detection speed of greenhouse fruit rapid phenotype
detection robot system has been greatly improved, but the cost of greenhouse fruit rapid
phenotype detection robot system is generally higher. In order to solve the problem of
fruit phenotype detection in fruit breeding, aiming at the problem of rapid detection of
fruit phenotype parameters, a walking control system of orchard plant protection robot
was established based on artificial intelligence algorithm to improve the reliability and
work efficiency of breeding decision.

2 Hardware Design of Orchard Plant Protection Robot
Walking Control System Platform

The platform hardware of orchard plant protection robot walking control system mainly
includes remote control PC, robot master controller, mechanical arm controller, chassis
controller, proximity switch, camera, keyboard, Leap Motion gesture controller, PS2
wireless controller, motor driver, power module and so on.

As shown in Fig. 1, the hardware of orchard plant protection robot control system
platform. In order to ensure the reliable performance of orchard plant protection robot
control system platform, the choice of robot master controller is particularly important.
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2.1 Robot Master Controller

The main controller of the robot should be able to send control information to the
chassis controller to realize the operation of the chassis, to process the image infor-
mation collected by the camera, to be able to move, to send control information to the
manipulator controller to realize the walking of the manipulator, and to communicate
with the remote control PC [2]. This paper selected the Intel Joule platform, which has
a wide range of applications in the fields of meter vision, robotics, unmanned aerial
vehicles and other highly demanding fields. The platform is based on the module
computing system, which can achieve 4K resolution video shooting and display, and
support the application of depth camera. The platform is equipped with a 64-bit
1.7 GHz quad-core intel. atomtm processor T5700, equipped with 4 GB
LPDDR4 RAM and 16 GBeMMC memory, and provides a wide range of physical
interfaces, including USB 3.0, multiple GPIO, I2C and DART interfaces, as well as wi-
fi and Bluetooth 4.1. In addition, it supports the application of intel. Real sensetm depth
of field sensing camera technology, suitable for computer vision systems with high
requirements.

2.2 Gesture Controller

Leap Motion is a new type of intelligent interactive hardware released by Leap, a
motion-sensing controller manufacturer. It mainly captures the walking of hands. It
tracks and locates hands, fingers and similar tools based on infrared imaging and
triangulation ranging principles, and provides these collected real-time information to
developers for human-computer interaction. Leap Motion can grasp and wave at will in
an effective space to conduct smooth operation of PC space separation, and it can
accurately track the movements of hands and fingers no matter how small they are, with
an accuracy of 0.01 mm. Leap Motion has two infrared cameras and three LED lights
used to illuminate the target. The data is collected in frames, and the maximum frame
rate can reach 200 frames/second. It can recognize the continuously changing Motion,

Fig. 1. Hardware structure of orchard plant protection robot control system platform
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track multiple targets at the same time, detect the walking information of the target, and
capture the picture from different angles [3]. Leap Motion provides rich API interfaces
for different languages, making secondary development more convenient. Leap
Motion USES the cartesian right-handed coordinate system. The axis is parallel to the
sensor and points to the right of the screen. The axis is perpendicular to the sensor and
points to the upper part of the space.

Leap Motion connects to the PC’s USB port via a USB cable and recognizes a
space of an inverted quadrangle of about 60 cm. In the process of use, Leap Motion
regularly sends the walking information of the hand to the PC. Each information is
called a frame, and each frame contains a list of all objects and corresponding infor-
mation, including palm, finger and tools [4]. For each object captured, Leap Motion
will assign a unique identity. Once the object enters the visual space and obtains an
identity, the identity will remain unchanged as long as the object does not disappear in
the visual space. According to the unique mark allocated by Leap Motion for the
object, and then according to the axial vector, Angle, translation vector, scale factor and
other data generated by the current frame and the data of the previous frame, the
information of each walking object can be inquired, and the basic information of hand
walking can be obtained.

2.3 Chassis Motor Driver

Arduino is an open source electronic design platform that is fast, flexible and easy to
use. The software, namely the hardware schematic diagram of the program develop-
ment environment ArduinoIDE oArduino in the computer, the IDE software and the
core library files are open source, allowing the original design and corresponding codes
to be arbitrarily modified within the scope of the open source protocol [5]. The char-
acteristic of Arduino IDE is that it can be used on Windows, Mac and Linux. After
simple learning, it can be developed quickly. Based on ATmega2560, the Arduino
Mega 2560 adopts USB interface as the core circuit board. It has 54 digital IO ports, 16
analog IO ports, 4 DART ports and one USB port, which is suitable for application
scenarios requiring a large number of IO interfaces. It can choose three power supply
methods: power supply through the power socket; Power supply through GND and
VIN pins; USB interface power supply, this paper adopts the direct power supply
method of USB interface [6].

2.4 The Camera

The camera in this paper USES Realsense r200 produced by Intel company, and its
target USES mainly include: 3d capture of face, human body and environment, depth
enhancement reality, depth enhancement photography and video, measurement, face
detection and tracking, etc. Specifications: distance; Depth of field/infrared: 60 frames
per second, resolution: RGB: 30 frames per second, 1080; Appearance size:; For start.
It should be noted that only the basic function of image acquisition is used in this paper,
but considering the needs of follow-up research and application, such a depth camera is
specifically selected here [7].
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2.5 Proximity Switch

Orchard eppo robot installed a camera and a proximity switch, camera installed at the
rear of the car can ensure the PC to be able to see the scene of the homework, in the
robot walking forward, can control the robot will not hit the obstacles ahead, from the
image and the right and left sides of the car body is the blind area is likely to hit
obstacles, in order to prevent the happening of this kind of situation, this article USES
proximity switch to realize the obstacle avoidance.

Proximity switch is a position switch that can be operated without direct contact.
When the object enters the inductive surface of the proximity switch, the switch can be
activated without direct contact and any pressure applied, thus providing control
instructions for devices such as computers. Picking robot using two proximity switch,
and respectively installed on the both side of the chassis, when on the left side of the
barrier into proximity switch movement distance, the left side of the proximity switch
to chassis controller switch quantity information, chassis controller receives the
information, by controlling the motor realize the obstacle avoidance, the principle of
implementation on the right side with the left side is the same. At this point, the
hardware design of orchard plant protection robot walking control system was com-
pleted [8].

3 Software Design of Orchard Plant Protection Robot
Walking Subsystem

For the orchard plant protection robot system, the control system software is the core.
This chapter mainly carries on the design to the orchard plant protection robot walking
control software, including the intelligent control program, the sensor data acquisition
program, each application program and so on.

3.1 Can Intelligent Power Saving Communication Program

The following design is made for the walking control system of orchard plant pro-
tection robot: firstly, the can intelligent node communication driver is designed; Sec-
ondly, GPS positioning module, INS measurement module and ultrasonic ranging
module are designed, which are used to collect data. Thirdly, the main controller, robot
controller and related applications of android phones are designed [9]. See Fig. 2 for
system composition.

As can be seen from Fig. 2, the main function of can intelligent node communi-
cation program is to receive sensor data through relevant interfaces and transmit the
data to robot control machine through can wireless network. Therefore, this program
mainly transmits some data collected by the sensor to the robot control machine. In the
design of can intelligent node communication program of orchard plant protection
robot walking control system, it mainly designs can communication program and serial
communication program.
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3.2 Sensor Data Acquisition Program

Relevant sensors used in this design include sensors of GPS positioning module,
sensors of NS measurement module and sensors of ultrasonic ranging module [10].
These sensors can give orchard eppo robot control system provides functions such as
coordinate information, including the location information of robot body, the activities
of the robot body information, job information of robot body, etc., and the speed of the
robot body information, whether there is any obstacle, with obstacle distance how far is
it and other related information. In this section, the relevant sensor data acquisition
program is designed.

The GPS positioning module used in this research USES the GPS product of ay-
gps268 produced by suzhou aiyu technology co., LTD. This receiver has high precision
and can realize dynamic reception. After being connected to the chip of can smart node,
relevant instruction data can be exchanged. This GPS positioning module follows a
certain codestream format and forms a data protocol. According to this protocol, the
data format can be analyzed first, and then the data can be collected and processed [11,
12].

Data format analysis: the relevant GPS positioning module adopted in this study
can output different information according to the requirements of the system, but the
GPS positioning function needs to be simplified. Therefore, the data format should be
analyzed to determine the data type and whether the data contains positioning infor-
mation. Finally, the GPS positioning module will send these information to the serial
port, and finally the serial port will receive the information, and then carry out the next
step of processing.

Fig. 2. Software design of robot walking subsystem
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According to the relevant code stream protocol, it can be known that the data sent
by the GPS positioning module to can smart node is composed of four parts. The first
part is the frame header, which is represented by $GPRMC. Second, data valid area;
Three is the position inspection; Four is the end of the frame. For the transmission of
the data itself, it is need to use a serial port on the can intelligent node, but need to
speed up the speed and process, in order to improve the efficiency of data transmission,
so the GPS module design, data collection procedures not first to receive all the
information, and according to the format of the data itself characteristic, carries on the
corresponding data acquisition program design, makes the individual received data
more accurate, the process is shown in Fig. 3.

As can be seen from Fig. 3, in the GPS data frame acquisition program, the first
step is to judge the data sent from the serial port. If it is determined that no data is sent,
exit the program. If it is confirmed that there is data sent, and the data frame header
detected is $GPRMC, it can start the cyclic receiving of characters [13, 14]. Because in
the valid area of the data, there is the positioning status identifier of the data, so the
validity of the data is judged according to the identifier. If the data is judged to be

Fig. 3. Flow chart
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invalid, the process will suspend the data receiving, and then wait for the new data
frame, and send the data again after artificial intelligence calculation. The ideal value is
obtained according to the principle of artificial intelligence algorithm, and is defined as
formula (1).

E ¼ 1
2

XS

S¼1

ys � dsð Þ ð1Þ

In formula (1), E is the learning sample, y is the input vector component ordinal
number, d is the output vector component ordinal number, s is the learning sample
ordinal number.

A linear regression model introducing activation functions:

y tð Þ ¼
Xn

i¼1

qi tð Þpi þx tð Þk ð2Þ

In the formula: n is the number of multi-peak walking nodes in the memory file of the
control system; y tð Þ is the expected output value; qi tð Þ is the calculated regression
factor in the walking section of the system; pi is the connection weight between the
walking nodes; x tð Þ is the calculated residual. According to the model combined with
the change parameter k, the walking center node is obtained:

The basic framework of artificial intelligence algorithm is derived from formula (1),
which is defined as formula (2).

WKI ¼ WKI þ aWKI

yðtÞ . . .. . .. . .. . .:i ¼ 1; 2; . . .; n

vk ¼ vk þ bvk
yðtÞ . . .. . .. . .. . .. . .. . .k ¼ 1; 2; . . .; l

8
>><

>>:
ð3Þ

In formula (2), a and b are the learning rate respectively; WKI represents the new
network parameter, and the mathematical relationship between its input and output can
be expressed as formula (4).

vk ¼ @E
@vk

¼ y� dð Þ ð4Þ

Formula (4) @E said in one of the first order @vk said assume approximate fitting to get
the output of the function and to determine if the final data is valid, you can to continue
to receive data, and then to judge the data frame tail, and then if received the character
frame is not the end, the need to continue to receive data, and then put into the data
buffer. Because for GPS receiver, the received information is not necessarily complete,
mainly based on the number of bytes. If the number of bytes is lower than the number
of bytes standard, the data is incomplete and can not be processed. This is where the
checksum comes in. At this point, the orchard plant protection robot walking control
system software design part.
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4 Experimental Analysis

After the completion of software and hardware design, the orchard plant protection
robot also needs to build an overall software and hardware system for debugging and
experiments, in order to test the performance of the system. The system designed in this
paper is set as the experimental group, and the traditional robot walking control system
is set as the control group.

4.1 Experimental Environment

In the experimental process, the hardware device is firstly built. The ARM controller
sends PWM control signal to the driver, which controls the motor rotation. The motor
is connected to the reducer, and then to the encoder through the flexible coupling
device. Program was written according to the flow chart of the speed ring control
software. In the program, the sampling frequency was set to _SOOHz, that is, the
sampling time was 2 ms. The sampled data was stored in memory, and then the data in
memory was read out to draw a curve with MATLAB for analysis.

First, execute the oscore command on the PC side to start the node manager;
Second, Log on to the mobile robot computer through the PC SSH. Last, view the
image on the PC.

The comparison between the walking control system of orchard plant protection
robot based on artificial intelligence algorithm and the traditional robot walking control
system (Fig. 4).

Through experimental tests, it is found that the walking control system platform of
orchard plant protection robot based on artificial intelligence algorithm achieves the
expected effect of Motion control of the mechanical arm when it is controlled by
keyboard, Leap Motion controller and PS2 wireless controller. From the perspective of
operation effect and convenience, it is similar to the experimental effect of the walking
subsystem. The operator is required to be familiar with the key function to achieve
accurate operation by operating the mechanical arm movement through the keyboard.

Fig. 4. Comparison of experimental results
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This is the main problem existing in keyboard control, and its main advantage is good
versatility. The main problems of Leap Motion control robot arm are poor operation
stability, poor movement direction, and tiring operation time. Its advantage is that it can
achieve contactless control effect. The PS2 controller is more stable and comfortable
than the traditional robot walking control system.

5 Conclusion

Plant protection operation is the most labor-intensive and difficult to realize mecha-
nized operation in the production of shed crops. However, with the development of
China’s urbanization, the situation of agricultural labor shortage appears, which
directly leads to agriculture.

The rising cost of labor. Picking robot mainly solves the problem of labor sub-
stitution in the picking process. Its application can effectively reduce labor intensity and
production cost, improve product quality and labor productivity. This paper is based on
the research of the orchard plant protection robot walking control system based on the
artificial intelligence algorithm. The work is mainly carried out in the following
aspects: firstly, according to the research object, the targeted research and description of
the parts to be used are carried out. Secondly, after the construction of the software and
hardware platform, the walking subsystem is tested. The experimental results show that
the control system platform has preliminarily achieved the expected control objectives.
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Abstract. Aiming at the problems that the traditional method has long response
time to communication network congestion monitoring and the detection effect
is not ideal, a real-time monitoring method based on cloud computing for
communication network blocking is proposed. Firstly, the communication net-
work monitoring point is established, and the communication data collection
process is completed by the radio-frequency receiver. On this basis, the real-time
traffic calculation of the collected data is performed to determine the existence of
abnormal blocking status in the communication network link, and the precise
positioning of the blocking point is obtained. The information thus generates an
alarm message to obtain a monitoring result. The real-time and accuracy of the
monitoring method are analyzed experimentally. It is found that the monitoring
method can control the delay time within 0.2 s and the monitoring error rate is
low. It can be seen that the monitoring algorithm has high performance.

Keywords: Cloud computing � Telecommunication � Network congestion �
Real-time monitoring

1 Introduction

In the process of communication network construction, there are often various inter-
ferences that affect the performance of the network; if the interference problem is not
cleared, the network optimization work in the network construction is difficult to carry
out. Among these interference problems, blocking interference is a systematic, whole
network and serious interference problem. If it is not solved, network construction will
not be possible. Blocking interference is that when the strong interference signal and
useful signal are added to the receiver at the same time, the nonlinear components of
the receiver link will be saturated, resulting in nonlinear distortion and blocking the
receiver, which is beyond the working range of the amplifier and mixer, making the
receiver unable to demodulate normally, interfering with the work of the receiver,
resulting in the failure to report the bottom noise level of the communication network
normally. When the signal is too strong, the useful signal will also produce amplitude
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compression, and will block when it is serious. The main reason for blocking is the
nonlinearity of the device, especially the multi-step products of intermodulation and
intermodulation. At the same time, the dynamic range limitation of the receiver will
also cause blocking interference. Blocking will cause the receiver to fail to work
properly, and long-term blocking may also cause permanent performance degradation
of the receiver.

So, how to confirm that blocking interference does occur? There are the following
steps to confirm:

(1) Frequency shift. According to the principle of blocking interference, for the RF
terminal whose filter type is if filter, the strong interference signal can be excluded
from RF reception by frequency shift (changing the center frequency point of RF
reception), so that the signal strength falling into RF reception is less than -
40 dbm. If the RTWP of communication network is reduced, it can be determined
that the interference network is blocked.

(2) Att (VGA) attenuation. For the single-mode station suspected to be jammed, if the
degree of interference is not very serious, ATT or VGA attenuation can be used to
determine whether the communication network is jammed by the interference
signal suppression ability. If in the process of att (VGA) attenuation, the RTWP of
the communication network has a sudden change, it means that the cell is blocked.

(3) Add wave trap. The notch filter (narrow-band filter, also known as band stop
filter) can be customized to attenuate the strong interference signal to a reasonable
degree according to the actual situation on site, so that the total received signal in
the RF reception is lower than the threshold value of blocking interference, so as
to judge whether the disturbed signal network is blocked.

(4) Turn off the interference source. This method is the simplest way to judge. If the
network RTWP returns to normal after the suspected interference source (the
interference signal does not fall into the wireless network receiving), it can prove
that the communication network is blocked. It can be seen from the above content
that for the severity of blocking interference, corresponding solutions can be
adopted: according to the frequency shift, att (VGA) attenuation, the installation
of notch filter, and direct processing of interference source in order. According to
the solution of network congestion, this paper introduces cloud computing tech-
nology to realize the real-time monitoring of communication network congestion.

In general, cloud computing refers to a business computing model. It distributes
computing tasks across resource pools of large numbers of computers, enabling
applications to acquire computing power, storage space, and information services as
needed. In short, it provides on-demand, scalable, and affordable computing services
over the network. Anyone can share and retrieve resources in the world of network
communication. The network uses physical links to connect isolated workstations or
hosts to form a data link for resource sharing and communication purposes [1–3].
Network communication connects various isolated devices through the network, and
realizes communication between people, people and computers, computers and
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computers through information exchange. However, with the complication of infor-
mation in the communication network and the large-scale data volume, some network
problems occur in the communication network, such as communication network
congestion [4]. Communication network congestion is a state of continuous overloaded
network. The network transmission performance is degraded due to the limited
resources of the storage and forwarding nodes.

As far as the architecture of the Internet is concerned, the occurrence of congestion
is an inherent attribute. However, if the blocking condition has a certain persistence,
when the cache space is exhausted, the router only discards the packet to ensure that the
network avoids the lockup condition. Generally speaking, there are many reasons for
the communication network blocking, including the insufficient bandwidth or overload
of the server where the target website is located, the network cable problem, the
existence of a loop in the network, and the like, and eventually the network speed is
slow. In the big environment of cloud computing, in order to maintain the normal
communication of the network and avoid the negative impact of congestion on the
network, some countermeasures need to be taken to maintain the normal operation
order of the communication network.

2 Design of Real-Time Monitoring Method
for Communication Network Blocking

2.1 Set Communication Network Monitoring Point

First, a network monitoring device needs to be set up at a certain node in the network to
obtain performance parameter data of all links related to this node. Therefore, in order
to obtain performance data of all links, it can generally be implemented by setting
network monitoring devices on some switching nodes. Therefore, it is necessary to
consider which nodes are set up with network monitoring devices, and it is possible to
obtain performance data of all links and enable monitoring. The minimum number of
devices. Multiple network monitoring devices can be divided into multiple network
monitoring areas. One network monitoring device can logically belong to multiple
network monitoring areas, that is, multiple network performance monitoring services
for multiple users, thereby reducing the number of devices and reducing construction
costs [5, 6]. This requires reasonable setting of network monitoring points and rational
division and management of network monitoring areas. In order to fully realize the
monitoring function of the monitoring point, the structure of the communication net-
work monitoring point is divided into a local area network part, a server system,
various workstations, a terminal server, a protocol converter and a remote network
device. The structure of the monitoring point is shown in Fig. 1.
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The dual Ethernet LAN device adopts the networking mode of 100M dual Ethernet
to ensure the reliability of the system. The monitoring point is configured with dual
network switches. Each server and workstation are equipped with dual network
interfaces to ensure the failure of any network switch. The following does not affect the
function of the system. Set the two network segments, the internal network segment
and the external network segment through the bridge function of the network switch to
ensure that the data of the internal and external network segments do not interfere with
each other. The function of connecting to the remote LAN is realized through the
router. The dual-master server cluster adopts the server working mode of the dual-
master server cluster, establishes the link between the two servers, and makes the two
servers into a cluster working mode. The two servers are hot backups to each other, and
the system guarantees that it encounters on any one server. The system function is not
affected after the fault.

Add high-performance input and output peripherals such as laser printers to share
with online users. The data of each substation is sent to the central station through the
bridge. Each bridge is configured with a dual network port to realize the connection
with the dual network port [7–9]. At the same time, the dual WAN port is provided to
realize the dual E1 channel of the main and standby, and the automatic switching of the
dual channel is ensured. In addition, a protocol conversion processor is required to
input data from various communication monitoring subsystems of different protocols.

2.2 RF Receiver Collects Communication Network Data

Data collection and storage are the basis for performance monitoring, enabling the
acquisition and storage of raw information. With the RF receiver principle, the RF link
has an adjustable digital attenuator and VGA to ensure sufficient dynamics to meet the
in-band blocking specification. However, if the blocking signal is far from the oper-
ating frequency, it may fall within the proximity of the ADC or other Nyquist sampling
bandwidth and be sampled by the ADC [10]. If the interference frequency is sampled
and falls into the useful signal, causing the in-band signal to alias, the RF and digital
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Fig. 1. Schematic diagram of the monitoring point structure
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filters do not have any suppression of the signal. In this case, an intermediate frequency
filter is needed to prevent the unwanted signals from being digitally sampled. The
structure of the performance monitoring data table is shown in Fig. 2.

The establishment of the above table and the connection to the database in the
controller are implemented by the JDBC interface. Combined with the speed, low cost
and open source of the MySQL database, using JDBC as the interface of MySQL has
become a common usage. JDBC is a standard API for the Java language to interact
with databases. Java applications can access the database directly through this standard
interface. JDBC also supports the ability to access different types of databases in a
uniform manner. Create a real-time performance data collection thread and store the
collected data. The data acquisition and storage implementation relationship module is
mainly divided into three implementation packages: the database connection package
CLOS.sql, the main function is to realize the connection and management functions of
the database; JavaBean package colSto.bean mainly defines the data structure of var-
ious performance data tables. The business operation package cloSto.op mainly com-
pletes the data receiving and storage functions. When the performance monitoring
module obtains the performance parameters, it calls the corresponding class in the
business operation package. Data storage operations to enable distributed storage of
real-time collected data.

delayed

src_switch_id src_port dst_switch_id dst_port latency time

Link throughput

switch_id switch_port bitsPerSecondRx bitsPerSecondTx rxBytes timetxBytes

Packet loss 1

src_switch_id src_port sp_packets dst_port dp_packets timesp_switch_id plr1

Packet loss 2

src_switch_id src_port sp_packets dst_port dp_packets timesp_switch_id plr2

Port Information Statistics

switch_id switch_port rxpackets durationSec timetxpackets rxBytes txBytes

Flow table items

switch_id flowtable_id packetCount idleTimeoutbyteCount durationSec priority

hardTimeout in_port eth_src ipv4_deteth_dst actions time

Fig. 2. Communication data acquisition chain diagram
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2.3 Communication Network Real-Time Flow Calculation

The data traffic collected in the communication network is calculated in real time, and
the real-time computing structure is compared with the maximum storage space and the
maximum load of the bandwidth capacity, and it is verified whether the data traffic can
smoothly reach the specified storage space through the bandwidth for data storage [11–
14]. The calculation formula for the real-time flow calculation of the communication
network is as follows:

Q ¼ min
X
k2Il

FlP
k2Il

Plkylk � Fl
þG

X
l2L
k2Il

Slkylk þ dimlkð ÞþV
X
l2L
k2Il

ClkFlylkð Þ

8>><
>>:

9>>=
>>;

ð1Þ

In formula 1, Fl represents the local data traffic on the communication network link; Q
is the total data traffic; Il represents the candidate link model indicator set of the first
link; Plk represents the model index of the first link selected as Link capacity at k; Slk
represents the candidate route set of the node of the first link; Clk represents the line
variable coefficient when the model index of the first link is selected as k; di is the
length of the first link; mlk represents the communication link I Packet arrival rate; G is
a fixed weighting factor; L is a set of all links in the communication network; the
constraints in Eq. 1 include:

X
k2Sp

xp ¼ 1 8p 2 Pð Þ ð2Þ

X
k2Il

ylk ¼ 1 8l 2 Lð Þ ð3Þ

Where P represents the set of all communication node pairs in the network; xp is the
optimization variable and takes a value of 1 when the route is selected as the com-
munication route with other related node pairs, otherwise 0. Where ylk represents the
optimization variable. When the model index of the first link is selected as k, the value
is 1; otherwise, it is 0; according to the formula, the real-time communication traffic of
a certain link can be obtained, and the maximum limit and bandwidth of the storage
space can be obtained. The maximum limit of capacity is compared to determine the
flow of the flow under normal conditions.

2.4 Abnormal Blocking Recognition and Feature Analysis

In addition to the communication data traffic in the communication network exceeding
the maximum bandwidth of the communication network can cause network congestion,
data anomalies are also another cause of network congestion. Therefore, it is also very
important for the identification of communication network anomalies and system
inspections. In the real-time monitoring of communication network blocking, in order
to realize real-time monitoring of abnormal data nodes, nodes need to be automatically
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patrolled. The node monitoring program reads the IP address of the device from the
database, and sends a PING command periodically and cyclically. Record the returned
result to the working state of the node device. If the returned result times out, the node
device is not working properly. Once the network traffic is abnormal, the IP address
and port distribution will change. If the network configuration error occurs, the original
IP address and the destination IP address will increase, causing the host’s packets to
increase sharply. According to this feature, the network traffic matrix method is used to
analyze the dispersion of traffic distribution characteristics. Suppose the traffic char-
acteristic is A, the total number of samples is B, the number of samples selected is C,
and the number of occurrences of a particular traffic characteristic i is ni. Therefore, the
traffic characteristic sample can be selected as:

F xð Þ ¼ �
XC
i¼1

ni
B

� �
log2

ni
B

� �
ð4Þ

If all the selected samples have the same result, then F xð Þ ¼ 0; if all the selected
samples have a large degree of dispersion, then F xð Þ ¼ log2 C can describe the
abnormal behavior of different flow characteristics, and then perform packet capture
processing.

When the traffic monitoring system captures the transmitted Ethernet frame, it
needs to parse the data packet first, and then extract the related data, and store the
extraction result in the database, which is convenient for real-time analysis of network
abnormal traffic. In order to ensure the accuracy of packet capture, the packet capture
function interacts with the hardware in real time. In order to ensure the accuracy of the
system capture, you need to read the configuration file first; then establish a connection
with the database, register the ODBC data source, use the OpenDataBase() function in
the Python script file to connect to the database; configure the capture driver to create
various types. Timers and threads, real-time monitoring of abnormal traffic using
timers; Finally, create a real-time monitoring server, and call the Bind() function to
obtain the IP address of the monitoring server from the configuration file, thereby
completing the packet capture behavior. The abnormal traffic data packet can be
captured in real time, and the real-time monitoring display function can be added, so
that the user can view the packet capture result in real time, and then locate the
abnormal node.

3 Experiment Analysis

In order to verify the feasibility of the research on the real-time monitoring method of
communication network blocking, experiments were conducted. The 50 sets of data in
a certain period of time are selected as experimental objects, and the experimental data
of the normal state is obtained according to the historical records of previous years, and
standardized processing is performed. First of all, set up the experimental environment.
Because of the limitations of the lab equipment, it is necessary to use the Mininet to
establish a communication network topology in the virtual machine and connect to the
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remote controller to realize the construction of the communication network environ-
ment, and then establish a connection with the remote database for data access. The
real-time monitoring error and communication delay time of the communication net-
work are taken as experimental targets. The traditional monitoring method is compared
with the real-time traffic monitoring of the communication network. The result is used
as the basis for judging the feasibility of the method. The reasons for the communi-
cation delay include monitoring the substation measurement and processing delay, data
transmission delay, information propagation delay, delay generated by the digital
transmission equipment, and delay of the pre-processing of the primary station and the
data uploading server. Through the experiment, the traditional monitoring method and
the designed real-time monitoring method are compared, and the comparison results are
shown in Fig. 3.

The delay time of the communication network blocking method for real-time
monitoring directly reflects the real-time performance of the method. It can be seen
from the comparison of the experimental results in the figure that the communication
delay time of the traditional monitoring method will be extended with the increase of
the data amount. Although there is a clear trend of shortening the delay when the
quantity reaches 280M, the delay time is always higher than 0.3 s. In contrast, the
communication network blocking real-time monitoring method uses the real-time data
acquisition and calculation method, so the experimental results show an ideal delay
result, the delay time is always controlled within 0.2 s, and when the data flow After
more than 250M, it shows a clear downward trend, which fully reflects the real-time
nature of the monitoring method. In addition, the accuracy of the monitoring method
monitoring results is also very important. The results of the alarm information obtained
by the real-time monitoring method designed by the experiment can be accurately
located to the position where the blockage occurs and the blocking value is calculated,
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which is convenient for timely blocking accidents. Processing, it can be seen that the
method has low monitoring error and high accuracy.

In order to further verify the monitoring accuracy of this method, the traditional
method and this method are used to verify the monitoring accuracy. The results are
shown in Table 1.

According to Table 1, the accuracy of data monitoring is different in the monitoring
time. When the monitoring time is 10 min, the accuracy rate of communication net-
work data monitoring of traditional method is 67%, and that of this method is 89%.
When the monitoring time is 50 min, the accuracy rate of communication network data
monitoring of traditional method is 65%, and that of this method is 95%. The average
accuracy rate of traditional method is 68.4%, while that of this method is 68.4%. The
accuracy of communication network data monitoring based on this method is obviously
higher.

4 Conclusion

In summary, in the cloud computing environment, in order to ensure the stability of the
computer communication network operation, it is necessary to ensure that the network
traffic is always in a normal state. Through the real-time monitoring method of a
communication network, the real-time running status of the entire communication
network is grasped, and the blocking problem of the network is detected in time to
facilitate the daily management and maintenance of the network staff. In the design
process of the monitoring method, it is found that although the method has high
monitoring accuracy, the long-term stable operation of the method has yet to be
studied, and a high-performance monitoring method is developed in the future to
support real-time monitoring of the communication network.

Table 1. Monitoring accuracy of communication network data

Monitoring the time/min Monitoring accuracy of communication network
data/%
The traditional method The method of this paper

10 67 89
20 69 96
30 71 93
40 70 92
50 65 95
Mean value 68.4 93
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Abstract. The college entrance examination application is a complex system
project, which needs to collect many kinds of information. Aiming at the
deficiency of the system research based on the analysis of the domestic main-
stream platform, the reference system and Sina simulation system of college
entrance examination application, the intelligent application system of college
entrance examination application is designed based on big data technology.
Considering the scores of examinees, the enrollment plan of colleges and uni-
versities, the enthusiasm of application, the prospect of professional develop-
ment and other factors, the hardware structure of the intelligent filling system for
college entrance examination is constructed. Through big data analysis and data
mining, a large amount of real and valuable information for college entrance
examination filling can be provided for the majority of examinees. It can be seen
from the experimental verification results that the system fills in accurate results
and has an ideal filling effect, which helps the candidates to apply for the ideal
school and improve the admission rate.

Keywords: Big data technology � College entrance examination � Intelligent
filling � Data mining

1 Introduction

College entrance examination application is a complex system engineering, which
needs to collect many kinds of information, and comprehensively consider such factors
as examinee score, college enrollment plan, enrollment enthusiasm, professional
development prospect, examinee’s personal interest and family situation [1]. Today,
when the mobile Internet is highly developed, the Internet is full of various types of
information about colleges, universities, majors, admission scores, etc. How to identify
true and valuable information in the massive application information to suppress the
troubles for the majority of candidates and parents [2]. Due to the lack of information
and improper choice of information in college entrance examination, it is common for
examinees to fail in high scores and get low marks. It is difficult for examinees and
parents to evaluate accurately, and the phenomenon of high score falling out of the list
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and low score occurs every day [3]. Therefore, examinees and parents are in urgent
need of comprehensive guidance on the application of college entrance examination.

The college entrance examination voluntary reference system based on college
entrance examination scores or rankings is generally based on the candidates’ own
scores or rankings, combined with certain directly related information such as the
admission scores of colleges and universities in a certain year or years. Candidates
recommend some schools or majors [4]. At present, there are many such systems in
China, such as the “sunshine college entrance examination” information platform of the
Ministry of education, which is developed by the national college student information
consultation and employment guidance center of the Ministry of education, the com-
prehensive reference system of college entrance examination filling and submitting, the
Sina college entrance examination simulation filling and submitting system launched
by sina.com, the reference system of college entrance examination filling and sub-
mitting launched by China Education online, etc. [5]. Some of these systems also
provide historical information such as admission scores, enrollment numbers, and
employment status in previous years, but they are usually limited to simple data query
and statistics. Without in-depth data analysis function, it is difficult to find knowledge,
and the laws hidden behind the data can not fundamentally solve the blindness of
candidates when filling in the application form.

Based on the analysis of the deficiencies of the mainstream college entrance
examination volunteer filling platform in China, this paper designs an intelligent col-
lege entrance examination volunteer filling system based on big data technology. The
hardware structure of the system includes on-line analysis and processing server, data
warehouse server and enrollment information data mining system. On the basis of
hardware design, through functional module division, nearest neighbor search based on
big data technology, database design Improve the data and recommendation results
generation, design system software, so as to complete the system design, solve the
problem of unclear candidates’ voluntary filling, collect the data involved in the new
college entrance examination, and calculate one or more volunteer filling candidate
schemes recommended to examinees through big data combining the candidates’ filling
willingness and College entrance examination scores.

2 System Hardware Structure Design

The hardware structure of the system is as shown in Fig. 1. In terms of program
platform, SSH framework of Java EE platform is adopted.
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In terms of data storage, the SQL Server 2008 platform which has been tested by
the enrollment data mining system is adopted. The system adopts a hierarchical
structure, from the bottom to the top: basic data platform layer, SSH framework layer
and function module layer [6].

2.1 Online Analytical Processing Server

Online analytical processing server is a fast software technology that shares multi-
dimensional information, accesses and analyzes online data for specific problems. The
online analytical processing server system is the most important application of the data
warehouse system. It is specifically designed to support complex analytical operations,
focusing on decision support for decision makers and senior management personnel. It
can execute a large amount of data quickly and flexibly according to the requirements of
analysts’ complex query processing, and provide the query results to decision makers in
an intuitive and understandable format [7–9]. The relationship between data warehouse
and server is complementary.Modern server system is generally based on datawarehouse,
that is to extract a subset of detailed data from the data warehouse and store it in the server
memory through necessary aggregation for front-end analysis tools to read [10, 11].

The server presents a multi-dimensional view to the user:
Dimension: it is a specific angle for people to observe data, and a kind of attribute

when considering problems. Attribute sets form a dimension (time dimension, geo-
graphical dimension, etc.);
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Dimension level: Observing a specific angle of big data (i.e. a dimension), there can
also be various description aspects with different levels of detail (time dimension: date,
month, quarter, year);

Member of dimension: a value of dimension, which is the description of the
position of data item in a dimension. (“month day of a year” is a description of the
position in the time dimension);

Metric: the value of multi-dimensional array;
The basic multidimensional analysis operations of the server include drilling,

slicing and slicing, and rotation.
Drilling: It is to change the level of dimension and transform the granularity of

analysis. It includes drill down and drill up/roll up. Drilling up is to summarize low-
level detail data into high-level summary data on a certain dimension, or reduce the
number of dimensions; while drilling up is the opposite, it drills down from the
summary data to the detail data to observe or add new dimensions.

Slicing and slicing: it is concerned about the distribution of measurement data in the
remaining dimension after selecting values in some dimensions. If there are only two
remaining dimensions, they are slices; if there are three or more dimensions, they are
slices.

Rotation: is to change the direction of the dimension, that is, rearrange the place-
ment of the dimension in the table.

2.2 Data Warehouse Server

The warehouse control database contains the control tables necessary to store the
metadata of the data warehouse center. In the updated version of the warehouse center,
the warehouse control database must be a UTF-8 database. This requirement provides
extended language support for the storage data warehouse center. If you try to log in to
the storage data warehouse center using a database in a non-coding scheme format, the
system will receive an error message that you cannot log in. The system can use the
warehouse control database management tool to migrate metadata from the specified
database to the new coding scheme database [12–14].

2.3 Design of Enrollment Information Data Mining System

The data mining system of enrollment information adopts a distributed system struc-
ture, which is based on the database of college entrance examination application,
electronic data of general enrollment, application programming interface and large data
files provided by some college network applications, using analysis, prediction, asso-
ciation rules, clustering and other mining methods, from a large number of incomplete
and fuzzy practical application data, the relationship between colleges and majors
hidden in it is found [15]. Analysis, statistics and reasoning of effective information
such as school relationship, historical admission score line, enrollment plan, etc. can
provide predictive suggestions for candidates to fill in the report. The architecture of
enrollment information data mining system is shown in Fig. 2.
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The data mining system of college enrollment information consists of front-end
user interface, data preprocessing, data mining algorithm and other modules. The front-
end user interface module mainly completes the interaction between the user and the
system, and displays the mining results in easy-to-understand forms such as graphics
and tables. The data preprocessing module mainly completes the extraction, cleaning,
filtering and integration of a large number of complex redundant data in the data
storage layer, and provides high-quality rule data for the data mining algorithm module.

3 System Development

3.1 Functional Module Division

The design goal of the college entrance examination voluntary intelligent reporting
system is to provide candidates and parents with more accurate guidance for voluntary
reporting. In addition, the system also needs to have security, stability and scalability.
Therefore, the system is based on big data technology, and realizes six functional
modules: human-computer interaction module, user management module, authority
control module, voluntary management module, interest preference management
module, voluntary recommendation module.

(1) Human-computer interaction module

It mainly provides convenient and beautiful user interface, and has friendly prompt for
any operation of the user. At the front desk of the system, JavaScript dynamic scripting

102 S. Guo and L. Lin



technology is adopted to realize the page refresh operation, which can improve the user
experience. The purpose of human-computer interaction module is to let users use the
filling consultation system at the lowest cost, and obtain good experience effect.

(2) User management module

User management module is the main carrier of user registration and login system,
which mainly includes user registration, adding and modifying basic personal infor-
mation and details, password management, system login, etc. User management
module is the main carrier of user registration and login system, which mainly includes
user registration, adding and modifying basic personal information and details, pass-
word management, system login, etc.

(3) Authority control module:

The permission control module belongs to the background function, which comple-
ments the user management. This module is mainly used for the security control of the
system. It can realize the system to judge the authority of the currently logged-in user,
which can enable legitimate users to browse the appropriate content. The allocation of
user rights can be managed in the background.

(4) Volunteer management module

Volunteer management belongs to the background function, mainly the addition,
deletion and modification of colleges and majors. This module is used in the voluntary
recommendation module, which belongs to the bottom data support. It caches the
mining data at the database level and improves the operation efficiency of the system in
the voluntary reporting guidance.

(5) Interest preference management module:

This module is a psychological test application module, which mainly includes can-
didates’ professional preference, regional tendency, cost burden and other aspects.
Among them, this module is also related to the user’s “detailed information” in the user
management module, including future, urban or rural, whether ethnic minorities, etc.

3.2 Nearest Neighbor Search Based on Big Data Technology

3.2.1 User Data Standardization
In order to facilitate data processing, according to the candidate’s score information and
intention information entered by the candidate, after the user attributes are determined,
the data is standardized, and min-max standardization is used to standardize the data, as
shown in Eq. 1:

s0 ¼ s� smin

smax � smin
ð1Þ

In formula (1): s represents the original data of candidates; smax; smin represents the
maximum and minimum values of attributes respectively.
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3.2.2 Calculate User Proximity
Nearest neighbor search is to calculate the similarity between candidates and their
preferences based on their attributes. On the basis of standardized candidate attribute
data, the Pearson correlation coefficient is used to perform nearest neighbor search, and
the distance between candidates is calculated to express the similar proximity between
candidates, as shown in Eq. 2:

s ¼
P

iek tu;i � tu
� � � tv;i � tv

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

iek tu;i � tu
� �2� tv;i � tv

� �2
q ð2Þ

In formula (2): tu;i represents the i attribute value of user u; tv;i represents the i attribute
value of user v; tu represents the average value of all attributes of user u; tv represents
the average value of all attributes of user v.

3.3 Database Design

Database design plays an important role in website development and construction.
A good website must be supported by a safe and high-performance database. In the
process of candidates applying for a test, the safety, effectiveness, and real-time nature
of the data are directly related to whether the candidates can be admitted to their
favorite schools. Based on big data, the database of college entrance examination
application is constructed by this system, which can obtain the latest enrollment
information of colleges and majors through the data mining system of enrollment
information. Table 1 and Table 2 are field definitions and descriptions of some data
tables.

Table 1. College information table

Field name data type
primary key remarks

Field name data type
primary key remarks

Field name data
type primary key
remarks

Field name data
type primary key
remarks

COLLEGENAME varchar (50) Y University name
PROVINCEID varchar (50) Y Province
BATCHID tinyint N Batch
COLLEGETYPEID tinyint N Category
PLAYTYPEID tinyint N Nature of plan
IS211 tinyint N Whether 211

institutions
IS985 tinyint N Whether 985

colleges
ISFOREIGN tinyint N Chinese and

foreign
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3.4 Complete Material

After entering the system, you need to first improve relevant information, such as
personal details, interest preferences, etc. First click on “Personal Center” and enter the
“Modify Details” page, you need to follow the prompts to improve all information, the
most important of which is the candidate’s urban and rural category (rural or urban),
the previous category (fresh or past), whether it is a minority This information will be
used as a reference when recommending volunteers. Then, click “Report Volunteer” to
enter the preference setting mode.

The first step is to select the major categories of interest, which can be multiple
choices;

The second step is to choose your own preferred area according to your geo-
graphical preference.

The third step is to choose the expense range that you can bear;
The fourth step is to choose your own reporting psychology, which is mainly

divided into insurance or sprint types and strong emphasis on professional compliance.
The default is to list all possibilities. After preference setting, enter the score setting and
select science or liberal arts page. The relevant information set by the user is used as the
basis for the voluntary recommendation of the system. If you modify the user profile,
you can perform voluntary recommendation analysis in different states.

3.5 Recommendation Result Generation

The recommendation result is based on the admission of universities and professions of
neighboring users. First of all, the neighboring users should be determined. Through
the calculation and search of similar proximity, the user with the nearest neighbor of 0
is regarded as the nearest neighbor of the target user, and the neighbor is regarded as
the neighbor. Corresponding institutions of successful admission are added to the

Table 2. Batch control score

Field name data type
whether primary key
remarks

Field name data
type whether
primary key
remarks

Field name data
type whether
primary key
remarks

Field name data
type whether
primary key
remarks

CLASS_ID varchar (50) Y Family ID
BATCH_ID varchar (50) Y Batch ID
YEAR int N Year
CULTURE_SCORES int N Cultural

achievements
PROFESSION_SCORE int N Professional

performance
PROVINCE_ID tinyint N Province ID
UP_NUM int N Number of people

on line
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recommendation set. Due to the different difficulty of the test paper each year, the value
of the score as the reference value is not stable, so it is more strict and accurate to take
the ranking of users as the main reference.

According to the ranking segment of the target user’s score, select the x users with
the smallest distance as neighbor users, and arrange the universities enrolled by the x
users in descending order according to the number of people. And then add the rec-
ommendation set in turn, and then screen one by one according to the preferences of
candidates. After screening, the recommendation content is put into the new recom-
mendation set until the number of the new recommendation set reaches the target of 50,
forming the final recommendation set.

4 Simulation System

4.1 System Login

First, enter the URL to enter the first page of the system, click “register new user” to
register, after entering the relevant information, the system will automatically send a
verification email to verify activation. Then use the approved account and password to
log in, and enter the correct dynamic verification code, you can enter the guidance
system.

4.2 System Voluntary Recommendation

At present, the system realizes three batches of voluntary recommendation, one batch
of undergraduate, two batches of undergraduate and three batches of undergraduate.
Each batch is divided into six volunteer. The function of voluntary recommendation
includes shortcut mode and advanced mode. The difference is that the advanced mode
can be modified for voluntary selection.

In any batch and any voluntary item, click “Add College Major”. In the pop-up
page box, you can choose “School Priority” and “Professional Priority”. Major priority
refers to the arrangement of the most likely major to be admitted, and then to the
recommendation of colleges and universities with relevant majors, from high to low;
college priority refers to the recommendation of the most likely college, and then to the
selection of major. Regardless of whether it is an institution or a major, the interface of
selecting an institution will prompt the institution’s admission to similar conditions in
the past three years.

4.3 System Simulation

Personal details: rural areas are selected for urban and rural areas.
Interest tendentiousness: professional tendentiousness chooses computer, network

and technology, regional tendentiousness chooses southwest region, expense interval
chooses 4001–10000, mental state system chooses sprint.

Relevant application requirements: The application category is science and the
original score is 580 points. After inputting the data, the first volunteer is recommended
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with the priority of College recommendation. According to the input conditions, the
recommended institutions are shown in the Table 3 below.

Then, you can choose a college as your first volunteer, and so on, you can choose a
second volunteer or other batch of volunteers. Finally, it can print the guidance form
for filling in the application form for the convenience of reference.

Design test cases and conduct system tests based on the test cases. First fill in the
candidate’s ranking, batches, grades of three public courses in Chinese, mathematics
and foreign language, and 7 of 3 subjects and corresponding scores, and automatically
generate total scores, as shown in Fig. 3.

Table 3. Simulated voluntary recommendation table

School name 2019 2018 2017 Select

List of eligible schools for three consecutive
years
XX University 562.0 544.0 505.0 √

XX University 556.0 533.0 510.0 √

XX University 547.0 525.0 506.5 √

XX University 564.0 520.0 565.0 √

List of eligible schools for two consecutive
years
XX University 565.2 540.0 √

List of schools that meet the standard for one
year in a row
XX University 565.0 598.0 554.0 √

Entrance assistant for college entrance 
examination

Provinces and cities

The nature of 
running a school

types of school

Whether to require first-class university 
construction

Yes NO
Whether to require first-class discipline 

construction
Yes NO

Whether the requirement is 985

Yes NO
Whether the requirement is 211

Yes NO
Whether the requirements are key universities

Yes NO
Save

Fig. 3. Candidates’ scores
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Then, candidates fill in their willingness to report their intentions, including the
excluded provinces,municipalities and autonomous regions, the nature and type of school
running, whether they require first-class university construction and whether they require
first-class discipline construction, andwhether they require 985, 211 and key universities.

According to the data in Fig. 3, the intelligent recommendation platform for college
entrance examination volunteer filling in is calculated by the server, and finally the
recommendation result list is pushed to the Android client, as shown in Fig. 4.

5 Analysis of Experimental Results

Based on the big data technology, this paper studies the intelligent filling system of
college entrance examination, and takes the practical application of the display system
as an example to carry out experimental verification analysis. The specific process of
the example is to simulate the examinee or parents to use the system, and input relevant
information according to the actual operation process, including account registration,
login, personal information improvement, performance and other necessary informa-
tion input, and display the relevant human-computer interaction screenshots.

Based on the analysis of the mainstream domestic college entrance examination
voluntary reporting platform W1, the college entrance examination voluntary reference
system W2, the Sina college entrance examination simulated voluntary reporting
system W3 and the big data technology-based college entrance examination voluntary
intelligent reporting system W4, the results of the comparison and analysis are shown
in Fig. 5 As shown.

Entrance assistant for college entrance examination

College XXX University

Major: Class XXX

2018 investment score line: ***

2018 score ranking: ***

Volunteer 1

College XXX University

Major: Class XXX

2018 investment score line: ***

2018 score ranking: ***

Volunteer 2

College XXX University

Major: Class XXX

2018 investment score line: ***

2018 score ranking: ***

Volunteer 3

College XXX University

Major: Class XXX

2018 investment score line: ***

2018 score ranking: ***

Volunteer 4

recomme
nd Information mine

Fig. 4. List of recommended results
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It can be seen from Fig. 5: The use of the mainstream domestic college entrance
examination voluntary reporting platform W1, the college entrance examination
reporting voluntary reference system W2, and the Sina college entrance examination
simulation voluntary reporting system W3 lack in-depth data analysis functions, unable
to find dynamic data, resulting in the system not reaching the actual predicted value
Fundamentally solve the blindness of candidates when they fill in the report. Although
the intelligent filling system of college entrance examination based on big data tech-
nology can’t exactly match the actual predicted value straight line, it is also very close.
Therefore, the intelligent filling system of college entrance examination based on big
data technology has accurate and intelligent filling effect.

In order to further verify the effectiveness of the system, this paper compares and
analyzes the student satisfaction of the system and the traditional system, and the
results are shown in Fig. 6.
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Fig. 5. Comparison and analysis of filling accuracy between the two systems
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According to Fig. 6, students’ satisfaction can reach up to 90% with the application
of this system, while only 60% with the traditional system, indicating that the appli-
cation of this system can make students more satisfied in the intelligent filling of
college entrance examination.

6 Conclusion

There are unstable factors and links in voluntary reporting. Most examinees and parents
rely on subjective analysis and teachers’ relevant historical experience to make vol-
untary reporting. The whole process does not comprehensively combine the objective
factors such as scores, policies, school conditions, personal and family conditions to
make comprehensive analysis. Such reporting is often one-sided and subjective, which
makes examinees’ voluntary reporting Newspaper is full of gambling and blindness.
Therefore, the research on the intelligent reporting system for college entrance
examination based on big data technology is designed.

Through the preliminary trial operation of the project, it shows that the establish-
ment of filling and consulting system based on enrollment data mining is of high
feasibility and application value. Summary of the current work, although achieved
some results, but there is still a lot of room for improvement, improve or create mining
algorithm, in order to get better results of enrollment data mining, it may be necessary
to do further research on the algorithm and propose a suitable algorithm.
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Abstract. The problem of excessive pesticide spraying in orchards has caused
a great risk of food safety. Because the traditional fueljet robot path recognition
system has the problem of low path recognition accuracy, an adaptive genetic
algorithm based orchard spray robot path intelligent recognition system is
designed to improve the path recognition accuracy. Firstly, the hardware design
of the path intelligent identification system is carried out, including the power
supply module, the main control board module, the path identification module,
the motor drive module and the wireless communication module. Through the
division of these modules, the path intelligent identification of the orchard spray
robot is realized. Then the design of the path intelligent identification system
software system is adopted, and KEIL uVision4 is used as the development
environment. The adaptive genetic algorithm is used to accurately identify the
path and determine the path control scheme and direction adjustment scheme to
improve the path recognition accuracy. Finally, the simulation experiment is
compared with the traditional spray robot path recognition system. The intelli-
gent recognition system of orchard spray robot based on adaptive genetic
algorithm has higher path recognition accuracy and shorter recognition time.

Keywords: Adaptive genetic algorithm � Orchard spray robot � Intelligent path
recognition system

1 Introduction

In the one-year key areas of the national medium- and long-term science and tech-
nology development plan and its priority themes, the development of agriculture
requires the precise operation and informationization of agriculture [1]. At the “Digital
Agriculture” Construction Strategy Seminar, the Ministry of Science and Technology
proposed to implement the implementation of digital agricultural science and tech-
nology action with “precision agriculture” and “smart agriculture” as the entry point
[2]. It can be seen that the implementation of precision agriculture, the widespread
application of intelligent agricultural machinery, and the improvement of resource
utilization and economic benefits will be the inevitable trend of agricultural develop-
ment in this century [3]. Due to the long period of biological control and ecological
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control, weeds and pests and diseases in China’s agriculture are still controlled mainly
by chemical control [4]. China’s pesticide and fertilizer production and application
volume rank first in the world. The use per unit area is 2.6 times that of the United
States, but the utilization rate of pesticides is only about 30%, the utilization rate of
nitrogen fertilizer is only 30% to 35%, the utilization rate of phosphate fertilizer is only
10% to 20%, and the utilization rate of potassium fertilizer is only 35% to 50%. The
long-term use and low utilization rate of chemical pesticides have brought serious
ecological and agricultural product safety problems such as environmental pollution,
chemical pesticide residue exceeding standards and weed resistance. In particular, the
problem of excessive pesticide spraying in orchards has caused a great risk of fruit
eating safety [5]. Therefore, based on the adaptive genetic algorithm, the path intelli-
gent recognition system is designed for the orchard spraying robot. The orchard
spraying robot uses vision sensor instead of human eye to acquire the video infor-
mation of surrounding environment and convert it into data matrix. The computer
replaces human brain to process and analyze the image in software and hardware, so as
to realize the task of precise spraying fixed-point variable [6].

2 Hardware Design of Path Intelligent Identification System

2.1 Hardware System Framework Design

The intelligent identification system of the orchard spray robot path uses the idea of
modular design in hardware system design. Each part is designed to be controlled by a
special structure. The hardware system framework of the orchard spray robot path
intelligent identification system is shown in Fig. 1.

Power pack

Path
recognition 

module

Wireless 
communication 

module

SCM control 
core

Microcomputer Continuous
current dynamo

Fig. 1. Orchard spray robot path intelligent identification system hardware system framework
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2.2 Power Supply Module

In the power supply module, each hardware component requires a different voltage to
drive, and three different supply voltages need to be provided from the power distri-
bution. The power supply is supplied to the main control board and signal processing
board respectively, and the motor driving part is used to drive various motors in the
intelligent path recognition system of orchard spraying robot. At the same time, for the
anti-interference needs, the grounding pole of the battery should be designed separately.

2.3 Main Control Board Module

In the control circuit, the STC12C5A60S2 single-chip microcomputer is selected as the
core to form the main control board circuit, which is used to complete the signal
processing and control functions of the intelligent identification system of the entire
orchard spray robot path. In terms of output, it can complete two types of adjustable
speed motor control output and non-speed control, which can control the control of two
drive wheel DC geared motors; at the same time, it has an expandable port to facilitate
later function expansion. The series of single-chip microcomputers support the program
mutual transmission function and provide the basic support for the improvement of the
running performance of the Orchard Spraying Robot Path Intelligent Recognition
System. The main control board uses a 40-pin MCU with a total of 35 I/O interfaces.
Among them, PO, P2 and P4.6 are used for input, a total of 17 ports, P1 and P3 are
signals. The output part will be used for device control in the future. The main control
circuit board has power input and power output interface, and provides voltage to
circuit sensor circuit board of orchard spraying robot path intelligent recognition sys-
tem through external power part. The start switch is used to control the circuit start of
the main control board. The post-program download port is used to download and input
the preset program of the orchard spray robot path intelligent recognition system. The
signal flow chart of the main control board is shown in Fig. 2.
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Fig. 2. Signal flow chart of the main control board
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The line sensor input interface is mainly used to receive the road line sensor signal.
In order to reduce the occupation of the MCU port, two 74HC245 bus driver circuits
are used to form the multiplexing of the P2 port of the MCU, and the signal of the P4.4
port of the MCU is used for control. When P4.4 is low, the P2 port receives the low 8-
bit signal QQQ-QQ7 of the 16-channel sensor. When P4.4 is high, the P2 port receives
the high 8-bit signal of the 16-channel sensor QQ8-QQ15. The 8-channel sensor input
interface can be used to connect optoelectronic, proximity or ultrasonic sensors. It can
make the Orchard Spray Robot Path Intelligent Recognition System make full use of
various sensors to detect external information to determine the distance from the target.
The 4-channel sensor input interface uses the P0.0-P0.3 port of the single-chip
microcomputer, and the socket J8-J11 is connected to 4 different sensors. The maxi-
mum detection distance is 30 cm, 1 m, 2 m depending on the model used. On the
intelligent recognition system of orchard spray robot path, proximity switches are
mainly used to detect whether some moving parts are in place, and the detection
distance is generally less than 5 mm. There are 3 leads on the sensor, which are
connected to the 3 pins of J8-J11.

2.4 Path Identification Module

The path identification module is a key part of the orchard spray robot path intelligent
identification system control system, which is the “eye” of the orchard spray robot path
intelligent recognition system. The quality of the scheme is directly related to the
orchard spray robot path intelligent recognition system can deny the road ahead,
accurately identify the path information, and provide accurate parameter basis for path
tracking to complete the high-quality automatic tracking function of the orchard spray
robot path intelligent recognition system. There are several common ways to identify
the specific scheme: Scheme 1: Using CCD camera tracking: CCD camera tracking, is
to use the CCD camera to collect video image information of the road. It obtains a
tracking method by transmitting the image of the front road surface to the microcon-
troller for processing, obtaining useful path information and then controlling the smart
car for path recognition. The advantage is that it has a wide field of vision, can obtain a
large amount of road image information, and has complete and comprehensive path
information. It is forward-looking and can predict the changes of the road earlier and
react quickly and in a timely manner. The disadvantage is that the hardware circuit is
complicated, and the video image is separated and binarized. The image processing
information is large and the speed is slow, which reduces the real-time control of the
orchard spray robot path intelligent recognition system and is expensive. Scheme 2:
Photoelectric sensor tracking: Photoelectric sensor tracking, is to use a series of LED
diodes and receiver tubes to obtain path information. A light-emitting tube and a
receiving tube form a pair, and the light-emitting diode emits light, which is reflected
by the ground and received by the receiving tube. In practice, the ability of reflecting
light is different because the ground in the working range is composed of green original
paint floor and white positioning line. Different voltage values are formed in the
receiving tube according to the light reflection condition, so as to determine whether
the driving direction of the subsequent path needs to be adjusted. In combination with
the actual environment, pre-arranged ground positioning is prone to breakage and
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discoloration. It is appropriate to consider the first option from the perspective of future
practical use. However, considering that the design is currently only applied and
practiced, it is not practical as an industrial grade product. Considering the cost and the
actual working ability of the chip and platform, the second option is used for design
and development [7].

In the design of the line detection circuit, the line sensor needs to be selected [8]. In
the path control of the orchard spray robot path intelligent identification system, a
photosensitive sensor device arranged in a line is selected. The signal difference caused
by the difference in light intensity reflected by the light-emitting diodes on different
color grounds is converted into a voltage change value to determine the path offset. In
practical applications, the route should be pre-designed, and the vertical horizontal line
should be set along the running path at a certain distance to facilitate the calibration of
the entire sensor and the distance counting [9]. The sensor uses a 16-way line sensor.
The main control board of the sensor signal processing board uses a 12 V power supply
circuit for signal processing of the sensor signal processing board, and can be con-
nected to the main control board through the power line. In the sensor signal processing
board, the 16-way patrol line sensor sends the collected ground white strip information
to the circuit board, and the collected information is first amplified, and the amplified
signal is preset with a voltage value for comparison. After filtering, the required
effective reflected signal is retained. After filtering, the effective signal is modulated
into digital signal for feedback, which is controlled by the main control board. The light
and dark changes represented by the signal indicate the positional relationship between
the sensing element and the calibration path, thus providing a basis for path adjustment.

Since the voltage value caused by the direct feedback signal is small, a signal
amplifying circuit is added to the circuit to amplify the signal for subsequent signal
comparison. The ER first signal comparison circuit is connected to the reference
voltage by using the LM324 to be connected to the voltage comparator, and the upper
comparison result QQQ input is compared [10]. When the upper voltage value meets
the predetermined value, the output high level is fed back to the control board, and
when the upper voltage input value does not meet the predetermined value, the low
level is finally output.

2.5 Motor Drive Module

The basic control principle in this control process is to adjust the average voltage by the
duty cycle of the signal, and use the change of the voltage to control the operation of
the DC motor. Two MOS tube drive circuits are provided in the circuit to drive the left
and right wheel motors respectively. This circuit uses the IR2110 power driver inte-
grated chip, which is a single-chip integrated driver module for dual-channel, gate-
driven, high-voltage high-speed power devices with high reliability. The IR2110 input
signal is the PWM pulse width signal sent by the main controller, and its output directly
controls the on and off of the 75N75MOS tube. In the relay output circuit, L01 and L02
are connected to the DC motor, and the LDIR is the main control board. The left motor
direction control signal is sent, and the common contact of the relay is controlled by the
triode to operate. When LDIR is low, the relay normally open contact does not operate,
the DC motor rotates forward; when LDIR is high, the relay normally open contact
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closes and the DC motor reverses; The relay circuit is used instead of the general MOS
tube bridge circuit as the motor forward and reverse control circuit, which is mainly for
the frequent start, stop and forward and reverse operation, the relay circuit is more
reliable and safe.

2.6 Wireless Communication Module

Zigbee is a wireless data transmission network platform consisting of up to a wireless
data transmission module, which is very similar to the existing mobile communication
CDMA network or GSM network. Each Zigbee network data transmission module is
similar to a base station of a mobile network, and can communicate with each other
throughout the network [11]. The distance between each network node can range from
the standard 75 m to hundreds of meters or even several kilometers. The entire network
can also be connected to other existing networks. Compared with other solutions, this
technology has the advantages of large network capacity, short delay, reliable com-
munication and low power consumption. Therefore, in the design of the orchard spray
robot path intelligent identification system, the ZKM101B communication module was
selected to realize wireless network transmission. ZKM101B wireless transmission
converter can complete two-way wireless data communication between devices and
devices based on RS232 and RS485 bus, realize one-to-one communication between
one host and multiple slaves. It completely replaces the traditional RS232 and RS485
cables, and the specific functions can be configured according to the user’s choice.

3 Design of Path Intelligent Identification System Software
System

3.1 Software System Development Environment

In the software development, the KEIL C51 standard C compiler is used to provide the
C language environment for the software development of the 8051 microcontroller
while retaining the efficient and fast assembly code. The C51 compiler’s capabilities
continue to grow, allowing you to get closer to the CPU itself and other derivatives.
Starting with uVision2, the C51 has been fully integrated into the integrated devel-
opment environment of uVision2. This integrated development environment includes:
compiler, assembler, real-time operating system, project manager, debugger. The
uVision2 IDE provides a single and flexible development environment for them. In
programming we used KEIL uVision4 as the development environment.

3.2 Accurate Path Recognition Based on Adaptive Genetic Algorithm

Software design and program development for path recognition control scheme using
adaptive genetic algorithm. Adaptive genetic algorithm is a computer to complete the
control activities described by people in natural language. The adaptive genetic algo-
rithm has many good characteristics. It does not need to know the mathematical model
of the genetic object in advance, so it is especially suitable for the control of complex
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nonlinear systems that are difficult to establish mathematical models. The establishment
of the rules is to transform the experience into corresponding variables. It has strong
resistance to transformation and performs well in controlling nonlinear hysteresis
system. It has the advantages of fast system response, small overshoot and short
transition time. Since the processing is classified in the form of establishing rules in
processing, the processing speed is faster. In composition, it can be divided into three
parts: genetic input, genetic operation, and genetic judgment output. This kind of
algorithm is very practical in dynamic and complex environment conditions and
practical application environments where obstacles are not fixed. In the adaptive
genetic algorithm, it is necessary to convert the exact value that needs to be input into
the applicable amount required by the genetic controller rule, the domain of the
quantitative value, the lighting level and the quantization factor, and the value of the
variable and the inheritance of the membership function is completed. As long as the
genetic operation link is based on the established rules combined with the corre-
sponding logical relationship, the logical reasoning process is completed, and the
inference result is output. The magnitude of the output is obtained by inference of the
genetic relationship equation, not an exact value. Therefore, the genetic output is
subjected to de-geneticization, converted into a clear amount within the domain, and
then scaled into a precise control. Common methods of de-generization include
weighted average method, center of gravity method, and summation method.

In practical applications, the most widely used is the PID control mode. In the
process of adjustment, the physical meanings of proportional, integral and differential
are mainly applied, and the errors in the actual control are controlled and adjusted to
achieve the control objectives. Where r(t) is the actual input value in the entire system;
y(t) represents the actual output value; e(t) is the amount of error between the input and
output values in the system, which can be expressed by Eq. 1:

e tð Þ ¼ r tð Þ � y tð Þ ð1Þ

u(t) is the system control signal output by the PID regulator, and is the output value of
the controller obtained after the controller performs the PID operation on the error
signal. The mathematical formula for its control law is shown in Eq. 2:

u tð Þ ¼ Kp e tð Þþ 1
T1

10e tð Þdtþ TD
de tð Þ
dt

� �
ð2Þ

Transform it to get the transfer function:

G Sð Þ ¼ U Sð Þ
E Sð Þ ¼ KP 1þ 1

T1S
þ TDs

� �
ð3Þ
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KP is the proportional coefficient in the PID controller, T1 is the integral time
constant of the controller, and TD is the differential time constant of the controller. The
schematic diagram shows that the system is a closed-loop control system, and the role
of the PID controller plays a linear adjustment role. The process of controlling is to
input the expected value r(t) into the controller, and detect the actual output y(t), and
then compare the two, the error value is obtained by comparison and fed back to the
control device with the signal e(t). If the deviation value is 0, the current working status
is normal and no adjustment is needed. If the deviation value is not 0, then the PID
controller performs adjustment, and the output control signal U(T) adjusts the control
object. Through continuous information comparison, the orchard spray robot can be
guaranteed to follow the normal route.

3.3 Route Control Scheme

In the orchard spray robot path intelligent recognition system, the tracking function is
realized by the detection signal reflected back by the line sensor installed under the
trolley to determine the relative position between the current car and the fixed track.
Select a word line on the sensor arrangement, which is perpendicular to the direction of
advancement in the horizontal plane. In the distribution of the photoelectric sensor
probes, according to the principle of equal-angle division, the non-equidistant
arrangement is performed according to a certain angle relationship, so that the input
and output results are close to a linear relationship. Because the design environment is
relatively simple, the offset can be accurately determined for different feedback signals.
Here, the adaptive genetic algorithm is selected on the algorithm [12].

3.4 Direction Adjustment Scheme

The two front wheels of the trolley are the driving wheels, each equipped with a DC
geared motor to drive the car forward. When the current advancing direction deviates
from the fixed direction, the sensors distributed on both sides feedback back different
detection signals according to the magnitude of the deflection angle, and have a set of
codes formed by different high and low levels. When the signal is fed back to the main
control chip, according to the different codes, the angle between the trolley axis and the
feedback back to the high-level sensor position is determined, and the adjusted input
amount is determined to pass through the two PWM wave output ports of the chip at
the same time. By changing the duty cycle and controlling the average voltage per unit
time, and changing the motor speed, the rotation speed of the driving wheels on both
sides is different, so as to adjust the movement state of the orchard spraying robot [13].
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4 Simulation Test

The design of the path intelligent recognition system of the orchard spray robot based
on adaptive genetic algorithm is realized by the design of hardware system and soft-
ware system. In order to verify the path recognition accuracy of the path intelligent
recognition system of the orchard spray robot based on the adaptive genetic algorithm,
a simulation experiment was designed. In the course of the experiment, an orchard was
used as the experimental object, the path intelligent identification system of the orchard
spray robot based on the adaptive genetic algorithm was verified by the pesticide spray
of the orchard spray robot based on the adaptive genetic algorithm of the orchard spray
robot accuracy. In order to ensure the validity of the experiment, the traditional spray
robot path recognition system is compared with the path intelligent recognition system
of the orchard spray robot based on adaptive genetic algorithm to observe the
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experimental results. The path recognition accuracy of the traditional spray robot path
recognition system and the path intelligent recognition system of the orchard spray
robot based on the adaptive genetic algorithm is shown in Fig. 3 and Fig. 4.

Experiments show that the path intelligent identification system of the orchard
spray robot based on the adaptive genetic algorithm is compared with the traditional
spray robot path recognition system, the path recognition accuracy of the orchard spray
robot’s path intelligent recognition system based on adaptive genetic algorithm is
higher.

In order to further verify the effectiveness of the system, the intelligent recognition
time of the traditional system and the orchard spray robot in this system is compared
and analyzed, and the comparison result is shown in Fig. 5.
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According to Fig. 5, the intelligent recognition time of the orchard spray robot
system is within 10 s, while the intelligent recognition time of the orchard spray robot
in traditional system is within 40 s. This indicates that the intelligent recognition time
of the orchard spray robot is less than that of the traditional system.

5 Conclusion

Due to the problems of low accuracy and long recognition time in the traditional
intelligent path recognition system of orchard spraying robot, this paper designs an
intelligent path recognition system based on adaptive genetic algorithm for orchard
spraying robot, which can broaden the working range of orchard sprayer, improve
spraying accuracy and improve work efficiency. It can also improve the level of
Agricultural Mechanization in China, which has very important practical significance
and broad prospects for the development of precision agriculture in China.
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Abstract. In view of the fact that the monitoring data in large-scale distribution
network has the characteristics of quantifiable, real-time, dynamic and so on,
and the data storage capacity is insufficient, this paper puts forward the design of
the real-time monitoring data expansion intelligent upgrading system in the
distribution station area. Realizes the monitoring data expansion capacity
intelligence enhancement. Through designing the hardware module of
expanding capacity and installing the data acquisition interface, the hardware
design of intelligent upgrading of monitoring data expansion capacity is real-
ized. On this basis, the hierarchical extended storage mechanism is used to store
the data node information. The real-time reading and querying function of the
data is realized, and the capacity ratio of the monitoring data is calculated.
Finally, the intelligent upgrading system of the real-time monitoring data
expansion capacity is realized.

Keywords: Distribution network � Data storage � Data acquisition interface �
Capacity expansion

1 Introduction

The demand for electric energy is increasing day by day in modern society, at the same
time, the demand for power quality is higher and higher. Electricity is a special
commodity, can not be stored on a large scale, flexible, can only use as much electricity
as possible. However, electricity is very important in modern human civilization. If a
long period of blackout occurs, it will bring serious damage and influence to human life
and production [1]. At present, the information construction level of the distribution
network is relatively high. A large number of liquidity data generated during the
operation of the power network are recorded in the dispatching, operation and main-
tenance, marketing system, the storage amount is in the TB level [2], the data types are
diverse, and the variables are various. The storage and monitoring data capacity of
distribution network is not enough. Based on the existing problems, the design of real-
time monitoring data expansion and capacity-expanding intelligent upgrade system is
proposed. With the increase of the distribution network data, it is more and more
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important to design the real-time monitoring data expansion and capacity enhancement
system in the distribution station area. There are a lot of complex and abnormal power
network data in the distribution network. If there are loopholes or errors in the trans-
mission process, the big data structure of the power network will tend to become
infinitely complicated and reduce the generation efficiency of the distribution network.
Therefore, it is extremely necessary to enhance the capacity of the distribution network.

Distribution network real-time monitoring data expansion intelligent promotion,
with the intelligent lifting system as the core, through the use of a variety of com-
munication methods to complete the distribution system capacity expansion intelligent
upgrade, and through the integration of relevant application system information, To
realize the scientific management of power distribution system capacity expansion. So
as to improve the data storage space and power supply quality, strengthen the reliability
of power supply data storage, and increase the amount of monitoring data storage [3],
increase the economic benefits of power supply enterprises and strengthen the level of
enterprise management, and optimize the operation of the power grid. Through the
design of the expanded capacity intelligent upgrading system, the data storage capacity
[4] has been improved, the work difficulty of the overhauling personnel has also been
reduced, and big data’s storage and demand information extraction has been realized.
Therefore, the intelligent upgrade system for data expansion in the distribution station
area is designed, and the hardware design for the intelligent upgrade of monitoring data
expansion is realized by designing the expansion hardware module and installing the
data acquisition interface. And use a layered extended storage mechanism to store data
node information. Real-time data reading and query functions are realized, and the
capacity ratio of monitoring data is calculated. Realize the intelligent upgrade system of
real-time monitoring data expansion capability, and conduct experimental verification.

2 Hardware Design of Intelligent Lifting System
for Real-Time Monitoring Data Expansion

The real-time monitoring data expansion intelligent upgrading system should have a
certain good monitoring performance and excellent stability. The hardware configu-
ration of the monitoring data expansion intelligent upgrading system is as follows: 2
data acquisition ports, 7 analog signal isolators, master plate, power board each,
computer host computer, upper computer, scanner, serial port, keyboard, AD conver-
sion interface, printer, etc., mainly complete the adjustment and operation of each
signal. Among them, the power supply module adopts input 220 V AC, output 12 V,
5 V and 3.3 V DC, to provide the other modules with the power supply required for the
stable operation of the system. The main control module communicates with the switch
data module and the man-machine interaction module through the 422, 485 interface,
receives the data of the switch quantity module, at the same time, judges the data and
stores the data. If the fault is found, it will be recorded in the memory. If the request
command of the human-machine interaction module is received, the data is sent to the
human-machine module for display. The main control module provides fieldbus
communication interface, communicates with other devices through CAN, MODBUS
or Ethernet [5], and provides remote operation and management functions. The electric
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life can be calculated by using the circuit breaker breaking current, and the double
functions of collecting and fast calculation can be realized, so as to ensure the speed
and accuracy of the signal processing. The system module composition is as follows
(Fig. 1):

The hardware module of the expansion capacity is shown in the diagram. In order
to realize the data expansion capacity safely, stably and quickly, the data acquisition
interface is installed, through the data collection interface, the user electric meter and
the data collection work in the intelligent station area are realized. The platform pro-
vides all interfaces for current mainstream production control systems, consumer
meters, and power-related systems [6]. Considering the possible network failure of
WAN, the data caching mechanism is established at the sending end of the interface.
When the transmission of the network is interrupted, the field data can be stored online
for more than 1 month. After the hardware system is powered on, the data is read from
the sensor through the serial port, the corresponding frequency signal is collected, and
the digital input is used to process the data. Adjust the voltage to the specified range for
data input, carry out frequency conversion in the hardware system [7], analyze the data,
and finally send the results of the analysis and diagnosis through the serial port.
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3 Materials and Methods

The software design should take into account the real-time, reliability and maintain-
ability of the control system. In addition, as a powerful and complete system, the
software design should take into account the real-time performance, reliability and
maintainability of the control system. Real-time monitoring system also needs to
exchange information with remote equipment for remote control. The information
between the system software is transmitted and exchanged, and the data size of the
power network is judged, and the communication between the system software and the
remote equipment is discussed.

3.1 Store Data Node Information

The hierarchical extended storage mechanism is used to realize the real-time reading
and querying of data so as to improve the availability and storage ability of the system
and make the intelligent control of the power grid more rapid and accurate. In a grid,
when the sensor node perceives the data, the Data message is generated and sent to the
computing IED node in the grid. An intelligent electronic device is placed at the center
of each grid, which is defined as computing the IED node, receiving the sensing data
sent by the sensor node in the grid, calculating the purpose of storing the grid and
forwarding the data. The data matching the storage type of the grid is received and
forwarded to the appropriate storage node, the storage IED node in the grid is managed,
and the dynamic expansion of the storage node is realized.

3.2 Calculating the Capacity Ratio of Monitoring Data

On the basis of storing IED node information, data integration or access to the same
grid of computing IED nodes through sensors, all-round, multi-angle data collection, so
as to improve the accuracy of data acquisition. Start the judgment, carry on the sam-
pling data in the sampling interval to carry on the calculation, judge whether the
detection data exceeds the bearing range, and carry on the inquiry to the status of the
main control board, when there is no data transmission, Continuously carry on the data
query [8], when the capacity is insufficient, will monitor the data to carry on the data
debugging. Through the establishment of relational database HBNDU for data pro-
gramming, using database modeling, circuit breaker and motor operation data acqui-
sition, real-time transmission and timely recording of the capacity ratio of data [9].

The power monitoring data and queue output rate are denoted by y tð Þ and r tð Þ. The
power monitoring data flow arrival rate and interference flow arrival rate are Zy tð Þ and
Zd tð Þ, respectively. The power monitoring data and interference data entering the buffer
queue form the data flow arrival rate expressed by Z tð Þ, And Z tð Þ ¼ Zy tð Þþ Zd tð Þ.

Let A denote the output link bandwidth when the time is t, and the output rate
meets the link bandwidth constraint. Dw discrete random dynamic process is used to
represent the change in the length of the output queue. At this time, the change in the
queue can be expressed as an expected value. According to the balance of the queue,
the change formula of the length of the information data queue p tð Þ is as follows:
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dp tð Þ
dt

¼ Z tð Þ � r tð Þ � G tð Þ ð1Þ

r tð Þ ¼ Dw; p tð Þþ Z tð Þ[Dw

min Dw; tð Þþ Z tð Þf g; p tð Þþ Z tð Þ�Dw

�
ð2Þ

Let the large amount of power information data be transmitted in the form of a
single packet. When the maximum buffer of the queue cannot accept the information
packet length, the new information data is lost. Select the Droptail data packet loss
strategy; set the new data packet to be completely discarded when the queue length is
maximum, and the time is t. When using this power information data transmission
technology to transmit the power system packet loss rate formula is as follows:

G tð Þ ¼ 0 ; p tð Þþ Z tð Þ � r tð Þ� pmax

p tð Þþ S tð Þ � r tð Þ � pmax; p tð Þþ Z tð Þ � r tð Þ[ pmax

�
ð3Þ

The online real-time transmission of massive power information data is described
by formula (1)-formula (3).

The minimum support Fmin and the maximum confidence Fmax of data association
rules are set as constant functions, and the maximum capacity of distribution network is
taken as standard to record the data capacity presented by Fmin and Fmax, as shown in
Table 1.

For expansion intelligence enhancement, first calculate the capacity ratio of the
received data [10], retain part of the aggregation attributes of the data during the
calculation, and then use the line evaluation protocol to calculate its support. Fur-
thermore, the accuracy of real-time monitoring data of distribution network is
improved. The data processing calculation is as follows:

w jð Þ ¼
X

AjeG tð Þ ð4Þ

Table 1. Distribution network monitoring terminal data

Thread Transformer substation Transformer substation Interactive terminal Monitor

Fmin 1ð Þ 1 1 1 0
Fmin 2ð Þ 0 1 1 0
Fmin 3ð Þ 0 0 1 0
Fmax 1ð Þ 0 0 1 1
Fmax 2ð Þ 0 0 0 1
Fmax 3ð Þ 1 1 1 1
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In the formula, w jð Þ represents the query target parameters of monitoring data and
A represents the original data set. w jð Þ is formally defined. If and only if w jð Þ contains
transaction item xi, the form of its capacity ratio can be recorded as w jð Þ ) xi.

According to the relevant requirements of calculation, without considering data
missing and quantity value, w jð Þ ) xi is taken as the minimum support rule coefficient
of monitoring data, and then the capacity ratio of monitoring data of distribution and
substation is obtained. The formula is as follows:

F ¼ B0=f tð Þ
w jð Þ2) xi

ð5Þ

In the formula, point F is the association rule of large data in distribution network;
point B0 is the constant of data capacity; and point f tð Þ is the total amount of data
mined in t time. This calculation does not do directional analysis.

On the basis of calculating the capacity ratio of monitoring data, the capacity
expansion of intelligent lifting monitoring data is realized.

3.3 Realizing the Intelligent Improvement of Monitoring data expansion
capacity

In view of the phenomenon of large monitoring data in distribution network, combined
with the characteristics of real-time monitoring data, the transmitted data are sorted out,
and the POL technology [11, 12] is put forward. The principle is that when the received
data exceeds a certain fixed value, The capacity of the distribution network can be
increased by automatically starting the capacity expansion function and storing the
excess data in another database. The distribution network terminal is used to monitor
the distribution station area in real time, collect its operating parameters, and take these
data as the basis for expanding the capacity. The specific capacity expansion process is
shown in Fig. 2.

In Fig. 2, x0, x1 and x2 represent the process of data expansion, V0, V1 and V2

represent the process of data transmission and exchange, and F1 and F2 represent the
process of data clustering.

Using a simple expansion capacity calculation function, the expansion capacity
enhancement calculation formula is as follows:

Enc Dið Þ ¼ modmþ ci ð6Þ

Dec Dið Þ ¼ ci � k mod m ð7Þ

In the formula, Enc Dið Þ represents the normal data transmission parameters;
Dec Dið Þ represents the expansion capacity parameters; this calculation does not do
directional analysis.

Through the software calculation, the real-time monitoring data expansion capacity
is improved by a deduction calculation [13, 14], and the excess data is inversed on the
computer to solve the capacity problem.
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4 Results

In order to test whether the real-time monitoring data expansion intelligent lifting
system in distribution network distribution station meets the requirement of capacity
expansion intelligent upgrading, and to verify the feasibility and effectiveness of the
system, an experiment is carried out on a certain platform. The traditional intelligent
capacity expansion system is compared with the hardware system and software system
designed in this paper.

4.1 Parameter Setting

Sequence f uð Þ is used as the intelligent lifting function for capacity expansion. The
higher the value, the stronger the expansibility of the representative system. The cal-
culation formula is as follows:

f uð Þ ¼ 1
c

Xk

s¼0

ckus

 !

ð8Þ

In the formula, c represents the data parameters of the basic capacity, c represents
the parameters to be estimated, and us represents the expanded capacity parameters.

Intelligent 
Expansion
Capacity

yes

Program entry

System
initialization

Software self checking

Data acquisition

Is the capacity 
adequate?

Store data

Output

no

Start

End

Fig. 2. Data expansion capacity Intelligent lifting proc
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4.2 Result Analysis

Before the contrast experiment of the proposed system, due to the weak stability of the
collected data, it is necessary to normalize the collected data, and the processing
process is shown in Fig. 3.

As shown in Fig. 3, by normalizing the data and removing some incomparable
data, the amplitude of the data tends to be zero, the activity is reduced, and the stability
is higher, laying a good foundation for experimental verification.

Fig. 3. Data normalization process
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On this basis, taking the data expansion as the test index, comparing with the
traditional method, the data expansion ratio of different methods is tested. The test
results are shown in Fig. 4.

As shown in Fig. 4, As the number of experiments increases, the expansion ratio of
the traditional method decreases, while the expansion ratio of the proposed method
increases with the number of experiments. When the number of experiments is 10, the
expansion ratio of the traditional method is 45%; The expansion ratio of the proposed
method is 91%, which is twice that of the traditional method. The extended capacity
system proposed in this paper has high expansibility and high stability, and the tra-
ditional expansion effect is not very satisfactory. After a period of testing, the
expansion degree shows a decreasing trend. The capacity of real-time monitoring data
cannot be expanded.

5 Conclusion

In order to effectively improve the real-time monitoring data expansion capacity of
distribution network distribution station, an intelligent lifting system based on real-time
monitoring data expansion is designed. The technology realizes the intelligent
enhancement of real-time monitoring data expansion capacity from both hardware and
software, and reduces the amount of data loss in the process of data upgrading. Based
on the intelligent enhancement of real-time monitoring data expansion capacity, the
capacity expansion efficiency of distribution network is improved effectively. The
experimental results show that this technique can improve the capacity expansion of
real-time monitoring data and ensure the stability of the expansion. Therefore, it can be

Fig. 4. Expanded capacity comparison results
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said that in the real-time monitoring data expansion process of distribution network
distribution station area, the real-time monitoring data expansion process can be
achieved. The design of the expansion system proposed in this paper is suitable for the
data expansion of the distribution network.
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Abstract. Aiming at the problem of large acquisition time synchronization
error caused by data explosion in traditional monitoring systems, a dynamic
monitoring system for mobile network big data leakage based on Internet of
Things is designed. The wireless sensor network is arranged in the system, the
multi-channel base station node is designed, and the sensors are arranged in
different channels to achieve the purpose of data diversion. Ep3c16q240 chip is
selected as the core control chip of the multi-channel base station node, Based
on the above hardware design, cluster monitoring, node performance monitoring
and job operation monitoring functions are designed to upload the big data
status information of the mobile network for job operation monitoring step by
step to meet the needs of dynamic monitoring of data leakage. So far the overall
design of the system is completed. The experimental results show that: com-
pared with the traditional monitoring system, the designed monitoring system
based on the Internet of things has smaller acquisition time synchronization
error, better data acquisition synchronization performance, and improves the
dynamic monitoring accuracy of mobile network big data leakage.

Keywords: Internet of Things � Mobile network � Big data leakage � Dynamic
monitoring

1 Introduction

As an important milestone in the modern history of human development, the Internet is
a symbol of human innovation and wisdom, and an important symbol of the rapid
development of science and technology [1]. From its emergence to the present, the
Internet has brought great changes to the industry and life of the whole world. It not
only realizes many people’s entrepreneurial dream, but also makes people’s life
inseparable and mutual influence. It also makes great changes in the organizational
structure of the society [2]. The Internet has a wide and far-reaching impact, people’s
lives have become more convenient, and the ways of disseminating information have
also become diverse. With the rapid development of science and technology, the
development of the Internet has always maintained a relatively fast level. With the
rapid development of the scale of the network, the services provided by the network are
also diversified, which greatly facilitates people’s lives [3]. The development of the
Internet has become more in-depth, especially the development of mobile clients has
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profoundly changed the lives of Internet users. With more and more mobile applica-
tions such as mobile banking, train ticket ordering and takeaway ordering entering
mobile clients, the Internet has begun to fully meet the needs of users, making people’s
life increasingly “networked” [4].

In the first decades after the emergence of computer network, it was mainly used by
University researchers to send e-mails and by company employees to share printers. In
these cases, security will not be noticed [5]. Nowadays, millions of ordinary people use
the Internet. What we want to do in the real world is to be done on the Internet; make
private calls, save personal documents, sign letters and contracts, vote online, electronic
publishing, and handle Banking and shopping require security protection [6]. Network
security is the basic condition for the existence of the Internet, which makes the
computer network from an important business tool of academic concern. Security
limitations have also become the limitations of the Internet [7]. Security vulnerabilities
have been discovered one after another, and network security has become a hot topic
that people pay close attention to. At this time, facing the problem of big data leakage
in mobile networks, it is particularly important to introduce a monitoring mechanism
into the network security management summary and establish a powerful dynamic
monitoring system for big data leakage in mobile networks [8]. Using this monitoring
mechanism, the data security of mobile network can be monitored in real time, and the
abnormal situation such as data leakage can be warned. In case of failure, the man-
agement personnel should be informed in time after the problem occurs, so as to ensure
the data security of mobile network.

In previous research, there are many mature monitoring technologies and open
source monitoring systems in foreign countries. The monitoring system can provide
information data about the network and system operating status, and also provide
abnormal notification functions. Both local and remote servers can be monitored. Only
need to modify the configuration file [9, 10]. At present, facing the problem of data
leakage in mobile network, many domestic enterprises begin to study cloud computing
and study different big data monitoring solutions. Obvious results are ZigBee-based
monitoring system and web-based monitoring system. However, in the face of the
current state of data explosion, the above two systems are difficult to ensure the
synchronization of data collection, and there is a problem of large synchronization error
in collection time. In view of this phenomenon, this paper proposes and designs a
mobile network big data leakage dynamic monitoring system based on the Internet of
things. The hardware of the monitoring system is designed. Ep3c16q240 chip is
selected as the core control chip of multi-channel base station node. On the basis of
hardware design, the system software is designed, including cluster monitoring func-
tion, node performance monitoring function and operation monitoring function
Through the system hardware design and software design, the mobile network big data
leakage dynamic monitoring system design based on the Internet of things is com-
pleted, which reduces the acquisition time synchronization error, improves the mobile
network big data leakage dynamic monitoring accuracy, and improves the data
acquisition synchronization performance.
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2 Hardware Design of Dynamic Monitoring System
for Mobile Network Big Data Leakage Based on Internet
of Things

Internet of things technology is to connect any object with the network through
information sensing equipment, according to the agreed protocol, and to exchange and
communicate information through information media, so as to realize intelligent
supervision and other functions [11, 12]. The wireless sensor network is adopted in the
monitoring system, multi-channel base station nodes are designed, and the sensor
nodes are arranged in different channels to realize data exchange monitoring. The node
arrangement in the monitoring system using the Internet of Things technology is shown
below (Fig. 1).

The multi-channel base station node and the monitoring center are connected
through the USB2.0 bus, which can meet the requirement of simultaneously uploading
8 wireless channels of data to the monitoring center at a high speed and complete
[13, 14]. The network data transmission rate is doubled from the original 250 Kbps
of a single channel. Can reach 2 Mbps. The speed of USB2.0 bus can reach more
than 12 Mbps, which can solve the problem of throughput limitation caused by using
serial port.

The hardware structure of the designed multi-channel base station node is shown in
Fig. 2.
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Wireless channel routing

Synchronous routing
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Serial bus

Multi-channel 
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Management Node

Sensor node
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Fig. 1. Node layout of monitoring system
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The hardware of the multi-channel base station node includes FPGA chip, USB
chip, 8 independent CC2420 radio frequency modules, electrically erasable pro-
grammable read-only memory chip, power management module, clock module and
peripheral circuits of each chip. Among them, 8 RF modules, each pin of USB chip and
part of FPGA chip can be connected with I/O pin, and functional configuration of
available I/O pin of FPGA chip can be realized through program, so as to realize the
operation of PLD module on RF module and communication module. The CC2420
radio frequency module is responsible for receiving and sending wireless data, and its
initial configuration and work are controlled by the FPGA chip. Multiple CC2420 RF
modules are used to receive data in different channels in parallel, and there is no
competitive interference between them. After the USB chip is powered on and ini-
tialized, the data stream is uploaded under the control of FPGA chip.

FPGA is the product of further development based on programmable array logic,
general array logic GAL, complex programmable logic devices and other pro-
grammable devices. It appears as a semi-custom circuit in the field of special integrated
circuits, which not only solves the shortcomings of custom circuits, but also overcomes
the shortcomings of the limited number of gates of original programmable devices.
Considering the universality of multi-channel base station node design, FPGA chip
selection mainly investigates Altera’s products, which produce general-purpose FPGA
chips. The research contents include FPGA chip selection manual, chip manual and
online quotation provided by Altera. Research shows that Altera’s main products
include low-end chip series (cyclone IV Series), middle end chip series (ARIA Series),
etc. With the further introduction of the series products, the Cyclone series can provide
more available pins and memory cells, and further reduce the static power consump-
tion, which can achieve the function of a multi-channel base station node, and the cost
is significantly lower than the Arria series chips. Through the analysis, the multi-
channel base station node needs more available I/O pins and logic units, so choose the
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appropriate FPGA chip as the processing core chip of cyclone II series and cyclone III
series multi-channel base station nodes. The comparison of the specific parameters
between the cyclone II series and the cyclone III series is shown in Table 1.

Considering the actual application of monitoring, we must complete the configu-
ration of the USB chip function, control the USB chip to realize the function of
uploading data at high speed; obtain the status of the RF module in real time, and
control the 8 RF modules to complete the data receiving operation in parallel at high
speed according to the reception status of the data packet; Encapsulate and verify the
received data packets, and use the HDLC mechanism to parse the data packets to
ensure that the host computer program can be completed at high speed; CRC verifi-
cation mechanism is adopted to ensure the correctness of data packets uploaded to the
monitoring center. In conclusion, the ep3c16q240 chip of the cyclone III series is
selected as the core chip of the multi-channel base station node.

3 Software Design of Dynamic Monitoring System for Big
Data Leakage in Mobile Network

Based on the above hardware design, the software part of the monitoring system is
designed. The dynamic monitoring of big data leakage in mobile network can be
divided into three levels: cluster monitoring, node performance monitoring and job
operation monitoring.

Managing and scheduling nodes is an important part of big data clusters. Whether
the cluster is operating well or not directly determines the efficiency of the entire
cluster, so the system needs to monitor and manage the various information resources
of each node in real time. The administrator can adjust the cluster in real time according
to the cluster performance, improve the cluster bottleneck, and ensure the good
operation of the job.

Table 1. Cyclone II and Cyclone III series chip parameters

Model logical
unit RAM unit
PLL module
available I/O
pins

Model logical
unit RAM unit
PLL module
available I/O
pins

Model logical
unit RAM unit
PLL module
available I/O
pins

Model logical
unit RAM unit
PLL module
available I/O
pins

Model logical
unit RAM unit
PLL module
available I/O
pins

EP2C5 4.608 119.808 2 142
EP2C8 8.256 165.888 2 138
EP2C20 18.752 239.616 4 142
EP3C5 5136 423936 2 106
EP3C10 10320 423936 2 106
EP3C16 15408 516096 4 160
EP3C25 24624 608256 4 148

138 Y. Zhang and Y. Kang



The cluster monitoring agent is mainly responsible for the collection of monitoring
index data of the cluster. For cluster monitoring, you can view the cluster status
information, the total number of machines in the cluster, cluster users, host groups and
other information. The acquisition of cluster performance data is mainly achieved
through the command line. Such as uptime: view the load of the machine, output the
number of processes waiting for CPU resources and the number of processes blocked
in uninterruptible IO; mpstat-pall: display the occupancy of each CPU; pidtat1: CPU
output of continuous output process will not cover before the data.

The cluster monitoring plug-in is mainly responsible for receiving the monitoring
indicator data sent by the agent process. When monitoring the cluster, the imple-
mentation process of the plug-in process is to use the Icings expansion mechanism to
encapsulate the command to receive cluster performance data, and follow Icings’
custom plug-in expansion mechanism to form a plug-in, change the Icings configu-
ration file, and plug the plug-in Deployed on Icings server. Restart the icings service to
view the cluster performance indicators.

Node performance monitoring is mainly to monitor the underlying nodes and
collect various performance indicators, so that managers can timely and comprehen-
sively grasp the performance information of cluster nodes. The node performance
monitoring module is mainly completed by Icinga. Node performance monitoring
agent is mainly responsible for collecting node performance data and data processing,
including performance monitoring data collection module and performance monitoring
data processing module.

The monitoring data collection module includes monitoring of public services and
monitoring of private services. For public service monitoring, you can access by using
some standard protocols of the public network, such as HTTP, POP3, IMAP, FTP, and
SSH. Some Icinga’s own plug-ins can directly collect performance data. As a result,
agents do not need to be installed on nodes to monitor these services. Private service is
the opposite of public service. Private service cannot be accessed through the public
network. Information cannot be accessed directly through the network. Therefore,
when monitoring private services, the corresponding agent must be installed on the
monitored object.

In the performance monitoring data receiving module, after the Icinga agent returns
the performance index data, Icinga supports two methods to process the performance
data, that is, use the command line to process or write directly to a specific file, which
can be configured through the configuration file. If the first method is used, define the
processor of plug-in performance data in the icinga configuration file. After executing
the plug-in, execute the performance data processor. At this time, the performance
processor obtains the data from the environment variables. Icinga starts the plug-in
through the command line to perform the corresponding status check, and then captures
the standard output stream of the plug-in to obtain the results after execution. The plug-
in The execution result of icinga includes at least one line of readable text to represent
the current state, and the performance data related to the plug-in is also included in the
result. If the second method is used, icinga can directly put the obtained performance
data into the performance data file, use the component to process the file, or configure a
command in icinga to periodically process the performance data file.

Dynamic Monitoring System of Big Data Leakage in Mobile Network 139



Job operation monitoring is an important part of the monitoring system, and the
monitoring object is the mobile network data of operation status. Job monitoring
includes data acquisition module, data processing module and data sending module.
The object of data collection is the logs generated during the operation of the mobile
network. IDEA packages the executable shell code and the dependent jar packages
through submit, generates the corresponding jar files, and submits them to the cluster
through the command line. For tasks, save the running logs in the work directory, and
create a new folder for each task to save its log files and dependent jar packages. The
status information of mobile network big data can be obtained from the log.

After the data collection is completed, the data is filtered and extracted, stored in a
certain data structure, and completed by the agent resident on the cluster node. In the
data processing module, the user calls the data processing function module after the
performance data collection. First, the mobile network operation task generates logs,
which are stored in the work folder. Using the log collection method based on text
analysis, readfile analyzes and processes the collected logs, and obtains the task Ido of
the operation task Readformfile processes the collected logs, extracts the running
indicators of each task, including monitoring indicators such as user, start time,
duration, running status information, and stores them in a predetermined data structure.
In SNMPUtilSend, all monitoring indicators are aggregated to form an SNMP data
packet, ready to be sent.

The data sending module uses the event driven mechanism to send monitoring
information through SNMP. It does not need the monitoring server to poll, saves
bandwidth and server utilization, and provides system performance. So far, the design
of a dynamic monitoring system for mobile network big data leakage based on the
Internet of Things is completed.

4 Experimental Research on Dynamic Monitoring System
of Big Data Leakage in Mobile Network

In order to verify the time synchronization effect of the mobile network big data
leakage dynamic monitoring system, a time synchronization effect function verification
experiment platform was built. In the experiment, the monitoring system is used to
collect the fixed frequency waveform generated by the signal generator in real time.
After the experiment, the acquisition time synchronization error of the sensor node is
obtained by analyzing the collected data, and then the acquisition synchronization
performance of the traditional monitoring system and the designed mobile network big
data leakage dynamic monitoring system is compared.

4.1 Experimental Scheme Design

It is found that most of the experiments are based on computer simulation. In addition,
based on the experimental platform of wireless sensor network for structural health
monitoring, foreign researchers have verified the synchronization effect of network
acquisition. The experimental method they used was to use a signal generator to
generate a fixed-frequency waveform for the sensor network to collect, and then
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analyze the data collected by all nodes. Based on this method, an experimental method
based on standard waveform acquisition is designed to verify the synchronization
performance of the monitoring system.

The equipment used in the experiment included 16 Telosb sensor nodes, a dual RF
relay node, management node, AFG3021 arbitrary waveform generator and lap-
top. Afg3021 arbitrary waveform generator has 14 bit output accuracy. Among them,
16 nodes are divided into 8 different channels. In the experiment, the AFG3021
arbitrary waveform generator was set to generate a standard signal under test for 16
nodes to collect. The waveform generated by the measured signal is set as a triangular
wave signal, and the output end is connected to the ADCO and GND pins of 16 nodes
with multiple leads. The voltage range of the output waveform is 0-two point five 5. To
meet the allowable range of voltage input of AD sampling channel of telosb node and
avoid damaging telosb node. The slope of the rising edge of the output triangle wave is
set to 300 V/s. Since the AD sampling accuracy of the Telosb node is 12 bits, the range
of the AD sampling value can be calculated from 0 to 4960. The reference voltage
selected by the Telosb node is 2.5 V, and the voltage resolution calculation formula is
as follows:

P ¼ 1
l
� 2:5V ð1Þ

In the formula, l represents the AD sampling value. According to the above
formula, when the AD sampling value changes by 1, the measured voltage value
correspondingly changes by P. Therefore, when the AD sample value changes by 1, the
corresponding time change on the rising edge of the output waveform is calculated as
follows:

t ¼ P
j

ð2Þ

Where j is the slope of the rising edge of the output waveform. When multiple sensor
nodes collect data at the same time, if the collection time is fully synchronized, the data
collected from the same serial number data should be consistent. When there is a
sequential error at the node’s collection time, you can use the AD sampling values
collected by different nodes in the same collection cycle to calculate the voltage value
collected at this time and the average collection voltage value of all sensor nodes. Then,
the voltage value collected by each node is subtracted from the average voltage value,
and the time synchronization error of the node relative to the average sampling time is
calculated using the formula. The formula is as follows:

Mt ¼ MV
j

ð3Þ

In the formula, MV represents the difference between the collected voltage value
and the average voltage value.
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The entire experiment lasted 2 h. Before the experiment, turn on the arbitrary
waveform generator, adjust the output waveform accurately according to the set value,
connect the positive voltage output terminal to the ADCO pins of all sensor nodes, and
connect the negative voltage output terminal to the GND pins of all sensor nodes. After
the experiment starts, the host computer control management node sends a start
command to all sensor nodes to start monitoring the network. During the working
process, the management node synchronizes the collection time of all sensor nodes in
the network according to its own program. The base station node in the monitoring
system receives the data packet sent by the sensor node in real time and uploads it to
the upper computer for storage, waiting for the end of the experiment for analysis.

4.2 Experimental Results and Analysis

After the experiment, according to the package number of the data package stored in
the upper computer, select three time points randomly, record the AD sampling values
collected by all sensor nodes at the three time points, and convert them into voltage
values, as shown in the table below.

Table 2 shows the experimental measurement data of the proposed physical
network-based mobile network big data leakage dynamic monitoring system, and the
synchronization effect cannot be intuitively seen. For this reason, the measurement data
of the other two monitoring systems are not listed one by one, directly Compare the
time error jitter and synchronization effect measurement results. The experimental
results of the traditional ZigBee Based monitoring system are as follows (Table 3).

Table 2. Synchronous effect experimental measurement data

Node number Measuring voltage (V)
1 2 3

3 1.1684 1.2019 1.3412
6 1.1721 1.2341 1.3681
9 1.1745 1.2471 1.3124
11 1.1617 1.2036 1.3369
13 1.1702 1.2571 1.3154
15 1.1629 1.2347 1.3274
17 1.1794 1.2367 1.3096
19 1.1624 1.2903 1.3264
21 1.1454 1.2036 1.3746
22 1.1564 1.2461 1.3091
23 1.1754 1.2412 1.3325
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The jitter of time error is as follows (Fig. 3):

The experimental results of the web-based monitoring system are shown below
(Table 4).

The time error jitter is as follows (Fig. 4):
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Fig. 3. ZigBee-based system time error jitter

Table 4. synchronization effect analysis of web-based monitoring system

Index Measuring voltage
1 2 3

Maximum 1.3147 1.5007 1.6214
Minimum value 1.1724 1.2374 1.4025
Maximum difference 0.1423 0.2633 0.2189
Average value 1.2371 1.3725 1.506
Synchronization error 201 ls 262 ls 304 ls

Table 3. Synchronization effect analysis of monitoring system based on ZigBee

Index Measuring voltage
1 2 3

Maximum 1.2936 1.4216 1.6047
Minimum value 1.1021 1.3011 1.4214
Maximum difference 0.1915 0.1205 0.1833
Average value 1.1974 1.3824 1.5691
Synchronization error 232 ls 304 ls 357 ls
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The experimental results of the designed monitoring system based on physical
network are as follows (Table 5).

The jitter of time error is as follows:
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Fig. 4. Web-based system time error jitter

Table 5. Analysis of synchronization effect of monitoring system based on physical network

Index Measuring voltage
1 2 3

Maximum 1.1794 1.2903 1.3746
Minimum value 1.1454 1.2019 1.3091
Maximum difference 0.034 0.0884 0.0655
Average value 1.1663 1.2360 1.332
Synchronization error 29 ls 38 ls 49 ls
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Fig. 5. System time error jitter based on the Internet of Things
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The points in the figure represent the nodes. Observing the above results, it can be
seen from the time error jitter results of the relative average in Fig. 5 that the time error
jitter range of the relative average in Fig. 5 is narrower than that of the other two
results, and the synchronization error shown in the synchronization effect analysis table
of the measured voltage is always within 90 ls, while the synchronization error of the
monitoring system based on ZigBee and web is above 200 ls, which is far away Out of
standard time error range. In conclusion, the designed mobile network big data leakage
dynamic monitoring system based on the Internet of things has a smaller time syn-
chronization error. Within the allowable range of normal application of the system, the
system has a good collection synchronization function.

In order to further verify the effectiveness of the system in this paper, the traditional
ZigBee Based System and the Internet of things system proposed in this paper are used
to compare and analyze the dynamic monitoring accuracy of mobile network big data
leakage. The comparison results are shown in Fig. 6.

According to Fig. 6, the maximum dynamic monitoring accuracy of mobile net-
work big data leakage in this system can reach 98%, while the highest dynamic
monitoring accuracy of mobile network big data leakage based on ZigBee system is
only 82%, which shows that the dynamic monitoring accuracy of mobile network big
data leakage of this system is higher than that of traditional mobile network big data
leakage monitoring based on ZigBee system.

5 Conclusion

Mobile network big data as the trend of social development, its challenges in network
security need more attention. Using the characteristics of the Internet of things and the
characteristics of big data, this paper designs a mobile network big data leakage
dynamic monitoring system based on the Internet of things. Taking ep3c16q240 chip as
the core control chip of multi-channel base station node, the system hardware is
designed, and the system software is designed through the functions of cluster moni-
toring, node performance monitoring and job operation monitoring Complete the

Fig. 6. Monitoring accuracy comparison results
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design of mobile network big data leakage dynamic monitoring system based on
Internet of things, solve the problems existing in the traditional monitoring system, and
lay a good foundation for the future development of monitoring system [15].
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Abstract. Aiming at the problem that the traditional dictionary system cannot
use the big data mining technology for term calculation, which leads to the long
response time of the dictionary system retrieval, a philosophy and social science
term dictionary system based on big data mining is designed. The hardware part
designs the system controller and connects the single-chip microcomputer
connection circuit. The software part first divides the term dimensions according
to the characteristics of philosophy and social science terms, mines the corpus
according to different dimensions, completes the calculation of philosophy and
social science terms, sets up the term database structure, and finally completes
the software design of the dictionary system. The experimental results show
that: Compared with the traditional dictionary system, the search time of phi-
losophy and Social Sciences terminology dictionary system based on big data
mining is the shortest, and the detection accuracy of philosophy and social
science terms is higher, which is suitable for all applications.

Keywords: Big data mining � Philosophy and social sciences � Term
dictionary � Reaction time

1 Introduction

Glossary is an important tool for providing knowledge services in professional fields.
However, there are still some problems in the compilation of existing term dictionary.
For example, the knowledge content of terminology dictionaries is mostly simple,
mainly providing explanations, English translation and other content, and the organi-
zation and description of deep knowledge needs to be improved. The degree of
automation of term dictionary compilation is relatively low. Many term dictionary
compilations still follow the traditional manual method. The process of term collection,
collation, classification, typesetting, and proofreading is mainly done manually, and
lacks the necessary automated auxiliary tools. These simple and repetitive manual labor
are extremely error-prone and inefficient, leading to the compilation of term dictionary
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lagging behind the development of science and technology and the change of language
facts, and it is difficult to achieve resource sharing [1]. How to deeply describe ter-
minology knowledge from the perspective of knowledge organization, and then design
a semi-automatic terminology dictionary compilation system, is an important topic in
the current terminology dictionary research field and undoubtedly has very important
significance.

Essentially, the compilation of terminology dictionary is an important part of
knowledge production, and it is a frontier cross-cutting field of multiple disciplines
such as lexicology, terminology, library and information science, computational lin-
guistics [2]. The design of the terminology dictionary compilation system must first be
based on knowledge organization, accurately reveal all kinds of knowledge behind the
terminology, and form a unified and standardized knowledge representation frame-
work. This requires the relevant achievements of lexicology, terminology and
knowledge organization theory. Second, to achieve semi-automatic compilation of
terminology dictionaries and improve the efficiency of knowledge production, it is
necessary to actively absorb the achievements of computational linguistics in corpus
construction, new word discovery, and terminology calculation. Finally, the termi-
nology dictionary compilation has strong knowledge engineering features, and needs to
realize the co-construction and sharing of knowledge, interactive collaboration and
dynamic update from the perspective of project management.

The design of the term dictionary compilation system should rely on knowledge
organization to form a more standardized and semi-automatic knowledge production
process. The term dictionary is a tool that provides professional knowledge services,
and needs to reveal in depth the objective things or knowledge content referred to by
the term. Therefore, the compilation of term dictionary requires editors to have not only
language knowledge, but more importantly, professional knowledge [3]. The term
dictionary focuses on the concept of terms, and expresses these concepts in terms of
words, which are generally sorted in order of topic. The conceptual category of terms
and the relationship between category members are an important part of the term
dictionary research. The term dictionary compilation is based on terminology and
lexicography, applying basic methods and techniques of knowledge organization and
computational linguistics. Norms, knowledge descriptions, knowledge links, etc., form
a human-machine knowledge resource.

2 Hardware Design of Term Dictionary System

2.1 Design System Controller

The internal chip of the controller selects STC89C52 single-chip microcomputer as the
processing core, and receives and processes the system-related index data [4]. Allo-
cate MCU port to realize the control function of MCU. According to the I/O drive of
MCU, the STC89C52 MCU has four groups of I/O ports P0, P1, P2 and P3. An
external pull-up resistor is connected to the foot to ensure that the transistors in the
internal output circuit of all ports are in the off state and the lower transistors are in the
open state. Control the P0 port in parallel with two pull-up resistors to ensure the output
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of “0” and “1” processing instructions. The connection diagram of the single-chip
microcomputer as the output port is shown in Fig. 1:

As shown in Fig. 1 above, the P0 group port is connected to the circuit that drives
the LCD display, the P1 group port is used to store philosophy and social science
terminology data, the P2 group port controls the LCD display drive signal of the
dictionary system, and the P3 group port is used The change of terminology and the
detailed allocation of I/O ports are shown in Table 1:

RP1
RESPACK-3

<TEXT
>

1 2 3 4 5 6 7 8 9

39
38
37
36
35
34
33
32

P0.0VAD0
P0.1VAD1
P0.2VAD2
P0.3VAD3
P0.4VAD4
P0.5VAD5
P0.6VAD6
P0.7VAD7

Fig. 1. Wiring diagram of the single-chip P0 group port used as output

Table 1. MCU I/O port allocation table

Serial number I/O port Allocation function

1 Group P0 Provide data signal for LCD display
2 P1.0 pin Receive display output
3 P1.1 pin Receive data signal output
4 P 1.2–p 1.4 pin Provide driving signal for LCD display
5 P1.5 pin Driver chip controller
6 Group P2 Drive control chip
7 P3.2–p3.4 pin Receive key input
8 P3.5 pin Receive controller output
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According to the port function shown in Table 1, connect each port of the chip,
design the control circuit of the controller, and complete the design of the hardware part
[5].

2.2 SCM Connection Circuit

The system uses a single-chip microcomputer as the core processing unit, combined
with resistors and capacitors and other devices, and uses the single-chip microcomputer
as the smallest processing unit. The final control core circuit is composed of a block
diagram, as shown in Fig. 2:

As shown in Fig. 2, the left side of the single-chip microcomputer is mainly
connected to the power circuit, and the right side is connected to the clock circuit and
the reset circuit. When the single-chip microcomputer is actually working, the time for
the single-chip microcomputer to access the storage from the ROM is defined as a
machine cycle. Store access data for one machine cycle [6]. Use the XTAL1 and
XTAL2 ports of the oscillator as the oscillator input/output ports. The XTAL1 port of
the oscillator uses an internal and external clock to connect a quartz crystal, and then an
external capacitor is mounted to form a parallel resonant circuit to allow the internal
oscillation circuit to generate self-oscillation (Fig. 3).

In order to prevent the SCM from being disturbed by the environment and causing
the dictionary system to malfunction, the reset circuit of the SCM system is adjusted to
a level switch reset method, so that the capacitor charge is in a short circuit state when

Power supply

Singlechip

Clock circuitReset circuit

Fig. 2. The minimum circuit composition of the STC89C52 microcontroller
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the dictionary system is turned on, and the reset pin is adjusted Connect to high level
[7]. After the power supply is stable, the reset pin is grounded through the resistor, so
that the capacitor plays the role of isolating the DC level. Design the reset circuit of the
single chip microcomputer as shown in Fig. 4:

C222pF

X1

22pF C1

1918

U1
XTAL1XTAL2

CRYSTAL

Fig. 3. MCU clock circuit diagram

R7

R6 10k

220R C1 10UF

9

RST

29 30 31

PSEN ALE EA

Fig. 4. Reset circuit diagram of single chip microcomputer
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The power circuit part adopts USB to directly provide 20 V DC power. In order to
ensure that the reading of the program starts from internal storage, the EA pin in the
above figure is connected to a high level to complete the hardware design of the
dictionary system.

3 Software Design of Term Dictionary System

3.1 Use Big Data Mining for Term Calculation

When using big data mining and terminology calculation, according to the character-
istics of philosophy and social science terms, according to the following process of
mining, the mining process is shown in Fig. 5:

According to the mining process shown in Fig. 5, the philosophical corpus is first
divided into four dimensions according to the different learning styles, sensory/
intuitive, visual/linguistic, positive/reflective and sequential, as shown in Table 2:

Corpus mining and 
term calculation

Corpus Computing method

Corpus
management Synonym

Corpus mining Category

Econometric 
analysis

New word 
discovery

Fig. 5. Terminology mining process
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According to the four dimensions shown in Table 2, each dimension corresponds to
the source of philosophical and social science corpus of different dimensions, mining
the corpus according to different dimensions, summarizing all the above corpus data,
and describing the characteristics of social science terms using Jones matrix Words:

MjðwÞ ¼ ebðwÞUðwÞ ð1Þ

In the above formula, b indicates the amount of terms that do not affect the
description mining, w indicates the frequency of each material component relative to
the term, U indicates the frequency function, and j indicates the number of types of
terms. To process the philosophical corpus data summarized above, assuming that at
this time Rin represents all philosophical material data, and Rout represents output
philosophical social science terms, then the two processing processes can be expressed
as:

Rin ¼
e�u cos n �e sin n

e�u sin n e cos n

� �

Rout ¼ e�w cos n �e sin n

e�w sin n e cos n

 !

8
>>>><

>>>>:

ð2Þ

In the above formula, ðu; nÞ and ðw; nÞ are used to describe the input and output of
the philosophy and social science PSP, and the final output of the above formula is Rout

philosophy and social science terms. Due to the repetitiveness of the mining objects,
the excavated terminology is synonymous. Use the obtained PSP to determine syn-
onyms. The calculation formula is:

MdðDtÞ ¼ ejw 0
0 e�jw

� �
ð3Þ

Table 2. The four dimensions of philosophy and social science terms

Dimension Classification of learning styles Source of corpus

Dimension 1 Active type Philosophy innovation theory
Reflective type Problem

Dimension 2 Language type Literal interpretation
Visual type Media publicity

Dimension 3 Sensory type Examples, facts
Intuition type Overview

Dimension 4 Global type Academic research
Sequential type Material science
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In the above formula, MjðwÞ represents the scope of philosophy and social science
terms, so for any philosophical literature, the discovery process of philosophy and
social science terms can be expressed as:

Jout ¼ MjðwÞRin ð4Þ

In the above formula, Jout represents the output of philosophical and social science
terms. After using big data mining and terminology calculation, the calculated phi-
losophy and social science terms are aggregated into a dictionary, and then the dic-
tionary is converted into a philosophy and social science terminology database, and the
software design of the philosophy and social science term dictionary is finally com-
pleted [8].

3.2 Design Terminology Database

Before designing the terminology database, set up the structure of the terminology
database according to the philosophical terminology data dictionary obtained from the
above calculation. The designed database structure is shown in Table 3:

According to the database structure shown in Table 3, the philosophy and social
science terminology is converted into different social science categories, and this
database structure is managed using the existing management form of the computer in
order to realize the retrieval function of the philosophy and social science terminology
system [9, 10]. The database index is not designed for full-text indexing. When using
keywords to query, the database search process becomes a traversal process similar to

Table 3. Designed database structure

Terminology name Identifier Type Null value

Dialectics id varchar no
Whiteboard openid varchar can
Superman opendate varchar no
Transcendental applicationid varchar can
Contemplation applicationdate varchar can
The world of existence maingenusid varchar can
List genusid char no
Dionysian applicationcontryid varchar can
Public will contryid char can
Leap of Faith patenttype varchar no
Heisenberg Uncertainty Principle name char no
Generated world claim char no
Pascal’s bet interapplication varchar can
True self interopen char can
Thinking self incomedate varchar no
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page-by-page flipping. For an efficient retrieval system, the key is to establish a reverse
indexing mechanism similar to the scientific and technological index. When storing the
data source, such as a series of articles, in sorted order, there is another sorted keyword
list.Used to store the mapping relationship between keywords and articles, the retrieval
process is the process of turning fuzzy queries into a logical combination of multiple
precise queries that can use the index [11, 12]. As a result, the efficiency of multi-
keyword query is greatly improved. Therefore, the term retrieval problem is ultimately
a structural ranking problem. Therefore, Lucene is used to redefine the terminology
database composition structure during retrieval. The defined composition structure is
shown in Table 4:

According to the database search composition structure as defined in Table 4, the
retrieval of the philosophy and social science terminology database is finally realized,
and the software design of the philosophy and social science terminology dictionary
system is completed.

4 Simulation Experiment

4.1 Build System Experiment Framework

When constructing the experimental system framework, enter keywords in the system
to search and query according to the requirements of the dictionary system, give
relevant explanations, the server performs the search operation after receiving the
searched query, and returns the search results and displays to Queryer, so the experi-
mental framework of the system can be built as:

According to the system experiment framework shown in Fig. 6, two traditional
philosophical and social science term dictionary systems and a big data mining-based
philosophical and social science term dictionary system are used to conduct experi-
ments, and three systems are set to query 100 to 500 philosophies respectively. Social
science terms, comparing the reaction time of three design systems to different amounts
of philosophical terms.

Table 4. Database search composition structure

Serial number Composition structure Search function

1 Org. apache. Lucene. search/ Search entrance
2 Org. apache. Lucene. index/ Search entrance
3 Org. apache. Lucene. analysis/ Search entrance
4 Org. apache. Lucene. queryParser/ Search entrance
5 Org. apache. Lucene. document/ Search entrance
6 Org. apache. Lucene. store/ Underlying IO storage structure
7 Org. apache. Lucene. util/ Some common data structures
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4.2 Analysis of Experimental Results

Based on the above experimental preparation, the system’s detection program is called,
and the received data packets of the three systems are detected to be in the normal
receiving state. The definition begins to be retrieved. The interface displays the term
interpretation as a reaction time. The query time fed back by the dictionary system
under the number, and the final experimental results of the five systems, are shown in
Table 5:

During the experiment, the debugging program is called to detect the reaction time
of the system to a philosophical and social science term. From the experimental results,
it can be seen that the traditional dictionary system 1 has the longest response time to a
term retrieval among the three dictionary systems, and the system’s timely response is

Enter 
term key

Word
segmenta

tion

Call 
retrieval 
interface

Return
retrieval 

ID

Database 
query

based on 
ID

Display
result

Fig. 6. The system experiment framework built

Table 5. Experimental results of three dictionary systems

Number of
terms

Average time of system response (ms)
Traditional dictionary
system 1

Traditional dictionary
system 2

Designed dictionary
system

100 10.54 8.64 3.58
200 9.65 6.57 3.62
300 10.20 7.23 2.68
400 10.68 8.32 3.57
500 9.88 6.48 3.84
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weak Compared with traditional dictionary system 1, the traditional dictionary system 2
has a shorter retrieval response time than the traditional dictionary system 1, but there is
still a delay. The average retrieval response time of the philosophy and social science
term dictionary system based on big data mining is faster than the two traditional ones.
System, the timeliness of the system is strong, and it is more suitable for practical
application.

On this basis, the accuracy of the three systems for the detection of philosophy and
Social Sciences terms is analyzed, and the comparison results are shown in Fig. 7.

It can be seen from Fig. 7 that the average retrieval accuracy of traditional dic-
tionary system 1 for 500 words is 68%, that of traditional dictionary system 2 for 500
words is 74%, while that of philosophy and Social Sciences terminology dictionary
system based on big data mining is 94% on average. Thus, it can be seen that the
philosophical and social science term dictionary system based on big data mining has a
positive impact on philosophy The accuracy of social science terminology detection is
high.

5 Conclusion

The term dictionary compilation requires a more general knowledge organization
model to provide a framework for the design of dictionary compilation systems. Fur-
thermore, the concepts of user interaction, dynamic update, and term calculation in
knowledge organization research are introduced into the dictionary compilation pro-
cess, and a semi-automatic term dictionary auxiliary compilation system is designed.
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Number of terms
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ccuracy/%

Traditional dictionary system 1
Designed dictionary system

400

Traditional dictionary system 2

Fig. 7. Accuracy test in terms of philosophy and Social Sciences
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This design properly integrates process management, term calculation, user interaction,
etc., and helps to improve the quality and efficiency of term dictionary compilation.
Using the existing professional literature database as a rough corpus, it is convenient
for compilers to choose vocabulary, quantitative analysis and knowledge extraction,
and improve work efficiency. The dictionary data is multi-dimensionally linked
according to the semantic structure of knowledge organization to form a multimedia
representation, which helps users understand the relationship between different con-
cepts and improve the efficiency of knowledge learning. Strengthening the research on
terminology calculation, scientific and technological corpus construction, and the
formation of term-oriented automatic processing methods and technologies is a subject
that needs to be further enhanced.
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Abstract. In order to effectively evaluate China’s air quality and provide
technical support for maintaining a good atmospheric environment, the design
scheme of urban air quality monitoring system based on big data and drone is
studied. In the research process, a system hardware environment including a
drone platform, an air quality sensor and anti-jamming equipment was con-
structed, which provided the basis and support for the development of system
software. In the software design, the monitoring terminal program and the air
quality information acquisition module are designed according to the system
requirements, and the data received by the drone is restored, analyzed and stored
and managed by the data multi-thread receiving module. The experimental
results prove the effectiveness of the urban air quality monitoring system based
on big data and drone. Applying the system to actual monitoring is beneficial to
better analysis of the atmospheric environment and better maintenance of the
atmospheric environment.

Keywords: Big data � Drone � Air quality � Monitoring

1 Introduction

At present, monitoring equipment for atmospheric environment in most cities relies on
air quality monitoring stations and portable air quality detectors [1]. The air quality
monitoring station is the basic platform for air quality monitoring and assessment of air
quality, but it can only monitor the average air quality in the local area, and the cost and
maintenance costs are high. In addition, the conventional air quality monitoring
methods on the ground are also difficult to monitor the pollution sources in the vertical
direction.

Uav air monitoring and real-time data processing can solve this problem. As the
third generation of rocker technology, uav telemetry and induction technology is the
key to uav air quality monitoring, which can collect, store and transmit urban atmo-
spheric data. It has been paid more and more attention by scholars and experts at home
and abroad, and is a hot topic in the academic field and enterprise research and
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development field. Telemetry and sensing of uav is a comprehensive system, in which
the core technologies include telemetry sensor, data storage and real-time transmission
technology. Airborne air quality monitoring sensor is the main equipment of uav to
monitor air quality. Its work types mainly include sample collection, particle detection,
infrared scanning, microwave radiation, etc. The data storage and real-time transmis-
sion system of uav is an important part of remote sensing system, which directly
determines the scale and quality of the whole uav used for air quality monitoring. The
information transmission between uav platform and ground console is realized through
data link [2].

This study proposes a city air quality monitoring system based on big data and
unmanned aerial vehicles to make up for the shortage of existing equipment. The drone
has good stability and can fly at a long distance. The flight control is simple and
reliable, and the cost is low. The hovering height is suitable for air quality monitoring.
The airborne air quality sensor samples and processes the monitored area, avoiding the
adverse effects of a few human errors on air quality monitoring results due to limited or
unreasonable monitoring stations. The data storage and real-time transmission system
of the drone is an important part of the remote sensing system, which directly deter-
mines the scale and quality of the entire UAV for air quality monitoring [3]. The
information of the drone platform and the ground control station (including control
commands, location information, task data) is transmitted through the data link. At
present, the domestic research and development of air quality monitoring for drones
has started shortly. The main indicators of monitoring are only particle concentration,
NO2 content and O3 content. The encrypted big data is stored in the database; when the
data is extracted, the data is decrypted by the chaotic encryption method to complete
the safe storage of the urban air quality monitoring big data.

2 System Hardware Design

This UAV air monitoring system consists of two systems, the UAV platform and the
ground station, which can carry out more sophisticated air quality monitoring for
industrial areas, large construction projects and other areas [4]. When the drone per-
forms the monitoring task: first place the drone platform in the open space, connect the
power of the drone and the ground station, and initialize the hardware and software;
then load the task data; the drone platform receives the ground. The flight instruction of
the station begins to lift off; when the scheduled altitude is reached, the drone platform
begins to level off to the mission point; after reaching the mission point, the drone
begins to collect the air quality data at this point and simultaneously transmits it to the
ground station; After the air monitoring task of this point, the drone platform flies to the
next task point; after the two steps of the cycle, until the monitoring of all the mission
points is completed, the drone returns spontaneously; if the drone platform experiences
mechanical failure or power during the execution of the mission If the alarm is too low,
the ground station should send the return flight instruction in time. Otherwise, the
ground station will not receive the return instruction within 3 min, and the drone
platform will return to the self-reliant emergency.
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2.1 Hardware Component Framework

According to the design ideas and application analysis, the system hardware platform is
built. The system uses the coaxial anti-slurry unmanned helicopter to carry the design
hardware air quality monitoring system as the monitoring terminal. The ground-
connected PC acts as the ground terminal and passes the collected air quality data
information. The GPRS network is transmitted back to the ground terminal display, and
finally the air quality monitoring function is realized. According to the design moni-
toring system requirements, the air quality data acquisition and processing part includes
the acquisition module (sensor), the control processing chip, the storage module, the
positioning module, the transmission module, etc. [5]. The data receiving part of the
ground includes a data storage module, a data processing module, a display module,
and the like. The use of various modules to coordinate and cooperate with the GPRS
network to complete the collection, reception, processing and display of air quality
data. The block diagram of each system module is shown in Fig. 1.

2.2 UAV Platform Design

This section focuses on a relatively clear introduction to the hardware modules of the
system data link, and integrates the modules to complete the hardware design of the air
quality monitoring system. The air quality monitoring system device designed by the
system is designed and built on the self-developed coaxial anti-slurry unmanned
helicopter. The global coverage of the GPRS network is used to monitor the air quality
of the area in real time, and the hovering characteristics of the helicopter are also It is
easy to apply air quality to the vertical space of a specific location [6–8].

ARM (Advanced RISC Machines), a name derived from Reduced Instruction
Computer (RISC) technology, is a popular name for a class of microprocessors.
The main system of the ARM core consists of the core ICode bus, system bus, DCode
bus and GP. - DMA four drive units constitute [9]. The STM32 chip selected by the
system is an ARM microprocessor based on Cortex-M3 core. The architecture also
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Fig. 1. System composition framework
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includes three passive units in addition to four active units: internal SRAM, internal
flash memory, AHB to APB bridge (AHB2APBx).), and adopted the ARMv7-M
architecture.

2.3 Air Quality Sensor

The attitude measurement sensor module is mainly used to measure the three-
dimensional posture information of the aircraft when flying in the air, that is, three
attitude angles, angular velocities and the like. Accurate real-time acquisition of the
attitude of the aircraft is the basis for the stability control of the four-rotor attitude,
which directly determines the stability of the aircraft control. The entire attitude
measurement module consists of a three-axis gyroscope, a three-axis accelerometer,
and a three-axis magnetometer. In this paper, the MPU6050 micro inertial device and
the AK8975 magnetic sensor are used to design the attitude measurement module [10].

The MQ135 gas sensor is highly sensitive to sulfides, NH3, aromatics, and benzene
vapors and can also monitor smoke or other harmful gases. Because it can detect a
variety of harmful gases, it is a long-life, low-cost air sensor suitable for monitoring.
Therefore, the MQ135 gas sensor is used to complete the detection of some gases. The
MQ135 sensor has good sensitivity to harmful gases in a large gas concentration range.
Among them, the sensitivity to NH3, benzene vapor, H2S is high, and the typical
sensitivity characteristic curve of the sensor under standard test conditions is shown
[11, 12]. Wherein, the ordinate is the resistance ratio of the sensor Rs/Ro (Rs is the
resistance of the sensor in different concentrations of gas, Ro is the resistance of the
sensor in 1000 ppm NH3), and the abscissa is the concentration of the gas. The
sensitive body power consumption Ps can be calculated by the following formula:

Ps ¼ Vc2 � Rs=ðRs þRLÞ2 ð1Þ

2.4 System Anti-interference Design

Whether a system has anti-interference ability or not depends on whether the system is
capable of fulfilling its functional mission is also the main indicator to prove the
reliability of the system. In the hardware design system, its anti-interference ability
must be fully considered [13]. In order to reduce interference during hardware design, it
is necessary to take anti-interference measures and implement the following measures:

(1) The independent power supply line is used, and the battery on the unmanned
helicopter is not used, and a power supply that can ensure the power consumption
of the system is specially designed, so that the power supply line of the air quality
monitoring system and the power supply part of the drone that is prone to inter-
ference are separately supplied with power. They are unaffected by each other,
reducing the mutual coupling of the public power sources and improving the
reliability of the system function circuits.

(2) Add a decoupling capacitor between the system power and ground. The decoupling
capacitor can bypass the high-frequency noise of the device and can also be used as
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the storage capacitor of the integrated circuit. The charge and discharge energy
generated by the circuit switch gate can be provided or absorbed by it.

(3) Widening the broadband of the system power supply and ground wire, and
selecting a thicker copper wire as the bottom line. The width is in order: ground
wire > power wire > signal wire. Wiring avoids small angles and minimizes high
frequency noise.

(4) A more reasonable layout. The system that has been miniaturized is mounted on
the head of the unmanned helicopter, far from the motor part of the drone, and will
not cause interference due to the close distance of the components. The internal
power supply and high-frequency circuit parts of the system should be kept as far
as possible, and the GPS antenna should be pulled to the tail rod for fixing, which
is conducive to signal reception.

(5) Use a larger amount of magnetic beads in circuits such as power supply circuits and
SIM908 modules. The magnetic beads have the effect of suppressing RF noise and
peak interference on the transmission line, eliminating electrostatic pulses, etc., and
largely attenuating the high-frequency current when passing through the wire.

(6) The clock signal is very susceptible to noise interference, and is also the source of
some noise. When designing, try to make the clock circuit should be placed in the
memory as much as possible. The crystal oscillator does not take the signal line
between the two pins. The crystal oscillator case is connected to the capacitor and
grounded.

3 System Software Design

3.1 System Software Development Tools and Environment

The system applies RealView MDK, an RM embedded development tool, which
contains C language program, assembly language compiler, real-time kernel, debugger
and other components. It has powerful functions and can help users complete the
corresponding engineering tasks. Terminal application STM32 series microprocessors,
the processor chip for Cortex-M3 kernel. The system microprocessor supports a variety
of program download modes, such as ULink, J-Link and other online simulation
debugging programmers, serial port download, Flash download and so on. J-link
simulation debugger is selected in this study. The system can be connected to PC
through USB port, which is convenient for online debugging when the hardware is
running and for direct application of zero-cost serial port download.

3.2 Monitor Terminal Programming

The monitoring data terminal of the air quality monitoring system mainly completes the
data collection, processing, positioning and other work, and finally transmits the data to
the ground display terminal. On this basis, combined with the hardware design
requirements to complete the corresponding software program design. After the system
is started, the initialization of each module is completed first, and the network and
information positioning are searched. The air quality sensor is a heat sensitive module,
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which needs to be warmed up for a certain period of time. After the process is finished,
the module will collect. The air quality information of the location is connected to the
system control unit through the AO port to process the AD conversion data, and the
internal register storage related information is backed up by DAM. After the GPRS
network connection is successful, the data information is sent to the server through the
established IP protocol, and the remote display air quality of the ground display ter-
minal is monitored.

3.3 Acquisition Process Module Design

The main task of the air quality data acquisition system is to complete the collection,
processing and analysis of atmospheric dust particle concentration, carbon monoxide,
temperature and humidity data, and transmit the collected data to the ground moni-
toring terminal. System software is designed in a modular fashion. After the system is
powered on, firstly initialize the communication interface and related function modules
used by the system, and wait for the acquisition of the acquisition signal. Once enabled,
each detection sensor is driven to start collecting atmospheric data. After the processing
is completed, the data is saved and saved to the SD card. Finally, it is sent to the flight
control system through the serial port, and then the flight control passes the wireless
data transmission module to forward the data to the ground data monitoring terminal.

(1) Dust particle concentration collection: The dust particle detection sensor PMS5003
uses the serial communication protocol to transmit data to the MCU through the
serial port. To collect dust particle concentration data, it is necessary to initialize
the serial port first, and then design the serial port driver. The carbon monoxide
sensor and data transmission module also communicate through the serial port and
are connected by different serial ports.

(2) Carbon monoxide concentration collection: The ZE07–CO type carbon monoxide
detection sensor used in the system provides a UART output mode, and the data
from the sensor can be read only through the serial port of the STM32F103ZET6
processor. When designing the carbon monoxide concentration acquisition pro-
gram, first initialize the UART3 serial port. After the configuration is complete,
open the serial port to start receiving interrupts. Then send a request to read the data
frame, wait for the ZE07-CO sensor to respond to the output data, and then check
the received data frame. If the verification is correct, save and parse the data frame
to obtain carbon monoxide concentration data; If it fails, it will return to re-read the
serial port data.

(3) Temperature and Humidity Data Acquisition: The system uses the temperature and
humidity sensor SHT21 to communicate with the MCU through the standard I2C
protocol. I2C is a two-wire serial bus consisting of data lines and clock lines. It is
commonly used for communication between microcontrollers and peripherals.
There are three types of signals, start, acknowledge, and end, during data trans-
mission over the I2C bus. The data is transmitted and received through the
cooperation of the clock SCL and the data line SDA.

The temperature and humidity acquisition process is as follows: first, the sensor is
powered on and then enters the idle state; after being stabilized, the sensor is ready to
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receive commands from the MCU. MCU first sends start transmission signal, that is,
when SCL is high, SDA is converted from high level to low level, then sends acqui-
sition command (00000011 represents acquisition temperature, 00000101 represents
acquisition relative humidity), waits for the end of acquisition, reads temperature and
humidity measurement data in turn, and checks the data through CRC check code.
Finally, the measurement signal is converted into actual temperature and humidity data,
and the relative humidity signal and temperature signal output by the sensor are:

RH ¼ �6þ 125� SRH
216

ð2Þ

T ¼ �46:85þ 175:72� ST
216

ð3Þ

3.4 Data Multithreaded Receiving Module

In order to make the functions of the data receiving program not conflict, the receiving
program of the design display terminal adopts multi-threading technology. First, a main
thread is created, and then a sub-service thread is created by the main thread. When the
display terminal program starts, the sub-service thread is used to wait for the con-
nection request of the client, that is, the drone air quality monitoring system, to collect
the terminal data. After the request is received, the main thread creates another data
receiving sub-thread to process the request, and then returns a connection request
waiting for another client. The three threads do not affect each other, operate inde-
pendently, and send data to transfer data between threads.

4 Simulation Experiment and Result Analysis

In order to verify the practical application performance of the urban air quality mon-
itoring system based on big data and UAV designed in this study, the following
simulation experiment is designed.

After completing the hardware and software design of the entire UAV atmospheric
environment monitoring system, it is necessary to debug the functions of each module
of the system to ensure stable operation of the system. The UAV and air quality
acquisition system were debugged separately, the feasibility of the system was tested,
and the test results were analyzed. Finally, the whole system function was verified.

After completing PID parameter setting and basic debugging, flight test is carried
out. Test system performance based on actual flight data. During the test, the flight
parameters were sent to the ground terminal in real time through the wireless data
transmission module, and the data was saved and analyzed by MATLAB. The
experimental workflow is shown in Fig. 2.

The experimental environment is as follows: ambient temperature: 20–24 °C; wind
speed: level 2; uav flying altitude: 100 m.
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The working environment of uav is as follows: the dual-frequency board card has
good shielding function and anti-interference ability, the 80-pin pin provides a rich
communication interface, it has very low power consumption of BD920 and the
standard data update rate of 20 Hz. The dual-frequency board card is responsible for
the output of high-precision base station coordinate data; The u-blox positioning
module USES the ds-26-u8l GPS/GLONASS/Beidou module, which is a super-high
power consumption and ultra-high sensitivity, ultra-small appearance GNSS receiving
module, built-in SAW+LNA, can support multi-system positioning.

4.1 Anti-interference Performance Test

When the drone is hovering, the aircraft is disturbed by artificially displacing the frame
to test the anti-jamming performance of the system. In the case of interference, the
attitude response is shown in Fig. 3.

Analysis of Fig. 3 shows that at 86.5 s, the UAV’s pitch and roll angles are
disturbed, the pitch angle has a disturbance amplitude of up to 10°, and the roll angle
interference is less than about 3.5°. The aircraft then responds quickly to adjust the
flight attitude. After about 1.5 s, it gradually returns to the hovering state, and the
adjustment speed is faster. It can be seen that the roll angle and the pitch angle have
strong anti-interference performance. In about 116 s, the yaw angle of the drone is
disturbed, the interference amplitude reaches 26°, and the interference is removed at
about 116.8 s. Then the aircraft adjusts the yaw angle posture by itself, and returns to
the initial state after about 4 s. In the yaw angle adjustment process, a 12° overshoot is

Start

System initialization

Air quality data 
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Display data and levels

End

Fig. 2. Schematic diagram of the experimental process
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generated, and the overshoot is too large. After the analysis, the integral action is too
large, and the integral parameter can be further optimized and controlled.

4.2 Air Quality Data Acquisition System Debugging

The air quality data acquisition system is designed based on the STM32F103 minimum
system module. After completing the hardware platform construction and software
design, the function of each sensor module is debugged. First, the dust particle
detection sensor, carbon monoxide sensor, temperature and humidity sensor are tested
through the serial port debugging assistant. It can work normally, and the standard
monitoring instrument is used to compare and calibrate the collected data to ensure the
accuracy of the collected data. After the data of each sensor is tested normally, the air
quality data acquisition module is mounted on the drone platform and jointly debugged
with the ground monitoring terminal.

Firstly, in the indoor environment, when the drone is in a static state, the indoor air
quality is detected, and the sensitivity of the system is tested by means of artificially
manufacturing pollution. The ground monitoring terminal displays and records each
concentration data, and sets the data to be updated once in 1 s. The air pollution was
simulated by igniting the wooden block. After the system was powered on, it was
detected without any interference. The burning wood block was approached to the four-
rotor atmospheric environment monitoring system, and then the wooden block was
immediately removed. The test results are shown in Fig. 4.

Fig. 3. Anti-jamming attitude angle response curve
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According to Fig. 4, at the beginning of detection, the concentration of PM2.5 and
PM10 was kept at about 46 ug/m and 53 ug/m respectively. When the burning block
was brought close to the aircraft for about 32 s, the concentration of PM2.5 detection
instantly reached 232 ug/m, while the concentration of PM10 detection rose to 289
ug/m. When the block was removed and the fire source was extinguished, the moni-
toring data gradually returned to normal. It can be seen from the curve in Fig. 4 that the
air quality data acquisition system designed has a high sensitivity.

Fig. 4. Concentration variation curves of PM2.5 and PM10
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5 Conclusion

This study designed an urban air quality monitoring system based on big data and
unmanned aerial vehicles, and proved its effectiveness through experimental results.
However, due to the limitations of research time and experimental resources, the
system still has some deficiencies, such as high energy consumption and slow start-up
speed. Therefore, in the following research, the focus will be on improving the start-up
speed of the system and reducing the system energy consumption.

Acknowledgements. Jiangxi Provincial Department of Education Science and Technology
Research Project (GJJ171108).
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Abstract. UAV has the advantages of small size, low cost and strong perfor-
mance. How to use UAV to realize the intelligent monitoring of atmospheric
visibility data has become one of the research hotspots. Therefore, an intelligent
monitoring system of visibility data based on UAV is designed. Through the
overall design of the system, the requirements for the collection, processing,
transmission, display, monitoring and positioning of atmospheric visibility data
are realized. The airborne air visibility sensor module is used to collect gas data,
the microprocessor is used to process data, the global positioning system is used
to complete monitoring and positioning, and the general packet wireless service
is used to complete data transmission and data display of the ground terminal.
The experimental results show that the air visibility data intelligent monitoring
system based on the UAV has good accuracy and high monitoring efficiency It
can meet the requirements of data monitoring system.

Keywords: Drone � Air visibility � Data intelligent monitoring � System design

1 Introduction

With the development of science and technology, the application of UAV is more and
more extensive. Its excellent performance and wide application are the reasons. The
research of UAV has been carried out in China and remarkable results have been
achieved. UAV, especially unmanned helicopter, has the characteristics of high relia-
bility, low noise, small vibration, simple structure, low cost, no need for landing field
and runway, vertical landing, free hover, high mobility, and many kinds of remote
control or automatic control modes. It is an important rescue equipment for building
ground air rescue network [1]. At present, it is competent in earthquake investigation
and rescue, medical rescue, mountain search and rescue, water risk rescue, high-rise fire
rescue and other difficult rescue work, anti terrain racism rescue, etc. Based on the
concept of rescue and detection, we are committed to the research of UAV monitoring
capability. Air visibility is also a major issue related to the national economy and
people’s livelihood. Air pollution is the top priority of air pollution [2]. The monitoring
of air visibility has become an important issue of air pollution. Therefore, relevant
researchers have conducted a lot of research.
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In reference [3], a data link of UAV air quality monitoring system based on single-
chip microcomputer is designed for air environment protection, so as to realize the
functions of air quality data collection, analysis, display and output, and pollution
source location. Through the UAV equipped with air quality monitoring module, the
collected data are analyzed by the main control chip; through the GPS positioning
system to accurately locate the monitoring area, the GPRS communication protocol
network is used to quickly and accurately send the monitored air data and positioning
data back to the ground terminal, track the pollution source and timely warn and
process the regional air quality. According to the route planning of the positioning
system, the system can accurately monitor and collect data, but the design of the system
is complex and the efficiency of monitoring is poor. Literature [4] is mainly aimed at
the improvement of today’s environmental monitoring technology. Through the air
data acquisition system carried by UAV, the air environment quality of various areas
(such as farms, heavy industry factory gathering areas, traffic network intensive areas,
etc.) can be comprehensively assessed. The detectable air data include PM2.5, sulfur,
carbon, nitrogen and other air pollution parameters. The system can effectively monitor
the quality of atmospheric environment, but the visibility monitoring of the system is
rarely considered, resulting in the low accuracy of monitoring. Literature [5] In order to
improve the detection speed of UAV air data (altitude, airspeed) and optimize the flight
control performance, a fast data detection system based on GM 8123 chip is designed.
The parallel communication of three asynchronous serial port data is completed by
using serial port expansion technology, and then the synchronous acquisition of
dynamic and static pressure data and real-time response to the correction command of
flight control computer are realized. The performance index of the system is better than
that of the original detection system without serial port expansion technology, which is
of high practical value for improving the dynamic performance of UAV air data
detection. But the system is easy to be affected by the external environment and has
poor anti-interference ability. The design of mobile multi baseline visibility test system
is proposed in reference [6]. The system consists of four modules: transmitting,
receiving, moving and signal processing. The 532 nm laser is used as the transmitting
light source. The mobile car on the sliding track receives the transmitted signal at fixed
point to realize multi baseline measurement. Then, the initial signal is processed by
time averaging and least square method to obtain the final atmospheric visibility, The
measurement variance and baseline sampling point model of the equipment are ana-
lyzed theoretically. The noise simulation experiment is carried out to prove its anti
noise ability. This method can accurately transmit and receive the visibility signal, and
the monitoring accuracy is high. However, the cost of this method is high and it is not
suitable for general use. Reference [7] proposed the design of automatic monitoring
data acquisition system based on intelligent wireless nodes of the Internet of things. In
order to improve the ability of data detection, diagnosis and analysis, the design
method of data acquisition system based on dynamic gain control and DSP high-speed
signal processing is proposed. Based on microcomputer bus technology, the overall
design of wireless node automatic monitoring data acquisition system is carried out.
The system mainly includes DSP processor and PCI bus. The sensor array of data
acquisition is composed of wireless monitoring nodes with multi-sensor information
fusion. The transceiver conversion circuit and power amplifier circuit are designed to
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realize the signal amplification and digital to analog conversion of collected data. The
dynamic gain control method is used to amplify and filter the collected data. The
integrated design of automatic monitoring data acquisition system is based on DSP
signal processor. The system can achieve continuous real-time data acquisition and
recording of more than 15 MB/s, but the process of data acquisition is complex and has
certain limitations.

In view of the above problems, this paper designs an intelligent atmospheric vis-
ibility monitoring system based on UAV. It takes the electric coaxial twin propeller
UAV as the carrier. It has the advantages of low noise, no launch interference, hover
detection, low altitude flight and so on, so it is suitable for environmental monitoring
platform of urban atmospheric visibility or emergencies. Whether based on rescue or
monitoring, UAV can be used to monitor the air visibility in a specific area more easily
and achieve vertical monitoring. In addition, the UAV is easy to operate and driverless,
which reduces the cost and improves the safety performance. Therefore, UAV is
applied to air visibility. Degree monitoring is a very convenient method. The data link
of UAV air visibility data monitoring system is designed, including data display
platform, data acquisition terminal (coaxial twin propeller UAV helicopter), GPRS
wireless transmission network. GPS positioning system is used to accurately locate the
monitoring area, and GPRS communication protocol network is used to determine the
air visibility data the bit data is quickly and accurately transmitted back to the ground
terminal to complete the intelligent monitoring of regional atmospheric visibility data.

2 Design of Air Visibility Data Intelligent Monitoring System

2.1 System Overall Structure

Fire control system, command control system and flight control system of UAV often
need to perform flight tasks based on real-time atmospheric data, so an indispensable
function of modern UAV includes real-time measurement of various atmospheric
parameters. This function is mainly accomplished by using special air visibility data
measurement equipment. The performance and quality of air visibility data measure-
ment equipment are directly related to the flight quality and even flight safety of UAV.
Nowadays, with the deepening of research, air visibility data measurement equipment
has gradually developed into a special direction. A special air visibility data mea-
surement system has been developed on UAV, including fixed-speed flight, trajectory
estimation, mission estimation and decision, etc. A special control or interface is
generally designed on ground station to display and monitor the air visibility infor-
mation of UAV. The equipment on the UAV has the requirements of safety, reliability
and maintenance. The air visibility data measurement system must be designed
according to these requirements. At the same time, different UAV air visibility data
measurement systems may have different functional requirements. But in these
requirements, many things are universal. In the design of the air visibility data mea-
surement system, many things are common. It can be embodied.

In order to meet the requirements of UAV, the air visibility data measurement
system must have good real-time performance and be able to carry out data correction
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and real-time adjustment online. Its measurement of air visibility data source is mainly
realized by static pressure and dynamic pressure sensor components. Its solution
depends on the different requirements of air visibility data parameters, such as the
number of requirements, errors, accuracy, number of channels, real-time and interface
requirements, and the system scale will also be different. Its data processing and data
transmission requirements meet the requirements of real-time, reliability and accuracy,
in order to meet the requirements of rapid dynamic response and control of UAV.
The UAV system of this subject puts forward almost strict requirements on the weight,
size and power consumption of the airborne electronic equipment, and at the same time,
it puts forward high accuracy and real-time requirements for the air pressure height and
airspeed in flight. According to the requirements of the system, we design and
implement an UAV air visibility data measurement system. The block diagram of its
working principle is shown in Fig. 1.

It can be seen from the figure that the air visibility data measurement system
includes three parts: measurement, data processing and output. Pitot tube, differential
pressure sensor (space speed sensor) and AD acquisition interface complete differential
pressure data acquisition. The barometer completes the collection of static pressure
data. The operation processing unit based on DSC completes the output of fish data.
The static pressure sensor is a sensor with digital SPI interface based on MEMS
technology. The differential pressure sensor includes a pressure gauge and a simple
airspeed tube suite. The differential pressure signal is output of analog signal, which
needs to be converted to the processor by AD. Considering the low AD accuracy of
F28335, this topic chooses to use external AD to complete the differential pressure
analog signal. Collection. The interface between external AD and DSC processor is a
parallel interface. As an external extended memory of the DSC, the external AD
interacts with the DSC through address and data bus. The atmospheric data mea-
surement computer based on DSC receives pressure data, temperature data of SPI
interface and differential pressure data of external parallel interface respectively, and
obtains air pressure height Hp and airspeed V through certain function operation. The
results are transmitted to the UAV flight control system through serial interface in real
time for its control, operation or transmission to other airborne equipment.

Fig. 1. The working principle block diagram of the system
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2.2 System Hardware Design

A system that can achieve complete functions needs the perfect combination of
hardware and software, and the hardware part is the backbone of the system, which
supports the connection of various f realization systems. This chapter focuses on the
hardware module of the system data link to make a relatively clear introduction, and
integrate the various modules together to complete the hardware design of the air
quality monitoring system.

(1) Composition of Circuit Module

The operating voltage of UAV ranges from 3.2 V to 4.8 V, and burst data transmission
may lead to low voltage. Therefore, it is necessary to provide a peak current up to 2A.
The battery supply voltage we use is 5 V. In order to ensure the stability of the input
voltage, a regulator MIC29302 is added, and a bypass capacitor of 100 mF is con-
nected beside VBAT. This circuit stabilizes the input voltage to 4.2 V. The specific
circuit diagram is shown in Fig. 2.

The start-up of the circuit is accomplished by pressing the key PWRKEY for at
least one second during the opening process. At this time, the interface voltage is also
pulled up to 3 V inside the module, so there is no need to pull up any more. The
schematic diagram of the power start circuit is shown in Fig. 3, 4 and 5. A GPIO
interface of STM32 chip connects the PWRKEY pin through a NPN triode. A high
level switch pulse (>1 s) is used to start the module. The output voltage of test pin
status (if greater than 2.7 V) can be used to test whether the startup is successful. When
the startup is completed, URC is sent to indicate that the module is ready to operate at a
fixed baud rate.

(2) Modular Serial Communication

Module is the DCE (Date Communication.) and the data, it provides two unbalanced
asynchronous serial interfaces. One serves as a serial port for communication and the
other as a debug port. Its main pin definitions are shown in Table 1 below.

D5

D6

D3

D4

D2 D1

R2 
100kΩ

R1 1kΩ R8 5kΩ

R3 
10kΩ

R4 
15kΩ

R5 
0.5kΩ

R6 
0.1kΩ

R7 
0.2k
Ω

Fig. 2. Power supply circuit diagram
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Data debugging and firmware upgrade can be accomplished by debugging interface
and error tracking can be achieved. It receives AT instructions through serial port,
which is connected with STM32RBT6 chip to complete the function realization.
Connections between TXD and RXD pins are interactive. The remaining serial ports of
the module are connected to the GPIO port of the processor. Because the working
voltage of the processor is 3.3 V, the two can be connected directly [8].

Air Visibility Sensor
There are many kinds of air components, and there are many factors affecting

visibility. According to scientific research conditions, we can not monitor all related
gases. Mq135 gas sensor can also monitor smoke or other harmful gases, such as sulfur
compounds, NH3, aromatic compounds, benzene vapor sensitivity. Because it can
detect various harmful gases, it is a low-cost air sensor suitable for long-life moni-
toring. Under the condition of only experimental stage, this paper selects a relatively
wide gas sensor on the market to complete partial gas visibility detection, in order to
achieve the effect of system function [9]. MQ135 will change in conductivity for output
signal echoes with the gas concentration in the circuit is very simple. The basic test
circuit as shown in Fig. 3.

Two voltage is applied to the sensor, the heater voltage VH and test voltage VC.
The temperature sensor provided by VH. Load voltage VRL resistance RL on VC was
measured with the sensor in series, because the MQ135 sensor has weak polarity, so the
power to use dc [10].

The power consumption and resistance of the sensor can be calculated by the
following formula:

Sensor power consumption PS:

PS ¼ V2
C � RS

.
RS þRLð Þ2 ð1Þ

Sensor resistance RS:

RS ¼ VC
�
V�1
RL

� �� RL ð2Þ

It should be pointed out in particular that the heating is normal after the sensor is
electrified, and the data measured by preheating about 20S is needed to be stable, which
is related to the material of the sensor itself.

Table 1. The table of definition at foot

Category Pin name Pin number Function

Power interface VBAT 62.63 Voltage supply
Switch interface PWRKEY 3 Used to turn on/off modules
serial interface RXD 68 Receive data
RF interface GSM-ANT 79 Receiving antenna

Design of Intelligent Monitoring System for Air Visibility Data 175



2.3 System Software Design

As we have known before, the system is a combination of hardware and software.
When the hardware part of a system is available, the software system is needed. If the
hardware part is the flesh and blood of the system, then the software part is the brain
and soul that dominates the operation of the body. Therefore, the design of the software
is the core part of the realization of the system function, and the design part of the
system software of the subject needs to be introduced emphatically. The software
adopts modular design, which mainly includes height processing and calculation
module, airspeed acquisition and calculation module and serial port transmission
module [11].

Height Processing and Solution Module
Because the altimeter used in this subject is less than 5000 m, and considering the

influence of air pressure by environmental factors, the altitude range of the design is
less than 6000 m, so the air pressure and altitude are suitable for the formula:

HP ¼ 4430:76 1� PS

101:325

� �0:190263
" #

ð3Þ

The air pressure corresponding to the 0-bit height (sea level) is 1013.25 mbar.
Because the calculation of air pressure and height conversion is relatively complex, it
needs relatively large floating-point resources to complete the calculation. In order to
avoid the complex calculation, the piecewise approximation method is generally used.
The formula of piecewise approximation is as follows:

h ¼ jn � p� plowerð Þ � in
�
211 ð4Þ

In the formula h is the pressure height (m), p is the pressure (0.1 mbar), in and jn are
the sectional coefficients. In theory, by this piecewise linear calculation, the maximum
error of measurement in the height range of -700 m to 9000 m will be less than 5 m.
The height error is relatively small at low altitude (high pressure). With the decrease of
the pressure at the measuring point, the height error increases gradually. The absolute
error is less than 5 m in the measurement range of the project’s target demand.

Design of Airspeed Solution Module
The main measurement methods of airspeed meter are differential pressure type,

runner type and hot wire type. This project plans to adopt differential pressure airspeed
measurement method. Although the measurement accuracy of differential pressure
airspeed meter is relatively low, it is reliable, simple and easy to maintain. At present,
differential pressure airspeed meter is mainly used in aircraft [12].Pitot tube is the
earliest and most widely used pressure flow sensor. It is cheap, simple in structure and
easy to manufacture and use, so it is still widely used in airspeed measurement and
other fields. A small hole B in a swimming place is called a static pressure hole. When
the pitot tube is placed in the flow field, the velocity at point A is zero due to the
obstruction of the pitot tube. Therefore, besides the static pressure of the flow field,
there is also a pressure (dynamic pressure) converted from kinetic energy, that is, the

176 J. Zhang and J. Liu



pressure at this point is the sum of static pressure and dynamic pressure (total pressure).
Assuming that the flow of fluid is an ideal steady flow of incompressible fluid,
according to Bernoulli equation of ideal incompressible fluid, the following relations
can be listed for point A and point B:

P0 ¼ 1
2
qV2 þP ð5Þ

In the formula: P is the total pressure; V is the fluid velocity; the density of the
measured fluid; P is the static pressure.

According to the characteristics of UAV, the flight speed range of UAV is 38–
81 km/h (10–23 m/s), and the corresponding differential pressure measurement range
is 60–400pa (air density is 1.225 kg/m). Because the flight speed of UAV is not high,
and the working relative height span is less than 150 m, the influence of air pressure
change caused by flight height change on air speed can be neglected. The working time
is short, the height span is small, and the temperature span is small, so the influence of
temperature can be neglected.

Design of Serial Port Output Module
Serial port is sent by interrupt, and the processing flow is as follows:

The relationship between EMF and air visibility satisfies a certain curve, and the
corresponding parameters are shown in Table 2.

Fig. 3. Serial Port Send Interrupt Processing Flow
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The relationship between EMF and carbon dioxide concentration of the sensor
satisfies the exponential mathematical model. The data in the table are fitted expo-
nentially. The number of terms is chosen as 2 (two peaks of data). The fitting formula is
as follows:

y = 3735x�0:6643 þ 263:5 ð6Þ

The determination coefficient R-square is 0.9897 and the standard deviation RMSE
is 4.911. The fitting results well reflect the teaching model between the sensor element
and the corresponding carbon dioxide concentration.

3 Experimental Analysis

3.1 Experimental Environment

In order to verify the effectiveness of the designed system, simulation experiments are
carried out. In the experiment, Windows XP system was selected, the system memory
was 8 GB, CPU was 3.6 ghz, and the UAV model was sprite 4rtk, which was a four
rotor UAV with a cruising speed of 58 km/h. The specific experimental environment is
shown in Fig. 4:

Table 2. Corresponding parameters

Serial
number

X1 (co2concentration)/
ppm

Y1(EMF)/
mV

X2 (co2concentration)/
ppm

Y2(EMF)/
mV

1 100 440 1500 298
2 200 375 2000 294
3 300 350 2500 289
4 400 325 3000 286
5 500 320 4000 281
6 600 315 6000 275
7 800 308 8000 268
8 1000 301 10000 263

Fig. 4. Experimental UAV
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3.2 Experimental Parameter Design

The specific experimental parameter design is shown in Table 3:

Based on the above parameters and experimental environment settings, simulation
experiments are carried out.

3.3 Analysis of Experimental Results

The test validation of the whole air visibility data measurement system mainly includes
two parts: one is function validation, that is, checking whether the hardware platform
has the function of pressure and airspeed measurement, and can correctly measure and
transform the required atmospheric information; the other is flight validation, that is,
through actual flight test, combined with other sensor data information of UAV plat-
form, through flight. Analysis and processing software, check or proofread the function
of air visibility data measurement system. After several flight calibrations, the air
visibility data computer achieves the measurement requirements of air pressure height
and airspeed for the UAV.

The other part is to test the validity of the intelligent monitoring system based on
UAV air visibility data, and compare the data accuracy with the traditional monitoring
system. The experimental results are shown in Table 4.

According to the data in the table, it can be seen that the intelligent monitoring
system based on UAV’s air visibility data has good accuracy and can accurately
monitor the air visibility data. The whole design achieves the expected purpose and
requirements.

Table 3. Experimental parameter design

Parameter Value

UAV body length/mm 650
UAV fuselage width/mm 650
Duration of endurance/min 60
Maximum working height/m 6000

Table 4. Experimental comparison

Number of experiments Accuracy of intelligent monitoring
system for air visibility data
based on UAV (%)

Accuracy of traditional
monitoring system (%)

1 89.19 61.09
2 90.12 63.13
3 88.15 62.54
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In order to further verify the feasibility of the proposed system, this paper compares
the energy consumption of the system and the traditional system in operation. Among
them, the lower the running time energy consumption, the more advantages the system
has. The experimental results are shown in Fig. 5.

From the analysis of Fig. 5, it can be seen that there is a certain difference between
the operation energy consumption of this system and the traditional system for visi-
bility monitoring under the same experimental environment. Among them, the energy
consumption of the system in this paper is lower, while the energy consumption of the
traditional system is higher. In contrast, this system has more advantages in the
implementation.

4 Conclusion

With the rapid development of China’s economy and aviation industry, the number of
flight missions has increased rapidly. This puts forward higher requirements for flight,
which not only ensures flight safety, but also makes effective use of space and time,
speeds up air traffic flow and enhances the limited area capacity per unit time. Air
visibility data computer is an indispensable airborne equipment for aircraft. Its altitude,
airspeed and other related information are one of the key parameters of the aircraft
measurement and control system. The accuracy of information plays a vital role in the
safe flight of aircraft. In this paper, an intelligent monitoring system based on UAV air
visibility data is designed and implemented. The overall structure and working process
of the system are described in detail. The software design of the display terminal of the
system is introduced. The functions of the display terminal, the conversion principle of
the collected air data, the software design and interface design of the display terminal
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are introduced. The intelligent monitoring system of UAV air visibility data uses GPS
positioning system to locate accurately, and transmits the monitored air data and
positioning data to the ground terminal quickly and accurately through GPRS com-
munication protocol network. It completes the regional air quality monitoring and
achieves the overall operation function of the system.
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Abstract. Traditional network congestion active control system has the prob-
lems of large amount of network congestion data and uneven distribution of
main control nodes. Therefore, this paper proposes a short-term network con-
gestion active control system based on artificial intelligence. In the congestion
control framework, the network motor and congestion control nodes are con-
nected to complete the construction of the system hardware operating envi-
ronment. The control strategy of artificial intelligence node is used to determine
the congestion location, improve the logic control standard, optimize the system
software running environment, and complete the design of short-term network
congestion active control system based on artificial intelligence. The results
show that, compared with the traditional random detection control technology,
the short-term network based on artificial intelligence is feasible. After the
design of congestion active control system, the total amount of congestion data
is significantly reduced, and the master node presents an ideal uniform distri-
bution state.

Keywords: Artificial intelligence � Network congestion � Active control �
Main control frame � A congestion node � Sudden transmission mechanism

1 Introduction

Artificial intelligence is a branch of computer science that attempts to understand the
essence of intelligence and to produce a new intelligent machine that responds in a
similar way to human intelligence. Research in this field includes robots, language
recognition, Image recognition, natural language processing and expert systems. Since
the birth of artificial intelligence, the theory and technology have matured day by day,
and the application field has also been expanded. It can be assumed that the scientific
and technological products brought by artificial intelligence will be the “container” of
human intelligence in the future. Artificial intelligence can simulate the information
process of people’s consciousness and thinking. Artificial intelligence is not human
intelligence, but it can be thought like a man Examination, may also exceed human
intelligence [1, 2].

In reference [3], a network congestion control system based on random detection
algorithm is proposed. Using LAIDS/lids host random detection architecture, the
congestion controller and network data filter are adjusted to complete the hardware

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
S. Liu and L. Xia (Eds.): ADHIP 2020, LNICST 347, pp. 182–192, 2021.
https://doi.org/10.1007/978-3-030-67871-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_17&amp;domain=pdf
https://doi.org/10.1007/978-3-030-67871-5_17


operation environment of the new system. Through the definition of transmission data
congestion, the possible congestion in the network is classified, and then the appro-
priate network congestion control mode is selected according to the specific judgment
results, so as to realize the software operation environment of the new system. Com-
bined with the structure of software and hardware, the design of network congestion
control system based on random detection algorithm is completed. This method can
reduce the network congestion delay, but can not solve the problem of uneven dis-
tribution of master nodes. In reference [4], a congestion control algorithm for computer
networks with multiple delays is proposed, and a mathematical model of the congestion
control system for computer networks is established. Based on the optimal control
theory, an optimal congestion control algorithm for multi delay computer networks
based on active queue management is proposed. By solving the linear matrix Riccati
equation, the state feedback control law is obtained to achieve the optimal performance
index. This method can improve the network congestion tracking effect, but the total
amount of congestion data is large.

With the progress of science and technology, how to better control the congestion
of short-term networks has become the main research direction. The existing control
technology makes use of the idea of cloud platform to build an embedded real-time
micro-framework, and realizes the timely elimination of congestion network data
through the active response of the database. However, this method can solve the
congestion data relatively limited, and can not make the host node maintain a uniform
distribution state for a long time. In order to solve the above problems, a new type of
short-term network congestion active control system based on artificial intelligence is
designed. From the aspects of software and hardware, the position information of the
control node is defined, and a number of hardware operation modules such as network
motor are added. And in the follow-up application process, the effectiveness of the new
system is verified.

2 Hardware Design of Short-Term Network Congestion
Active Control System

On the basis of the congestion main control framework, the network control motor
module and the short-term congestion node are designed to complete the hardware
operation environment of the active control system, and the specific operation method
thereof can be carried out according to the following steps.

2.1 Network Congestion

Network congestion is a kind of network state. When the load in the network is too
low, the data packet transmitted by the network increases with the increase of the
network load. When the network load increases to a certain stage, the network reaches
the maximum transmission capacity and reaches the optimal state. Along with the
rising of the network load is the ideal state of network, network transmission of data is
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also increasing, but this is clearly impossible, when the network load increasing, the
network will enter a state of congestion, the network load transfer, the greater the
network congestion state, the corresponding data transmission group showing a neg-
ative correlation, began to decrease. The state of the network is shown in Fig. 1.

Network is a multi - to - one transmission network. In the process of wireless
network operation, data fusion, classification and other computing processes are nee-
ded, but the processing speed of sensor nodes is very low, so there is a certain pos-
sibility of cache overflow. When a sudden event occurs in the WSN, a large number of
data streams are generated, and the cache space and available bandwidth of the output
stream of these sensor nodes are limited. Meanwhile, the environment also interferes
with the network, so the network cannot timely forward the groups in the cache and
thus cause congestion. Unbalanced distribution of network resources and network
traffic will also increase the probability of WSN congestion.

In summary, the root cause of WSN congestion is the insufficient maximum
transmission capacity of the network. Shared bandwidth resources, limited node cache
space and multi-hop communication mode all limit the network transmission capacity.
The excellent control algorithm can detect the congestion in time and control the
congestion, which can prolong the life cycle of the network and take into account the
fairness of the network. Due to the particularity of network application, the network
congestion algorithm needs to be specially optimized according to the needs of special
occasions, and in-depth research needs to be carried out around the two cores of WSN
congestion control algorithm, congestion detection and congestion processing.
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Fig. 1. State of network
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2.2 Design of Congestion Control Framework

The congestion control framework of the new network system consists of two main
parts: microcontroller and core application platform. Among them, the microcontroller
can capture the basic connection of the network during the short-term execution time,
and establish the mapping space of the network congestion data with the support of the
specific hardware IP. According to the existing form of the data, the function model
suitable for the data is determined, and the data acquisition operation before the
operation of network control processing is completed. The core application platform
contains a large number of system connection protocols, and each protocol maintains a
one-to-one correspondence with each congestion state data [5, 6]. In order to ensure the
short-term network can have a strong ability of timely feedback in artificial intelligence
environment, DSP detection equipment is added between the microcontroller and the
core application platform in the main control framework of the system. Normally, the
detection results are always verified, and the active transmission of the data is always
maintained at a higher level. When the detection results are negative, the DSP device
takes advantage of its self-regulating function to speed up the operation of the feedback
operation. To achieve the purpose of maintaining high efficiency of data transmission.
The network congestion control framework is shown in Fig. 2.

2.3 Network Control Motor Module Design

The network control motor module is connected with a system microcontroller by a
remote terminal, and the module is used as a core device by an external motor with a
plurality of rated voltages of 380 V and a rated current of 8.4 A. In order to avoid the
phenomenon of insufficient power supply of the system, each external motor is con-
nected with a remote electric quantity control device of the DSP. When the short-term
network begins to execute the operation instructions, the system enters the active
control state, at which time all hardware universal processing layer devices are in
standby state. With the increasing running time of the system, the remote terminal
processor begins to sense the power request of the system and sends the request to the
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multi-DC control motor through the incoming device [7–9]. And when the real-time
control chip of the motor module senses the request, the real-time control chip of the
motor module issues an opening instruction to the connection general switch to enable
the network to control the motor module to enter the continuous power supply state.
The specific module structure of which is shown in Fig. 3.

2.4 Short-Term Congestion Node Design

On the basis of the main control framework of the system, the short-term congestion
node establishes the service connection between the network terminal and the active
control client by integrating the three transmission protocols of CAN, UART, SRAM.
When the system input module collects the execution state data of the short-term
network congestion, the related operation module will change the number of real-time
control nodes of the connected system according to the real-time feedback information
of the input system. With the delay of the running time of the system, the congestion
control data collected by the system input module also increases. In order to ensure that
each data can be effectively recorded, the number of short-term control nodes of the
system must also increase. All three transport protocols of CAN, UART, SRAM have
high data dependency. A large number of short-term network congestion control state
data are connected to real-time control nodes under the three protocols mentioned
above, which improves the feedback efficiency of the system to a certain extent [10,
11]. When the network congestion control state changes, the feedback data received by
the relevant operation module also changes. In order to ensure the stable running state
of the system, the control motor in the congestion active control framework structure is

Fig. 3. Structure diagram of network control motor module
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not affected. Under the regulation of real-time control node, it is always in the state of
variable frequency power supply, and the output current and voltage amplitude are
always proportional to the number of nodes.

3 Software Design of Active Control System for Short-Term
Network Congestion

According to the definition of artificial intelligence control node, congestion packet
burst mechanism is determined, logical control standard is perfect operation flow,
software running environment of the system is built, and the hardware operation
conditions are combined and stable. To realize the short-term network congestion
active control system based on artificial intelligence running smoothly.

3.1 Definition of Artificial Intelligence Control Node

Artificial intelligence control node (AI) means that when congestion occurs in short-
term network, the congestion can be alleviated by increasing the supply of resources in
the congestion area, that is, forming an additional path to share the load on the original
path. After congestion occurs, multiple paths are established for data transmission, and
the new paths are removed after congestion relief. This node control method costs a
large amount of storage and communication, and the start-up time is long. When
routing is established, two forwarding nodes are configured for each node, the default
parent node and the alternate parent node [12]. When a node sends data, the alternate
parent node listens for and caches packets. Once the default parent node becomes
congested, the alternate parent node forwards the received packet. This method is
simple, but the spare parent node consumes more energy. Priority mechanism is a
method to alleviate congestion by first transmitting, delaying or dropping packets
according to the importance of packets after congestion is detected. According to the
idea of priority scheduling, the data is divided into three kinds of priorities. When
congestion occurs, data with the highest priority is sent first. The nodes with high
priority can get more speed and bandwidth by assigning different priority to the data
stream. The purpose of the protocol is to ensure the transmission effect of high-priority
data on the main path. After the congestion is detected, the low-priority data is for-
warded through other paths to alleviate the congestion on the main path. Let U rep-
resenting the artificial intelligence identification condition of the control node, w
represents the maximum order of magnitude parameter of the control node, simulta-
neous U, w results of the definition of the artificial intelligence control node can be
represented as:

k ¼ U � ðqt
w

þ pÞ ð1Þ

Where q area range coefficient representing congestion for short-term networks, t
represents the basic congestion vector, p represents congestion control conditions.
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3.2 Determination of the Transmission Mechanism of the Congestion
Package

When the data congestion occurs in the short-term network, the control node listens to
the busy situation of the surrounding media through the carrier sensing mechanism. If
listening to the channel state is busy, the sending node delays sending data until the
channel state is idle. If the monitored channel state is idle, in order to avoid conflicts
and collisions with other nodes sharing the channel, the node enters a random Backoff
state before sending network congestion data. The competitive window value has an
important effect on the Backoff time, and thus realizes the active control and adjustment
of congestion behavior [13–15]. When congestion occurs, multiple packets are cached
in the cache queue of the node that occurs congestion. These congestion data nodes use
the congestion control mechanism of packet burst to make the detected congestion
node compete to the channel. In the current cycle, multiple packets can be sent con-
tinuously. According to the congestion condition, the node determines the number of
continuous control instructions sent by the node in a working cycle. Let y control
parameters representing packet burst mechanism, e on behalf of congestion control
coefficient, the simultaneous formula (1) can express the result of congestion packet
burst mechanism as follows:

R ¼
k

ffiffiffiffiffiffiffiffi

yd� fj j
se

q

g2
ð2Þ

Where g represents a shared condition for short-term network congestion data,d rep-
resenting the underlying control of the packet burst mechanism, fj j represents the
maximum capacity of the congestion control channel,s represents the maximum active
control vector of a short-term network.

3.3 Perfect Logical Control Standard

Short-term networks do not have a separate transport layer. The functions of current
transport protocols, such as reliable transmission and congestion control, are transferred
to applications, supporting libraries and forwarding policy modules. When the appli-
cation needs reliable transmission, the application itself or its support library monitors
the status of the sent interest packets and retransmits them if necessary. Logical control
standards can be used for congestion control. This control standard means that a
network congestion packet forwarded across a link causes the link (in the opposite
direction) to forward a packet that matches it, because the PIT records the incoming
port of the interest packet. When a router receives a matching packet, it forwards the
packet to the incoming port of the interest packet based on the information recorded in
the PIT. Unlike TCP/IP, where the terminal is responsible for security, the publisher of
logical control standard content encrypts and signs each packet to directly protect the
data itself. The publisher’s signature ensures the integrity of the data, which enables the
user to determine the origin of the data and separate the user’s trust in the data from the
manner in which the data is obtained and the location of the data. Let b representing the
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logical coefficient condition of a short-term network, the simultaneous formula (2)
defines the logical control criteria as:

M ¼ R
X

c

x¼1

½bðLkÞþG� ð3Þ

Where c, x represents the top of the system control domain, L representing data
congestion molecules in short-term networks, k representing the initiative control
factor, G represents the fault-tolerant vector of the system channel. The design of short-
term network congestion active control system based on artificial intelligence is
completed by integrating all the above-mentioned numerical and hardware execution
conditions.

4 Experiment and Discussion

In order to verify the practicability of short-term network congestion control system
based on artificial intelligence (AI), a comparative experiment is designed as follows.
Supported by the basic platform of Linux, two virtual computers with the same con-
figuration are used as the experimental objects, and recorded in the same experimental
environment, after applying the new active control system and the common control
technology, respectively. The change of data parameters in short-term network envi-
ronment, the former as the experimental group and the latter as the control group.

4.1 Pre-experimental Preparation

For the sake of authenticity, the configuration of relevant experimental equipment and
preparation of experimental parameters can be completed according to the following
Table 1.

In order to ensure the authenticity of the experimental results, the experimental
group and the control group always keep the same experimental parameters.

Table 1. Lab preparation table

Experimental parameters Numerical
condition

Experimental
parameters

Numerical
condition

Classification of simulation
platform

Linux Foundation
Platform

Experimental time 100 min

Control Node Distribution
Coefficient

0.69 Basic congestion
coefficient

0.43

Maximum Distribution
Uniformity

About 70% Limit congestion
data volume

7.59 � 109T
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4.2 Total Congestion Data Comparison

Under the condition that the basic congestion coefficient is equal to 0.43, 100 min is
used as the experimental time to record the change of the short-term network con-
gestion data after the application of the experimental group and the control system. The
experimental comparison details are shown in Table 2.

It can be seen from Table 2 that when the experimental time is 10 min, the total
congestion data of the experimental group is 3.42 � 109T, and that of the control group
is 7.12 � 109T。When the experiment time is 50 min, the total congestion data of the
experimental group is 3.03 � 109T, and the total congestion data of the control group
is 7.28 � 109T. When the experimental time is 80 min, the total congestion data of the
experimental group is 3.24 � 109t, and the total congestion data of the control group is
7.55 � 109T. The total congestion data of the designed system is significantly lower
than that of the control group. With the increase of experimental time, the total amount
of short-term network congestion data in the experimental group shows a trend of
decline, rise, decrease and stability, and the average level in the whole experimental
process is far below the ideal maximum value. The total amount of short-term network
congestion data in the control group showed an upward trend, and the maximum value
of the whole experiment was 7.79 � 109T, which was much higher than that of the
experimental group.

4.3 Comparison of Distribution Uniformity of Main Control Nodes

Under the condition that the distribution coefficient of the control node is equal to 0.69,
the change of the distribution uniformity of the main control node is recorded in the
experiment group and the control group by using 100 min as the experimental time and
the control system respectively. The details of the experiment are shown in Fig. 4.

Table 2. Total congestion data comparison Table

Experimental
time/(min))

Control group total
congestion data/(�109T)

Total congestion data volume of
experimental group/(�109T)

10 7.12 3.42
20 7.15 3.21
30 7.19 3.18
40 7.23 3.07
50 7.28 3.03
60 7.36 3.35
70 7.47 3.36
80 7.55 3.29
90 7.64 3.24
100 7.79 3.24
Average value 7.38 3.24
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Figure 4 shows that the distribution uniformity of the main control nodes in the
experimental group keeps a high level all the time, and the maximum value of 76.26%
exceeds the ideal extreme value of 70%. The distribution uniformity of the main
control nodes in the control group was relatively low, and the maximum value was only
36.75%, which was much lower than that of the experimental group.

5 Conclusions

The short-term network congestion active control system based on artificial intelligence
aims to reduce the total congestion data and improve the distribution uniformity of the
master node. It fully connects hardware execution devices such as motor modules, and
determines the packet burst mechanism based on the definition of control nodes. The
following conclusions can be drawn from the experiment.

(1) When the experimental time is 80 min, the total congestion data of the experi-
mental group is 3.24 � 109T, and the total congestion data of the control group is
7.55 � 109T. The total congestion data of the design system is significantly lower
than that of the control group, which shows that the system in this paper can
effectively reduce the total congestion data.

(2) The distribution uniformity of the main control nodes of the system in this paper
always keeps a high level, the maximum value of 76.26% exceeds the ideal
extreme value of 70%, indicating that the distribution uniformity of the master
nodes in this system is high.

From the perspective of practical application, the system has higher coordination
ability and higher application and promotion value.

Fig. 4. Comparison of master node distribution uniformity
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Abstract. Due to the limitation of the control method during the conventional
simultaneous arrival control drone, a certain deviation is caused. In order to
solve such problems, a research on the decentralized control method of simul-
taneous arrival drone based on big data analysis is proposed. Fusion of
decentralized information is achieved through information filtering. Based on
this, decentralized coordination of formations is controlled. The optimal path
and convergence speed are calculated by calculation. Decentralized control
methods are implemented through communication delay constraints. The pro-
posed method is used for simulation experiments and it is found that the method
can effectively reduce the error, which fully proves the feasibility of the control
method.

Keywords: Large data analysis � UAV � Decentralized control

1 Introduction

With the advent of the era of big data, big data analysis has also emerged. Big data
analysis refers to the analysis of large-scale data. Big data has the characteristics of
large amount of data, fast speed, multiple types, value, and truth. Big data is the hottest
vocabulary of the IT industry, and the subsequent use of data warehouse, data security,
data analysis, data mining, etc., around the commercial value of big data has gradually
become the focus of profit sought by industry professionals [1]. Nowadays, big data
analysis technology has been applied in many fields, and certain results have been
obtained. For example, by predicting demand to help enterprises deal with practical
problems, in recent years, enterprises need to not only acquire customers, but also
understand customer needs in order to improve Customer experience and develop long-
term relationships. By sharing data, customers lower the privacy level of data usage,
expecting companies to understand them, form corresponding interactions, and provide
a seamless experience at all touch points. With the popularization of big data analysis
technology, it is gradually adopted by the country’s work and business, and the
application of drones is becoming more and more extensive. UAVs are unmanned
aircraft operated by radio remote control equipment and self-provided program control
devices, or operated completely or intermittently autonomously by onboard computers.
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When multiple drones are operating at the same time, many problems will arise due to
improper coordination. For example, multiple drones often need to reach the same or
different target locations at the same time when completing tasks in coordination, or
multiple drones taking off from different locations. UAVs gather in a certain position to
form a close formation. This problem has been studied in many fields. However,
compared with other hardware facilities, UAVs have their unique characteristics and
applications. They move in three-dimensional space. It has a positive speed limit and
cannot stop waiting or retreat. You can increase the path length by circling flight, and
you can also adjust the flight speed within its allowable range. Reference [2] proposes a
UAV control method based on acceleration feedback enhancement. This method
introduces angular velocity and linear velocity feedback control on the basis of the
original controller structure of the UAV to improve the disturbance suppression
capability of the UAV. However, the control effect of this control method still needs to
be further improved.

In order to solve the problem of the simultaneous arrival of UAVs, a decentralized
control method is introduced. It adopts the basic design ideas of decentralized control,
centralized operation and management, and adopts a multi-level hierarchical, cooper-
ative and autonomous structure. Its main feature is its centralized management and
decentralized control. The simultaneous arrival of multiple drones is a typical collab-
orative control problem, which usually includes two aspects of research content: one is
path planning, that is, the path is planned for each drone under the conditions of
environmental constraints and collaborative constraints; the other is trajectory Control,
that is, by controlling the heading and speed of the UAV to make the UAV reach the
target position along the planned path at the same time. This method can obtain the
global optimal solution, but it is essentially a centralized control method. When cal-
culating coordination variables, the coordination function information of all UAVs
must be obtained. When some UAVs are affected by sudden threats, they must re-
coordinateroute plan.

2 Design of Decentralized Control Method for UAV

It is assumed that in a certain mission, n UAVs are expected to arrive at a predeter-
mined k target positions at the same time, of which n� k� 1. The initial position of
UAV is the actual position of its current time, which may be arbitrarily distributed in
space. Each UAV has and only has a definite target position. The target positions of
different UAVs may be the same or different. In addition, it is assumed that UAV can
obtain information about threats and obstacles (no-fly zone) in advance or in real time,
and can independently plan the path offline or online, and give real-time estimates of
the path length, and can autonomously fly along the planned path. The goal of multi-
UAV simultaneous arrival is to find a control method or strategy to achieve the above
tasks, and try to avoid the impact of adverse factors, such as path errors, sudden threats
and so on. Seven of them have to reach two targets at the same time in order to attack
two targets at the same time. In the process, UAVs have to avoid threats and no-fly
zones [3]. Because the flight path and speed of UAV are not fixed, it can be guaranteed
to arrive at the same time by adjusting the path length and flight speed. The UAV is
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regarded as a particle moving in two-dimensional plane without considering the change
of flight altitude. The simplified motion model of UAV is taken as follows:

xi
yi
hi

0
@

1
A ¼

cos hi
sin hi
0

0
@

1
Avi þ

0
0
1

0
@

1
Axi; i 2 f1; 2; . . .; ng ð1Þ

Among them, i 2 f1; 2; . . .; ng is the UAV number, xi; yið Þ is the position of UAV i,
and hi is the direction angle of UAV i. The control input variables are linear velocity vi
and angular velocity xi of UAV i. Let ri ¼ xi; yið Þ; ui ¼ uxi; uyi

� �
, the system kine-

matics equation can be linearized by feedback, and the system model in the form of first
order integral can be obtained.

xi
yi

� �
¼ uxi

uyi

� �
ð2Þ

ui is the virtual control input of UAV. The relationship between the virtual control input
and the actual control input variables is as follows:

vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2xi þ u2yi

q
ð3Þ

xi ¼ uxi�uyi � uyi�uxi
u2xi þ u2yi

ð4Þ

The decentralized control structure of multiple UAVs relying only on local infor-
mation interaction is shown in Fig. 1, where hiði 2 VÞ is the coordination variable of
the i UAV, and each UAV receives only the coordination variable information of its
neighbors.

Fig. 1. Decentralized control structure
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In the decentralized control structure shown in Fig. 1, all UAVs are equally
positioned and connected by directed communication connections [4]. Among them,
the lowest UAV module represents the UAV entity, which is the control object of the
autopilot and outputs state information to the outside. The autopilot module AP rep-
resents a flight control system with heading and speed maintenance functions. It pro-
vides an instruction interface to the coordination module CCM and the path planner
module PP. The path planner module can carry out path planning according to UAV
status and environmental information, and output course angle instructions to the
autopilot module to enable UAV to fly along the planned path, and output the estimated
value of the remaining path length at the current time to the coordination module.
Coordination module receives all neighbors’ coordination variable information, then
calculates speed instructions based on consistency algorithm and outputs them to
autopilot module, and updates local coordination variables.

2.1 Decentralized Information Fusion

For the decentralized control of UAV, first of all, the flight information of all the target
UAVs that need to arrive at the same time needs to be collected, counted and processed
in a unified way. The UAV parameters to be counted are shown in Table 1.

The basic information of UAV is fused by information filtering. According to the
type and characteristics of information, the information is divided into linear analysis
and nonlinear analysis. The linear information is expressed as:

Table 1. UAV information fusion parameters

Parameter Specific information

Aircraft model Wing Flying Kenong A6-160 Agricultural Plant Protection UAV, Phantom
3 SE, Mapping Eagle Trimble UX5, etc.

Flight Mode GPS mode: suitable for beginners. Fixed-point positioning, attitude mode:
NAZA is not equipped with GPS, can only fly in this mode. Usage rate is
general, can not be fixed point but can be set high. The attitude needs to be
revised to suit players with certain flight experience.
Manual mode: can determine whether the center of gravity of the aircraft is
appropriate, legend can rescue aircraft, or experienced experts for 3D flight,
few people use. No fixed point, no automatic attitude correction

Fuselage
parameter

Including aircraft type, reserve weight, wingspan, wing area, geometric
size, airframe material, etc.

Battery Including battery type and battery power
Flight
parameters

Supporting flight time, average flight altitude, flight speed range, historical
flight path, wind resistance, etc.

Take off and
land

Including takeoff type, takeoff speed, landing type, landing speed, etc.

DTM Point spacing, plane accuracy, elevation accuracy, etc.
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xðkÞ ¼ FðkÞxðk � 1ÞþGðkÞwðkÞ ð5Þ

Among them, x(k) pseudo-weir state vector; F(k) is state transfer matrix; G
(k) pseudo-noise input transfer matrix; w(k) pseudo-zero mean uncorrelated Gauss
white noise; Q(k) pseudo-noise variance matrix. Nonlinear information is expressed as:

zðkÞ ¼ hðkxðkÞÞþ vðkÞ ð6Þ

Among them, Z(k) is the measured value; V(k) is zero, variance is R(k) Gauss white
noise; h() pseudo-nonlinear measurement model.

Kalman filter obtains target state estimation v2 variance P, while information filter
obtains information state y and Fisher information Y satisfying relation.

y ¼ P�1x ð7Þ

Y ¼ P�1 ð8Þ

IðkÞ ¼ HTðkÞB�1ðkÞHðkÞ ð9Þ

iðkÞ ¼ HTðkÞR�1ðkÞðzðkÞ � hðxðkjk � 1ÞÞÞþHðkÞxðkjk � 1Þ ð10Þ

Among them, i(k) is the information state distribution of the observation vector Z
(k), and I(k) pseudo information matrix. i(k) and I(k) are only related to the target state
dimension, but not to the sensor measurement dimension. When updating yðkjkÞ and
YðkjkÞ, the decentralized information fusion algorithm considers not only the I(k) and
i(k) of the UAV itself, but also the communication information of the nearby UAV. The
decentralized information fusion algorithm based on information filtering can fuse the
information of other UAVs through simple algebraic sum, so it has good scalability,
heterogeneity and dynamic reconfigurability. The information filtering algorithm has
good robustness to the selection of initial values. When the exact initial statistical
characteristics of the system are not obtained, the small non-zero initial values can be
selected to calculate iteratively, thus overcoming the problem that Kalman filtering
algorithm is sensitive to the selection of initial values [5].

2.2 Decentralized Coordination Control of Formation

During the flight, UAV members will join at any time, and UAV exits due to single
point failure. In this case, all UAV equipment need to be reconciled and formed in time
to ensure that all UAVs can arrive at the same time. This decentralized coordination
control is divided into the decentralized coordination within the formation and the
decentralized coordination between the formation. Its principle is shown in Fig. 2.
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Suppose htðtÞði ¼ 1; 2; � � � ; nÞ is the coordinated information of the i platform at
t-time, i.e. the coordinated variable, if satisfied:

lim
t!1 hiðtÞ � hjðtÞ

�� �� ¼ 0 8hið0Þ; hjð0Þ; i; j 2 n
� � ð11Þ

Platform i and platform j are respectively called information pairs. The results are
consistent. Decentralized coordination strategies are as follows:

hiðtÞ ¼ � 1P
j2X4ðtÞ

aijðtÞgijðtÞ �
X
j2XiðtÞ

aijðtÞgijðtÞ htðtÞ � ht t � sij
� �þ vij

� 	
 � ð12Þ

Among them, XiðtÞ is the set of all platforms that send information to the platform i
at t-time; gijðtÞ is the communication topology at t-time; aijðtÞ[ 0 is the reliability or
importance of transmitting information from the platform j to the platform i at t-time;
and sij is the communication noise between the platform j and the platform i. The
distributed information coordination process of platform system is essentially an
achievable condition of dynamic decentralized coordination consistency and conver-
gence speed, which are related to communication topology, communication noise and
so on [6]. Decentralized coordination among formations is the coordination between A
and B in Fig. 2, which is deduced according to the mode of decentralized coordination
within formations. In Fig. 1, A and B are the root nodes of the internal communication
topology of Formation A and B, and the communication between Formation A and B is
realized by the communication between Platform A and B.

2.3 Optimal Path Selection

After the formation of UAVs, the path of each UAV is planned separately. There are
several principles to follow when planning the route: no overlap with other UAV flight
paths; no roadblocks on the route. On the basis of these principles, the direction of
flight is determined, and the path is calculated. On the basis of not violating the
principle, the route with less energy consumption is chosen as far as possible, that is,
the path with shorter distance. Considering the characteristics of fixed-wing UAV, a
decentralized formation flight control strategy based on information consistency and
relative position control is proposed under the assumption that the position, velocity
and course of UAV are almost the same at the initial time.

Fig. 2. Principle of decentralized
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vci ¼ �vci diDv
c
i ð13Þ

wc
i ¼ �wc

i diDw
c
i ð14Þ

The decentralized formation flight control strategy consists of two parts, one is vci
and wc

i , which synchronize speed and course using relative velocity and course
information between UAVs, the other is Dvci and Dwc

i which use relative position
information between UAVs to form and maintain formation. In the formula, di 2 f0; 1g
is a binary switching variable and is defined:

When di ¼ 0, only position and course are synchronized, and formation control is
not started; when di ¼ 1, both position and course are synchronized and formation
control is started.

When di ¼ 0, vci ¼ �vci wc
i ¼ �wc

i the aim is to make the flight speed and heading
angle of all UAVs converge. For this purpose, the following decentralized heading
synchronization control is given:

�vci ¼ vi þ 1
av;i

X
j2Ni

aij vj � vi
� � ð15Þ

�wc
i ¼ wi þ

1
1þ Nij j

X
j2Ni

wj � wi

� � ð16Þ

It can be seen from the formula that the velocity command �vci of the first UAV and
the heading angle command �wc

i are only related to its neighbors, and can be obtained
only by obtaining the relative speeds and heading angles of all neighbors. If the
neighborhood set is empty, the speed and heading angle of the UAV will remain
unchanged [7]. It can be seen that the formula is a decentralized control strategy using
only local relative state information feedback.

Given course angle command vci , the first UAV can turn from the current course
angle to the command course angle clockwise along path 1 or counter-clockwise along
path 2. In the graph, the deflection angle along path 1 is less than p, which is expected,
while the deflection angle along path 2 is greater than p, which is not expected. In order
to make UAV fly along the planned route in practical application, sometimes it is
necessary to introduce external reference signal or virtual Leader. When UAV is far
from the target position, try to adjust the path length through path planning so that it
can fly at the appropriate speed, so as to retain a large margin of speed adjustment and
better respond to path errors and sudden threats. When the UAV approaches the target
position, the speed control is the main method, which can ensure the precise and
simultaneous arrival.

2.4 Convergence Rate Calculation

In the minimum control speed in the air, both the longitudinal and lateral control of the
aircraft are involved. The UAV must not only meet the conditions of simultaneous
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arrival, but also be higher than the minimum flight speed. The angular velocity of flight
is expressed by formula (17):

v� Vffiffiffiffiffiffi
nW

p ð17Þ

The V is the speed obtained at the first maximum when the acceleration of the
elevator is less than 11 s per knot and the load coefficient of the aircraft is corrected to
the speed obtained at the first maximum. n is found overload coefficient in track
coordinate system at V. w is the weight of the aircraft, in units of N. S is the aero-
dynamic reference area of the wing. The initial trimming speed of the aircraft is not less
than 1.13 V. The calculation method of convergence rate can be obtained. Preliminary
estimates of the stall speed of the aircraft are as follows:

v ¼
ffiffiffiffiffiffiffiffiffi
2W
qSC

s
ð18Þ

Among them, q is the air density and C is the critical lift coefficient of the aircraft.
The trim angle of attack, throttle and elevator deflection of the UAV flying straight and
flat at 1.13 V are calculated. Keeping the throttle unchanged, the final convergence
speed can be obtained by deviating the elevator from the balancing position by one
degree.

2.5 Communication Delay Constraints for Decentralized Control

From the time when UAV updates the coordination variable to the time when its
neighbors use the coordination variable information to calculate the speed command,
there must be a time difference, which is equivalent to introducing a time delay to the
coordination variable [8, 9]. The time delay is determined by computing time, computing
period and transmission time. The effect of time delay is equivalent to introducing
deviation, which prevents UAV from arriving at the same time. Reducing the calculation
period, predicting and compensating can weaken the effect of time delay [10].

UAV2 makes its flight speed far away from the limit by hovering flight. UAV also
changes its flight speed and increases its speed adjustment margin [11, 12]. When a
sudden threat occurs, four UAVs still reach the target position at the same time.

3 Simulation Experiment

In order to verify the effectiveness of the decentralized flight control method for UAV
arriving at the same time, simulation experiments are carried out. In order to ensure the
uniqueness of the test variables, assuming that all UAV models are the same, they have
the same characteristic parameters and initial states as shown in Table 2.
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In order to ensure the rigor of the test, the error in the x direction is counted and
compared with that in the experiment without the control method. The results are
shown in Fig. 3.

It can be seen from the simulation results that the decentralized control method has
a significant impact on the UAV target results and error convergence. The error in the x
direction is divided into positive and negative directions. At the beginning of the flight,
there will be a certain error value regardless of whether the method is used. The error
value will gradually become smaller as the flight time passes, but the decentralized
control method is adopted. The error can be adjusted to near the normal value within
2 s, and it can be maintained until the error value is approximately equal to 0.

In order to obtain more comprehensive experimental results, under the above
experimental conditions, the convergence rate is used as the experimental comparison
index to compare the method. The comparison results of the convergence rate of the
proposed method and the comparison method are shown in Fig. 4.

Table 2. Characteristic parameters and initial states of a UAV

UAV1 UAV2 UAV3 UAV4

Position (m, m) (0, 0) (−1000, 2000) (1000, 1000) (1000, 0)
Speed (m/s) 165 212 198 201
Heading angle rad p=4 p=6 3p=8 p=8
Minimum flight speed 150 150 150 150
Maximum speed of flight 250 250 250 250
Minimum acceleration −8 −8 -8 -8
Maximum acceleration 8 8 8 8

Error in X direction
-4

-2

0

-8

-6

2

4

2 4 6 8 10 120

Time(s)

Adopt decentralized control method

No decentralized control method

Fig. 3. Experimental comparison of decentralized control methods
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It can be seen from Fig. 4 that under the decentralized control method, the con-
vergence rate control effect is better, indicating that the decentralized control method
has a better control effect, while the convergence results of the decentralized control
method are very unsatisfactory and time-consuming long. Therefore, it fully shows that
the performance of the proposed decentralized control method is highly improved.

4 Conclusion

Only relying on the decentralized control structure of local information interaction
reduces the need and difficulty of communication, and avoids single point failure. The
combination of path planning and speed control can achieve complementary advan-
tages, better cope with the impact of adverse factors such as path errors and unexpected
threats to ensure that UAVs can arrive at the same time, and also has a certain feasi-
bility in practical work.

Acknowledgments. The Henan Science and Technology Department Foundation of China
under Grant No. 172102210114.
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Hyperspectral Recognition and Early Warning
of Rice Diseases and Insect Pests Based

on Convolution Neural Network
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Abstract. The traditional method of disease and pest recognition uses SVM to
classify and recognize the image. Because of the large training convergence
error, the recognition accuracy is not high. In view of the above problems, the
paper studies the method of rice hyperspectral pest identification and early
warning based on convolution neural network. By reducing the dimension of the
collected spectral image, we can get more image information and extract image
features. Based on alexnet, the structure of convolutional neural network is
designed. The recognition database was established by collecting the spectrum
images of rice diseases and insect pests, and the convolution neural network was
trained by transfer learning, so as to realize the recognition and early warning of
rice diseases and insect pests. The experimental results show that the conver-
gence error of the method based on convolution neural network is small and the
recognition accuracy is higher.

Keywords: Convolution neural network � Rice diseases and insect pests �
Hyperspectral imaging � Recognition and early warning methods

1 Introduction

For agricultural production, the outbreak of crop diseases and insect pests has a great
impact on the yield. However, the traditional detection methods mainly rely on per-
sonal experience and visual observation of the traditional methods of pest control, with
high rate of misjudgment and poor real-time performance, which can not meet the
needs of pest control. It is a new demand for the development of agriculture to find an
accurate, fast, efficient and automatic method for identification and detection. With the
development of information technology, image processing technology has been applied
to the detection of crop diseases and insect pests, which has become one of the main
ways to replace artificial identification. In addition, through the combination of artificial
intelligence and other emerging knowledge, the detection of crop diseases and insect
pests has the accuracy, convenience and intelligence, which brings a lot of convenience
for the detection of crop diseases and insect pests, and increases the timeliness [1].

Hyperspectral resolution remote sensing is a technology to obtain a lot of very
narrow spectral continuous image data in the visible, near infrared, mid infrared and
thermal infrared band of electromagnetic spectrum, which can be used for ground
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object recognition. As a new technology, hyperspectral remote sensing develops
rapidly, and its application in agriculture has also been studied deeply. Plant reflectance
is related to physiological and biochemical characteristics, light, background and
surrounding environment. The spectral characteristics of plants in visible and near-
infrared bands are related to the growth and morphological characteristics of specific
plant species [2]. After crops are damaged by diseases and insect pests, the leaf color,
leaf and plant properties, physical structure, pigment content, etc. will change, which
may lead to changes in spectral information. Hyperspectral technology provides a
potential solution for the detection of the degree of pests.

Convolutional neural network is a variety of multi-layer perceptron. Compared with
general neural network, convolutional neural network can directly process the two-
dimensional matrix of image, and has outstanding performance in image processing
[3]. Based on the above analysis, this paper will study the hyperspectral recognition
and early warning method of rice diseases and insect pests based on convolution neural
network.

2 A Method of Hyperspectral Recognition and Early
Warning of Rice Diseases and Insect Pests Based
on Convolution Neural Network

2.1 Rice Hyperspectral Dimensionality Reduction

In order to realize the hyperspectral recognition and early warning of rice diseases and
insect pests, this paper uses the high-resolution spectral imaging system of UAV to
collect the rice spectral image of the object area. After the rice spectral image is
collected, because of the large amount of spectral data information collected, each
spectral curve can be regarded as high-dimensional vector information, and multiple
spectral curves constitute a high-dimensional vector space. In order to obtain the detail
data of hyperspectral image, the dimension of hyperspectral image is reduced.

The multiscatter correction of hyperspectral image is carried out before dimension
reduction. Multiple scattering correction is mainly to eliminate the scattering effect
caused by the uneven distribution of particles and particle size. It can effectively
eliminate the shift and shift of a line caused by the scattering effect between samples
and improve the signal-to-noise ratio of the original absorbance spectrum. The cal-
culation formula of multiple scattering correction is as follows [4]:

�x ¼ 1
n

Xn
i¼1

xi

xi ¼ ai þ�xbi

xi;MSCð Þ ¼ xi � ai
bi

8>>>>><
>>>>>:

ð1Þ
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In the above formula, �x is the average spectrum,xi is the collected hyperspectral
image, n is the number of images, ai is the translation amount of hyperspectral curve, bi
is the relative offset coefficient, xi;MSCð Þ is the corrected spectrum. After the hyper-
spectral correction of rice, in order to eliminate the measurement impact caused by
spectral rotation, derivative algorithm is used to deal with Hyperspectral [5]. The
derivative is calculated as follows:

dy
dk

¼ qj � qi
Dk

¼ qj � qi
j� 1

ð2Þ

In the above formula, q is fluorescence intensity, spectral wavelength difference Dk,
and hyperspectral wavelength i; j. After the hyperspectral dimension reduction pro-
cessing, through the dimension reduction processing can synthesize all aspects of rice
Hyperspectral Information, and make the information not overlapping. In this paper,
wavelet transform is used to reduce the dimension of rice hyperspectral.

The function w tð Þ of the basic wavelet is shifted e, and the inner product operation
is n performed with the signal x tð Þ to be analyzed at different scales [6]:

WTx n; eð Þ ¼ 1ffiffiffi
n

p
Z þ1

�1
x tð Þw � t � e

n

� �
dt ð3Þ

In the above formula, WTx n; eð Þ is the hyperspectral image after dimension
reduction processing. After the hyperspectral processing of rice, the characteristics of
the hyperspectral skin image are extracted.

2.2 Extraction of Hyperspectral Image Features

In this paper, vegetation index is used to extract spectral features. Vegetation index is a
combination of two or more wavelengths of surface reflectance to enhance a specific
feature or detail of vegetation. According to the information of spectral characteristics
of plants, for the main chemical components of plant leaves, pigment, water, carbon
and nitrogen, we can extract broad-band green degree, narrow-band green degree, light
utilization rate, canopy nitrogen, drought or carbon decay, leaf pigment, canopy water
content. These vegetation indexes can simply measure the number and growth status of
green vegetation, chlorophyll content, leaf surface canopy, leaf cluster, canopy struc-
ture, the utilization efficiency of vegetation for incident light in photosynthesis, the
relative content of nitrogen in vegetation canopy, the carbon content of cellulose and
lignin in dry state, the pigment related to stress in vegetation, and the canopy The real-
time diagnosis of vegetation growth can be realized by monitoring the content of water
content and so on. The available vegetation index is shown in the table below [7]
(Table 1).
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The convolution neural network structure is designed after extracting the curve
features of rice hyperspectral image.

2.3 Structure Design of Convolution Neural Network

The structure of convolutional neural network designed in this paper is similar to the
classical model alexnet, which is a very typical convolutional neural network model.
Alexnet is an eight layer network model, mainly composed of one input layer, five
volume layers, three full connection layers and one classification layer. In addition, the
first five convolution layers and the first two full connection layers will be followed by
the activation layer, using the activation function relu. The activation function is as
follows [8].

f xð Þ ¼ max 0; xð Þ ð4Þ

In the process of feature extraction of relu function, the amount of calculation is
less, and as an activation function, it will affect some neurons, enhance the sparsity of
neural network, speed up the convergence of neural network, and reduce the depen-
dence between parameters. In the convolution neural network designed in this paper,
the first activation layer and the second activation layer will be followed by the nor-
malization layer. The specific parameters are shown in the table below [9, 10]
(Table 2).

Table 1. Practical vegetation index

Serial number Name Descriptions

1 NVDI (Normalized
Difference Vegetation
Index)

The difference between the scattering of green
leaves in the near-infrared band and the
absorption of chlorophyll in the red band was
increased

2 Simple Ratio Index The ratio of the scattering of green leaves in the
near-infrared band to the absorption of
chlorophyll in the red band

3 Enhanced Vegetation
Index

Enhanced NVDI to address the effects of soil
background and atmospheric aerosols on dense
vegetation

4 Atmospherical1y
Resistant Vegetation
Index

Enhance NVDI to better solve the effects of
atmospheric scattering

5 Sum Green Index Sensitivity of global light scattering in the green
band range to canopy clearance

6 Photochemical
Reflectance Index

It is useful for estimating leaf carotenoids
(especially yellow pigment), leaf stress and
carbon absorption efficiency
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In the above table, the parameters of the accumulation layer have 4 dimensions,
which are expressed as n1 � n2 � n3 � n4, where n1 � n2 � n3 is the core size, and n4 is
the number of cores. For the all connected layer n, the number of neurons in its
parameters represents the number of neurons. The classification layer here is of softmax
type and has no parameters.

In the convolution neural network designed in this paper, the size of the input
image is 224 * 224 pixels. The size of convolution core of the first layer convolution
layer is 11 * 11 pixels, the step length is 4, and the number of convolution cores is 64.
Therefore, after calculation, 224�11

4 þ 1 � 55, the size of the characteristic image
obtained by the first layer convolution layer of 224 * 224 pixels is 55 * 55 pixels, and
the number of characteristic images is 64. After the processing of the activation layer
and the normalization layer, the characteristic image of 55 * 55 pixels is input to the
first pooling layer. 55�3

2 þ 1 ¼ 27, the size of the first pooling layer is: 3 * 3 pixels, step
size is 2, so after calculation: the size of the feature map obtained through the pooling
layer is 27 * 27 pixels. Next, the characteristic image of the 27 * 27 pixel is input into
the second convolution layer. The convolution kernel size of the second convolution
layer is: 5 * 5 pixels, the step size is 1, two zeros are added around, and the number of
convolution kernels is 256. Therefore, 27�5þ 4

1 þ 1 ¼ 26, after calculation, the size of
the characteristic graph obtained through the second layer is 26 * 26 pixels, and the
number of characteristic graphs is 256. The convolution kernel of the second convo-
lution layer is mainly used to extract the texture information of the visible image. After
that, the feature map with the size of 26 * 26 pixels is input to the second pooling
layer. The size of the second pooling layer is 3 * 3 and the step size is 2, so after
calculation, 26�3

2 þ 1 � 13, the output size of the second pooling layer is 13 * 13
pixels. Similarly, the third, fourth and fifth convolution layers represent the high-
dimensional information of the image. Finally, the feature map with the size of 6 * 6
pixels and the number of 256 is input into three fully connected layers, and finally
through the softmax classification layer, the classification results can be obtained. After
the structure of convolution neural network is determined, the convolution neural
network is trained by using the data set of diseases and insect pests [11, 12].

Table 2. Structure parameters of convolutional neural network

The sequence number of the layer The type of layer The parameters of the layer

1 Convolution layer 11 * 11 * 3 * 64
2 Convolution layer 5 * 5 * 64 * 256
3 Convolution layer 3 * 3 * 256 * 256
4 Convolution layer 3 * 3 * 256 * 256
5 Convolution layer 3 * 3 * 256 * 256
6 Fully connected layer 4096
7 Fully connected layer 4096
8 Fully connected layer 1000
9 Classification layer —
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In this paper, migration learning is used to train the designed convolutional neural
network. The training process is as follows:

(1) Select the convolution network which has been trained on the Imagenet dataset;
(2) The mature network is used to extract the features of the image samples, and the

4096 dimension features are extracted from the full connection layer of the 7th
layer as the input of the small-scale network to train the small-scale network;

(3) The mature network is used to extract the features of the image samples, and the
4096 dimension features are extracted from the full connection layer of the sixth
layer as the input of the small-scale network to complete the small-scale network
training;

The trained convolution neural network outputs the recognition results of rice
diseases and insect pests according to the fitting results of Gauss function according to
the rice diseases and insect pests collection in the recognition database. After the
convolution neural network is designed and trained, the rice disease and pest identi-
fication database is established.

2.4 Establish the Database of Disease and Pest Identification

In order to accurately identify rice diseases and insect pests with hyperspectral data, it
is necessary to establish a database of rice diseases and insect pests identification.
Before the establishment of the database, the healthy and pest affected rice should be
identified first.

Qualitative and quantitative description of “healthy leaves” standard:

(1) There is no insect bite, crawling trace and mechanical damage on the surface of
leaves;

(2) The shape of leaves is complete, and there is no sudden change and wilting of
leaves caused by external environmental factors such as overheating and super-
cooling and internal physiological structure mutation;

(3) The SPAD value of chlorophyll was between 35.0 and 50.0;
(4) The net photosynthetic rate was 10.0–30.0, lmol�2 � s�1, CO2;
(5) The Fv=Fm value of chlorophyll fluorescence parameter is between 0.80 and 0.84;
(6) The growth and development of the whole plant is neat, without excessive

growth, and the leaf has no large or small protuberances.

“Leaves with diseases and insect pests” refers to leaves with obvious symptoms of
diseases and insect pests or artificially inoculated with diseases and insect pests. After
the difference between the rice affected by diseases and pests and the healthy rice is
clarified, a discrimination database with the structure shown in the figure below is
established (Fig. 1).
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After the establishment of the discrimination database, the hyperspectral images of
rice samples with different diseases and insect pests are collected and input into the
database as the recognition standard to realize the recognition and early warning of rice
diseases and insect pests.

2.5 Recognition and Early Warning of Rice Diseases and Insect Pests

After dimension reduction and other preprocessing, the collected hyperspectral image
of rice is used in the classification layer of convolution neural network to judge whether
the rice corresponding to the image is affected by diseases and pests by Gaussian
function fitting.

If the hyperspectral point set obtained after dimension reduction is xi; yið Þ, the
spectral curve of rice diseases and insect pests is fitted according to Gaussian function.

y ¼ A0ffiffiffiffiffiffiffiffiffiffiffiffi
p
2 � x0

p e
�2

x�l0ð Þ2
x2
0 ð5Þ

In the above formula, A0 is the area of the peak, l0 is the position of the peak and
x0 is the parameter representing the half peak width. The convolution neural network
outputs the fitting result of Gauss function after several data iterations. The fitting
threshold value of Gaussian function is set as ±0.1, and the curve whose fitting value is
within the threshold value is determined to the rice disease corresponding to the
hyperspectral curve of the sample. To complete the identification of rice diseases and
insect pests. According to the results of rice diseases and insect pests identified, early
warning of rice diseases and insect pests was carried out. So far, the research on
Hyperspectral recognition and early warning method of rice diseases and insect pests
based on convolution neural network has been completed.
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Fig. 1. Identifies the database structure
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3 Test Experiment

Accurate recognition and early warning of rice diseases and insect pests is an important
prerequisite to ensure rice yield. Therefore, this paper studies the hyperspectral
recognition and early warning method of rice diseases and insect pests based on
convolution neural network. In order to test the performance of this method, this
section will design a comparative experiment to complete the performance test of this
research method.

3.1 Experiment Content

The experimental area is divided according to different growth periods of rice, and the
hyperspectral images of rice collected in the corresponding area are used as the
experimental data of this experiment. In order to ensure the authenticity and reliability
of the experimental results, the diseases and insect pests of rice in the experimental area
were checked manually. The test results are taken as the reference for the experimental
test data.

The experimental group is based on support vector machine, and the experimental
group is based on convolution neural network. There were two groups in the experi-
ment. The convergence errors of the two methods were compared when using the same
sample training set, and the recognition accuracy of healthy rice and pest rice was
compared in the practical application. Through the comparison of the above two
indicators to evaluate the advantages and disadvantages of the comparison group and
the experimental group. Record the experimental data of two experiments, and analyze
the experimental results.

3.2 Experimental Spectral Image Preprocessing

In view of the large spatial resolution of the original hyperspectral image collected by
UAV, before rice pest identification, the original image is simply rough cut. After
cutting, the spatial resolution of the spectral image is reduced to 400–900 pixels in
width and 200–800 pixels in height. The spatial resolution histogram of the spectral
image after rough cutting is shown in the figure below. According to the histogram, the
spectral image width is mainly concentrated near 200 pixels, and the height is con-
centrated near 600 pixels. Therefore, the average hyperspectral image size is normal-
ized to 200 � 600 pixels to achieve clearer experimental results (Fig. 2).
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After image preprocessing, two experiments were carried out. The data of the two
experiments are analyzed and the experimental conclusion is obtained.

3.3 Experimental Results

The convergence error test results of the two methods of the experimental group and
the comparison group using the same training set are shown in the figure below.

Compared with the support vector machine and convolution neural network used in
the experimental group, the smaller the convergence error in training, the higher the
classification accuracy in practical application, and the more stable the performance of
the applied method.

It can be seen from the analysis in Fig. 3 that with the increase of training time, the
curve decline speed of the control group gradually decreases, and finally tends to be

Fig. 2. Width and height histogram of hyperspectral image after rough cropping
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Fig. 3. Error curve during training convergence
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flat. E. The results show that the convergence error of SVM is reduced and the clas-
sification accuracy tends to be stable. But compared with the experimental group, the
convergence speed of the error curve o is slower than that of the control
group. According to the theoretical results of training convergence error experiment,
the classification accuracy is tested.

The identification results of the two groups of rice pest identification and early
warning methods of the comparison group and the experimental group are shown in the
table below (Table 3).

It can be seen from the above table that in different rice growth periods, the number
of plants identified by the comparison group method is significantly different from the
real number of plants, while the number identified by the experiment group method is
less different from the real number. Combined with the error curve in Fig. 3, The
application of convolution neural network can improve the accuracy of pest identifi-
cation, and the results of each stage have strong advantages. In conclusion, the alu-
minum network based on convolution neural network is better.

4 Concluding Remarks

It is very important to find rice diseases and insect pests in time and accurately for rice
planting and development. The traditional identification method of rice diseases and
insect pests relies too much on artificial and has low efficiency. Therefore, this paper
studies the method of hyperspectral recognition and early-warning of rice diseases and
insect pests based on convolution neural network. Through the contrast experiment
with the method of recognition and early-warning of rice diseases and insect pests
based on support vector machine, the performance of the method studied in this paper
is better.

Fund Projects
1. Supported by Hainan Natural Science Foundation (619QN243).
2. Supported by Hainan Provincial Natural science Foundation of China (2019RC257).

Table 3. Identification results of the two methods/strain

Rice growing
period

Actual number
of plants

Experimental group
identification results

Contrast group
recognition results

Seedling
stage

46 46 53

Tillering
stage

15 15 29

Jointing stage 34 34 21
Booting stage 22 21 9
Filling stage 42 40 24
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Abstract. Aiming at the problems of long time consuming and low accuracy in
traditional methods of abnormal data detection in power measurement
automation system, this paper studies the methods of abnormal data detection in
power measurement automation system. Design the data storage structure table
of the electric power metering automation system database, and repair the
missing data and denoise the data in the data table. Perform PAA calculation on
the data to get the data feature sequence. After the P clustering algorithm pre-
clusters the data, the iForest model is used to detect abnormal data to complete
the research on the method. The experimental results show that the proposed
detection method has the advantages of short detection time and high precision
of 91.26–95.67%.

Keywords: Power measurement automation system � Abnormal data �
Detection method � Iforest

1 Introduction

Electric power metering automation system refers to a system that can collect, monitor
and analyze electric data on power generation side, power supply side, power distri-
bution side and power sale side of power plants, substations, public transformers,
special transformers and low-voltage customers, including metering automation master
station, communication channel and metering automation terminal. The metering
automation system realizes remote automatic real-time meter reading, abnormal alarm
of electricity consumption information, voltage and power quality monitoring, line loss
analysis, and prepayment by collecting, monitoring, analyzing and processing infor-
mation such as data, voltage, current, load and other information of each monitoring
terminal Functions such as fee management, electricity consumption inspection, load
management and control, and power outage statistics provide data support for grid
operation and management [1]. But before the realization of these advanced application
research, the most basic premise is to ensure the timeliness, integrity and reliability of
the data collected by the system (Fig. 1).

At present, the data content involved in the measurement automation system mainly
includes various indicators of the terminal such as online rate, automatic meter reading
rate, etc., collected data such as table codes, electricity, and power factor, and these
basic data are subjected to secondary calculations such as voltage divider advanced
application data such as loss, line loss, line loss in sub-stations, etc. Faced with such a

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
S. Liu and L. Xia (Eds.): ADHIP 2020, LNICST 347, pp. 217–228, 2021.
https://doi.org/10.1007/978-3-030-67871-5_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_20&amp;domain=pdf
https://doi.org/10.1007/978-3-030-67871-5_20


large amount of data, relying on manual or traditional database software tools for daily
data quality checks has been unable to effectively guarantee the reliability of data
quality. The traditional method of outlier data detection is to use RBF classifier to
detect outlier data, and the time cost of this detection method for large system data
detection is too high, and the error of detection results is also large [2]. Therefore,
based on the above analysis, this paper studies the abnormal data detection method of
power measurement automation system.

2 Abnormal Data Detection Method of Electric Power
Measurement Automation System

2.1 Establish Data Structure Table of Electric Power Measurement
Automation System

The data used to detect abnormal data in the power metering automation system is data
in tables such as the communication flow table of the system terminal and the field
operation and maintenance record table. Therefore, the system data structure table
needs to be established in the terminal database.

The communication flow table is used to record the communication status between
each terminal and the master station, mainly including communication flow, number of
reconnections and online time, etc. the specific definition is shown in Table 1. The data
in this table is collected and counted by the master station at zero every day, reflecting
the previous day’s communication. If the terminal fails, the master station will not be
able to collect current data, so there is no corresponding record in the database. The
sending and receiving bytes in the table refer to the master station. The sending bytes
represent the number of bytes sent from the master station to the terminal, and the
received bytes represent the number of bytes received by the master station [3]. The
data flow in the table indicates the flow used to transmit electric energy data among all
flows. In addition to the above flow, the table also includes other control information of
the terminal, including the number of reconnections, alarm flow and heartbeat flow.
The online time indicates the number of heartbeat signals received by the master
station, and the terminal transmits once per minute. If the value is 1440, it indicates that
the terminal is online for 24 h (Table 2).

Table 1. Communication flow table

Project Database field name Data

Terminal code rtuid ——

Data date datatime ——

Send (downstream) byte sendbytes ——

Receive (uplink) bytes recvbytes ——

Reconnect times logintimes ——

Data flow databytes ——

Alarm flow alarmbytes ——

Heartbeat flow linkbytes ——

online time onlinetimes ——
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The on-site operation and maintenance table records the maintenance and inspec-
tion results of the operation and maintenance personnel on the fault end, including the
terminal information and fault information. The table is generated by the system to
generate terminal related information, including all kinds of numbers, data time and
location from the master station and fault related information, which are filled in by the
operation and maintenance personnel. The fault type and fault description are manually
filled in by the operation and maintenance personnel and then input into the system.
Therefore, for the same fault, the names filled in by different operation and maintenance
personnel may be different, which needs further processing.

Line loss refers to the loss of electrical energy during power transmission and
transformation. The line loss table is used to record the input and output power and line
loss rate of each line, and contains basic information related to line loss for each line
daily, as shown in the following table:

After the above data table is established in the database of the electric power
metering automation system, the data collected and stored in the database by the system
is processed.

2.2 Processing Data of Power Metering Automation System

Due to various reasons, the data will be incomplete and inconsistent. These data are
called error data, which has a great impact on subsequent anomaly detection. Therefore,
data cleaning is very important for abnormal data detection.

Data cleaning must first delete the redundant data in the data set. Redundant data is
the only characteristic that destroys every record in the data set. When multiple
identical records appear, the redundant data must be deleted. Every user must have
electricity readings for every hour of the day, and the serious absence is defined as:

1) 20% of the reading points are missing from the curve;

Table 2. Line loss table

Numbering Project Database field name

1 Line number LINEID
2 Line name DISC
3 Date of data DATATIME
4 Input power ENERGY_IN
5 Output power ENERGY_OUT
6 Line loss rate LINELOSS_RATE
7 Date data sent SENDDATE
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2) The curve is continuously missing more than 2 consecutive reading points. If the
data is missing to a serious extent, the user is excluded from the research scope, and the
multi-level Lagrangian interpolation method is used to repair the missing value. The
missing value repair formula is as follows [4]:

Pt ¼
Pm1

k¼1
Pt�k þ

Pm2

i¼1
Ptþ i

m1þm2
ð1Þ

In formula (1): m1 is the number of forward periods, m2 is the number of backward
periods, t is the time when the system data is missing, Pt is the missing value after
repair, Pt�k is the system data at time k before t System data, k is the at time i after time
t. After the data is patched, the data is denoised by smoothing the system timing
relationship curve.

Set the total operation time T of the system for a period of time t0 has been in the
abnormal state recorded by the observation equipment, the starting point of the
abnormal state is recorded as Pstart, the ending point of the abnormal state is recorded as
Pend , the starting point of the abnormal state is recorded as timePstart, and the ending
point of the abnormal state is recorded as timePend . Suppose that the data set Pt0

collected by the power metering automation system in t0 is expressed as
Pt0 ¼ Pstart;P2; � � � ;Pn�1;Pendf g, and the data point Pi0 in t0 after processing is recorded
as [5, 6]:

Pi0 ¼ Pi0�1 � Pstart � Pendð Þ
timePend � timePstart

ð2Þ

After processing, the data points in the time series relation curve can only be
divided into two types, normal data and abnormal data. After processing the data of
electric power measurement automation system, the abnormal data features are
extracted.

2.3 Feature Extraction of Abnormal Data

In the process of abnormal data detection in the electric power measurement
automation system, the time series of each data in the network database is first
obtained, which takes the average value of the time series as the element. The specific
steps are as follows:

Suppose that Q ¼ q1; q2; � � � ; qmf g and C ¼ c1; c2; � � � ; cnf g represent the two data
time series, and wq and wc represent the time series of the two data time series. Use the
following formula to calculate the feature average of all data elements in each time
series [7]:

qi ¼ 1
w

mð ÞQ
C
� q1; q2; � � � ; qmf g

c1; c2; � � � ; cnf g �
wq;wc
� �

Q
ð3Þ
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In formula (4), w represents the eigenvalue to form a new data sequence, m rep-
resents the piecewise aggregation approximation, and wq and wc represent the mean
value of data elements. Assuming that d i; jð Þ represents the dynamic time bending
distance, n represents the eigenvalue to form a new data series, and N represents the
data change form of the data time series, then use Eq. (4) to obtain the data charac-
teristic series with the average value of the time series as the element [8, 9].

r i; jð Þ ¼ LDTW � Dwq�wc � d i; jð Þ
n � N½ � � qi h½ � ð4Þ

In formula (4), LDTW represents the process in which the two time series are first
converted into feature sequences, Dwq�wc represents the original time series data, and
h½ � represents the distance accumulation matrix. After extracting the abnormal data
features of the power metering automation system, the abnormal data is detected.

2.4 Implementation of Abnormal Data Detection

The clustering analysis of the AP algorithm uses an abnormal data feature similarity
matrix, and the similarity between data points is expressed by the square of the negative
Euclidean distance. If there are n data, then these data points constitute the similarity
matrix S of n� n, S i; jð Þ represents the similarity between data points i and j, the
calculation formula is as follows:

S i; jð Þ ¼ � xi � xj
�� ��2

S i; jð Þ 2 �1; 0ð �

(
ð5Þ

The element value S i; jð Þ on the diagonal of the similarity matrix is used to judge
the cluster center. S i; jð Þ is called the preference parameter, which indicates the suit-
ability of data point i as the cluster center of the class. If its value is larger, it means that
the point is more suitable to be the cluster center. Set the mean value of similarity
matrix as preference:

preference ¼

Pn
i;j¼1;i 6¼j

S i; jð Þ

n� n� 1ð Þ ð6Þ

The AP algorithm continuously updates the attraction matrix R and the attribution
matrix A during the iteration process. The attraction information R i; kð Þ is the infor-
mation sent by the sample point i to the possible clustering center k, which indicates the
degree of attraction of the sample point i to k. If the value is larger, it indicates that k is
more likely to become the center of i; the attribution degree information A i; kð Þ is
potentially. The information sent by the clustering center k to the sample data i
expresses the degree of attribution of k as the center of the sample point i. If the value is
larger, i is more likely to belong to the cluster with the center k. In the iterative process,
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the above two information matrices depend on each other and are updated alternately.
The update process is as follows [10, 11]:

then,

R i; kð Þ  S i; kð Þ �max A i; k0ð Þ þ S i; k0ð Þf g ð7Þ

When i ¼ k,

R k; kð Þ  S k; kð Þ �max A k; k0ð Þ þ S k; k0ð Þf g ð8Þ

When the number of iterations of attraction matrix R and attribution matrix A
exceeds the maximum number of iterations given in advance or the change of
R i; kð ÞþA i; kð Þ is lower than a given threshold, the iterative process will stop. After the
AP clustering algorithm clusters the data sets, iforest detects the outliers of the clustered
data.

Assume that the whole data set after AP algorithm classification is W,
W ¼ w1;w2; � � � ;wnð Þ, where wq represents the q-th cluster.

iForests is composed of f iTree isolated trees, each iTree is a binary tree structure.
An iTree training procedure is as follows [12, 13]:

1) Put the m values of dataset D ¼ x1; x2; � � � ; xmf g into the root node of the tree.
2) Randomly specify an attribute r, and randomly generate a split value p in the current

data. The size of the split value p is the number between the maximum and min-
imum values of the specified attribute r in the current data.

3) The partition value p divides the current data space into two sub spaces, divides the
data less than p in the specified attribute r into the left sub tree, and divides the data
greater than or equal to p into the right sub tree.

4) Recursion steps 2 and 3 generate new nodes until there is only one data in the node.

The following figure is a schematic diagram of the construction of iTree.

Fig. 1. Schematic diagram of iTree construction
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The training steps for f iTree are as follows:
Randomly select 1 samples from cluster wq, and use these 1 samples to establish an

iTree according to the above process. Perform the above steps f times to get f isolated
trees, which form an iTree set. When the itrees collection is built, the next step is the
exception evaluation phase of the data.

First, calculate the path degree h xð Þ of the data x to be detected. Path degree h xð Þ
refers to the number of iterations from the root node to the end of the leaf node. For an
itrees tree, data x is moved down the partition condition corresponding to the creation
until the leaf node is accessed, and the path length h xð Þ is recorded. Because the
structure of itrees is the same as that of the binary search tree, the path length of the leaf
node containing data x is the same as the path length of the failed query in the binary
search tree, that is, from the root node to the middle node, reach the leaf node, the
number of edges traversed. Traverse the itrees set and calculate the exception score for
data x. According to the abnormal score, judge the abnormal data. So far, the research
on abnormal data detection method of power measurement automation system has been
completed.

3 Experimental Research

In order to verify the effectiveness of this method, the following design of comparative
experiments.

3.1 Experimental Content

This experiment is a simulation experiment. The experimental group is the abnormal
data detection method of the electric power metering automation system studied in this
paper, and the experimental group is the traditional abnormal data detection method of
the electric power metering automation system. A total of two sets of experiments were
conducted in the experiment. The first set of experiments compared the iForest model
of the experimental group and the RBF model of the comparative group when detecting
data sets containing the same abnormal data; the second group of experimental com-
parison indicators were abnormalities of the experimental group and the comparative
group Data detection method When the abnormal data is detected in the experimental
data set, the recall rate and precision rate of the method.

3.2 Experiment Preparation

The power metering data selected in this experiment includes the power consumption
information of some users. The details of the data source are as follows (Table 3):
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The calculation formula of the accuracy rate of the abnormal data detection method
is as follows:

Precision =
TP

TPþFP
ð9Þ

The calculation formula of the recall rate of the abnormal data detection method is
as follows:

Recall ¼ TP
TPþFN

ð10Þ

In formulas (9) and (10), TP is normal data judged as positive by the detection
method. FP is the data judged as positive by the detection method, but is actually
abnormal, and FN is the data judged as abnormal by the detection method, but is
actually normal data.

Different data sets carry out anomaly data detection one by one, record the preci-
sion and recall, take the precision as the ordinate and recall as the abscissa, and draw
the P-R curve. If the P-R curve of one detection method is included by another, the
latter is better than the former. If the P-R curves of the two classifiers cross, we can
choose the balance point, which is the value when p = R. the larger the balance point
BEP, the better the performance of the detection method.

Record the experimental data of the two experiments, process and analyze the
experimental data, and draw the corresponding experimental conclusion.

Table 3. Experimental data set details

Serial number Features Type Explain

1 CJ_MP_ID Integer Measurement point identification
2 DATA_DATE Datetime Data timescale
3 DATA_SORCE Integer data sources
4 WRITE_DATE Datetime Write date
5 PZ Float Total active power
6 PA Float Phase A active power
7 PB Float Phase B active power
8 PC Float Phase C active power
9 QZ Float Total reactive power
10 QA Float Phase A reactive power
11 QB Float Phase B reactive power
12 QC Float Phase C reactive power
13 MID_I Float Zero sequence current
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3.3 Experimental Results

In order to verify the effectiveness of this method, the abnormal data of iforest model
and contrast group RBF model are detected, and the detection results are shown in the
figure below.

Analysis of the data in Fig. 2 shows that iforest can basically detect abnormal data
when the dataset containing outliers is used for detection, while the abnormal data
detected by RBF is far less than that detected by iforest, indicating that the abnormal
data detection effect of iforest model in power metering automation system is better.

Fig. 2. Comparison of detection effect

Research on Abnormal Data Detection Method of Power Measurement 225



The abnormal data detection time of iforest model and contrast group RBF model
are compared and analyzed. The comparison results are shown in Table 4.

It can be seen from the analysis of the above figure that when the data set with
outliers is used for detection, iforest can basically detect the outliers, while the outliers
detected by RBF are far less than those detected by iforest, and several normal data in
the RBF detection results. According to Table 4, the detection time of iforest is short
and the detection accuracy is high. It shows that in this detection experiment, the
detection effect of iforest on abnormal data is better.

However, iForest cannot detect local outliers, so on the basis of the first experiment,
the second experiment tests the abnormal data detection method combining iForest and
clustering algorithms studied in this paper from a data perspective.

The experimental results of the second experiment are shown in the table below,
and the experimental conclusions are obtained by analyzing the data in the table
(Table 5).

Table 4. Comparison of detection operation time of two methods/MS

The amount of data iForest RBF

5000 521 763
10000 772 995
15000 1064 1571
20000 1474 2346
25000 1838 2892
30000 2345 3487
35000 2760 4109
40000 3596 6007

Table 5. Comparison of test results between the experimental group and the comparison group

Data set number Experimental group method Contrast group method
Recall rate/% Accuracy rate/% Recall rate/% Accuracy rate/%

1 100 95.45 80.81 74.35
2 100 94.13 81.93 73.98
3 100 95.67 75.97 74.11
4 100 91.84 80.30 73.27
5 100 92.63 78.97 74.65
6 100 92.01 79.23 74.00
7 100 94.75 75.25 73.93
8 100 94.75 82.04 73.88
9 100 91.26 77.71 73.33
10 100 94.42 77.66 74.69
11 100 94.69 79.42 73.69
12 100 95.11 78.45 73.83
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According to the above table, the recall rate of the test methods in the experimental
group is 100%, and the recall rate interval of the test methods in the comparative group
is seventy-four point three five * 82.04% The results show that the experimental
group can accurately judge the normal data. The precision interval of the test method in
the experimental group is ninety-one point two six * 95.67%. The precision interval
of the control group method is seventy-three point two seven * 74.69%, which is far
lower than the detection method of experimental group, indicating that the accuracy of
abnormal data detection of experimental group is high and the number of false
detection is small.

In summary, the automatic abnormal data detection method of the power metering
system studied in this paper takes less time, has higher detection accuracy, and has
higher practicability.

4 Conclusion

In the power metering automation system, the detection of abnormal data may obtain
more useful value than the analysis of normal data. This paper proposes to use a
combination of clustering algorithm and isolated forest as an anomaly detection
method. Through comparison experiments with traditional methods, it proves that the
research method takes less time to detect, and the detection results are more reliable,
and the method is feasible.Fund projects

Design and implementation of new energy inverter based on MCU control
(CJGX2016-KY-YZK034)
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Abstract. To improve the accuracy of data matching in software knowledge
base operation and maintenance, a data optimization method based on cloud
computing is proposed. In order to achieve the goal of accurate detection, the
steps of anomaly detection of software knowledge base operation and mainte-
nance data are improved, and the optimization of software knowledge base
operation and maintenance data is completed. Finally, the experiment proves
that the matching accuracy of the software knowledge base operation and
maintenance data optimization method based on cloud computing is signifi-
cantly improved compared with the traditional operation and maintenance
method.

Keywords: Cloud computing � Software � Knowledge base � Operation and
maintenance data

1 Introduction

With the rapid development of modern technology, the scale of software knowledge
base data cluster is gradually expanding. In order to better guarantee the stability of
knowledge base operation, it is necessary to further improve the database operation and
maintenance technology of software knowledge base [1]. Therefore, through the
analysis and research of the current common methods of operation and maintenance
data optimization, it is found that due to the unreasonable structure of software
knowledge base and the lack of effective association matching module, it is difficult to
distribute and mine the massive dimension data accumulating in the database in time,
resulting in the poor quality of data operation and maintenance and other problems [2].
In order to solve the above problems, combined with cloud computing method to
optimize the operation and maintenance data method of software knowledge base,
through the effective collection of multi-dimensional information of knowledge base,
and according to the results of collection, the dimension data association of software
database is analyzed, and the dimension operation and maintenance data relationship of
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database is judged and matched scientifically and reasonably. Thus, the data feature
management and potential value of software knowledge base operation and mainte-
nance can be effectively excavated, and the quality and efficiency of data operation and
maintenance can be effectively improved.

2 Data Optimization of Software Knowledge Base Operation
and Maintenance Based on Cloud Computing

2.1 Cloud Computing-Based Knowledge Base Operation
and Maintenance Data Association Algorithms

Operations and Maintenance Related Knowledge Base includes two parts: Operations
and Maintenance Database and Data Retrieval System. In order to achieve the research
goal of optimizing the Operations and Maintenance Data, the first step is to initialize
the Operations and Maintenance Data Association in the Knowledge Base. In the
construction of software knowledge base structure, the characteristic change period and
stability of operation and maintenance data are mainly judged by the delay time and the
quality of anti-interference factors in the operation and maintenance process [3].
Without considering the influence of interference factors for the time being, the longer
the period of data feature change, the higher the accuracy of data extraction in software
knowledge base.

According to the above principles, combined with the network optimization
scheduling algorithm, the arbitrary change time of the data features in the knowledge
base is set to a. If the data amount in the software knowledge base is n and the feature
acquisition interference degree of the data amount is x, then using the feature distri-
bution extraction principle, the initial feature change degree of the data can be effec-
tively described by the algorithm. The specific calculation formula can be expressed as
follows:

CnðxÞ ¼ 1� ðxaÞ�a; x� a
0; 0\x

�
ð1Þ

According to the principle of the algorithm mentioned above, if the data stream 1 in the
software knowledge base DRC is processed by feature classification, If m is the
common characteristic parameter of data, D is the data flow of data change in database
HOL, and # is the lowest tail parameter of data potential relevance. Then the proba-
bility algorithm for feature association of abnormal data can be described as:

SmðxÞ ¼
½#�CðxÞ�1

½DRC-HOLn�1�# � #

expD � ð a�1
1þ ffiffi

n
p Þ � ½DRCn�CðxÞ�1½HOLm�#

8<
: ð2Þ
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If the probability index of feature change of all data in knowledge base is t, the standard
information association matching parameters of all data in data stream 1ðxÞ and #ðxÞ
can be obtained, which is expressed as [4, 5]:

AðnÞ ¼ SmðxÞ½a� tðnÞ� � 1; tmax½n�[ a
SmðxÞ½tðnÞ � 1� þ t

a ; tmax½n�\a

�
ð3Þ

According to the above algorithm, we can accurately grasp the relativity of operation
and maintenance data in software knowledge base.

2.2 Software Knowledge Base Operation and Maintenance Data
Anomaly Detection

In the process of operation and maintenance, a large number of abnormal data are easy
to occur, which leads to the unrelated results of data operation and maintenance. This
paper combines cloud computing method to optimize the database operation and
maintenance management method [6, 7]. According to the acquisition of abnormal data
features, the types and characteristics of abnormal data can be accurately judged and
matched in the database, and the required knowledge data can be selected for com-
parison and correction, so as to complete the effective operation and maintenance of
abnormal data. It is very important to collect the key parameters of abnormal data
features in the process of abnormal data detection and correction. If there are errors in
data acquisition, it will directly affect the effect of data association matching and
operation and maintenance [8, 9]. Due to the relatively complex collection function of
abnormal data, in order to facilitate subsequent operations, the spatial behavior of data
is visualized, to promote the effective operation and maintenance of similar abnormal
data in the future, and finally achieve the optimization of operation and maintenance of
acid-base knowledge base data.

The spatial behavior of software knowledge base includes social behavior data,
logical language behavior data and spatial movement behavior data. The steps of
mining spatial behavior data are divided into four stages: spatial behavior data
preparation, data mining, data presentation and data evaluation. The process is shown
in Fig. 1.

In the process of mining the spatial behavior data of the operation and maintenance
of the software knowledge base according to the above steps, the minimum support
degree of data mining is assumed to be s and the minimum confidence degree to be C0,
and then the candidate item set will be obtained. If the support degree of the set is
greater than or equal to the minimum support degree, it is called the frequent item set.
The data in the database is scanned until no new candidate sets are generated.

Research on Data Optimization Method 231



According to the above software knowledge base operation and maintenance data
mining steps, social behavior data is mined. Social data, topics, named entities and their
associations are defined as hierarchical semantic model. Each message is defined as a
node.

Y
¼ n:n 2 VTf g ð4Þ

Where n represents the message data in the spatial behavior data, and VT is the message
set of the same topic. The clustering graph obtained after partition traversal is repre-
sented by matrix vector, and the graph expression is shown in formula 2.

AG ¼ VT ;ETh i ð5Þ

In Eq. (5), ET is the classification relationship of named entities. According to the same
mining method, the data of logical language behavior and spatial movement behavior
in spatial behavior are mined, and the clustering fuses spatial behavior data to output
the final mining results.

The spatial behavior data information in the operation and maintenance data of the
software knowledge base is converted into the representation of the graph, so the
spatial behavior trajectory needs to be transformed. The transformation process is
divided into two steps, namely the generation of spatial behavior trajectory and the
trajectory transformation. The generation of spatial behavior trajectory needs to cal-
culate the distance of behavior and judge the direction of spatial behavior. When
calculating the distance and direction, each node in the space needs to be traversed, and

The data source

Data

The target data

Preprocessing data

Data preparation
Data m

ining

Data integration

Data selection

pretreatment

Fig. 1. Software knowledge base operation and maintenance data mining steps
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the buffer of the path intersects to obtain the set L of spatial behavior, then the total
distance length is also L, where the length coefficient between each two nodes is j, then
the overall direction value of spatial behavior is calculated as follows:

La ¼ j1a1 þ j2a2 þ � � � þ jnan ð6Þ

The direction Angle of each space segment is an, the value of the direction Angle and
the distance length value are calculated, and the result of the spatial behavior trajectory
transformation of the operation and dimension data of the software knowledge base is
finally obtained.

2.3 Implementation of Data Optimization for Operation
and Maintenance of Software Knowledge Base

After completing the effective matching of massive data by using the knowledge base
operation and maintenance data association algorithm, the abnormal data which failed
to match is detected and corrected. After the correction of abnormal data is completed,
the existing operation and maintenance system communication transmission technol-
ogy is used to encrypt the operation and maintenance data and other aspects of man-
agement and transmission processing, so as to avoid the intrusion of aggressive data
[10, 11]. Since the content of data operation and maintenance management is trivial, I
will not make more statements here.

After data management and validation, the validation information is fed back to
improve the accuracy, security and effectiveness of data operation and maintenance of
software knowledge base. In order to effectively optimize the operation and mainte-
nance data of software knowledge base, first of all, it is necessary to collect and analyze
the data features, and add the corresponding functions of feature recognition, category
analysis, data storage and retrieval of associated data into the structure of software
knowledge base [12, 13]. By setting and optimizing data management module, feature
classification change module (application layer) and data transmission and publishing
management module (data support layer) in software knowledge base, the accurate
feature extraction of different operation and maintenance data can be realized effec-
tively. According to the acquisition characteristics to determine the correlation between
data, and in the software database to complete the data transmission and management
work. Integrating the previous ideas and algorithms, the data transmission process of
operation and maintenance of software knowledge base is designed, and the following
Fig. 2 is obtained.
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As shown in the Fig. 2, combined with the previous method to optimize the
software knowledge base operation and data transmission process, combined with data
feature collection, data encryption and other technical principles, the process of data
encryption transmission and decryption verification realizes the construction of IoT
data movement operation and maintenance model Therefore, the abnormal data in the
knowledge base is detected in time to achieve the goal of accurate collection and
optimization of operation and maintenance data.

3 Analysis of Experimental Results

In order to verify the practical performance of the cloud computing-based software
knowledge base operation and maintenance data optimization method, a simulation
experiment was carried out, and the functional and non-functionality of the operation
and maintenance system were compared and tested. In order to clarify the detection
target, the problems in the test are corrected and perfected. Firstly, the data and
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Fig. 2. Software knowledge base operation and maintenance data transmission process
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information system of the operation and maintenance system is recorded, and the
following Table 1 is obtained.

Experiments were performed according to the standardized data in the above table.
The software knowledge base operation and maintenance data optimization method and
the traditional operation and maintenance method are compared and verified by
combining the cloud computing method. The operation and maintenance effects are
judged by comparing and analyzing the data matching degree. The specific detection
results are as follows (Fig. 3).

According to the above experimental results, it is not difficult to find that the data
matching degree of the software knowledge base compared with the traditional method

Table 1. Operation and maintenance data optimization test standards

Purpose Testing standard

Testing
requirements

Reasonable layout and complete functions
Information matching

Test procedure Register log in
Data authentication upload
Functional operation detection
Information detection
Data authenticity detection

Test results The match is reasonable and the test passes
The data detection is complete without defects, the data is in line with
expectations, the abnormal data is reduced, the matching degree is
improved, and the functional test is passed
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is improved by the cloud computing method, and the overall matching situation is
improved by 20%–30% compared with the traditional method. In the operation and
maintenance process, the higher the data matching degree, the less the abnormal data is,
and the higher the operation and maintenance effect is. Therefore, it is confirmed that
the cloud computing method fully satisfies the research requirements of the software
knowledge base data operation and maintenance method.

The proposed method is compared with the traditional method for data operation
and maintenance (s). The experimental results are shown in the Fig. 4 below.

Figure 4 shows the average data operation and maintenance time of the two
methods under different data volumes. According to Fig. 4, with the increase of data
volume, the running time of both methods increased. However, through comparison, it

8

5
10

15

20

25

30

R
un

ni
ng

 a
ve

ra
ge

 ti
m

e 
/ s

35

Number of data / one
600 800400 1000200

a The average maintenance time of the method presented in this paper

5
10

15

20

25

30

Ru
nn

in
g 

av
er

ag
e 

tim
e 

/ s

35

Number of data / one
600 800400 1000200

b Average operation and maintenance time of traditional methods

Fig. 4. Comparison of data operation and maintenance average time in different methods

236 G. Qiu and S. Zhang



can be seen that the running time of the traditional method is much higher than that of
the proposed method, and the running time increases more during the experiment. By
comparison, this method is superior to the traditional method and has higher data
operation and maintenance efficiency.

4 Conclusions

The cloud computing method is used to innovate and optimize the software knowledge
base of the software knowledge base to ensure the safe and reliable operation of the
knowledge base. The comparison experiment is carried out to compare the optimization
effect of the method. The experiment proves that the combination of cloud computing
method has a strong practical value for the software knowledge base data operation and
maintenance method, which can process data information more quickly and accurately,
and ensure knowledge. The security and stability of the library data processing
capabilities.
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Abstract. Because of the huge volume of cold chain logistics data, the tradi-
tional data dynamic mining method can not mine the whole local drug circu-
lation data, resulting in the lack of a large number of data mining results,
reducing the integrity of the data. Therefore, in the context of cloud computing,
a new dynamic mining method is proposed for the cold chain logistics data of
drug circulation. Under the cold chain logistics model, the method is further
developed by defining the drug circulation mode. The data mining uses cloud
computing technology to extract the target data; uses data cleaning, data elim-
ination, data supplement and data conversion to preprocess the target data;
according to the association rules between the acquired data, realizes the
dynamic mining of cold chain logistics data information. Experiments show
that, compared with the traditional methods, the proposed mining method can
find the target data in the huge cold chain logistics data, and achieve all the data
mining. It can be seen that the data mining method proposed in this paper has
higher data integrity.

Keywords: Cloud computing � Drug circulation � Cold chain logistics data �
Dynamic mining

1 Introduction

For a long time, high-performance computing (HPC), as an important topic in the field
of computer research, has been concerned. Since the 1990 s, HPC has grown from 1
billion floating-point operations per second to 10 billion floating-point operations per
second. However, with the increase of computing speed, the cost of supercomputers
has also increased, and its high cost makes people rarely able to afford [1]. However,
cloud computing technology has changed this situation, people began to use parallel
and distributed computing technology to build high-throughput cloud computing
system. The development style of high-end computing system is changing, and the
computing strategy has changed from HPC to HTC, that is, to high-throughput com-
puting. Generally, in order to make the results of data mining more accurate, people
tend to choose larger data sets. Considering the problems of running efficiency and
computing speed, the distributed computing and storage of cloud computing system
have more advantages than single processing. Therefore, more and more technologies
are put into the use of cloud computing technology [2].
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Data mining is a process of building models and discovering the relationships
among data in large-scale data of database by using various analysis means and tools,
and obtaining valuable information that has not been known before. It belongs to an
interdisciplinary field, including statistics, database, pattern recognition, machine
learning, artificial intelligence, high-performance computing, data visualization and
other fields. Figuratively speaking, data mining looks for small valuable parts from
large raw materials, just like extracting gold from soil or sand. The main task of data
mining is to extract patterns from data sets. According to function classification, data
mining can be roughly divided into two general characteristics: description and pre-
diction. Description is mainly to find the data stored in the database through data
mining, while prediction is the basic data knowledge of data mining, which can be
divided into feature analysis, association analysis, classification prediction, clustering
analysis, inference and prediction [3].

Cold chain logistics generally refers to the system engineering to reduce the loss of
products in the production, storage, transportation, sales and all links before con-
sumption, which is always in the specified low temperature environment to ensure
product quality. Cold chain logistics is established with the progress of science and
technology and the development of refrigeration technology. It is a low-temperature
logistics process based on refrigeration technology and means of refrigeration tech-
nology [4]. Therefore, at this stage, some drugs circulation, as long as the cold chain
logistics mode is adopted, while ensuring the quality of drugs, the information in each
link is clear. In order to grasp the status of drugs in circulation in time, a dynamic
mining method of cold chain logistics data is proposed under the background of cloud
computing.

2 Drug Circulation Under Cold Chain Logistics Model

In a certain period of time, according to the change of drug information, drug infor-
mation is divided into fixed drug information and changed drug information. Because
the traffic network information changes all the time, in order to increase the anti-
interference of the preset model, a coefficient of variation can be set. When the coef-
ficient of variation is greater than a threshold, it is understood that the traffic network
information has changed; when the coefficient of variation is less than the threshold, the
traffic network has not changed. The changed drug information and the changed traffic
network information can be collectively referred to as the changed information.
Therefore, when the changed information is not generated, the cold chain logistics
distribution network is static. According to the existing information, the distribution
cloud platform plans the distribution path, sends the planned route map to the terminal
of the cloud distribution system, and guides the driver to drive. With the implemen-
tation of refrigerated vehicle distribution task, once the distribution cloud platform
receives the change information request, the distribution cloud platform will adjust and
plan the original driving route according to the new data to respond to the change
information.

Since the change information is generated based on the concept of time, the strategy
of “time axis recording + cloud service platform delivering distribution information” is

240 M. Ruan



adopted. When the change information is generated, record the time t, analyze the
unfinished, ongoing and newly generated drug information at the time t, so as to divide
the dynamic distribution problem into static problems by using the time axis, and the
cloud service platform will The distribution information is known and transferred to the
intelligent vehicle scheduling system for global optimization [5], as shown in Fig. 1.

(a) It means that when the refrigerated vehicle has not started in the distribution
center, it plans the distribution path according to the known customer information and
real-time road condition information. It is known that the acceptable service time of

Distribution
Centre

Completed
customers Route traveled

Original planned unfinished 
route Waiting for delivery customers

Information change customer

New planned route

Distribution vehicle

T0

0

6
5

4

3

2

1

(a) At t0

T1

Distribution
Centre

Completed
customers

Route
traveled

Original planned unfinished route

Waiting for delivery customersInformation change customer

New planned route

Distribution
vehicle

4
6

5

3

2

1

0

(b) At T1

Fig. 1. Dynamic distribution path of cold chain under time axis
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customer 5 and customer 6 is adjusted at time t, and the vehicle just serves customer 1,
so a new path planning is carried out for the remaining customers.

3 Dynamic Data Mining Method of Cold Chain Logistics

3.1 Cloud Computing Technology Extracts Target Data

According to the cold chain logistics model, the cloud computing technology is used to
extract the target data. Cloud computing technology is widely used in the logistics
industry. Through the collection of historical data, current data and follow-up new data
in the cold chain information source, the historical data and current data are analyzed to
explore the general law of follow-up new data. According to the new law, the status of
drugs in the circulation link is analyzed to facilitate the cold chain logistics enterprises
to formulate targeted development plans and lines Industry planning [6].

In the aspect of drug safety, the data collection and visual analysis under the
background of cloud computing can obtain the logistics data in the circulation link; the
distributed computing results and database query results of drug safety can be obtained
by integrating the distributed processing and data warehouse technology; the sensor
inspection information processing and fusion technology can be used to analyze the
drug in each link by building a cloud platform Stream information and real-time
environment data. Figure 2 below is a schematic diagram of the cold chain logistics
data collection model under cloud computing technology.
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Fig. 2. Cold chain logistics data collection model under cloud computing
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One of the key points of cold chain logistics data collection is temperature infor-
mation, because the temperature is too high or too low, which has an impact on the
quality of drugs. According to this characteristic, temperature and humidity recorder
and acquisition standard are constructed. In order to ensure the temperature monitoring
in cold chain logistics and provide the most timely data, cold chain logistics cloud
computing center provides a non-contact temperature and humidity recorder that can
realize the automatic collection and storage of temperature data.

The logic components of the temperature and humidity recorder for cold chain
logistics include temperature data acquisition, data processing and data storage. The
corresponding hardware is integrated digital temperature and humidity sensor, low-
power microcontroller and data memory. According to the length of refrigerated
transport car, install appropriate number of temperature and humidity probes, 3 below
10 m, 4 above 10 m. The single-chip controller suitable for industrial environment is
selected, which has the design of anti disassembly and anti destruction. The internal
integrated GPS module, six axis gyroscope, TF memory card interface, SIM card and
standby power supply. After the temperature and humidity recorder is installed in the
cold chain transport car, it can collect data in real time, record vehicle turning, braking,
tilting and position information, and send it to the cloud computing center through
3G/4G mobile data network. Table 1 is the main collection index of temperature and
humidity recorder [7].

The cloud computing technology is used to count these data and classify them
according to the data sources, so as to provide reliable data sources for further data
mining.

3.2 Target Data Preprocessing

The data extracted from cloud computing is often incomplete and noisy. The quality of
data often determines the quality of data mining. In a mess of disordered data, it is
impossible to carry out effective data mining and data analysis. The four processes of
data cleaning, data integration, data conversion and data reduction are collectively
referred to as data preprocessing. Before data mining, data preprocessing can improve

Table 1. Main collection indexes

Index item Parameter Value

Temperature Scope of work –40 °C–80 °C
Temperature error range ±0.5 °C
Waterproof grade IP65
Working voltage 3–36 V

Humidity Scope of work 0–100%
Humidity error range 3%
Waterproof grade IP65
Working voltage 3–36 V
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data integrity, accuracy and availability, remove redundant data, reduce the amount of
computation, and improve the quality of data mining.

Data cleaning is the processing of data noise and incomplete data cleaning; data
integration is the unified storage and management of data of different data formats and
different data sources; data transformation is to transform data of different structures
into data input structures with applicable data mining algorithms on the premise of
modifying the data structure input by data mining algorithms; data reduction In the face
of massive data, data reduction can reduce the amount of data while keeping the
integrity of data unchanged [8].

The main content of data cleaning includes two parts: noise removal and incom-
plete data processing. Noise removal refers to the treatment of random errors, devia-
tions and redundancy in data, mainly including smoothing, clustering and de
duplication. Smoothing is to smooth data values by deleting data that does not conform
to the general data distribution curve. Clustering is a group of similar data, and outliers
may be noise. The reason of de duplication is that there is no need to repeat data in
many analyses, so de duplication is used to remove noise. Processing incomplete data
refers to the processing method of treating incomplete data, including two processing
methods: deleting data and supplementing complete data. Specifically, it includes data
deletion, mean value supplement and neighbor supplement. Among them, deleting data
is to delete all data with null attribute, and the number of data applicable to null
attribute is far less than the total number of non null data; mean value supplement is to
use the mean value of all non null values of attribute instead of null value, and the
change degree between attribute values is small; nearest neighbor supplement is to
make up for the missing data through proximity data.

If the attribute values of the known data a and b are ai and bi respectively, there is a
formula:

f ai; bið Þ ¼ 1 if ai ¼ bi
0 else

(

ð1Þ

According to the above formula, the nearest neighbor measures of a and b are cal-
culated as follows:

g a; bð Þ ¼
X

f ai; bið Þ ð2Þ

According to the above calculation results, find out the nearest m neighbor with the
largest measure, that is, the most similar neighbor, use the attribute value of neighbor
instead of null value, this step can deal with binary Boolean data. The threshold
supplement first calculates the distance C between the incomplete data and all other
data. If C\Threshold is less than the threshold, the corresponding attribute value of
the data is used instead of the null value, which C can be Euclidean distance, and its
calculation equation is:
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C ¼
X

i

ai � bj
�� ��2

 !1=2

ð3Þ

You can also default the above formula to Manhattan distance:

C ¼
X

i

xi � xj
�� �� ð4Þ

The formula can deal with discrete and continuous data. Experience supplement is to
supplement the vacancy value manually according to experience, which requires the
processing personnel to have rich experience and low data complexity.

According to the above process of cleaning data, according to the results of
cleaning data conversion processing. Data conversion includes four cases: unit con-
version, data generalization, normalization and attribute construction: unit conversion
is the unit of original data, which may need unit conversion. For mobile cold chain
data, common unit conversions include: time and normal time conversion; time mea-
surement second, minute and hour conversion. Data generalization is to layer the
concept and replace the low-level or “original” data with the high-level concept. For
mobile cold chain data, common data generalization includes: attributes of mobile user
location can be generalized to higher-level concepts; time of a week can be generalized
to workdays and weekends; time of a day can be generalized to morning, noon and
evening. Normalization is to give equal weight to attributes of different dimensions so
that they have the same influence on the analysis results. The normalization methods
for data include attribute normalization and attribute standardization.

Data specification includes four main methods: dimension reduction, numerical
reduction, data sampling and discretization: dimension reduction uses coding mecha-
nism to reduce the size of data set and delete irrelevant or weakly related attributes in
data. Numerical reduction is to replace a large amount of data with a small amount of
data in an average sense. Data sampling is faced with a large number of data samples
and can not be processed. It can sample the data and analyze the subset. Discretization
is the discretization of continuous attribute values. The continuous attribute values in
the original data are marked with discrete intervals to simplify the number of attribute
values and simplify the original data. According to the above data preprocessing
method, the cold chain logistics data in the drug circulation link is preprocessed to
ensure the authenticity and integrity of drug related logistics data. Through dynamic
mining method, the required logistics data is obtained.

3.3 Dynamic Mining of Logistics Data

The dynamic data mining task is implemented, which is based on the preprocessed data
and finds out the same type of data characteristics according to the association 2m rules
between the data. And processed data sets, generally, there are m data clusters of
different phases. There may be frequent s data clusters, and there will be a rule.

Therefore, in these complex data sets, all frequent data clusters that meet the
minimum support threshold are found, and then association rules with high confidence
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are mined from these clusters. The possible rules between frequent data clusters can be
expressed by the following formula (5):

r ¼
Xm

u¼1

EDI
m

u

 !

�
Xm�u

Z¼1

m� uð Þ=Z
" #

ð5Þ

In the formula: r possible association rules obtained from cluster data cluster analysis;
u is number of candidate clusters; Z support count of each candidate cluster. According
to these possible association rules, the association degree between these rules is
measured [9–11].

According to these possible association rules, the association degree between these
rules is measured [12]. Set B ¼ w1;w2; . . .;wmf g to represent the set of all items. If
X�B is a drug logistics data X mode, X is called the item set when there are h data
information in the mode h.

It is assumed that data P is a set in drug circulation, in which each circulation data
H is a set of items, and each data type is represented by HP. U and V are two cluster
item sets, which exist in U�B, V�B and U \Vk are included U in the drug logistics
data H. If and only then U�H, the association rule is U ) V u; v½ �. Therefore, the
description equation of support and confidence is:

support U ) Vð Þ ¼ P U [Vð Þ
confidence U ) Vð Þ ¼ P V=Uð Þ ¼ P U [Vð Þ=P Uð Þ

(

ð6Þ

W � Kij j
Wj j � b; 1� i�m; b 2 0; 1½ � ð7Þ

In the formula: b indicates the specified parameter, which W is used to describe the
division precision Yi. It will be divided into data blocks. If the above formula
K1;K2; . . .;Kn and W does not hold for all sums, it needs W to be divided into data
blocks Y 0

n. So far, under the background of cloud computing, the dynamic mining
method of cold chain logistics data of drug circulation link can be realized.

4 Experimental Study

This paper proposes a comparative experiment, compares the data mining method of
this study with the traditional data mining method, analyzes the differences between the
two mining methods, and draws specific experimental conclusions according to the
experimental test results.

4.1 Experiment Preparation Process

Set up the experimental test platform, select the experimental test software, and the
following Fig. 3 is the operation page of the experimental test software.
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Randomly select a pharmaceutical group in a certain city, take the cold chain
logistics selected by its drug circulation as the experimental test object, randomly select
the drug circulation data in three directions as the object to be mined, respectively
recorded as N1, N2, N3. Table 2 below is the basic information of the object to be
mined.

Figure 4 below is the distribution diagram of these drug circulation data in the cold
chain logistics data storage database.

Fig. 3. Test software

Table 2. Basic information of objects to be mined

Data size Data type

N1 45.5 GB Distribution link
N2 28.63 GB Transportation link
N3 104.27 GB Transportation link
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According to the above figure, the data in N1-N3 group are randomly distributed in
four quadrants and do not have specific laws, which meet the requirements of this
experiment. Therefore, two data mining methods are used to mine the data in Fig. 4
and analyze the mining effect of the two methods.

4.2 Experimental Results and Analysis

Taking the proposed data mining method as the experimental group and the latest data
mining method proposed by other scholars as the control group, all data in N3 group
are mined, as shown in Fig. 5.

After analyzing the two groups of test results, it is known that under the same
experimental conditions, the mining method proposed in this paper is to mine all N3
data in four quadrants, and there is no problem of missing and mining errors. However,
under the latest mining methods, for the remote N3 data, it is not mined at all. At the
same time, there are some mining results of N2 and n3ex data in a small range. Based
on the above experimental results, we can see that the proposed data mining method
has already cleaned and compensated the data in the preprocessing stage, so as to get
the complete mining results.
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Fig. 4. Distribution of experimental objects
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5 Concluding Remarks

On the basis of combing the relevant research results at home and abroad, this paper
improves the original traditional data mining methods by using the technology of cloud
computing, data mining and logistics management. By means of cleaning and com-
pensation, the repeated data and missing data in the circulation of drugs are prepro-
cessed to achieve a higher degree of data mining integrity. However, the proposed
mining method does not consider the mining efficiency, so there may be a certain
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Fig. 5. Experimental test results
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degree of backwardness in efficiency, so in the future research and innovation tasks, we
can also improve the data mining technology from the perspective of efficiency.
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Abstract. Computer technology and the Internet industry are developing
rapidly, and the amount of data is exploding, and people are entering the era of
big data. Massive data contains a lot of knowledge value, and machine learning
can extract useful key information from massive data. There are many short-
comings in traditional fusion methods, in order to better process the data in
machine learning, a distributed data collaborative fusion method based on
machine learning and industry-university research cooperation innovation sys-
tem is proposed. The method is analyzed by research method theory and method
function. The method function mainly realizes the temporal and spatial fusion of
data through time synchronization, delay and misalignment of uncertain data
processing, data association and weighted fusion. The simulation experiment is
carried out according to the design and implementation steps of the method, and
the feasibility and use value of the method are verified by experiments, and the
performance of this method is superior.

Keywords: Machine learning � Innovation system � Distributed data � Fusion
method

1 Introduction

Machine learning is a multi-disciplinary subject involving many disciplines such as
probability theory, statistics, approximation theory, convex analysis, and algorithm
complexity theory. Specializing in how computers simulate or implement human
learning behaviors to acquire new knowledge or skills and reorganize existing
knowledge structures to continuously improve their performance [1]. In the process of
machine learning, there is an innovation model of industry-university-research coop-
eration to improve the efficiency of machine learning. The so-called industry-
university-research cooperation is the synergy and integration of the division of labor in
research, education and production in terms of functions and resources. It is the docking
and coupling of technological innovations, middle and downstream. Due to the ref-
erence of innovative forms, the data in the machine-learning industry-university
cooperation innovation system presents a distributed construction model. And in order
to better process and analyze the data, the data is processed by a cooperative fusion
method. Data Collaborative Fusion is an automated information synthesis processing
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technology developed and developed in the 1980s. It makes full use of the comple-
mentarity of multiple data sources and the high-speed computing and intelligence of
computers to improve the quality of the resulting information. Data Co-synthesis, also
known as multi-sensor fusion, is based on the combination of multi-sensor information
to obtain more accurate information than any single input data source to improve the
effectiveness of the entire sensor system. This performance improvement comes at the
cost of increased system complexity.

Nowadays, the traditional data collaborative fusion method has the method based
on time series data correlation mining. This method analyzes the operation mode of the
industry university research cooperation innovation system, evaluates the related lines
among the three, and calculates the correlation coefficient between the three. According
to the correlation coefficient, the distributed data collaborative fusion model of industry
university research cooperative innovation system is constructed, and the function is
solved by using generalized EM algorithm, and the effectiveness of the fusion result is
analyzed considering the weight. However, the fusion effect of this method is poor, and
the actual application effect is not ideal.

Below, we analyze the architecture and fusion of the fusion system, discuss the
clock synchronization problem in the distributed fusion system, and propose solutions.

2 Distributed Data Cooperative Fusion Theory

This chapter introduces the theoretical basis of the distributed information fusion
method for networked systems. According to the research content of this thesis, it
includes the principle of level set method, the theoretical basis of clustering algorithm,
and the theory of optimal estimation, which provides a theoretical basis for the research
of subsequent methods. Since its introduction, DS evidence theory has been widely used
in the fields of pattern recognition, multi-sensor information fusion, image recognition,
and uncertainty decision-making because of its superiority in the description and pro-
cessing of uncertain events. In DS evidence theory, the recognition framework X refers
to the complete set of objects studied, and the elements in X are incompatible with each
other and are discrete values. The horizontal method principle is a set of horizontal slices
that express an n-dimensional function by using a higher level, i.e., a level set of n 1-
dimensional functions. The zero level set is a curve composed of a set of functions
having the same value on the surface f(x,y) expressed by a three-dimensional continuous
function, that is, a set of zero level sets of f(x,y) = 0 [2]. Distributed data co-fusion is
analogous to the human brain to analyze the information conveyed by synthetic neu-
ronal synapses, and thus this is an adaptive complex process. It comprehensively ana-
lyzes the environmental information that can be detected by different sensors and gives a
reasonable and valuable processing result. Data fusion is a multi-level, all-round anal-
ysis process that detects, combines, correlates, estimates, and combines multiple sources
of data. This results in accurate state estimation and timely, comprehensive situation
assessment and threat estimation. Distributed data collaborative fusion is different from
traditional data information processing in the processing of data information. The
essence of data fusion is that the data processed by data fusion is more massive, bulky
and highly complex. At the same time, its analysis of data is reflected in the fusion of
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different levels. Combined with the above definition of data fusion, target detection and
tracking is a level-level fusion, which belongs to the state estimation process of the
target; target recognition belongs to the estimation process. The distributed data coop-
erative fusion processing structure firstly processes the data source information locally,
and transmits the processed data to the fusion center, thereby reducing the bandwidth
required for communication and the processing pressure of the fusion center, data fusion
efficiency and system reliability are relatively more concentrated.

3 Distributed Data Collaborative Fusion Method

The architecture of the distributed data collaborative fusion method is generally dis-
tributed hierarchical processing, distributed fusion processing, and completely cen-
tralized fusion. It distributes functions such as signal processing, interconnection,
tracking, attribute combination, sensor management, and status assessment to multiple
processors in different ways.

It can be seen from the figure that the sensor nodes are physically distributed, and each
node has a local processor (NP), which performs local data fusion (level one); The
information fused locally by each node NP is linked to the global processor (P), and then
the hierarchical correlation and the level two and three processing are completed by him.
The fusion method is the same as the fusion mode of other structures. For the distributed
data cooperative fusionmodel, in order to obtain a comprehensive estimation of the target
motion state, the existing time fusion and spatial fusion problems are processed and
considered separately. That is, when a plurality of sensors distributed at different posi-
tions are used to observe moving targets, the observation values of the sensors at different
times and in different spaces will be different, thereby forming a set of observations. If
there is one sensor that observes the same target at n times, theremay be: s*z observations,
represented by set V as V = {Vi} (i = 0,1,…,s); Vi = {Vj(k)} (k = 0,1,…,z), where Vi
represents the set of observations of the i-th sensor, and Vj(k) represents the observation
of the i-th sensor at time k. These observations have corresponding sequence numbers in
time and space. In practical applications, in order to obtain the target state, these two
fusions are often used in combination. Time/space fusion: Time fusion of each sensor’s
observation set is performed to obtain an estimate of the target state of each sensor, and
then the estimation of each sensor is spatially fused to obtain a final estimate of the target
state. For example, track fusion. Space/time fusion: firstly, the observation values of each
sensor are fused at the same time, and the target position estimates at different times are
obtained, and then time fusion is performed to obtain the final state; Time and space
fusion: time fusion and spatial fusion are carried out at the same time. This method has
good effect and does not lose information, but it is the most difficult and suitable for large
data fusion systems [3]. The accuracy and synchronization of time is a key indicator of
information accuracy, which will directly affect the accuracy of tasks such as target
detection and track tracking. Obviously, for distributed data structure models, sensors are
distributed in different spatial locations, and each node’s local processor has its own
clock. How to judge whether multiple information is collected at the same time and keep
time synchronization is a key issue. With reference to the relevant theory of computer
architecture, some algorithms can be used to solve the problem.
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3.1 Distributed Data Clock Synchronization

In order to achieve clock synchronization, time fusion of distributed data is performed
by referring to both active and passive algorithms. The active algorithm is the Berkeley
algorithm, in which the time server is active, it periodically asks each machine for time.
Then based on these answers, calculate the average and tell all machines to dial their
clocks up or down to a new value. In this way, the time server has a time daemon and
its time is maintained by the administrator. The process is as follows: First, the time
daemon tells his time to other machines at a certain moment and asks them their
respective time; The machines then tell the time daemon the difference between their
time and the time of the daemon process; finally the daemon calculates their average
and tells each machine how to adjust its time. The passive algorithm is the Cristian
algorithm, which instructs a computer to be a time server, and each of the other
machines periodically sends a message to the time server to ask for the current time.
When the time server receives the message, it will reply to the message containing the
current time value as soon as possible. When the sender gets the answer, he sets his
clock to T. It is necessary to consider the time it takes to send a response from the time
server to the sender. A simpler method is to accurately record the time interval from
when the request is sent to the time server to when the response is received. Assuming
that the start time is T0 and T1, they are all measured by the same clock. Even if the
sender’s clock has a certain difference from the time server clock, the time interval
measured is relatively accurate. In the absence of any other information, the best
estimate of the message transmission time is (T0-T1)/2. When the response message
arrives, the time in the message plus this value gives the current time and the estimated
time of the processed message. This estimate can be further refined if you know the
time of the time server interrupt processing and the processing of the message time. Let
the processing time be 1, then the transmission time interval is T0-T-I, so the one-way
transmission time is half [4]. Both synchronization algorithms have a time server to
provide standard time, which requires time servers to have precise time to achieve time-
coherent integration on distributed data.

3.2 Uncertain Data Processing with Delay and Misordering

In the process of implementing time synchronization, the data may be affected by
uncertain factors such as data transmission delay or misalignment. In order to ensure
the synergistic integration of distributed data in the industry-university-research
cooperation innovation system of machine learning, it is necessary to deal with such
uncertain data factors. A delay compensation strategy is proposed for the delay
problem. At the sampling instant k, the transmission delay is q(k), and the measured
output value p(k) is stored. The received measurement output u(k) is used for state
estimation b(k|t) at time t + q(k). Since the delay reduces the performance of the model,
the proposed linear time-delay compensation method based on estimation is to reduce
the computational complexity and further reduce the negative impact of the delay on
the model. Assuming that the current sampling time is k and the received data packet is
p(k), and the estimation state b(k|t) is to be performed, the state prediction value
b(t + 1|t) is used for the proposed linear compensation method. Based on the maximum
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delay N and the current transmission delay q(k), the estimated value b(k|t)} is obtained
by the compensation formula 1.

b k tjh i ¼ ð1� qðkÞ � 1
N

Þb tþ 1 tjh i ð1Þ

The delay is converted to a form without time lag through a series of operations. For the
out-of-sequence data, the distributed data needs to be reordered, that is, reordered.
When the received time-stamped data packet data is z(k1), the stored signal pz(k) is
recombined into: pz(k) = z(k−z(k)). Looping all the data in a distributed packet for
reordering purposes, with time-stamped packets meaning in the communication net-
work. Data is transmitted from the equipment to the filter, and the filter can obtain
information on data delay and packet loss. In practical applications, the measured
object is affected by the correlated noise. It is assumed that the process noise wk and the
measurement noise vk have correlation at the same sampling time. The statistical
attribute relationship is:

E
wk

vk

� �
wT
l ðvlÞT

� �� �
¼ Qkhk;l Skhk;l

ðSkÞThk;l Rkhk;l

� �
ð2Þ

The covariance is a symmetric matrix. Find similarities in noise to perform similar
processing. By using the formula to delay transform and reorder the data containing
noise, the data can be removed by the method of minimum error covariance to obtain
the cooperative data that can be cooperatively combined.

3.3 Data Association

Tracking distributed data and finally forming an effective trajectory, the first problem
that should be solved is the problem of data source information attribution, that is, the
uncertainty of data source [5]. Clustering similarity calculation is the first step in data
association. The similarity measure is the amount used to describe the degree of
similarity between data objects [6]. Commonly used are distance-based similarity
measures, kernel-based similarity measures, connectivity-based similarity measures,
cosine similarity measures, and conceptual similarity measures. Let R denote a non-
empty set, if any two of the elements i = {Mi1, Mi2, …, Min} and j = {Mj1, Mj2, …,
Mjn} are bounded by a certain rule and a real number d{i,j} corresponds, and satisfies:
d{i,j} is not negative; d{i,j} = 0 if and only if i and j are the same sample; d{i,j} =
d{j,i};d{i,j} � d{i,h} + d{h,j}. In cluster analysis, the similarity measure based on
Euclidean distance is common in distance as a measure of similarity.

In some cases, in order to express the importance of certain variables, Weighted
Euclidean distance-based similarity measures, weighted Manhattan distance-based
similarity measures, and weighted Minkowski distance-based similarity measures are
proposed [7]. Therefore, at the initial stage of the target track, it is necessary to perform
a measurement and measurement correlation of the plurality of cycles for the mea-
surement to ensure the correctness of the track start. The usual data association has
three processes as shown in Fig. 1.
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As can be seen from the figure, the data association process usually firstly filters the
tracking threshold of the multi-sensor after pre-processing and data registration. Set
thresholds based on prior statistical knowledge to filter out measurement data that
should not appear [8]. Then, using the effective measurement of the tracking gate
output to measure a track pair, an association matrix is formed, and the elements in the
matrix represent the degree of association between the measurement point and the track
prediction point. Finally, the measurement points with the highest degree of relevance
to the predicted position are assigned corresponding tracks according to a certain
assignment strategy. The assignment strategy is determined by various data association
algorithms. The reasonable application of the data association algorithm is directly
related to the pros and cons of the correlation effect [9].

3.4 Weighted Fusion Processing

The weighted fusion processing is performed after the correlation processing, and the
distributed data weighted fusion processing flow is shown in Fig. 2.
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The characteristic of the distributed fusion structure is that each branch has its own
local processing system [10]. After the observation information acquired by the plu-
rality of sensor branches is tracked in the local tracker, the target track formed by each
tracker is fused at the fusion center [11]. The advantage of this configuration is that the
tracking and compression processing of the measurement information is performed
before the measurement information is transmitted to the fusion center, and the pressure
of the communication data amount is reduced. Since local data information can be
formed in each sensor branch, even if one of the roads fails, even the central system
failure will not affect the formation of the track. Therefore, the reliability is high and the
system survivability is strong. Increasing the tracking accuracy can be performed by
time registration of the associated track and using the weighted probability to fuse the
associated track [12]. Assuming that the covariance F1 of the distributed data set 1 at
the same time, and the filter value is G1, the covariance of the data set N is Fn, and the
filter value is Gn. The wave value is the covariance of the Ply radar N, and the filtered
value is l JPN, then the covariance after the fusion and the fusion value are:

F ¼ ðG�1
1 F1 þG�1

2 F2 þ . . .þG�1
N FNÞ

G ¼ ðG�1
1 þG�1

2 þ . . .þG�1
N Þ�1 ð3Þ

3.5 Implementation of Data Cooperative Fusion Method

Realizing the distributed data collaborative fusion model of the industry-university-
research cooperation innovation system for machine learning. The system is tested in a
real network environment, and the Hadoop distributed data processing platform of the
machine learning and research cooperation innovation system model is built [13]. The
distributed big data collaborative fusion method of the industry-university-research
cooperation innovation system of Mapkeduce machine learning written in Java
(Fig. 3):

Fig. 3. Algorithm pseudo code
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4 Analysis of Experimental Results

The experimental demonstration uses all distributed data resources in the database of
industry-university research cooperation innovation system of machine learning for
data fusion processing. In order to ensure the rigor of the experiment, the traditional
data fusion method, that is, the single station processing method is used as the
experimental argumentation comparison, and the fusion results are statistically ana-
lyzed. The analysis results are shown in Fig. 4.

It can be seen from the figure that in the previous cycle, the data processing mode
of the single station is rapidly declining, and the data result of the data fusion mode is
steadily increasing. After one cycle, the data results of the two methods are stable and
the result of the fusion mode is much higher than the data result of the single station
processing. Therefore, the method of transmitting the local fusion result and the pro-
cessing method of the data fusion method have a large difference in the result. The
system test results show that the model can guarantee the stable operation of all
functions and achieve high-quality data fusion processing operations.

On the basis of the above experiments, compare the data fusion accuracy of this
method and the traditional method, and the comparison results are shown in Fig. 5.

Fig. 4. Experimental results
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According to Fig. 5, the data fusion accuracy of traditional methods varies from
62% to 69%, while the data fusion accuracy of this method is always higher than 93%,
which shows that this method can obtain accurate distributed data collaborative fusion
results of industry university research cooperation innovation system. The reason is that
the method mainly uses time synchronization, uncertain data processing with delay and
wrong sequence, data association and weighted fusion to achieve data fusion in time
and space, so it has high fusion accuracy.

On the basis of comparing the accuracy of data fusion of different methods,
comparing the data fusion time of different methods, the lower the data fusion time, the
higher the fusion efficiency and the better the data fusion effect. The comparison results
are shown in Fig. 6.
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As can be seen from Fig. 6, the data fusion time of the method in this paper varies
from 0.5 s to 5.0 s, and the data fusion time of the traditional method varies from 1.0 s
to 5.5 s, which indicates that the method can realize the distributed data collaborative
fusion of the industry university research cooperative innovation system in a short time,
and the actual application effect is good. The reason is that the method uses machine
learning to process data, which improves the efficiency of data processing.

5 Conclusion

Under the background of knowledge-based economy, the traditional way of relying on
factor driven and investment driven is becoming increasingly unsustainable. Relying
on innovation driven is the fundamental strategy to deal with a new round of tech-
nological revolution and industrial change in the future. The intensive allocation of
innovation resources and collaborative innovation among scientific research subjects
will become the key support for industrial upgrading. On the premise of the difference
in the goal orientation of cooperation subjects, to achieve the coupling interaction
between different subjects in the cooperation network, and to maximize the limited
resources into the competitive advantage, the collaborative role of industry university
research cooperation subjects will become particularly prominent, It is of great sig-
nificance to study the distributed data collaborative fusion method of regional industry
university research cooperation innovation system. Through research, it provides a
basic processing method of distributed data cooperative fusion, which provides some
basic ideas for the entire data fusion strategy. The distributed data cooperative fusion
method ensures the optimality of the decision result of the fusion center without
increasing the amount of information transmitted and storage resources. The effec-
tiveness of the fusion method is verified by simulation experiments and can be put into
use in actual production and life.
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Abstract. The traditional automatic defense network active attack data location
and early warning method has the shortcoming of poor localization perfor-
mance, so the research of automatic defense network active attack data location
and warning method is put forward. The active attack data is detected by the
space distance of the network node data, and the active attack data is judged
whether there is active attack data in the network, which is based on the detected
active attack data. The multi-objective binary particle swarm optimization
(BPSO) algorithm is used to obtain the optimal task allocation scheme for active
attack data location. Based on it, the algorithm of extreme learning machine is
used to realize the location and early warning of active attack data. Through the
experiment, put forward the automatic Compared with traditional methods, the
convergence value of active attack data location and early warning method of
defensive network increases 23.61 and the error rate of location decreases by 15.
It is fully explained that the proposed automatic defense network active attack
data location and early warning method has better localization performance.

Keywords: Automatic defense � Network � Active attack data � Location �
Early warning

1 Introduction

With the continuous development of Internet technology, the network usage rate is
gradually increasing. Nowadays, the network has reached a popular state, but due to the
openness of the network, the security of the network cannot be well protected. To
ensure the security of the network, it is necessary to carry out corresponding posi-
tioning warning and processing of its active attack data to ensure the security of the
network environment [1].

In recent years, network security has gradually been valued by many scholars, and
more research has been done on the automatic defense, location, and early warning
methods of network attack data. Automatic defense network active attack data location
and early warning is the premise of network attack blocking and service recovery, and
is the key link to ensure optical network security. The characteristics of the network
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itself make it face more security threats than traditional wired and wireless networks,
and active attacks are one of the challenges that must be overcome in the security field
[2]. In recent years, domestic and foreign scholars have studied the data and early
warning of active attack data, and obtained some research results, but the active attack
research in the network is still a challenging problem, which needs further research [3].
The traditional automatic defense network active attack data location and early warning
method has the defect of poor positioning performance, which can not meet the needs
of more and more network active attack data location and early warning. Therefore, the
research on automatic defense network active attack data location and early warning
method is proposed [4].

2 Design of Automatic Defense Network Active Attack Data
Location and Early Warning Method

2.1 Active Attack Data Detection

In order to locate and alert the active attack data, it is first necessary to detect whether
there is active attack data in the network data. In this paper, the active attack data is
detected by the spatial distance of the network node data. The specific process is as
follows.

Suppose there are n beacon nodes and m unknown nodes in the network. For an
unknown node, its node i data can be represented by a vector as

RSSi ¼ si1; si2; � � � ; sij; � � � ; sin
� �

; i ¼ 1; 2; � � � ;m ð1Þ

Where RSSi represents the i th node data; sij represents the signal strength of the
unknown node i sent to the j th beacon node,Then the node data of each unknown node
is equivalent to a point in an n-dimensional space. The node data of the same physical
location node is close in the signal space, and will fluctuate up and down at a mean
value, and there is a certain distance between the node data of different physical
location nodes [5].

According to the “distance-loss” model, the calculation formula of sij is:

sij dij
� �

dBm½ � ¼ P doð Þ dBm½ � � 10c log
dbj
daj

� �
þDF ð2Þ

Where P doð Þ represents the transmit power of node i; do indicates the reference
distance; dij represents the ranging distance between the unknown node i and the
beacon node j; c represents the path loss factor. For beacon nodes j. The same P doð Þ of
any two unknown nodes a; b.
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The node data difference is

Dsabj ¼ saj � sbj ¼ 10c log
dbj
daj

� �
þDF ð3Þ

Where daj; dbj represents the ranging distance between the node a; b and the beacon
node j, respectively.

For n beacon nodes, the node data of Node B is equivalent to two points in the n-
dimensional space, and the spatial distance between the two nodes is:

Dab ¼ RSSa � RSSbk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

Dsabj
	 
2

vuut ð4Þ

Where Dab represents the Euclidean distance of the node a; b.
According to the principle of non-central v2 distribution, when two nodes are in

different physical locations, Dsabj ; j ¼ 1; 2; � � � ; n obey N 10c log dbj
daj

	 

; 2r2

	 

distribu-

tion N 10c log dbj
daj

	 

; 2r2

	 

. Then the probability density function of the node data is

f
X

same

� �
¼ 1

2
n
2C n

2

� �Xm
2�1 � Dab ð5Þ

Where CðÞ represents the Gamma function; X represents random node data.
The detection of active attack data is implemented according to the comparison of

the probability density function of the node data with the threshold. The detection
performance depends on the selection of the threshold. If the threshold is too large, the
probability that the attacking node is misjudged as a legitimate node increases; if the
threshold is too small, the probability that the legitimate node is misjudged as an
attacking node increases. After selecting the appropriate threshold, the active attack
data is detected. If the probability density function is greater than the threshold, it
means that there is no active attack data in the network. If the probability density
function is less than the threshold, it means that the network contains active attack data
[6]. Through the above process, the detection of the active attack data is realized, and
the following is prepared for the positioning and early warning of the active attack data.

2.2 Active Attack Data Location Task Assignment

Based on the above-mentioned detected active attack data, the positioning tasks are
allocated correspondingly, and multiple active attack data positioning is realized at the
same time, which can greatly improve the efficiency of the automatic defense network
active attack data positioning and early warning method. The multi-target binary
particle swarm task assignment algorithm is used to allocate active attack data location
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tasks. The specific process is as follows [7]. The active attack data location tasks in the
network are allocated to obtain a long-lived network life cycle, lower network energy
consumption and balanced network load. Therefore, this chapter has designed three
objective functions: total task completion time, total energy consumption, and load
balancing. The multi-objective binary particle swarm task assignment algorithm is used
to determine the optimal allocation scheme [8]. The multi-target binary particle swarm
task assignment algorithm is expressed as

Minimize f Xið Þ ¼ f1 Xið Þ; f2 Xið Þ; f3 Xið Þf g ð6Þ

Among them, Xi ¼ xl1; xl2; � � � ; xlj; � � � ; xln
� �

; l ¼ 1; 2; � � � ; q represents the decision
variable, which corresponds to a distribution scheme of tasks in the particle. f1 is the
total time of the target function task completion, f2 is the total energy consumption of
the objective function, f3 is the objective function load balance. Therefore, the decision
space is q-dimensional and the target space is 3 dimensions,That is, the task allocation
scheme is a q-dimensional particle, and an optimal solution set under the f1; f2; f3 3
dimensional objective function.

In the multi-objective binary particle swarm task assignment algorithm, the position
X of the particle represents a task assignment scheme, expressed as

X ¼

x11 x12 � � � x1j � � � x1n
x21 x22 � � � x2j � � � x2n
..
. ..

. ..
. ..

. ..
. ..

.

xq1 xq2 � � � xqj � � � xqn

2
6664

3
7775 ð7Þ

Among them, xlj ¼ 0; 1f g; l ¼ 1; 2; � � � ; q; j ¼ 1; 2; � � � ; n, xlj indicates the state in
which the beacon node joins the task, 0 means unselected, and 1 means selected.

The velocity of a particle indicates the probability of a change in particle position. If
the velocity of the particle is large, the probability that the particle position is taken as 1
is large. If the velocity value of the particle is small, the probability that the particle
position is taken 1 is small.

The individual extremum of each particle is denoted as pb ¼ pbij
� �

q�n, and the

global extremum of the entire particle swarm is denoted as pg ¼ pgij
� �

q�n.

The update formula for particle position A is

xlj tþ 1ð Þ ¼ 0; if randðÞ� S vlj tþ 1ð Þ� �
1; if randðÞ\S vlj tþ 1ð Þ� ��

ð8Þ

Among them, S vlj tþ 1ð Þ� �
represents the transfer function.
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In order to solve the problem that the binary particle swarm optimization algorithm
is easy to fall into the local optimum, the global optimization ability is strong and the
local search ability is strong. Therefore, the inertia weight is improved, so that the
inertia weight is nonlinearly reduced as the number of iterations t increases.

In the algorithm, the inertia weight decreases nonlinearly with the increase of the
number of iterations t, which is beneficial to jump out of the local extremum point, and
obtain a larger value at the initial stage of the iteration. The particles in the population
are quickly scattered throughout the search area to determine the optimal value.
Approximate range; as the iterative nonlinearity decreases, the search space of most
particles gradually decreases and shrinks to the nearest neighbor range; at the end of the
iteration, when the maximum iteration tmax is reached, the particles are optimal. The
global optimal solution is searched in the neighborhood.

The specific steps of the multi-target binary particle swarm task allocation algo-
rithm are:

(1) Initialization algorithm: set the number of tasks to q, and generate the initial
position of each particle and the individual extreme value pb under the constraint
condition;

(2) Calculate the objective function: get the fitness value of the particle as p � f1; p �
f2; p � f3 ;

(3) Particle update: first update the inertia weight, then update the speed and position
of the particle;

(4) Constraint test: If the particle p satisfies both the workload constraint and the
space constraint, go to step (5); otherwise, go to step (3) and re-update the particle;

(5) Individual extreme value selection: Calculate the fitness value of the particle. If
the current position of the particle is better than the historical best position, update
the individual extreme value pb ;

(6) Elite file strategy: delete duplicate members in the archive, sort the members in the
file according to the descending distance, and get a better archive. At the same
time, according to the dense distance, the global optimal pg is selected for each
particle by the proportional selection method;

(7) If the number of iterations t� tmax, the algorithm ends and the optimal solution set
S is output, otherwise it goes to step (3).

The flow of the multi-objective binary particle swarm assignment algorithm is
shown in Fig. 1.
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Through the above process, the multi-target binary particle swarm task assignment
algorithm is used to allocate the active attack data location task, and the optimal
allocation scheme S is obtained, which provides support for the implementation of the
following active attack data location warning [9].

start

Initialization algorithm, number of tasks, 
initialization of particles p, Pb under 

constraints

End

Calculating Particle Fitness 
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Calculate the fitness of 
particles and get pg

Updating Inertial Weight, Velocity and 
Location of Particles

Compare fitness values, get 
new pb, Archive

Are two 
constraints
satisfied?

N

Y

Delete the duplicate members in the 
document, arrange them according to the 

secret distance, and reconstruct the 
document

Using proportional selection method to 
select global optimum for particles in 

documents

t<tmax

Output optimal 
solution set S

N

Y

Fig. 1. Flow chart of multi-objective binary particle swarm optimization task assignment
algorithm
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2.3 Implementation of Active Attack Data Location and Early Warning

Based on the optimal allocation scheme of active attack data location tasks obtained
above, the algorithm of extreme attack learning is used to locate and warn the active
attack data.

The speed learning machine algorithm is proposed by Huang et al. It is a single
hidden layer feedforward network, which belongs to a kind of neural network. Its
advantage is that the learning of the model does not require an iterative process. Given
N data xi; tið Þ 2 Rn � Rm; i ¼ 1; 2; � � � ;N.xi represents the n� 1 input vector
xi ¼ xi1; xi2; � � � ; xin½ �T , ti is a m� 1 target vector ti ¼ ti1; ti2; � � � ; tim½ �T . The speed
learning machine has a hidden layer with L hidden nodes, as shown in Fig. 2.

If the distance between the node to be located and the beacon node in the network is
known, a trilateral positioning algorithm may be used to calculate the position coor-
dinates of the node to be located [10]. The node to be located in the article is an active
attack data node. Based on the data of the active attack node, a three-edge positioning
algorithm can be used to locate the active attack data, and the position of the beacon
node B1;B2;B3 is obtained according to the algorithm of the extremely fast learning
machine, x1; t1ð Þ; x2; t2ð Þ; x3; t3ð Þ is respectively, and the As coordinate of the active
attack data node to be located is xs; tsð Þ.

The real data value of the active attack data node As can be represented by a vector,
The distance between the active attack data node As and the beacon node Bj is dsj. The
formula for calculating the ranging distance of the active attack data node As to the
beacon node B1;B2;B3 :

Fig. 2. Extreme learning machine model network
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ds1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xs � x1ð Þ2 þ ts � t1ð Þ2

q

ds2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xs � x2ð Þ2 þ ts � t2ð Þ2

q

ds3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xs � x3ð Þ2 þ ts � t3ð Þ2

q

8>>><
>>>:

ð9Þ

Substitute dsj into the above formula, solving the equations can calculate the
coordinates xs; tsð Þ of the active attack data node As as:

xs
ts

� 
¼ 2 x1 � x3ð Þ 2 t1 � t3ð Þ

2 x2 � x3ð Þ 2 t2 � t3ð Þ
� �1

x21 � x23 þ t21 � t23 þ d2s3 � d2s1
x22 � x23 þ t22 � t23 þ d2s3 � d2s2

� 
ð10Þ

Iteratively optimize the positioning results. After multiple iterations, the positioning
result closest to the real coordinates of the active attack data node can be obtained,
thereby achieving accurate positioning of the active attack data node [11–13]. The
prompt sound device is used to prompt and display the above-mentioned active attack
data, and the operator processes the data according to the corresponding result [14].

Through the above process, the application of automatic defense network active
attack data location and early warning method is realized, which fully proves the
feasibility of the method. The positioning performance of the method was analyzed by
comparative experiments as described below.

3 Analysis of Location Performance of Active Attack Data
Location and Warning Method

Through the above process, the application of automatic defense network active attack
data location and early warning method is realized, which fully proves the feasibility of
the method. The positioning performance of the method was analyzed by comparative
experiments as described below.

Two evaluation indexes of convergence and positioning error are used to compare
and analyze the performance of the proposed method and the traditional method. Using
NS2.35 as the network simulation platform, The difference between a common node
and a beacon node is that the beacon node can locate, while the ordinary node does not
have the localization function, 101 sensor nodes are arranged in the network area,
where the location of the aggregation node is (0, 0), and 80 common nodes and 20
beacon nodes are randomly generated uniformly using the NS2.35 scene generation
tool covering the entire network. The network environment parameter values are shown
in Table 1.
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The multi-objective binary particle swarm task assignment algorithm has a popu-
lation size of 20, a particle velocity of [−6,6], a maximum number of iterations of 200,
a learning factor of 2, and an inertia weight of [0.4, 0.9], which can be set by algorithm
parameters. Get a good solution in a short period of time。

3.1 Convergence Analysis

The convergence comparison is shown in Fig. 3

As shown in Fig. 3, the proposed method converges to 3.78 and the traditional
method converges to 2.89. The convergence value of the proposed method is 23.61%
higher than that of the traditional method.

Fig. 3. Convergence contrast graph

Table 1. Network environment parameter value

Parameter Numerical value

Mac protocol MAC/802_15-4
Routing protocol AODV
Energy model EncrgyModel
Initial energy of nodes 11520 J
Communication radius 200-250 m
Wireless propagation model Shadowing
Path loss factor 2
Transmitting power 0.282 W
Simulation time 100 s
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3.2 Positioning Error Analysis

The positioning error of the proposed method and the conventional method is shown in
Table 2.

As shown in Table 2, the error rate of the proposed method is reduced by 15%
compared with the conventional method.

Through the above two experiments, it can be seen that the proposed automatic
defense network active attack data location and early warning method has better
recognition performance.

4 Conclusion

The proposed automatic defense network active attack data location and early warning
method improves the convergence, reduces the positioning error rate, and greatly
improves the performance of the automatic defense network active attack data posi-
tioning and early warning method. However, the interference of the influencing factors
is neglected in the experiment process. Therefore, further research and analysis on the
automatic defense network active attack data location and early warning method are
needed.
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Abstract. In order to solve the phenomenon that the malicious information
retrieval in the traditional method is not comprehensive and the precision is not
high, an efficient retrieval method of malicious information in multimedia big
data network based on human-computer interaction is proposed and designed.
On the basis of analyzing the principle of information retrieval, the human-
computer interaction form is used to divide the metrics of malicious information.
On this basis, the human-computer interaction retrieval logic is established, and
the malicious information clustering method is used to realize the multimedia
big data network. Efficient retrieval of malicious information. Through the
method of experimental argumentation analysis, the validity of the human-
computer interaction retrieval method is determined. The results show that the
method has a high recall rate of 28.31% compared with the traditional method,
and the retrieval accuracy is extremely high. In this paper, the method of net-
work malicious information retrieval is effective and suitable for popularization.

Keywords: Human interaction � Big data network � Malicious information �
Search processing � Information clustering

1 Introduction

Human-computer interaction is the study of people, computers and their mutual
influence of technology. Man-machine interaction refers to the communication between
the user and the computer system. “Conversation” here is defined as a communication,
that is, an exchange of information, and a two-way exchange of information, which can
be input by a person to a computer, or feedback by the computer to the user. This
exchange of information takes the form of various symbols and actions, such as
keystrokes, mouse movements, and displaying symbols or graphics on the screen.
Systems can be a variety of machines, or they can be computerized systems and
software. A human-computer interface is usually the part that is visible to the user. The
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user communicates with the system through the man-machine interaction interface and
carries on the operation. The principles of interaction design need to include an
understanding of the user, the user environment, and the design strategy. Different
product designs require specific coping principles and strategies, but the principles of
design are the same for all products. Although application principles are not a specific
method to solve problems, they are a general principle that can be applied to the whole
product design system to interact with users, and can be used as a part of the design
strategy, as a guide to the design of interactive toy products. Based on user psychology
and cognitive science, the following basic principles are proposed to guide interaction
design:

(1) Usability principle

The principle of ease of use requires that interactive toy products be available to
most people and have a wide range of applications. Users of different ages, cultures and
regions can experience the convenience, efficiency and fun of products in the process of
human-computer interaction. A good interactive product can ensure the user in the use
of the process of availability and convenience, users in the experience and use of the
product will not be unable to understand the manual or complex operation and lose
interest.

(2) Adaptability principle

The user is the main body of human-computer interaction and should be in the
control position. Therefore, the hardware and software design of the product should
adapt to the user’s needs in many aspects.

(3) Principle of participability

The main body of human-computer interaction is human and computer. The
principle of participability emphasizes the spiritual experience of users when using the
product. The product should not only meet the functional requirements of users, but
also be easy, effective, interesting, fulfilling and satisfying in the process of interaction
between users and the product.

Big data networks can handle multiple large-scale information at the same time, and
when it comes to flexibility, it can copy data to multiple locations, and the size of the
processed information will become larger and larger. But in fact, the most important
attribute of a big data network is not its scale, but the ability to split big data into many
small data. It can spread the resources of a task to multiple locations for parallel
processing. The efficiency of the data processing process [1]. At this stage, the concept
of big data network has become synonymous with cluster environment. According to
the characteristics of different applications, the cluster requirements that meet the
application are established, and the data load inside the functional partition is realized,
and the quantitative relationship between each data load is correctly processed.
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Human-computer interaction is a study of the interaction between the system and
the user. The system mentioned here can be a variety of machines, or it can be a
computerized system and software. The human-computer interaction interface is usu-
ally visible to the user part. The user communicates with the system through the
human-computer interaction interface, and performs operations to realize the situational
description of information communication, and interacts with the real environment to
meet the functional requirements of the person.

Reference [2] proposed a network malicious information retrieval method based on
big data network, which can obtain implicit feedback information from the network by
observing the actions selected by users when browsing web pages, and establish user
interest update model. Vector is used to describe the web documents that users browse,
and the corresponding weight is given to each browsing behavior. Malicious infor-
mation is extracted and implicit feedback information retrieval is carried out, which can
effectively improve the detection time. But the recall rate is low and the detection
efficiency is poor. Literature [3] proposed a Bayesian network malicious information
retrieval method, through the Bayesian network technology to build a Bayesian net-
work retrieval model, detailed analysis of its working principle, and the malicious
information retrieval method is optimized, this method can improve the detection
efficiency, but the detection accuracy is low.

Aiming at the above problems, this paper proposes and designs an efficient retrieval
method of malicious information in multimedia big data network based on human-
computer interaction, and validates the effectiveness of the method in the simulation
platform. The results show that the human-computer interaction retrieval method can
Improve the recall rate of malicious information, and thus improve the retrieval
accuracy of malicious information, which has higher superiority than traditional
methods.

2 Design of Efficient Retrieval Method for Malicious
Information

2.1 Fragmentation of Malicious Information Metrics

The collection of malicious information in big data networks is the basis of retrieval. It
has important significance [4, 5]. This paper uses metrics to collect and classify
malicious information. Firstly, the Kullback-Liebler algorithm is used to cluster the
malicious information in the big data network, namely:

KL ¼
X
wi2d

n wi; dð Þ
dj j log

dj j
nc= cj j ð1Þ

Among them, KL represents the semantic distance between standard information
and malicious information, obviously there is a situation of KL ¼ 0; n wi; dð Þ is the
number of times the malicious information wi concept appears in the big data network
d; dj j represents the total number of malicious information; c represents the cluster of
the algorithm Coefficient, this calculation does not do orientation analysis.
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With the development of network technology, more and more big data networks
adopt an open information distribution structure, which provides a development plat-
form for the efficient retrieval process of computers [6, 7]. Therefore, this paper
combines the human-computer interaction mode to simultaneously apply this efficient
retrieval method. Applied to the human-computer interaction interface, the technician
can feel the interference process of malicious information through the computer, and
then accurately classify the retrieval criteria of the malicious information.

According to the classification form of the retrieval database, the browsing mode
and the search engine are queried. During the query process, the document information
in the entire big data network is sorted according to the probability of generating the
malicious information model [8, 9]. Assume that in the big data network model based
on human-computer interaction, each document information represents a polynomial of
each term t in the information D vocabulary, then each document information is sorted
according to its production probability when performing information retrieval. The
probability of generating document information is calculated by the following formula:

sim Q;Dð Þ ¼ P D Qjð Þ
KL=n t Qjð Þ ð2Þ

Where sim Q;Dð Þ represents the frequency of occurrence of document information
D and Q.P D Qjð Þ represents the equivalent feature of all document data corresponding
to the statistical item, and does not affect the sorting, and can be ignored in the actual
calculation process. As can be seen from the formula, the hypothetical terms in each
malicious information model are independent of each other. n t Qjð Þ is the test proba-
bility of selecting document information, which can be used for the setting process of
weights such as malicious document information retrieval parameters. All P Dð Þ values
are the same in the calculation process of this paper, so it can be ignored in calculation.

2.2 Human-Computer Interaction Retrieval Logic Establishment

In the malicious information metric defined above, the spatial knowledge of all
semantic concepts is concentrated on the level of words and sentences [10–14]. Firstly,
a word-to-concept knowledge comparison table should be established based on the
HNC concept node table to map and demap the malicious information features in the
big data network. This paper introduces the concept of human-computer interaction and
establishes the key information in the big data network information knowledge base.
And its characteristics are shown in Table 1.
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Analysis Table 1 shows that the biggest advantage of introducing human-computer
interaction retrieval logic is that there is no semantic ambiguity in the information
concept. In the multimedia big data network, an information concept symbol corre-
sponds to a certain semantic, which can fundamentally solve the inaccurate retrieval of
malicious information. The problem. At the same time, according to the identification
method of the information concept shown in Table 1, the establishment process of the
retrieval logic can be realized by the clustering calculation of the concept. details as
follows:

If an information concept is successfully identified, then the information retrieval
process is considered as a problem of judging which document has malicious infor-
mation, and only the reference value of the test data is considered, and the threshold
clustering calculation is performed, and the interactive object of the malicious infor-
mation is determined. You can get spatial information about any malicious information.

Assuming that the spatial coordinate of a malicious information is N x; y; zð Þ, the
probability of generating the information sim Q;Dð Þ is introduced. According to the
increasing arrangement of the distance values, the establishment basis of the retrieval
logic is determined on the function curve, and then the spatial coordinates of any point
on the curve are calculated. The spatial threshold of the malicious information is
obtained, and the clustering result is automatically formed according to the threshold.

Table 1. Big Data Network Information Characteristics

Features Type Describe

frequency Relevance Frequency of Key Features of Malicious
Information Query in Title and Text

BM25 Relevance Query based on BM25 formula, including the
relevance score of title, text and words of network
information

N-gram BM25 Relevance Query based on BM25 formula, including the
relevance score of the title, text and meta-index
items of network information

Edit distance Relevance Relevance Score of Title, Text and Editing Distance
of Query Network Information

Number of incoming
links

document
information

Number of inbound links on Web pages

PageRank document
information

PageRank-based Web page importance is related to
the number and quality of web pages’inbound links

Clicks document
information

Retrieve the number of clicks per page

BroseRank document
information

The importance of Web pages based on BroseRank
score is related to the click probability of users
when they browse the Web pages.

Malicious Information
Assessment Value

document
information

More than 80% of malicious information in web
pages

Web Quality
Assessment Value

document
information

The Possibility of Web Pages as Low Quality Pages
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Finally, the matching process of the retrieval logic is completed through the query and
clustering based on human-computer interaction. The function expression of the
malicious information retrieval logic based on human-computer interaction calculated
in this paper is as follows:

Nx ¼ c sim Q;Dð Þþ 1ð Þ
N

Ny ¼ 1� c � sim Q;Dð Þ
N

Nz ¼ 1� Nx=Ny
� �

8>>>><
>>>>:

ð3Þ

Where Nx;Ny and Nz represent the retrieval logic of the spatial abscissa, ordinate,
and height coordinates of malicious information, respectively; M represents the
semantic implied hint of malicious information in a big data network.

The human-computer interaction retrieval logic is established by referring to the
HNC node concept, which provides a basis for realizing the retrieval and calculation of
malicious information.

2.3 Efficient Retrieval of Malicious Information

In order to efficiently and accurately classify malicious information of big data net-
works, it is necessary to further search for malicious information based on the criteria
of classification and the similarity threshold. Generally speaking, in a random text
message in a big data network, the emergence distance of malicious information will
continuously jump with the increase of density. These jumping points are the thresh-
olds of malicious information we are looking for, and the distance between jump points
is in ascending order, the corresponding threshold of malicious information can be
determined by fitting the form of the incremental function. The incremental sequence of
malicious information is shown in Fig. 1.
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Fig. 1. Schematic diagram of the incremental sequence of malicious information
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The curve of Fig. 1 is fitted by the idea of least squares method, and the problem of
malicious information retrieval is transformed into the problem of finding the f xð Þ
value of the curve, so that the height fitting of the above malicious information Nz is
minimized.

Suppose ni is a malicious information point on Nz Nz 2j f xð Þ, where
f xð Þ ¼ x1 þ x2 þ x3 þ � � � þ xm, then only the coefficient x1 þ x2 þ x3 þ � � � þ xm is
determined, so that ni is minimized, and the height fitting of Nz can be minimized.

Bring the expression of f xð Þ into the calculation formula of ni, and let the partial
derivative of ni to mj be equal to 0, then get mþ 1 equations and solve mj from the
equations.

According to the actual fitting effect, it is found that it is most suitable to fit the
curve with the third-order polynomial. Combine the fitting equation of the curve to
solve the second derivative, and make f xð Þ0¼ 0, then the x value is the curve inflection
point. One inflection point is the curve coefficient, which is the minimum threshold of x
corresponding to the Nz minimum value.

The minimum threshold obtained above includes the noise of malicious informa-
tion. In order to improve the retrieval precision, the malicious information is also
subjected to noise statistics, and the interference noise is eliminated to generate an
absolute model of malicious information retrieval.

The noise reduction process is calculated as follows:

p ¼ 1þ ni
log dmax

ð4Þ

Where, p represents the malicious information retrieval coefficient without noise
interference; dmax represents the maximum value of the malicious information cluster.

After the above definition, the efficient retrieval method based on human-computer
interaction is used to retrieve and deduct malicious information in a random text of a
big data network. By demarcating the metrics of malicious information, the method of
establishing human-computer interaction logic is determined, and the retrieval coeffi-
cient is determined. The search coefficient is denoised to ensure that the method has an
efficient and accurate retrieval advantage. In the process of retrieval, considering the
existence of a single malicious information node, the method uses a set value to
determine any information point. When the minimum value of the semantic distance ni
between the document information is greater than the retrieval coefficient, the infor-
mation is determined to be an isolated point, which is consistent with the retrieval logic,
and realizes efficient and accurate retrieval of malicious information in the multimedia
big data network.

3 Simulation

In order to evaluate the efficient retrieval method based on human-computer interac-
tion, the malicious information retrieval test was carried out on the method, and the
malicious information retrieval test system based on Jelinek-Mercer smooth model and
Bayesian model was obtained from the big data network. After proper processing and
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modification, the experiment is compared with the traditional malicious information
retrieval method, and the malicious information retrieval effects of the two methods are
counted.

3.1 Experimental Test Set

During the experiment, all the test data are the Chinese information retrieval test data
set provided by TREC6. The test set includes a total of 164,811 big data network
articles, all of which are from well-known big data networks, of which 1/10 are
malicious information. The probability of 0.5% maliciously interferes with the multi-
media big data network. All of these malicious information coexist in both Chinese and
English. By changing the amount of malicious information and the length of inter-
ference, the comprehensiveness and accuracy of the search are analyzed.

3.2 Comprehensive Comparison of Malicious Information Retrieval

In order to analyze the effect of malicious information retrieval, taking recall rate as the
experimental index, the traditional method and the method in this paper are used to
compare the recall rate of malicious information retrieval of the two methods, and the
results are shown in Fig. 2.

The comparison results show that both methods can retrieve malicious information
in the multimedia big data network, but the recall rate is different. When the threshold
value is 0.3, the recall rate of traditional method is 65%, and that of this method is
100%. When the threshold is 0.4, the recall rate of traditional method is 35%, and that
of this method is 88%. When the threshold value is 0.5, the recall rate of traditional
method is 30%, and that of this method is 38%. Analysis of the reasons for this shows
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Fig. 2. Comprehensive comparison of malicious information retrieval results
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that with the increase of the threshold, the search process requirements for information
matching are also improved, the number of malicious information that meets the
requirements is reduced, and the recall rate is naturally reduced. When the threshold is
between 0.3 and 0.4, the method has a better effect on the expansion of malicious
search terms, and the correlation is greater. The result is that the recall rate is higher
than the traditional method. Therefore, in order to ensure the comprehensiveness of
malicious information retrieval, it is necessary to give a suitable threshold value for
retrieval quantity control before retrieval.

3.3 Malicious Information Retrieval Accuracy Comparison

In order to analyze the effect of malicious information retrieval, taking the accuracy of
malicious information retrieval as the experimental index, the traditional method and
the method in this paper are used to compare the malicious information retrieval of the
two methods, and the results are shown in Fig. 3.

Through the analysis of the experimental results in Fig. 3, both methods can
achieve the retrieval of malicious information in the multimedia big data network, but
the retrieval accuracy is different. The analysis shows that this method can accurately
retrieve and mark malicious information. However, the traditional methods have some
defects in the retrieval of malicious information. It can be seen from the figure that the
traditional method does not retrieve edge information in the big data network, so there
must be accurate retrieval of malicious information. There is also the phenomenon of
false information retrieval noise, which affects the final retrieval result of malicious
information. Through the above analysis, the validity of the human-computer inter-
action retrieval method can be explained. When searching, the malicious information in
the big data network can be accurately found and marked, and the validity and rele-
vance of the query index words are guaranteed. Precision, superior to traditional
methods

Fig. 3. Comparison of malicious information retrieval accuracy
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4 Conclusion

This paper has carried out a comprehensive and systematic research on the malicious
information retrieval method based on human-computer interaction, but there are still
many shortcomings. In the future research, we will further consider the in-depth
development of human-computer interaction, with different modes. Human-computer
interaction behavior improves the retrieval performance of malicious information. Also
consider the semantic relationship between human-computer interaction and big data
network, and use these relationships to enhance the semantic representation of mali-
cious information, and then use semantic representation relationship to comprehen-
sively analyze and compare malicious information retrieval methods, and further
improve the efficiency of retrieval methods. Improve the information environment of
big data networks.
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Abstract. Due to the complexity of the objective world, information loss and
uncertainty are common. As a tool to express the real world, database uses null
values to express the problem of information missing. Aiming at the problem of
null value in uncertain database, an artificial intelligence based null value esti-
mation algorithm is proposed. Firstly, the characteristics of uncertain database
are analyzed, then the lost information retrieval model is constructed, and the
empty value estimation of database is completed by feature selection and data
transformation, artificial intelligence clustering, influence degree calculation,
empty value step estimation and other methods. Finally, it analyses the time
complexity of the algorithm, and improves the problem of poor evaluation effect
of traditional algorithms. Supported by experimental data and environment, the
results show that the proposed algorithm has higher accuracy than the traditional
algorithm. It shows that this algorithm can effectively estimate the null value in
the uncertain database, and has high practical application value, and can provide
theoretical reference value for related research.

Keywords: Artificial intelligence � Uncertainty � Database � Null value
estimation � Time complexity

1 Introduction

In recent years, with the vigorous promotion of the rapid development of computer
technology and network information technology, various information systems have
been growing, carrying more and more data storage and collection tasks. Especially in
the big data environment, with the rapid growth of business data of organizations, all
kinds of data are generated and processed at an unprecedented speed [1]. Therefore,
how to mine and extract effective information from accumulated massive data has
become a hot issue in academic circles.

With the maturity of relational database theory model, various relational database
systems are widely used in various fields of social life, especially in the field of data
mining. However, data in real databases often contain noise, default and ambiguity,
which will affect the validity of data mining. Therefore, how to accurately estimate the
null value in the process of data preprocessing is an important research topic [2]. In the
face of this problem, there are usually several ways to deal with it: (1) Discarding
records with null values; (2) Replace null value with a constant value; (3) Take an
average value instead of the null value in the range of null value; (4) In the range of null
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value, a random value is used instead of null value. (5) Statistical distribution function
of the original data, and then according to the distribution function to generate the
replacement value of null value. However, the above methods can not deal with all the
null value problems perfectly, the calculation process is complex, and the tendency of
original data clustering is neglected, and the null value estimation effect can not be
given very well [3, 4].

To this end, relevant personnel have proposed some database null value estimation
methods, Reference [5] proposes a general boundary value estimation method for
uncertain data model indicators. According to the characteristics of uncertain trans-
action databases with weights, a general boundary value estimation framework for
commonly used model indicators is first designed, and then a quick estimation method
for the upper bounds of model indicators under this framework is presented. Finally,
the upper bounds of two typical model indicators are estimated to illustrate their
feasibility. Experimental results show that although this method can realize the esti-
mation of data null values, but the estimation effect is not good when facing the same
local search time and the same risk measurement time. Reference [6] proposes an
effective method for estimating the null value in relational databases. The method
firstly mines the data in the data table to find the attribute set associated with the
estimated attribute. This process only uses the data provided by the data itself. Infor-
mation, avoiding the error caused by subjectivity when the expert determines the
conditional attributes. Secondly, fuzzy clustering is performed according to the
obtained attribute set to obtain a division of the original data, and then an estimated
empty value in the relationship table is given based on the scored cluster and linear
regression The method. Finally, the average absolute error rate is used to measure the
accuracy of the algorithm estimation. The experimental results show that the result of
this method has a high accuracy rate, but there is a problem of poor effect.

To solve the above problems, an artificial intelligence-based null value estimation
algorithm for uncertain databases is proposed. This method introduces the principle of
error to determine the order of estimating null values for each column. Through data
mining, the attribute set associated with the estimated attributes is found. The original
data is divided into fuzzy clusters by artificial intelligence method, and the null value is
estimated by linear regression method within each cluster.

2 Characteristic Analysis of Uncertain Database

Uncertainty data is a general term for data that does not have complete confidence in
data model. In reality, data is deterministic. The reason for producing uncertain data is
due to its own knowledge limitation, which leads to the existence of uncertain data in
data model. As a result, the following factors will lead to uncertain data:

(1) When describing the real world in the data model;
(2) When modifying or transforming data in the data model;
(3) When manipulating the data in the data model.

The term “uncertain data” is used to represent data that do not have full confidence
in all data models. Overall, uncertain data mainly include the following categories:
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(1) Probabilistic data: those data which are judged to be true or false by a certain
probability value are called probabilistic data.

(2) Inaccurate data: This kind of data is available in data models, but not very clear.
For example, the data may be a range or a non-value.

(3) Fuzzy data: In a data model, such data is expressed as vague in quantity or unit.
(4) Inconsistent data: Data with different true and false attributes at different times

may change over time.
(5) Ambiguity data: Some data in the data model may lead to ambiguity or ambiguity.

The purpose of database system is to provide users with the information they want,
and the information they interact with is the result of operation transformation of the
description of real world information [7]. That is to say, interactive information with
users is the focus of database system.

Since its birth, relational database has been widely used in various fields because of
its simple and clear data structure, flexibility, independence, integrity, less redundancy
and convenient application. But in practical application, it also reflects some short-
comings of relational database, such as the introduction of null value to solve the
problem of uncertain data processing in the real world [8].

A null value in a relational database represents an unknown value, which is neither
a number 0, nor an empty string, nor any other meaningful value. In the early database,
there was no concept of null value. All values were determined and knowable. With
null value, we can express data that we don’t know, undefined data and, of course,
human error data. The introduction of null value makes the data representation of
relational database more complete, and to some extent, it deals with the uncertainty
problem [9].

3 Building Lost Data Retrieval Model

Building the lost data retrieval model is mainly to describe the simulation and abstract
process of lost data retrieval. First of all, TIR technology is used to obtain database
information, and the retrieval target is set to obtain information closely related to
keywords in a certain period of time.

In order to better achieve the needs of lost information retrieval, the main objectives
of lost data retrieval model are to define lost data retrieval, define retrieval results,
calculate the relevance of retrieval results, etc. According to the characteristics of
database, the lost data retrieval model is defined as four tuple form, which is repre-
sented by Q;D;R; S½ �, where, Q represents query information; D represents data model;
R represents lost data retrieval; S represents the scoring mechanism of query infor-
mation and retrieval results.

With the development of network technology, data is mainly stored in the database,
but for the data, it has the time attribute. In order to better express the time attribute of
the data, the data in the database is represented by the temporal data graph.

The temporal data graph is represented by G ¼ Vt;Etð Þ, where, Vt represents the set
of temporal nodes and Et represents the set of temporal edges.
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The temporal node is vt, expressed as vt ¼ v; tsvt; tevtð Þ½ �, where, v represents the
identification of the temporal node, tsvt; tevt½ � represents the semi open time interval,
and E is the effective time of the data.

Temporal edge et is expressed as et ¼ ut; vt; ts0; te0ð Þ½ �; ts0; te0½ � is the retrieval
effective time.

The temporal data figure is shown in Fig. 1. As shown in Fig. 1, information has
effective time and transaction time. In the process of lost data retrieval, the effective
time of information is mainly considered.

Based on the lost data retrieval model, according to the time constraints and key
words in the query information, the result subtree is retrieved in the temporal data
graph. In general, in the case of missing data query, we will get a lot of query result
subtrees. In order to get the most similar missing data information, we sort the query
result subtrees by similarity calculation, and the first one is similar missing data
retrieval subtrees. Therefore, it is very important to calculate the similarity of lost data
information.

In general, the smaller the temporal edge weight is, the greater the similarity is. The
specific calculation method of temporal edge weight is as follows.

In order to ensure that as many keyword nodes are retrieved as possible, and ensure
that the retrieval results are highly related to the lost data information of the query,
calculate the node structure weight. The weight of node structure represents the
importance of node in temporal data graph, which is introduced into the calculation
formula of edge weight, and the calculation formula of edge weight is obtained as
follows:

W Q; etð Þ ¼ 1
IR k;uð Þ þ IR k;vð Þ

�We u; vð Þ ð1Þ

Where, We u; vð Þ represents the node structure weight.

Fig. 1. Temporal data graph.
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The temporal edge has timeliness, and the weights of different temporal edges are
also different. Therefore, in the process of lost data retrieval, the temporal edge finite
time needs to be consistent with the lost data query time. The temporal edge weight is
set according to the lost data query time, and its calculation formula is:

W Q; etð Þ0¼ 1� Ic \ Iej j
Icj j ð2Þ

Where, Ic represents the query time of lost data; Ie represents the effective time of
temporal edge.

Through the above formula, the temporal edge comprehensive weight value is
obtained, so as to judge the similarity of the lost data and provide data support for the
following uncertainty database null value estimation.

4 Space Value Estimation Algorithms Based on Artificial
Intelligence

In the actual application of database, the problem of data missing is almost unavoid-
able, resulting in the problem of null value. Null value estimation has become the
mainstream research direction of null value processing, and a large number of database
null value estimation methods emerge [10]. Most of these methods use part of the
complete data in the database table as training set, learn knowledge from the training
set through machine learning or some theory of soft computing, derive decision rules or
models, and finally estimate the null value according to the rules or models.

There are many commonly used null value estimation algorithms, such as rough set
method, cloud model method and genetic algorithm based method. These algorithms
have their own advantages, but there are also some obvious shortcomings. Rough set
method is mainly based on the compatibility relationship between data, which is filled
by compatible tuple values. However, if a tuple is not compatible with other tuples or
the attribute values corresponding to compatible tuples are missing, then an estimate
can not be given. The method of cloud model is mainly based on the generation of
random points near the equilibrium position by the subordinate cloud generator to fit
the original distribution of data, which will cause some “randomness” of the estimated
value and affect the results of the algorithm [11]. The main disadvantage of null value
estimation based on genetic algorithm is that it needs to analyze natural language
semantics into effective coding, and the algorithm needs a long iteration time, and has
poor scalability when the amount of data is large. In order to estimate the empty value
in the relational database more accurately, based on the lost data retrieval model and the
lost data similarity, a method of estimating the empty value in the uncertain database
based on artificial intelligence is proposed. The specific implementation process is as
follows:

Step 1: Feature selection and data conversion.
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(1) Feature selection, attribute reduction algorithm based on rough set is used to
reduce the attributes of the original data table and get the key attribute set after
reduction.

(2) Data conversion, mainly refers to data preprocessing, making it easy to use data
form. Firstly, the natural language semantic attributes are numeralized, so that the
attributes can be conveniently used for data mining. Then the formula of fuzzy
number is used to normalize the numerical information and simplify the calcu-
lation [12].

Step 2: Artificial intelligence clustering.
The non-null attribute sets associated with the attributes with null values obtained

in step 1 are used for clustering. Make similar data together, different data are divided
into different clusters. Figure 2 shows the compatibility of objects in different attribute
sets.

As shown in Fig. 2, considering that different attributes have different influence
weights on columns with null values, the relevant weights are introduced:

w ¼ r2 �W Q; etð Þ0
Pm

k¼1 r
2
1

ð3Þ

In the formula, m is the number of attributes in the set of non-empty attributes
related to attributes with null values; r represents the correlation coefficients of attri-
butes with null values; w is the ratio of the correlation coefficients of attributes with null
values and the sum of the correlation coefficients of all related attributes and attributes
with null values, which reflects the weight of the influence of attributes with null
values. After artificial intelligence clustering, the clustering center is obtained.

Step 3: Calculate the impact [13, 14].
After clustering the data into several clusters, for each cluster, the influence of

different independent variables on dependent variables is different. Artificial intelli-
gence regression coefficient is used to calculate the influence of different independent

m1

m2

m3

m4

m5

m6

mn

...

Fig. 2. Compatibility relationship among objects in different attribute sets
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variables on dependent variables [15]. Firstly, the fuzzy correlation coefficient is used
to represent the correlation degree between attributes, then the independent variable
coefficient is determined, and finally the influence degree of attributes is obtained.

The formula for calculating the degree of correlation is as follows:

za;b ¼
Pn

i¼1 ai � að Þ � bi � b
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 ai � að Þ2�Pn
i¼1 bi � b

� �2
q ð4Þ

In the formula, a and b represent the sample mean of a; b of the fuzzy set.
The formula for determining the coefficient of independent variable is as follows:

COD ¼ � r2
Pm

k¼1 r
2
1

ð5Þ

Step 4: Estimate null values.
Firstly, the Euclidean distance between the tuple and each cluster center is calcu-

lated, and the null value estimation algorithm is used to obtain the estimated value [16].
The null value estimation algorithm of uncertain database based on artificial

intelligence is described. If the number of records in the data table is N, the number of
records containing null values is Nnull. The key attribute number after attribute
reduction is m and the clustering number after partition is C. Then the time complexity
of the algorithm is analyzed as follows:

(1) Feature selection and data conversion. In this step, an attribute reduction algo-
rithm based on discernible matrix in rough set is used, and the time complexity of
the algorithm is O N2

� �
.

(2) Clustering using artificial intelligence algorithm of null value estimation in
uncertain database, the time complexity of the algorithm is O Nð Þ;

(3) Calculate the correlation degree to obtain the overall time consumption, i.e. linear
complexity [17];

(4) Estimating null values and evaluating. This step estimates a small number of null
values contained in the database tables with a time complexity of O Nnullð Þ, it is a
high order infinitesimal of O Nð Þ, which can be neglected [18].

In summary, the algorithm of null value estimation in uncertain database of arti-
ficial intelligence has high estimation accuracy.

5 Experimental Analysis

In order to verify the rationality of null value estimation algorithm in uncertain database
based on artificial intelligence, experimental verification and analysis are carried out.
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5.1 Experimental Data and Environment

Experimental environment: The operating system is Windows 7, using 3.40 GHz Intel
Core i7-3770 CPU, using 8G memory bars, using C+ language on Microsoft Visual
Studio 2012 development platform to realize the uncertainty database null value esti-
mation algorithm based on artificial intelligence.

The algae dataset, a classical data set in data mining, is used in the experiment. The
attributes are shown in Table 1.

The table describes that under the influence of independent variables, the data set
contains 184 pieces of data, 164 of which are used as training data set, and the
remaining 20 as test set.

5.2 Experimental Steps

Experiments are carried out on algae datasets. The specific process is as follows:
Step 1: Data conversion and feature selection: because season, size and speed are

text variables, they can not be directly processed, changing season’s “spring, summer,
autumn, winter” to “1, 2, 3, 4”; size’s “small, medium, large” to “1, 2, 3”; speed’s “low,
medium, high” to “1, 2, 3”. Then we use feature selection algorithm to eliminate the
four attributes of season, CL, NH4 and PO4. The remaining attributes represent more
than 95% of the data features.

Step 2: Clustering the remaining attributes, using clustering indicators to get a
better clustering effect, dividing the original data set, and finding the clustering center.

Step 3: For each type of data, calculate the influence of independent variables on
dependent variables.

Step 4: Estimate the null value.
Figure 3 is the flow chart of the experimental steps.

Table 1. Independent attributes of Algae datasets.

Variable Range

Season {Spring, Summer, Autumn, Winter}
Size {Small, medium, large}
Speed {Low, medium, high}
PH Positive real number
CL Positive real number
NO3 Positive real number
NH4 Positive real number
PO4 Positive real number
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5.3 Experimental Results and Analysis

In order to study the validity of AI-based null value estimation algorithm for uncertain
databases, local search time and risk measurement time are taken as criteria to compare
the evaluation results of traditional references [5] algorithms and AI-based algorithms.

Start

Data conversion and feature 
selection

Attribute clustering, get the 
cluster center

Calculate the influence degree of 
independent variable on dependent 

variable

Remove the four attributes of 
season, CL NH4 PO4

End

Estimate null value

Fig. 3. Experimental flow chart
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Fig. 4. Evaluating the effect of two methods using the same local search time.
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(1) Local search time

When the local search time is consistent, the traditional references [5] algorithm is
compared with the evaluation effect based on artificial intelligence algorithm, and the
results are shown in Fig. 4.

Figure 4 shows that the AI-based algorithm is 2% better than the traditional ref-
erences [5] algorithm when the local search time is 10 s; the AI-based algorithm is 8%
higher than the traditional references [5] algorithm when the local search time is 20 s;
the AI-based algorithm is 20% higher than the traditional references [5] algorithm when
the local search time is 30 s; and the AI-based algorithm is 40 s higher than the
traditional references [5] algorithm when the local search time is 40 s. Compared with
the traditional references [5] algorithm, the AI-based algorithm has 32% higher eval-
uation effect; the AI-based algorithm has 39% higher evaluation effect when the local
search time is 50 s; the AI-based algorithm has 53% higher evaluation effect when the
local search time is 60 s; the AI-based algorithm has 58% higher evaluation effect
when the local search time is 70 s; and the AI-based algorithm has 80 s higher eval-
uation effect when the local search time is 80 s. The AI-based algorithm is 60% more
effective than the traditional references [5] algorithm. Therefore, under the same local
search time, the AI-based algorithm is better than the traditional references [5] algo-
rithm in evaluating the effect.

(2) Risk measurement time

When the time of risk measurement is consistent, the traditional references [5] algo-
rithm is compared with the evaluation effect based on artificial intelligence algorithm,
and the result is shown in Fig. 5.
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Fig. 5. The effect of two methods for evaluating the same risk measurement time.
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Figure 5 shows that when the time of risk measurement is 10–30 s, the evaluation
effect of traditional references [5] algorithm is 90%, and that of AI-based algorithm is
86%. When the time of risk measurement is 30–50 s, the evaluation effect of traditional
references [5] algorithm is 80%, and that of AI-based algorithm is 83%. When the time
of risk measurement is 50–70 s, the evaluation effect of traditional references [5]
algorithm is 28%, and that of AI-based algorithm is 97%. It can be concluded that
under the same risk measurement time condition, the AI-based algorithm is better than
the traditional references [5] algorithm in evaluating the effect. This is because the
method through the analysis of the characteristics of the uncertain database, data
conversion, and the use of artificial intelligence technology for data clustering, and
calculate the impact degree, and ultimately achieve the null value estimation of the
database, through the above steps to enhance the effect of null value estimation.

To sum up, the null estimation effect of the proposed algorithm is better than that of
the traditional references [5] algorithm under the same local search time or the same
risk measurement condition, indicating that the proposed algorithm has high applica-
tion value.

5.4 Experimental Conclusions

To sum up, the null value estimation algorithm of uncertain database based on artificial
intelligence is effective. Under the same local search time, the maximum evaluation
effect of artificial intelligence algorithm is 86%, and under the same risk measurement
time, the maximum evaluation effect of artificial intelligence algorithm is 97%.

6 Concluding Remarks

Non-deterministic database is based on strict mathematical concepts. It has a single
concept and simple and clear data structure. Its greatest advantage is that the rela-
tionship between entities can be expressed by relationship, that is, the indefinite
database can describe itself. Many advantages make the indefinite database occupy the
dominant position in the market and has been widely used.

With the gradual expansion of the application field of uncertain database, the data
processing scope and ability of uncertain database are demanded in various fields. For
example, in the fields of scientific computing, sensor application and knowledge
learning system, the database is required to deal with uncertain data. However, most
uncertain databases can only deal with accurate data, lacking a comprehensive method
for dealing with uncertain data. Now the only way to solve this problem is to use the
artificial intelligence algorithm for estimating the null value of uncertain databases.

This method uses artificial intelligence algorithm to classify the initial data, taking
into account the fuzzy nature of data classification, and introduces weighted values
according to the different dimensions of sample data to the contribution of clustering,
which makes the clustering results more accurate. Then, the null value estimation
model is constructed by multiple linear regression, which makes the null value esti-
mation method more effective and accurate.
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Abstract. With the rapid development of modern computer technology, the
internet technology based on computer technology has also been remarkably
developed, which has made great progress in modern information technology.
The management and effective application of these large-scale data has become
the main trend of the development of modern society. In order to improve the
ability of fast processing and recognition of large data, data clustering analysis is
needed. Aiming at the problems existing in traditional fuzzy clustering algo-
rithm, this paper proposes a design of fuzzy clustering algorithm for high-
dimensional and large data sets under cloud computing. Through data classifi-
cation and data processing classification, the design of fuzzy clustering algo-
rithm for high-dimensional large data sets is realized, and compared with the
traditional algorithm through experiments. The simulation results show that the
method is easy to calculate and fast in the fuzzy clustering of high-dimensional
and large data sets. The clustering effect is good, and the clustering algorithm of
high-dimensional and large data sets is well realized.

Keywords: Computer technology � Cluster analysis � Fuzzy clustering
algorithm � High-dimensional large data sets

1 Introduction

With the rapid development of Internet technology, data storage and data compression
technology, the emergence of interactive applications such as micro-blog, micro-
messaging, social networks, the rise of cloud applications, and the wide use of various
forms of digital devices, the data is explosive growth. All sectors of society, such as
academia, enterprises and government departments, have paid close attention to the
issue of big data. Data has become a new asset, which can bring endless social and
economic benefits [1]. Big data is gradually becoming a powerful tool for people to
understand and transform the world, making it easier for people to grasp the laws of
things and accurately predict the future.

The resources in cloud computing are usually virtualized resources provided
through the Internet [2]. There are many high-dimensional data sets in cloud com-
puting. At present, there are still many doubts and disputes about the basic concept and
key technologies of high-dimensional large data. Traditional relational database tech-
nology is not competent for the processing of these data, because the starting point of
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relational database system is to pursue data consistency and fault tolerance. Diversity is
an important feature of large data, which means the universality of data sources and the
complexity of data types. In this complex data environment, processing large data is a
great challenge. To deal with large data, it is necessary to integrate data from all data
sources, extract relationships and entities from them, and store these data in a unified
structure after association and integration. Therefore, the pretreatment of large data is
one of the key factors to determine the value of large data. In order to reflect the value
of large data, the pretreatment of large data needs further processing [3]. Fuzzy clus-
tering is one of the key technologies of large data analysis and an important method to
reflect the value of large data [4].

At present, relevant personnel have proposed a large number of data clustering
methods, among which, reference [5] proposes an algorithm to increase the confidence
threshold. The algorithm repeats the constant confidence threshold algorithm several
times while increasing the confidence threshold. The algorithm can almost certainly
converge to a certain equilibrium point. A numerical example is given to illustrate the
applicability of this method to clustering problems, but the calculation time of the
method is slow. Reference [6] proposed a new error aware data clustering
(EDC) technology in cluster head (CHS) application. Histogram based data clustering
(HDC) module groups time-related data into clusters and eliminates relevant data from
each cluster. Recursive outlier detection and smoothing (rods) of HDC module pro-
vides error aware data clustering, which uses temporal correlation of data to detect
random anomalies. The experimental results show that the algorithm has a small
amount of calculation and can reduce a large number of redundant data with the
minimum error, but the data coverage is not high.

To solve the above problems, this paper proposes a fuzzy clustering algorithm for
high-dimensional large data sets in cloud computing.

2 Design of Fuzzy Clustering Algorithms for High
Dimensional and Large Data Sets

2.1 Data Object Classification

Before realizing the fuzzy clustering algorithm, the data obtained should be classified,
the original data set should be divided into several data fragments, and these data
fragments should be copied to the node of the task, and the data at the node should be
processed separately. The main task of this process is to calculate the degree of
membership of data objects to clustering centers in nodes. In the process of data
classification, the data objects and initial clustering centers (or the clustering centers
updated in the last iteration process) at this node are input, the index numbers of the
clustering centers are output, and the membership degree of all data objects and data
objects in the node are also given. Because the data generated in the classification
process are stored on local disks, and these data can be merged locally, in order to
reduce the communication overhead between the nodes and the calculation of the
process. Map process is used in classification, which is carried out at the node, and can
play the role of merging data at this node. The main task of map process is to calculate
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the sum of the product of all the corresponding subordinate degrees and the corre-
sponding data objects, and to represent the sum of all subordinate degrees (fuzzy
factors) for each cluster center. The map process outputs in the form of seu, which
represents the index of the clustering center. The output is the data set composed of the
index of the data center, the data object and the membership degree. The data set
cooperates as the input of the map process. The input form is to compose a data set with
the same values in the data set generated in the stage, so the essence of the process is to
correspond to each value. A clustering center is indexed, so a clustering result can be
obtained every time a process is executed.

After the above work is completed, the data are classified. In the correlation
analysis of data classification, the corresponding data classification methods are dif-
ferent when the types of attribute values of data objects are different. The values of
attributes are divided into continuous variables and classification variables. Interval
variables or ratio variables are classified by the values of continuous variables. If the
data object has the largest degree of membership to a clustering center, then the data
object belongs to the corresponding class of the clustering center and classifies the data
object according to the data parameters obtained above. The structure of the data object
is shown in Fig. 1.
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Fig. 1. Data object classification structural diagram.
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The structure chart of data object classification shown in Fig. 1, when classifying
data, classifies the data according to the process shown in the figure to ensure the
accuracy of classification. The classification formula is as follows:

fi ¼
X2
d

vb
xi � 1

max xið Þ �min xmð Þ ð1Þ

In the formula, fi represents the marked data; xi � 1 represents the standard value of
data evaluation; max represents xi types of data; min represents m types of data, this
calculation does not do directional analysis.

j ¼ F0 � x fið Þ
F � v j0 þ 1ð Þ ð2Þ

In the formula, j represents the classified data after discretization; f represents the
standard value of classification; F0 represents the detected data; j0 represents the quality
level of the data being tested, this calculation does not do directional analysis.

After the above formulas, data object classification is realized. On the basis of
object data classification, data processing is carried out on large and high-dimensional
data sets. Through this step, the calculation steps of fuzzy clustering can be simplified
and the accuracy of fuzzy clustering algorithm can be strengthened.

2.2 Data Processing

Data processing includes two aspects: data extraction and data loading. The main task
of data extraction is to obtain data structures and data from the database, and then
convert them into corresponding files. Data extraction includes data acquisition and
data processing [7]. Firstly, through the analysis of the user’s needs to obtain data,
select the data table and corresponding data fields, then use database operation tech-
nology to connect the corresponding database system, and finally use appropriate
statements to load the structure information and content of the data table into the data
processing program. After the data is selected, the data is processed, and the data
loaded by the data acquisition step is pretreated. Then these data information and the
structure of database tables are transformed into documents (or strings) and the
interface for users to obtain information is provided [8], which realizes cross-language
and cross-platform data acquisition and provides seamless connection for data source
acquisition in data loading stage (Fig. 2).
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Data extraction is the basis of realizing the fuzzy clustering algorithm. Through
data extraction, we can prepare for the next data loading. After obtaining the file, we
need to analyze the XML file, and then create the appropriate parsing method according
to the description of the XML and the table structure we need to store. According to the
research of document parsing based on technology used by nodes in the platform, data
can be processed in parallel. The acquired files are very small and can be read from the
table as the input path of the whole job or read in parallel as the process input at the
stage of setting up the job.

After data extraction, data is loaded. In this stage, the main task is to access
different Web Service interfaces, parse the acquired XML data and load it to the target
data source. In this paper, Base is used as the target data source [9]. The address and
service method of each data source are loaded into it. By distributing these information
to different nodes, each node accesses different data sources according to the infor-
mation received by each node, and then stores these documents into the file system. At
the same time, the information of these files (including storage address and file) is
stored. Size, etc.) is stored in the database for subsequent management of these files.
When data acquisition is completed, these documents need to be parsed, so we need to
look at the preamble of these documents to understand the storage mode of each
document and the format of the original data, and then design the corresponding
conversion rules and store them. The paths and corresponding transformation rules are
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Fig. 2. Data processing diagram.
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obtained from the database system and processed by adding them to different nodes.
The acquired data are finally integrated and stored in the database to provide the basis
for the completion of the fuzzy clustering algorithm [10].

3 Implementation of Fuzzy Clustering Algorithms for High
Dimensional and Large Data Sets

Fuzzy clustering algorithm is used to describe the uncertain relationship among pat-
terns. It has the characteristics of self-learning, self-organization and self-adaptation.
This algorithm has strong robustness and is suitable for parallel processing. Through
data preparation and data object analysis, the specific algorithm for designing the fuzzy
clustering algorithm is as follows:

Detection data and data classification set are initialized. Set X ¼ x1;x2;x3. . .xm
� �

is
assumed to be all the sample points to be clustered, and the number of clustering results
of all sample points is c. Sample points are divided into c categories. The data set
calculates the membership matrix U from the sample points to the clustering centers
iteratively, and then updates the membership matrix U to calculate the new clustering
center V, so that the clustering objective function F (U, V) value reaches the minimum,
and the clustering results obtained at this time have the highest accuracy [11–13]. The
objective function of the fuzzy algorithm can be expressed as:

FðU;VÞ ¼ minC=knf 2 X ð3Þ

In the formula, kn represents the sample size; C represents the fuzzy index; 2
represents the clustering effect; X represents the number of iterations of clustering data,
this calculation does not do directional analysis.

According to the membership matrix U, which can be obtained from the above
formula, the new clustering center is calculated according to the membership matrix U:

F ¼ fi þ
Xk
i¼1

AþM � K ð4Þ

The detailed steps of the fuzzy clustering algorithm are as follows:
Initialization algorithm stop threshold, the number of iterations is i ¼ 1, the max-

imum number of iterations is K;
Randomly select k sample points as the initial clustering center, calculate the

membership degree of each sample point to each initial clustering center, and obtain a
membership matrix F;

The clustering centers are recalculated according to the membership degree F, and
all kinds of clustering centers are updated [14]. The fuzzy clustering algorithm ter-
minates and outputs the clustering results.

From the implementation steps of the fuzzy algorithm, it can be seen that calcu-
lating the membership degree from a sample point to each clustering center is the most
important work, and also the most time-consuming step. Since the membership degree
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of each sample point is independent of each other, the parallel execution of this process
can be considered [15, 16]. It is possible to compute the membership degree of cluster
centers of sample points in parallel. By calculating the membership degree of each
sample point in parallel on distributed cloud platform with high-dimensional large
database, the time required to compute the membership matrix U can be greatly
shortened, thus greatly improving the operation efficiency of the fuzzy algorithm.

4 Experimental Demonstration

In order to verify the validity and feasibility of the proposed fuzzy clustering algorithm,
a simulation platform is built and experimental analysis is carried out. At the same
time, the algorithm is debugged in the context of cloud computing to maximize the
accuracy of the experimental results. In order to ensure the rigor of the experiment, the
traditional fuzzy clustering algorithm is compared with the fuzzy clustering algorithm
designed in this paper. Because there are many kinds of high-dimensional and large
data, the elements to be detected are complex, and the data obtained are generated in a
short period and high frequency, the data stability is not high. In order to evaluate the
quality of clustering results, it is necessary to define the evaluation criteria of clustering
and the objective function or method of clustering by checking the clustering results of
the algorithm to determine whether the algorithm needs further iteration.

4.1 Experimental Environment and Data Setting

Taking My-sea database as the data source, 10 data sets are selected from the database
for experiment, and data analysis is conducted through online data analysis software
MOA (an experimental tool for massive online analysis). Table 1 shows the data set
used in the experiment.

Table 1. Parameters of experimental data set.

Dataset number Data contained Data dimension Subseries

1 512 4 15
2 1024 12 10
3 261 8 12
4 258 6 16
5 637 10 10
6 298 8 8
7 186 6 12
8 254 12 14
9 301 10 15
10 209 4 5
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Table 2 shows the parameters of computer virtual simulation platform.

According to the above experimental conditions, the data clustering results of
different methods are compared, and the experimental conclusions are obtained.

4.2 Clustering Effect Comparison

In the implementation of clustering algorithm, the sum of squares of errors is used as
the condition of clustering convergence, and the precision and recall rate are used to
evaluate the quality of clustering results. The precision ratio refers to the ratio of the
number of data objects correctly clustered into the current cluster and all objects
clustered into the current cluster after clustering. Recall ratio refers to the ratio of the
number of objects accurately clustered into the current cluster to the number of actual
objects in the cluster after clustering.

1000 feature vectors are extracted from high-dimensional large database. In order to
reflect the effectiveness of the proposed fuzzy data algorithm and traditional algorithm
in computing, the same cluster and the same data set are used for clustering. The results
are shown in the Table 3.

Setting the same data set, the average precision rate is set to 0.5, the average recall
rate is 5.5, the normal number of iterations is 5, the standard value of execution time is
set to 60, and the pH is set to 7.

Table 2. Parameters of computer virtual simulation platform.

Name Parameter

CPU Intel i7-8700, 3.75 GHz
Hard disk 512G Solid state disk
Graphics card NVIDIA
Memory 16G
Operating system Windows 8.1

Table 3. Traditional algorithm result table.

Data set Average precision Average recall rate Iteration times Execution time pH

64 0.39 4.5 12 90 8.1
83 0.42 3.6 10 89 8.3
52 0.52 2.1 11 74 8.2
178 0.69 5.7 12 98 8.2
124 0.78 6.1 14 100 8.1
281 0.96 2.5 11 114 8.1
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Cloud computing is used to record the results of the fuzzy clustering algorithm, and
the average precision, recall, iteration times, execution time and PH of the two algo-
rithms are compared according to the experimental data. The analysis of Table 3 and
Table 4 shows that the average precision of the fuzzy clustering algorithm designed in
this paper is similar to the standard values, and the average recall rate is higher than that
of the traditional algorithm, which has obvious advantages. In terms of execution time,
it costs less time and saves a lot of manpower and financial resources. Therefore, we
can confirm the validity of the fuzzy clustering algorithm designed in this paper. When
clustering high-dimensional large data sets, the number of detection iterations is low,
and the operation time is short. It can accurately and quickly cluster high-dimensional
large data sets. To a certain extent, it improves the clustering effect of large data, and in
a sense, it has the promotion effect. This is because the fuzzy clustering algorithm is
used to describe the uncertain relationship between patterns. The algorithm has the
characteristics of self-learning, self-organization and self-adaptive. It has strong
robustness and is suitable for parallel processing, thus improving the clustering effect of
high-dimensional large data sets.

In order to compare the data clustering results of different methods more intuitively,
the clustering results of different methods are presented in the form of image com-
parison. The results are shown in Fig. 3.

Analysis of Fig. 3 shows that the data coverage of the algorithm proposed in this
paper is significantly higher than that of the traditional algorithm, the maximum data
coverage of traditional algorithm is less than 40%, while the maximum data coverage
of this algorithm is more than 70%, indicating that the clustering effect of the algorithm
in this paper is better. This is because the algorithm realizes the design of fuzzy
clustering algorithm for high-dimensional large data sets through data classification and
data processing classification, and effectively improves the data coverage.

Table 4. The result table of the algorithm in this paper.

Data set Average precision Average recall rate Iteration times Execution time pH

64 0.42 4.6 1 52 8.1
83 0.5 5.1 2 45 8.3
52 0.51 5.2 2 56 8.2
178 0.58 5.6 3 60 8.2
124 0.48 5.9 4 61 8.1
281 0.52 6.0 1 63 8.1
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5 Concluding Remarks

With the rapid development of information science and technology and mobile Internet
technology, people’s life is full of various information data, which is undoubtedly
exponential explosive growth. The era of big data has come quietly, and it promotes the
development of all walks of life. In order to fully explore the development potential of
various industries behind information and data, the high-dimensional and large data
fuzzy clustering algorithm under cloud computing has become an indispensable tool.
Many existing clustering methods have some problems. Through the analysis of the
problems, the design of the fuzzy clustering algorithm is proposed. The experiment
proves the effectiveness of the proposed algorithm. The algorithm can cluster high-
dimensional large data sets accurately, reduce the residual rate of the fuzzy algorithm,
and has very high effectiveness. But there is still room for further study.
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Abstract. In order to improve the accuracy of the classification of the big data
of disease gene detection, an algorithm for the classification of the big data of
disease gene detection based on the complex network technology was proposed.
On the basis of complex network technology, a distance-based membership
function is first established. Considering the distance between the sample and
the class center, the membership function of sample compactness is designed to
complete the establishment of membership function of complex network.
Combined with the design of the classification algorithm flow of the big data of
disease gene detection, the design of the data classification algorithm was
completed, and the classification of the big data of disease gene detection was
realized. The experimental results show that the proposed algorithm is more
accurate than the other two classification algorithms in the big data sets of
different disease genes.

Keywords: Complex network technology � Disease genes � Big data �
Classification algorithm

1 Introduction

The 21st century is the era of combining life science and information science. With the
implementation of the human genome project, the sequence and structural data of
nucleic acids and proteins have grown exponentially. At the end of 1980s, bioinfor-
matics, a new interdisciplinary subject, emerged and developed rapidly. The main
purpose of bioinformatics is to obtain, process, store, retrieve and analyze the bio-
logical experimental data, so as to reveal the biological significance of the data. The
development of bioinformatics will bring revolutionary changes to the life sciences,
and will also have a huge impact on the agriculture, medicine, health, food and other
industries. Therefore, the governments and industries of all countries attach great
importance to it and invest a lot of money and manpower [1]. After obtaining the
complete sequence information of the genes, human beings must further understand
what the functions of all these genes are and how they perform these functions, so that
the genetic information of the genes can establish a direct link with the activities of life.
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Therefore, researchers are shifting their attention from the structural study of genes to
the functional study of genes. However, how to get useful information from the
massive genetic information to reveal the biological significance of these data has
always been a difficult problem for researchers, and has important scientific signifi-
cance and wide application value. Through gene classification, the massive gene
expression data can be divided into a relatively small number of groups with biological
significance, and valuable information can be extracted from them, so as to understand
the functional relationship and working mode of different gene combinations. It is
extremely useful to classify a large number of genes into relatively few classes to
extract valuable information from the data [2]. In order to achieve this goal, people
have applied many methods to solve the problem of gene classification.

Now, with the rapid development of science and technology, even for the most
knowledgeable organisms, we only know a small part of the functional information of
the genes, and this information is often incomplete and does not meet our scientific
research needs. With the expansion of the application scale of gene chip and the
development of gene expression database, in order to make full use of these data, more
in-depth analysis of these gene data is needed to extract the implied information from a
large number of data. For the gene chip data, through in-depth analysis, we can obtain
other in-depth information, such as the evolution information of DNA sequence, the
information of gene function, the synergistic relationship between genes, the spatial
rule of gene expression, and the information related to diseases.

In gene expression studies, there is a basic assumption that information about when
and where genes are expressed carries information about gene function. Thus, the first
step in the analysis of gene expression data is to classify the tissue genes according to
the similarity of the gene expression profile, or to classify the genes according to the
pattern of gene expression. Gene classification is now one of the most widely used
methods of expression data analysis. A single gene chip often contains hundreds of
genes whose expression can be detected simultaneously [3]. The same chip was used to
conduct gene expression experiments under different conditions (different time, dif-
ferent cells, different external effects), collect expression data, and put the original data
together to form a data table. Each row in the table represents a gene, and each column
represents the intensity of expression under different experimental conditions. Math-
ematically, a row or column of data in a table is a vector, and genetic classification is
the grouping of these vectors according to their similarity.

The general process of pattern recognition of gene expression data is as follows:
first, preprocess the original gene expression data, then select and extract the charac-
teristics of the gene expression data, and finally classify the genes according to the
characteristic information. However, in the actual environment, the distribution of the
training sample set is usually unbalanced, that is, the number of samples of different
categories in the training sample set is different or even quite different. Because of this
imbalance, the training and prediction of the classifier tend to the categories with a
large number of samples, which is not conducive to the accuracy of classification
decision. For example, in a concentration of liver cancer samples containing 80 normal
samples and 10 pathological samples, since the training and prediction output tend to
be large samples, the prediction of a small number of pathological samples may result
in “missed detection”, in which the pathological samples are misjudged as normal
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samples. In practice, the risk of such misjudgment would be much greater than the risk
of misinterpreting a normal sample as a diseased one [4]. Therefore, the bias of clas-
sifier training and prediction caused by the unbalanced distribution of sample sets
should be considered in practical application.

However, most of the current research work focuses on how to improve the pre-
diction accuracy as much as possible, but ignores the bias feature of the prediction, and
seldom studies the risk cost of the prediction bias on the decision result from the
theoretical perspective. In the diagnosis of fatal diseases, if the patient is misdiagnosed
as a healthy person, it will affect the best chance for the patient to get timely treatment
and pose a great threat to the safety of the patient’s life. Therefore, it is necessary to
design an effective algorithm for the above problems.

Although many traditional classification methods can also be used to classify gene
expression data in gene chip technology, the classification of gene expression data in
gene chip technology is far more challenging than the traditional classification. Overlap
is because microarray gene expression data is very different from traditional data.
Traditional data usually contain a large number of samples with relatively few attri-
butes, while microarray gene expression data usually contain a large number of gene
attributes with a small number of samples. The high-dimensional small sample char-
acteristics of microarray gene expression data pose a severe challenge to traditional
classification methods, causing “dimensional disaster” and “overadaptation” problems.
In addition, of the thousands of genes in microarray gene expression data, only a few
genes are actually closely related to the classification task, and most of the genes show
different representations in different categories. There is no practical significance in the
differentiation between liver cancer and normal tissue, and the operation of some genes
with no practical significance will increase the classification cost and affect the clas-
sification accuracy. Therefore, in order to carry out a successful classification of genes,
it is necessary to delete the genes that do not play a role in the classification task and to
retain the genes closely related to the classification task [5].

2 Design of Big Data Classification Algorithm for Disease
Gene Detection

2.1 The Membership Function of Complex Network Is Established

When using complex network technology. The design of the membership function is
the key of the whole data classification algorithm, which requires that the membership
function can objectively and accurately reflect the uncertainty of the samples in the
system. At present, there are many methods to construct membership functions, but
there is no general criterion to be followed. In dealing with the actual situation. Usually
we need to determine the reasonable membership function according to the experience
of specific problems. About membership functions. Many scholars have done some
research in this field, but it is mainly based on the distance between the sample and the
class center to measure the degree of membership [6]. In general. The basic principle to
determine the membership size is based on the relative importance of the class in which
the sample is located, or the size of the contribution to the class. The distance between

308 Y. Gao et al.



the sample and the class center is one of the criteria to measure the contribution of the
sample to the class.

In general, the basic principle to determine the membership degree is based on the
relative importance of the class in which the sample is located, or the contribution to
the class. The distance between the sample and the class center is one of the criteria to
measure the contribution of the sample to the class. At present, in complex network
technology, the determination of distance-based membership function is to regard the
membership degree of the sample as a function of the distance between the sample and
the class center in the feature space.

Let x0 be the center of class and r be the radius of class, which is determined by
Eq. (1):

r ¼ max
i

xi � x0k k ð1Þ

When the membership degree is determined according to the distance, the mem-
bership degree of each sample in the class is:

u xið Þ ¼ 1� xi � x0k k
r

þ d ð2Þ

Where, d[ 0 is a small constant preset to avoid u xið Þ ¼ 0.
In the determination of distance-based membership function, the membership

degree of the sample is regarded as a linear function of the distance between the sample
and the center of the class. However, there is no simple linear relationship between the
membership degree of the actual sample and the distance between the sample and the
class center. The standard s-type function defined by Zadeh is modified to obtain the
membership degree of samples. The membership function transformed from the
standard s-type function is as follows:

u di; a; b; cð Þ ¼

1

1� 2
di � a
c� a

� �2

2
di � a
c� a

� �2

0

8>>>>>>>>><
>>>>>>>>>:

ð3Þ

Where, di is the distance between the sample and the center of the class in which it
is located, and parameters a and b are predefined parameters, b ¼ aþ c

2 , Now when
di ¼ b, u di; a; b; cð Þ ¼ 0:5.

When determining the membership degree of the sample, not only the distance
between the sample and the class center, but also the compactness between the samples
should be considered. The tightness between the samples can be measured by how far
the samples are from the origin [7]. Therefore, the membership degree of the sample
should be determined according to the maximum distance p from the origin of the
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sample. For the samples distributed in and out of the region, two different methods
were used to calculate their membership. The calculation formula of membership
degree is as follows:

l xið Þ ¼
0:6 � 1� q=f xið Þ

1þ q=f xið Þ
� �

þ 0:4; f xið Þ� q

0:4 � 1
1þ q� f xið Þð Þ

� �
; f xið Þ\q

8>>><
>>>:

ð4Þ

Where, q represents the maximum distance of sample from the origin, and f xið Þ
represents the decision function of sample xi, whose calculation formula is:

f xið Þ ¼
Xl

i¼1

aiK xi; xj
� �

; j ¼ 1; 2; � � � ; l ð5Þ

As can be seen from the membership function l xið Þ defined by Eq. (4), the farther
the sample is from the origin, the greater the membership degree of the sample belongs
to this class. At the same time, the influence of the position of the sample in the class
was also considered. The membership degree of the sample in the class area was all
greater than 0.5. However, the membership degree of the samples located outside the
class area was all less than 0.5. As the noise and outfield samples are generally located
outside the class region, their membership degree is less than 0.3. Therefore, by setting
a threshold value less than 0.5, noise and outfield samples can be removed from the
sample set, leaving samples that are beneficial to the construction of the optimal
classification hyperplane [8, 9]; Next, the classification of the big data of disease gene
detection is realized through the design of the algorithm process of classification of the
big data of disease gene detection.

2.2 Design of Big Data Classification Algorithm for Disease Gene
Detection

Since the number of genes in the gene expression data of diseases is usually much
larger than the number of samples, a general classification algorithm for the gene
expression data of diseases is proposed in this paper, which applies the complex
network technology to the classification algorithm. In this algorithm, the classification
algorithm is firstly screened based on the output inconsistency measure, then the data of
the screened classification algorithm are classified by majority voting method, and
finally the gene expression data are classified by the classified algorithm [10, 11]. In
summary, the steps of the big data classification algorithm for disease gene detection
based on complex network technology are described as follows:

Step 1: In order to avoid the generation of overfitting classification model of big
data of disease gene detection, the big data samples of disease gene detection were
divided by 50% cross-validation (one fold for testing, two thirds for training, and the
remaining one third for validation);
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Step 2: Initializes the big data set of disease gene detection, generates the initial
solution randomly and encodes it;

Step 3: Initialize the classification algorithm parameters, including the number of
large data sources SN for disease gene detection, the position of the i largest data source
for disease gene detection, the maximum number of iterationsMCN, and judge whether
the solution falls into the local minimum value (threshold value limit) and reaches the
tolerance rate e;

Step 4: The solution obtained by Step 2 is decoded to obtain the input weight,
hidden layer bias and training sample weight of the classification algorithm. The
complex network is trained on the training set by these parameters, and the corre-
sponding fitness value and the corresponding network output weight norm are calcu-
lated on the verification set according to formula (6) and (7) after obtaining the output
weight;

AUC ¼ 1
m � n

Xm
i¼1

Xn
k¼1

I xi [ ykð Þ ð6Þ

Type in the,I �ð Þ is an index function, I trueð Þ ¼ 1 and I falseð Þ ¼ 0, m. n is the
sample number of small class and large class respectively, xi and yk respectively
represent the output of the algorithm for the i th small class sample and the k th large
class sample.

v0i;j ¼
v0i;j; iff v0i;j

� 	
� f xi;j

� �
[ e � f xi;j

� �

v0i;j; if f v0i;j
� 	

� f xi;j
� �


 


\e � f xi;j

� �
and bv0i;j

��� ���
xi;j;

8>>><
>>>:

\ bxi;j

��� ��� ð7Þ

In the formula, f v0i;j
� 	

and f xi;j
� �

represent the location v0i;j and the original location

xi;j of the disease gene detection big data source respectively. bv0i;j . bxi;j represents the

norm of the network output weights of the i disease gene detection big data source at
the new position v0i;j and the original position xi;j respectively.

Step 5: Number of iterations plus one;
Step 6: The hirer USES the formula to update each solution;
Step 7: According to the input weights, hidden layer bias and training sample

weights obtained by Step 4, the fitness function value corresponding to each solution
and the corresponding network output weight norm were calculated according to for-
mula (6) and (7). Update the solution with greedy choice strategy;

Step 8: Using roulette selection method, the probability of each solution selected is
calculated;

Step 9: The following bees update the solutions in Step 6 according to different
probability values;

Step 10: The solution of Step 9 is decoded to obtain the input weight, hidden layer
bias and training sample weight of the complex network. The complex network is
trained on the training set by these parameters, and the fitness function value
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corresponding to each solution is calculated on the verification set according to formula
(6) and (7) after the output weight is obtained;

Step 11: Update the solution according to Eq. (7);
Step 12: To judge whether the algorithm meets the termination condition, if so, go

to Step 9; otherwise, go to Step 8;
Step 13: Bee detection stage: If the solution corresponding to the fitness value of

continuous limit generation did not change, then according to the type (8) to generate
data processing, calculation of fitness value;

xi;G ¼ x1i;G; x
2
i;G; � � � xDi;G

h i
ð8Þ

Step 14: Check whether the algorithm reaches the maximum number of iterations,
if so, go to step 15; otherwise, return to step 5 to continue running;

Step 15: The optimal solution is decoded to obtain the optimal input weight, hidden
layer bias and training sample weight

Step 16: The data classification model is tested on the test set with the optimal input
weight, hidden layer bias and training sample weight, and the final classification result
is obtained.

To sum up, the complex network technology is applied to the membership function
of the big data of disease gene detection, and the membership function of the complex
network of the big data of disease gene detection is established. Combined with the
specific implementation steps of the data classification algorithm, the big data classi-
fication algorithm of disease gene detection was designed, and the classification of the
big data of disease gene detection was realized [12, 13].

3 Experimental Contrastive Analysis

3.1 Data Set and Parameter Setting

The liver cancer gene sequence data of ubiquitination sites were obtained from the
prokaryotic ubiquitin-like liver cancer gene database (GenBank). GenBank collected
by both experiment and obtain the ubiquitin site location of ubiquitin gene substrates,
and the substrate gene structure, functional annotation information can be done
(original training sample set and test set), are collected by the experimental determi-
nation of the unknown exact ubiquitin locus of ubiquitin gene (can be done without
class mark sample set). Follow these steps to build a non-redundant original training
sample set, an independent test set and an uncategorized labeled sample set,
respectively:

Step1:The original training sample set was constructed by extracting ubiquitin gene
substrates with ubiquitin labeling sites from GenBank database. The remaining 180
ubiquitin gene sequences containing 213 ubiquitin sites were redundant with the cd-hit
tool, and the similarity threshold of sequence alignment was set to 30% when the CD-
HIT tool was used to eliminate redundancy. After de redundancy, the original training
samples were composed of 162 gene substrates containing 183 ubiquitination sites and
2258 non ubiquitination sites;
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Step2:Twenty liver cancer genes were randomly selected from the de redundant
data set as independent test set, which contains 29 ubiquitination sites and 408 non
ubiquitination sites;

Step3:From the GenBank database, 1116 gene substrates without specific ubiquitin
sites annotated (each liver cancer gene has a known lysine residue) were extracted for
the unlabeled sample set. The 1,116 gene substrates encode 14,955 peptides;

From the above data processing process, it is obvious that the positive and negative
sample sets of the training set and the independent test set have the characteristics of
unbalanced class distribution. In order to simulate the real experimental environment,
the following prediction model is built on the original unbalanced sample set, rather
than on the artificially balanced sample set. To ensure that the optimal model is
obtained after training, the number of hidden layer nodes ~N and the control parameter C
when the AUC is maximized are selected by using a reserved cross validation. The
value range of ~N for the number of nodes in the equilibrium normal and hidden layers
of WELM is {2 − 12,…, 212} and {10,…, 2000}, respectively. One peptide in the
training set was used in turn to test all other peptides until all of them had been tested.
The optimal training model was tested on an independent test set and compared with
PUPs, IPUP and imp-pup prediction models. The prediction performance of each
model was measured by the classification accuracy of positive samples (SN), negative
samples (SP), Matthews coefficient (MCC), the area under the characteristic curve of
the subject (AUC) and the total classification accuracy (ACC).

MCC ¼ TP � TN � FN � FPffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþFNð Þ � TNþFPð Þ � TPþFPð Þ � TNþFNð Þp ð9Þ

3.2 Set up Experimental Data

The disease gene expression data studied in this paper were mainly from the liver
cancer data set. Table 1 shows the relevant information of the liver cancer data set.

Table 1. Data sets of experimental liver cancer

The data set Hepatocellular carcinoma
data set

Breast cancer data
set

Colon cancer data
set

Number of
categories

2 2 2

The number of
genes

7129 10 2000

Category label ALL AML / Tumor Normal
Number of
samples

47/25 683 40/22
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In 1999, Golub et al. published the experimental results of the acute leukemia data
set in Science. The dataset included a total of 72 acute leukemia samples, each con-
taining 7,129 gene expression data. Of the 7,129 gene expression data, 47 samples
were diagnosed with acute lymphoblastic leukemia, including 9 all-t samples and 38
all-b samples. Of these, 25 were diagnosed with acute myelogenous leukemia.

In the experiment of this paper, 38 cases were selected from the training set and 34
from the test set. In ALL test sets, 2 all-t samples, 14 AML samples and 18 all-b
samples were set. The adjusted samples included 4 all-t samples, 14 AML samples and
16 all-b samples. In the training set, 8 all-t samples, 11 AML samples and 21 all-b
samples were set.

3.3 Determine the Optimal Parameter

For the proposed integrated WELM prediction model, the optimal AUC with the
variation of the hidden layer node parameter ~N was tested on the expanded training set
and the independent test set by using the residual cross-validation method, and the ~N
corresponding to the optimal model was found. The curve diagram of the optimal AUC
with the change of ~N on the training set and the independent test set is shown in Fig. 1.
The optimal hidden layer node number ~N is 1800–1960 (the interval is 10). As can be
seen from Fig. 1, when the integrated WELM obtained the optimal AUC value of
0.7312 on the independent test set, the equilibrium parameter C was e�2, and the
number of network hidden layer nodes ~N was 1840.
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Fig. 1. Curve of UC with the number of hidden nodes in the network
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3.4 Analysis of Experimental Results

In order to verify the classification performance of the big data classification algorithm
for disease gene detection based on complex network technology. The data sets of liver
cancer, breast cancer and colon cancer were used as the data sets of gene expression.
And compared with the big data classification algorithm of disease gene detection
based on support vector machine and the big data classification algorithm of disease
gene detection based on rough set. In order to obtain better classification results,
characteristics of three experimental data sets, namely liver cancer data set, breast
cancer data set and colon cancer data set, were firstly selected to eliminate the influence
of redundant data on experimental results. The input weights and the threshold values
of the hidden nodes were randomly selected, corresponding to the data sets of liver
cancer, breast cancer and colon cancer. The number of nodes in the hidden layer of
complex network technology in these three data sets is set to 30, 3, 3 and 5, respec-
tively. In order to avoid the serious error caused by the instability of complex network
technology, the experiment was repeated 30 times during the integration of different
Numbers of disease genes, and the average value was calculated. The experiment result
is shown in Fig. 2, 3 and 4.
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Analysis of Fig. 4 shows that when the number of data sets reaches 30, the average
classification accuracy of liver cancer gene data based on the support vector machine-
based disease gene detection big data classification algorithm is 0.8, and the liver
cancer gene data based on the rough set disease gene detection big data classification
algorithm the average classification accuracy is 0.82, while the average classification
accuracy of liver cancer gene data based on the complex network technology-based
disease gene detection big data classification algorithm is 0.84; The average classifi-
cation accuracy of breast cancer gene data of the disease gene detection big data
classification algorithm based on support vector machine is 0.77, and the average
classification accuracy of breast cancer gene data of the disease gene detection big data
classification algorithm based on rough set is 0.775, and based on complex network
technology the average classification accuracy of breast cancer gene data of the disease
gene detection big data classification algorithm is 0.785; The average classification
accuracy of colon cancer gene data of the disease gene detection big data classification
algorithm based on support vector machine is 0.84, the average classification accuracy
of colon cancer gene data of the disease gene detection big data classification algorithm
based on rough set is 0.85, and it is based on complex network technology the average
classification accuracy of colon cancer gene data of the disease gene detection big data
classification algorithm is 0.86; it can be seen that the disease gene detection big data
classification algorithm based on complex network technology has a higher classifi-
cation accuracy of gene data.

In order to verify the effectiveness of the big data classification algorithm for
disease gene detection, the variance significance F of various classification algorithms

was tested, which was subject to F ¼ S21
S22
�F n� 1;m� 1ð Þ. Where, S1 and S2

respectively represent the sample variance of the classification algorithm, and n and m
respectively represent the number of samples. In this paper, the values are 30. For each
data set, there are 1, 2,…, 30 disease gene detection big data classification algorithm
has been trained, so the degree of freedom is 29. All the data were statistically analyzed
and the results are shown in Table 2.

Table 2. Statistical tests of classification algorithms in different gene data sets

The data set Classification method The average The variance The F value

Liver cancer gene data set DE-ELM 0.7852 1.5363E-05
Bagging 0.7783 8.1556E-05 5.3086

Boosting 0.7780 6.8460E-05 4.4561
Breast cancer gene data set DE-ELM 0.8276 4.2114E-04

Bagging 0.8070 9.8549E-04 2.3401

Boosting 0.8053 9.8172E-04 2.3311
Colon cancer gene data set DE-ELM 0.8546 2.5550E-04

Bagging 0.8423 6.6964E-04 2.6209
Boosting 0.8404 6.0172E-04 2.3550
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When the significance level is 0.05, it can be obtained by looking up the F dis-
tribution table F0.05(29, 30) = 1.85,F0.05(29, 24) = 1.9. Moreover, F values obtained by
calculation are all greater than 1.9, so the big data classification algorithm of disease
gene detection based on complex network technology proposed in this paper has
significant advantages. Therefore, the following conclusions are drawn: Compared with
the other two classification algorithms, the big data classification algorithm of disease
gene detection based on complex network technology can achieve the same classifi-
cation accuracy through fewer big data number of disease gene detection, and the
heterogeneous classification can tend to be stable in a shorter time.

4 Conclusion

In this paper, a big data classification algorithm for disease gene detection based on
complex network technology is proposed. On the basis of complex network technol-
ogy, the membership function of complex network is constructed, and the data clas-
sification algorithm is designed in combination with the process design of the
classification algorithm for big data of disease gene detection, so as to realize the
classification of big data of disease gene detection. The results show that the big data
classification algorithm of disease gene detection based on complex network tech-
nology has higher classification accuracy.
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Abstract. In order to fully realize the classified search of text data information,
a text classification feature extraction method for imbalanced data sets based on
deep learning is proposed. With the help of trestle automatic encoder and depth
confidence network, the preliminary definition of text semantic category con-
ditions is completed, and the text semantic classification processing based on
depth learning algorithm is realized. On this basis, pre-processing and debug-
ging of text parameters are implemented, and the dimensionality reduction
standards related to the text features of the data set to be extracted are estab-
lished through the expression of the characteristic behavior. The experimental
results show that with the application of the new classification feature extraction
method, the number of correctly classified documents starts to increase sub-
stantially, which meets the practical application requirements for the classifi-
cation and search of text data information.

Keywords: Deep learning � Unbalanced data sets � Text features �
Classification and extraction

1 Introduction

Deep learning is a new research direction in the field of machine learning. It is
introduced into machine learning to make it closer to the original goal artificial intel-
ligence. Deep learning is to learn the inherent laws and representation levels of sample
data. The information obtained during these learning processes is of great help to the
interpretation of data such as text, images, and sound. Its ultimate goal is to enable the
machine to be able to analyze and learn like human beings, and to recognize data such
as words, images and sounds. Deep learning is a complex machine learning algorithm,
which has achieved much better results in speech and image recognition than previous
related technologies. Deep learning has made many achievements in search technology,
data mining, machine learning, machine translation, natural language processing,
multimedia learning, voice, recommendation and personalized technology [1, 2]. Deep
learning enables machines to imitate human activities such as audio-visual and
thinking, solves many complex pattern recognition problems, and makes great progress
in AI related technologies. Deep learning is a kind of machine learning, and machine
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learning is the only way to realize artificial intelligence. The concept of deep learning
stems from the study of artificial neural networks. A multi-layer perceptron with
multiple hidden layers is a deep learning structure. Deep learning combines low-level
features to form more abstract high-level representation attribute categories or features
to discover the distributed feature representation of data. The motivation for studying
deep learning is to build a neural network that simulates the human brain for analysis
and learning. It mimics the mechanism of the human brain to interpret data, such as
images, sounds, and text.

Text classification uses computers to automatically classify and mark text sets (or
other entities or objects) according to a certain classification system or standard.
According to a set of labeled training documents, it finds the relationship model
between document features and document categories, and then uses the relationship
model to judge the new document categories. Text classification has gradually changed
from knowledge-based method to statistical and machine learning based method [3].
Text classification generally includes text expression, classifier selection and training,
classification result evaluation and feedback, etc. The text expression can be subdivided
into text preprocessing, indexing and statistics, feature extraction and other steps. The
overall function module of the text classification system is: preprocessing: formatting
the original corpus into the same format for subsequent unified processing; indexing:
decomposing the document into basic processing units, while reducing the cost of
subsequent processing; statistics: word frequency statistics, the correlation probability
of items (words, concepts) and classification; feature extraction: extracting the char-
acteristics reflecting the document theme from the document Feature; classifier: training
of classifier; evaluation: analysis of test results of classifier.

Therefore, this paper proposes a deep learning based text classification feature
extraction method for imbalanced data sets. Firstly, this paper introduces the research
status and significance of text classification, and expounds the definition, method and
process of text classification. Secondly, the text classification algorithm is described, in
which KNN and SVM classification algorithm are introduced in detail. The common
feature selection methods are introduced and their advantages and disadvantages are
analyzed. Thirdly, on the basis of the above, one of the feature selection methods CHL
statistical method is improved. Finally, the improved method is verified on the basis of
experiments, which shows the feasibility of the improved method.

2 Text Semantic Classification Based on Deep Learning

Text semantic classification is the basic processing link of the application of text
classification feature extraction method in unbalanced data set. Under the support of
deep learning algorithm, the specific operation process is as follows.

2.1 Stacked Automatic Encoder

The trestle type automatic encoder is a neural network model with multiple hidden
layer neurons. A typical trestle type automatic encoder structure is shown in Fig. 1.
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The trestle type automatic encoder can be regarded as a combination of multiple
text data automatic encoders. With the support of the deep learning algorithm, in order
to achieve the learning speed of the text data in the unbalanced data set, and to initialize
the weight value to a better eigenvalue state, in order to obtain the local optimal value
close to the global optimal value, the text classification features to be encoded must be
pre trained. In the process of pre training, starting from the input layer, the adjacent two
layers are regarded as a separate set of restricted sampling samples for training, and the
output of the lower layer is regarded as the input of the higher layer, so as to complete
the initialization of the weight [4]. In the process of training, since the deep learning
algorithm still has the problem of text gradient dissipation, the unbalanced data set is
expanded. At this time, the process of bottom-up propagation can be regarded as
encoding the input data, while the process of downward propagation can be regarded as
the process of decoding. At the same time, in order to prevent the classification features
from overfitting the data and affecting the promotion ability, a certain amount of noise
will be added to the weights during fine-tuning.

2.2 Deep Confidence Network

The deep belief network is a directed graph model. With the support of a stack
autoencoder, you can specify the classification feature structure of the text information
in the query imbalanced data set. The weights between variables derive the state of the
hidden variables as shown in Fig. 2.

Text data automatic encoder

Multilayer
neurons

Neural network 
model

Stack
automatic
encoder

structure

Fig. 1. Structure diagram of the stack type automatic encoder
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According to Fig. 2, the top two layers of deep learning mechanism can be
regarded as an RBM structure subject, while the network below the top layer can be
regarded as a directed sigmoid confidence extraction structure. One of the problems of
deep confidence networks is how to initialize the feature weights of the text of the data
set. It is usually very difficult to optimize the nonlinear deep network with multiple
hidden layers, and only the initialization can get better weights, and the network can
avoid Fall into a local minimum. The feature extraction method of information ini-
tialization based on deep learning mechanism regards two adjacent layers as RBM
structure, and trains the network from bottom to top [5, 6]. If the classification char-
acteristics of text data do not change, after unsupervised pre training, the whole net-
work uses supervised learning to fine tune, and finally get the trained DBN data set
information. The process of DBN information fine-tuning is similar to that of depth
auto encoder, which is also fine-tuning after expansion.

2.3 Text Semantic Category Definition

Text semantic classification, as an important means of data set feature analysis, is
widely used in information search, information annotation and other occasions. In some
professional fields, unbalanced data set classification has achieved high accuracy, such
as big data information recognition, handwritten digit recognition. However, the
classification of text features is still a challenging issue due to the reasons for changes
in transmission traffic, network transportation rate, data set flexibility, and the com-
plexity of the data set content itself. The semantic-based text classification method
starts from the imbalanced data set itself, uses a specific feature extraction method to
extract the semantic features in the data, and gradually builds a semantic hierarchy of
information on this basis, and finally uses the learned high-level information semantic
features sort. The semantic features of data sets are hierarchical, among which the low-
level information features are of low abstraction, high correlation with the information
data content itself, high-level information features are of high abstraction, and low
correlation with the information data content. Therefore, it may be considered to
establish a hierarchical learning model, and use unsupervised learning to learn infor-
mation data to obtain the characteristics of the data itself. As the level increases, the

RBM structure body

Sigmoid confidence 
extraction structure

Fig. 2. Structure of depth confidence network
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learned features become a higher-order feature description of the input data. Using deep
learning model to learn the semantic features of information data, through the increase
of depth to improve the abstraction of the model, so as to establish the semantic
hierarchy, and then using the classification model to realize the semantic based clas-
sification of data sets. Let smax represent the high-level classification features of the
input information of the dataset, umax represent the classification hierarchy features of
the semantics of the highest-level dataset, and umin represent the classification hierarchy
features of the semantics of the lowest-level dataset. The category definition expression
of text semantics is:

R ¼ smax

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

yðumax � uminÞe
p2 � q2

s

ð1Þ

Among them, y represents the average transport rate of the unbalanced text data
information in the deep learning network, p represents the text feature parameter of the
data set information itself, and q represents the text feature parameter in the given
semantic model.

3 Text Classification Feature Extraction from Unbalanced
Dataset

With the support of the deep learning principle of text semantic classification,
according to the application process of text preprocessing, text feature representation,
and dimensionality reduction of features to be extracted, the smooth application of text
classification feature extraction method for imbalanced data sets is completed.

3.1 Text Preprocessing

From the perspective of the text classification process, regardless of whether Chinese
text classification or English text classification is performed, the text used must be
preprocessed to remove some useless information. This is to reduce the complexity and
complexity of the next steps. The burden of calculation. First, we need to segment
words (also known as segmentation). If the text to be classified is Chinese, word
segmentation is an essential step, which is to divide the consecutive sentences into
individual words (because there is no obvious segmentation mark between a word and
a word in Chinese, and the word is the smallest unit in the text that can be used
independently). For example, the sentence “I am a student” should be divided into
“I/Yes/One/Student”. However, if the text to be classified is English, there is no need
for word segmentation because the space and punctuation in English have already
played a role in word segmentation. The quality of word segmentation has a great
impact on the performance of the whole text classification system, which is mainly
because the text information used in the later process is all preprocessed text. If the
word segmentation is not done well, the whole training text set will be inaccurate,
resulting in the accuracy rate of the classification is reduced.
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In terms of current development, word segmentation methods include dictionary-
based methods, statistical-based methods, and hybrid methods. Among them, the
dictionary-based method generally needs to meet the three conditions of the word
segmentation dictionary, the order of scanned text, and the matching principle. The
order of scanning text generally has three scanning methods: forward, reverse, and
bidirectional. The matching principles generally include three methods: forward
matching, reverse matching, and bidirectional matching. The word segmentation
method based on statistics uses word and word occurrence probability as the basis of
word segmentation [7, 8]. The common methods include hidden Markov model, n-ary
grammar model and maximum entropy model. The mixed method is to combine two or
more methods to segment words. There are two standards of word segmentation:
segmentation speed and segmentation precision. Obviously, the accuracy of segmen-
tation is the most important, because it directly determines the quality of classification.
In terms of current development, the main limitation of segmentation is that segmen-
tation efficiency is low and the effect of disambiguation is not good.

3.2 Text Feature Representation

At present, there are vector space model, Boolean model and probability retrieval
model.

(1) Vector space model

The vector space model defines the correlation between documents as a similarity
between them. It believes that the more similar a document is to a user query, the more
relevant it is to a user query. Deep belief networks represent documents as a vector in a
high-dimensional word space. Each dimension in the vector represents the weight of
the corresponding feature in the document. The measure of similarity is the angle
cosine.

(2) Boolean model

The Boolean model is a special case of the vector space model. The classic Boolean
model can only be used to calculate the correlation between user queries and docu-
ments in information retrieval, but it cannot use the model to calculate the deeper
similarity of two documents and cannot be used in more text processing. At present,
scholars have proposed a variety of extended Boolean models, so that the correlation is
no longer simply 0 and 1, but becomes a number between [0, 1].

(3) Probability retrieval model

Both the Boolean model and the vector space model treat the document representation
terms as independent items, ignoring the correlation between the representation terms.
The probabilistic model takes into account the internal relations between terms and
documents, and uses the probability dependence between the terms and between the
terms and the documents to retrieve information.

The computer does not have human intelligence. After reading an article, people
can have a vague understanding of the content of the article according to their own
understanding ability. Fundamentally, the computer can only know 0 and 1. So, like all
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machine learning problems, if you want the computer to automatically classify text,
you need to express the text as a feature, such as words, words, n-grams, phrases,
concepts, etc. Obviously, this will lose a lot of information about the content of the
article, but this representation can formalize the processing of the text and can achieve
better results in text classification.

(a) word

Word is the most widely used feature in text classification. For a document, the most
intuitive way is to use words and phrases as the characteristics of the text. For English
articles, each word has been separated by a space, and the feature words can be
obtained directly. However, due to the changes of word form in English, such as the
singular and plural numbers of nouns, the tense changes of verbs, the prefixes and
suffixes of words, a process of stem extraction is needed. For Chinese, because there is
no pause between words, we need to use dictionaries and special word segmentation
techniques.

(b) N-gram items

N-gram is a text representation independent of language. Because the n-gram string
method does not consider whether the semantic unit of the text is word, word or phrase
at all, but regards the whole text as a string composed of different characters, so it can
conveniently represent all kinds of language documents including Chinese and Arabic.
For Chinese, n-gram items are generally composed of adjacent words. For English, n-
gram can be composed of adjacent words or letters. The N-gram item is a feature of the
document, which can avoid huge dictionaries and complicated word segmentation
programs. In general, using the same classification method, the effect of word-based
text classification is no better than that based on N-gram items. In the case of a small
number of features, the classification effect based on N-gram items is better than that
based on words. The obvious feature of the N-gram method is the large amount of
calculation, so there are not many applications.

(c) Phrase

Phrase notation is widely used in the field of text classification. This notation improves
the semantic content of feature vectors and restores some useful information thrown
away by word notation. But its expressive power is not obvious. This representation
method reduces the statistical quality of feature vectors and makes them more sparse,
which makes it difficult for machine learning method to extract statistical characteristics
for classification.

(d) Concept

The concept has a higher abstraction. A concept can correspond to a word in a text, or
it can correspond to several semantically related words. Using concept space can
greatly reduce the dimension of feature space, thus reducing the training time of
classifier and the time for similarity comparison. Therefore, concept-based text clas-
sification is based on word-based classification in terms of time efficiency; at the same
time, because a concept can merge multiple keywords with synonymous relationships,
it can avoid an important classification feature due to the dispersion of key times and
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weaken The weight of the classification; again, mapping one keyword to multiple
concepts can avoid the feature ambiguity caused by using only keywords as features.
However, because of the complexity of the concept, it will cost unimaginable human
and material resources. Secondly, the establishment of concept depends on experts or
domain experts, so it has strong subjectivity. Therefore, in the practical application, the
concept based application is not ideal.

3.3 Dimensionality Reduction of Features to Be Extracted

Text feature dimensionality reduction is a key step in text classification. An important
problem in text mining is the existence of high-dimensional feature space, which is
composed of words or phrases in the text. Many traditional methods are difficult to deal
with. High-dimensional feature sets are not necessarily all important and beneficial to
machine learning, but also increase the burden of machine learning. Without affecting
the accuracy of feature classification, it is necessary to reduce the number of high-
dimensional features in the text description space. This process is feature dimension-
ality reduction [9, 10].

The traditional text feature dimensionality reduction method uses a single evalu-
ation function to calculate the feature weight [11–13]. Because the traditional feature
evaluation function only pays attention to the single aspect of weight calculation and
ignores other important factors, the traditional feature dimension reduction method is
not effective. In the process of text mining, it is necessary to consider the influence of
multiple factors, effectively combine feature extraction and feature selection, and
jointly reduce the feature dimension. The combined feature dimensionality reduction
method presented in this paper not only combines the feature items with similar
contributions to the classification category into new feature items, but this feature
extraction operation has the method of using attribute reduction on the merged feature
items. Selected feature selection operation. In this paper, we first use the pattern
aggregation theory to fuse the features that have similar contribution to the classifi-
cation, and then use the method of rough set decision table to connect feature selection
with text classification, that is, attribute reduction is carried out according to the
importance of features in classification. This method not only reduces the complexity of
training, greatly reduces the dimension of feature, but also improves the accuracy of
feature dimension reduction.

4 Practical Ability Testing

4.1 Experimental Data and Steps

In order to verify the practical application value of text classification feature extraction
method based on deep learning unbalanced data set, the following practical detection
experiments are designed. Before text classification, the first step is to prepare training
text set and test text set. All text set data used in this experiment are from http://www.
nlp.org.cn/ website, from which ten categories of computer, environment, transporta-
tion, economy, sports, medicine, education, art, politics and military are extracted for
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experiment. There are 1887 training document sets and 934 test document sets. The
distribution of categories is shown in Tables 1 and 2.

Taking the text feature classification of unbalanced data sets as an example, the
whole experimental process mainly includes the following steps:

First, the selected training text set is segmented.
Secondly, SVM algorithm and KNN algorithm are used to train the segmentation

results. Some parameters should be selected during training. For example, feature
selection, feature dimension and weight calculation function. These parameters will
affect the result of classification. In this process, we mainly test the improved feature
selection method.

In the training process of this experiment, the linear kernel function is selected for
the kernel function of SVM. The other parameter selections are the same in KNN and
SVM, respectively, the feature selection method selects CHI statistical method; the
feature dimension selects 1000; the weight calculation selects the established support
function.

Third, a classification model (classifier) is formed on the basis of the above.
Fourth, set the parameters of the new test text set. If KNN is used for classification,

select 35 for K value, and then classify.
Fifth, after the classification is completed, view the classification results. Take the

result of art.

4.2 Number of Documents

This experiment mainly uses the evaluation methods of recall rate (T) and precision
rate (P) to evaluate the documents in the test document set, and T and P are expressed
by formula 2 and formula 3. In addition to T and P, this experiment also used his-
togram and confusion matrix to evaluate it.

Table 1. Distribution of training concentration categories

Class alias Computer Traffic Economic Sports Medicine
Number of training 135 145 215 301 135
Class alias Surroundings Education Art Political Military
Number of training 136 150 165 340 165

Table 2. Distribution of test set categories

Category name Computer Traffic Economic Physical education Medicine
Number of tests 65 70 108 150 70
Category name Surroundings Education Art Political Military
Number of tests 66 73 82 167 83
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T ¼ Number of documents classified correctly in a category
Total number of documents in this category

� 100% ð2Þ

P ¼ Number of documents classified correctly in a category
Number of documents assigned to this category

� 100% ð3Þ

Experimental results 1: the experimental results are analyzed from the number of
documents classified by each category. Table 3 compares the number of classified
documents before and after improvement.

It can be seen from Table 3 that the number of documents correctly classified in the
improved method is better than that in the traditional method, and the number of some
categories is lower than that in the traditional method, for example, in the improved
chic method, the number of documents correctly classified in the documents belonging
to the categories of computer, education, sports and medicine; in the improved chic
method, the number of documents belonging to the counting the number of documents
correctly classified in computer, education and sports documents. This may happen
because the selected test document appears too little in the training document set. But
from the overall classification results, the number of correctly classified documents has
increased.

Table 3. Comparison of the number of documents after KNN classification

Category The number of documents
classified as belonging to this
category

The number of correctly
classified documents in
documents belonging to a
certain category

The total
number of
documents
belonging
to this
category

Tradition
CHI

Improve
CHI1

Improve
CHI2

Tradition
CHI

Improve
CHI1

Improve
CHI2

Traffic 63 65 65 61 63 63 70
Surroundings 57 64 58 52 54 52 66
Computer 58 57 57 57 56 56 65
Education 72 69 68 66 65 65 73
Economic 127 124 121 101 103 102 108
Art 76 80 82 73 77 76 82
Physical
education

159 154 154 149 146 147 150

Political 199 199 194 157 161 159 167
Medicine 67 64 69 65 63 65 70
Military 62 58 60 53 53 53 83
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4.3 Recovery and Precision Rates

Experimental result 2: the experimental results are analyzed from the recall and pre-
cision of each category. From the number of document classification in Table 3, the
recall and precision of each category can be calculated. Take the traffic categories in the
traditional Chi method as an example, T ¼ 61

70 � 100% ¼ 87:143%, P ¼ 61
63 � 100% ¼

96:825%,Table 4 compares the recall rate and precision rate before and after
improvement.

It can be seen from Table 4 that the improved classification effect is better than the
traditional method as a whole, and the recall rate and precision rate of some categories
are lower than the traditional method. For example, in the improved CHIC method, the
computer, the recall rate of education and medicine category, the precision rate of
environment and computer category; in the improvement CHI: method, the recall rate
of computer and education category, the precision rate of environment, computer, art
and medicine category. But from the overall classification results, the recall rate and
precision rate have been improved.

5 Conclusion

With the development of the network, a lot of information appears on the network.
How to find the information we need quickly from the network has become more and
more important [14, 15]. Text classification is one of the methods to solve this problem.
Therefore, this paper proposes a deep learning based text classification feature
extraction method for imbalanced data sets, and defines the text semantic categories
through the trestle automatic encoder and deep confidence network. According to the
application process of text preprocessing, text feature representation and feature
dimension reduction, the smooth application of text classification feature extraction

Table 4. Comparison of recall rate and recall rate after KNN classification

Category traffic Tradition CHI Improvement CHI1 Improvement CHI2
T P T P T P

Environmental science 87.143% 96.825% 90.000% 96.923% 90.000% 96.923%
Computer 78.788% 91.228% 81.818% 84.375% 78.788% 89.655%
Education 87.692% 98.276% 86.154% 98.246% 86.154% 98.246%
Economics 90.411% 91.667% 89.041% 94.203% 89.041% 95.588%
Art 93.519% 79.5285% 95.370% 83.065% 94.444% 84.298%
Sports 89.024% 96.053% 93.902% 96.250% 92.683% 92.683%
Politics 97.333% 93.711% 97.333% 94.805% 98.000% 95.455%
Medicine 94.021% 78.894% 96.407% 80.905% 95.210% 81.959%
Military 92.857% 97.015% 90.000% 98.438% 92.857% 94.203%
Category 63.855% 85.484% 63.855% 91.379% 63.855% 88.333%
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method is completed. The experimental results show that the number of documents
correctly classified by this method is more, and the recall rate and recall rate of KNN
are improved.
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Detection Method of Abnormal Behavior
of Network Public Opinion Data Based

on Artificial Intelligence
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Abstract. In order to improve the effect of network public opinion data
abnormal behavior detection, an artificial intelligence-based network public
opinion data abnormal behavior detection method is proposed. By constructing
the network public opinion data model, recognizing the evolution rule of net-
work public opinion data, locating the abnormal data area according to the
behavior detection algorithm, and using the probability neural network under
artificial intelligence to detect the abnormal data behavior. The experimental
results show that the detection method proposed this time is 28.12% and 84.37%
higher than the two traditional methods when detecting large-scale public
opinion abnormal behavior data. It can be seen that the detection method based
on artificial intelligence is not restricted by the volume of network data, and the
detection effect is better.

Keywords: Artificial intelligence � Network public opinion � Data abnormal
behavior � Detection method

1 Introduction

Internet public opinion refers to the popular Internet public opinion with different views
on social issues, which is a form of social public opinion. Through the Internet, it can
spread the public opinions and opinions with strong influence and tendentiousness on
some hot spots and focus issues in real life. The network public opinion takes the
network as the carrier and the event as the core. It gathers the expression, dissemination
and interaction of the emotions, attitudes, opinions and opinions of the majority of
netizens. However, as a public use platform, the network has abnormal data behavior.
Due to the single detection technology, the traditional detection methods will lose some
abnormal data when facing massive network information [1]. Therefore, based on
artificial intelligence technology, a new detection method for abnormal behavior of
network public opinion data is proposed. By constructing the network public opinion
data model, the evolution of network public opinion is divided into three stages: public
opinion generation period, public opinion diffusion period and public opinion reduction
period. The evolution law of network public opinion data in different stages is iden-
tified. The abnormal data area is located by using behavior detection algorithm, and
abnormal data behavior is detected by artificial intelligence technology. The
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experimental results show that the method proposed in this paper has a good effect on
abnormal behavior detection of network public opinion data.

2 Artificial Intelligence-Based Network Public Opinion Data
Abnormal Behavior Detection Method

2.1 Building the Data Model of Network Public Opinion

To construct a network public opinion data model, first assume that the interaction
behavior of individual opinions at the micro level is restricted by the trust threshold,
that is to say, the interaction behavior can only occur when the distance between the
two parties’ views is less than the trust threshold, otherwise the two parties will avoid
contact and insist on their own Original point of view. Although the interaction rule of
this view is simple, it vividly reveals the phenomenon of “different ways do not
conspire” in the process of interpersonal communication. Therefore, through the
continuous iteration of this interaction mode, we can explore some rules of the
aggregation process of group views from a macro perspective. The model breaks
through the limitation of the individual point of view binary or can only take values
within a limited range of values. It is believed that the individual point of view can be
any real number within a given range of values. Among the categories of models. In
addition, the model assumes that any two individual groups randomly selected from the
group may have viewpoint interaction behavior, as long as their viewpoint distance is
less than the trust threshold [2].

Let the group size be W , i, and j are two random individuals in the group, and the
viewpoint values at time t are expressed as ui tð Þ and uj tð Þ, respectively, and
ui tð Þ; uj tð Þ 2 0; 1½ �, given a trust threshold u, is a constant between the range 0; 1½ �, If
ui tð Þ � uj tð Þ
�� ���u, then:

ui tþ 1ð Þ ¼ ui tð Þþ k uj tð Þ � ui tð Þ
� �

uj tþ 1ð Þ ¼ uj tð Þþ k ui tð Þ � uj tð Þ
� �

(
ð1Þ

Otherwise:

ui tþ 1ð Þ ¼ ui tð Þ
uj tþ 1ð Þ ¼ uj tð Þ

(
ð2Þ

In formula (1): Parameter k is the convergence coefficient of the model, which will
affect the speed of system convergence. Adjust the value of the convergence coefficient
k to define the nature of the group. Let k take the value in the interval 0; 0:5½ �. When
k ¼ 0, all individuals always adhere to their own views without any change; when
k ¼ 0:5, both sides of the view interaction will get the average of the two views. The
above two cases correspond to the interaction groups in two extreme cases respectively.
Generally speaking, When the value of table k is small, it is corresponding to the
individuals with stronger strategies. They are not easy to change their own views, and
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when they are large, they tend to adopt a compromise view interaction strategy. When
k[ 0:5, it means that after two individuals interact with each other, they respectively
choose the views that are more inclined to each other, that is, their views have been
transposed. At this time, the model constructed believes that this kind of situation rarely
occurs in real life, so it is necessary to make k 2 0; 0:5½ � [3]. In order to simplify the
model, the value of convergence coefficient is usually fixed, that is, the rules of opinion
interaction are as follows:

ui tð Þ � uj tð Þ
�� ���u;

ui tþ 1ð Þ ¼ ui tð Þþ 0:5 uj tð Þ � ui tð Þ
� �

uj tþ 1ð Þ ¼ uj tð Þþ 0:5 ui tð Þ � uj tð Þ
� �

(

ui tð Þ � uj tð Þ
�� ��[u;

ui tþ 1ð Þ ¼ ui tð Þ
uj tþ 1ð Þ ¼ uj tð Þ

( ð3Þ

In the network public opinion data model, trust threshold u has an important
influence on the aggregation process of group opinion. Through the model simulation,
it can be found that when u� 0:5, the group tends to form a consensus, that is, all
individuals in the group ultimately hold the same views on a given issue. With the
decrease of u value, the group gradually divides into two or more opinion groups, and
members of each opinion group share the same views.

2.2 Identify the Evolution of Internet Public Opinion Data

From its generation to its final demise, Internet public opinion is in a complete dynamic
change process, and presents or follows some internal rules to run. Therefore, on the
basis of the constructed public opinion data model, the evolution of network public
opinion is divided into three stages: public opinion generation period, public opinion
diffusion stage and public opinion restoration stage, and the evolution law of network
public opinion data in different stages is found out. Figure 1 is the life cycle curve of
network public opinion obtained from the model analysis.
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In the figure, OT represents the time axis; OP represents the evolution degree of
network public opinion. Based on the analysis of the existing public opinion life cycle
of the emergency network, combined with the key characteristics of “five points”, the
public opinion of the emergency network can be divided into three stages: public
opinion generation stage, public opinion diffusion stage and public opinion reduction
stage.

2.2.1 Generating Law of Network Public Opinion
The generation of network public opinion is a special risk factor and risk influence
formed in the network due to the interference of a “nature economy society” system.
Previous studies have shown that analyzing and grasping the generation law of public
opinion is the basic premise and key to effectively guide and manage public opinion.
The generation rule of online public opinion believes that during the generation of
network public opinion, it mainly undergoes four triggers: “trigger-agglomeration-hot
discussion-burst”, and each of them presents corresponding evolutionary rules: shape
mutation rule, superposition focus law, resonance convergence law, group polarization
law. The state generation of network public opinion can also be regarded as “state
break” or “state break”, and the control factor of this “state break” belongs to a
dependent variable, and the “state break” condition can be regarded as a fixed critical
limit value. Therefore, based on this value, we can build a catastrophe simple function
generated by public opinion of emergency network [4].

Assuming that the damage status and social impact of a network event are a risk
and crisis independent variable function x, the event stakeholders are a risk dependent
variable function y, and the calculation formula of public opinion risk value is:

l ¼ f x; yð Þ ð4Þ

Where: l is the public opinion risk index; f x; yð Þ is the risk function of x and y. If the
risk value of public opinion does not exceed the risk critical limit value F0, i.e. l�F0,
it is a sub stable balance, i.e. it belongs to the incubation period of network public
opinion. During this period, Internet public opinion was basically stable or under
control, and Internet public opinion was relatively calm. If the control factor energy
continues to increase due to some internal or external forces, the risk value of public
opinion will reach or exceed the risk critical value Limit value F0, i.e. l�F0, Then it
will release potential energy and seriously destroy the inherent state of public opinion.
The state of public opinion balance will suddenly “interrupt” or “break”, forming a real
public opinion risk. Figure 2 below is a schematic diagram of the generation of Internet
public opinion.
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2.2.2 The Law of Diffusion of Internet Public Opinion
Due to the characteristics of freedom, interaction and complexity of Internet public
opinion, its diffusion and development is not a simple linear rise or decline, but a
complex process. But generally speaking, the diffusion of network public opinion
mainly refers to the process of transmission and change from small to large, from weak
to strong, from recessive to dominant after the generation of network public opinion. In
essence, it is a process of “strengthening and magnifying” after the generation of online
public opinion. Generally speaking, in the stage of network public opinion diffusion,
along the logical structure of “strengthening and amplifying”, its diffusion is going
through four stages of “popularity—reinforcement—repetition—sublimation”. It pre-
sents certain evolutionary laws: linear asymptotic law, ripple divergence law, inter-
ference interaction law and spiral ascent law.

The dissemination effect of public opinion and the amount of information trans-
mission show a linear positive relationship. The linear diffusion evolution of public
opinion is a structural description of the process of public opinion communication. That
is to say, every link and process of public opinion dissemination are closely linked after
the emergence of public opinion in emergency network. Suppose that in the online
public opinion, communicator a may spread to communicator b, while communicator b
develops to communicator c, etc. The propagation process can be expressed as
Wa ! Wb ! Wc ! Wd ! � � �, and the public opinion is amplified in a linear mode to
form large-scale public opinion, and the scale Public opinion is the development and
value of communicator a to communicator n. At this time, the scale public opinion
function can be expressed as:

W ¼
Xn
i¼1

ri ð5Þ

Internet
public

opinion

Scattered personal opinions

Multi level convergent discourse One dollar central issue

Fig. 2. Schematic diagram of network public opinion generation rule
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Where: ri represents the scale index of i data. When the scale of public opinion is
consistent with the analysis scale in the first section, that is, when W reaches a certain
extreme value, the network public opinion will then spread, forming a gradual mode
[5].

2.2.3 Law of Reducing Public Opinion on the Internet
Every material movement in the world is a process of alternate development of pros-
perity and decline. Prosperity is a kind of development of material movement, and
decay is also a kind of development. Similarly, the network public opinion also
develops along a rise and fall. The reduction of network public opinion mainly refers to
the process of network public opinion gradually decreasing and declining from large to
small, strong to weak, and changing from hot-spot events to common events after the
generation and spread of network public opinion. With the proper handling and res-
olution of the event, the social resources driven by the network public opinion are
gradually exhausted, the public’s attention to the event shows fatigue, the network
media and traditional media pay less attention to and report, and the development of the
network public opinion lacks a new power mechanism, so the network public opinion
begins to gradually enter a slowly subsided reduction stage. In the process of reducing
public opinion on the Internet, some have disappeared in a broken manner, and some
have repeatedly weakened. But generally speaking, it is the process of progressing from
prosperity to decline along the evolution path of “conflict-order change-fading-dying”.
In this process, each public opinion reduction node accordingly exhibits certain laws:
conflict blocking law, substitution transfer law, defocusing and fragmentation law and
natural dissipation law [6]. Figure 3 is the conflict resistance function diagram of
network public opinion reduction.

In the figure, point Q represents the intersection point between public opinion
reduction and conflict resistance. From this point on, public opinion drops rapidly. At
this point, it realizes the recognition of evolution rule of network public opinion data.

Fig. 3. Network public opinion reduces conflict blocking function

Detection Method of Abnormal Behavior 337



2.3 Behavior Detection Algorithm Locates Abnormal Data Area

In the actual environment, the data is not immutable, it changes with the time envi-
ronment, and new abnormal behavior public opinion data appears, so the behavior
detection algorithm is used to divide the information categories. Most of the time, the
network is in a normal state, and the network data is normal or abnormal data. With the
change of time and environment, the progress of network technology will be accom-
panied by the continuous change of network abnormal behavior. At this time, new
network data will appear, whose characteristics are completely different from the pre-
vious data characteristics, that is, the abnormal behavior data will also be different [7].

In the behavior detection algorithm, comparing the distance d z; hið Þ between the
test sample and the center point of the nearest anomaly class Hi and the maximum
distance Di, d z; hið Þ[Di between the center point of the anomaly class and other
points in the class, it is determined that a new anomaly class appears, The point is
defined as a new anomaly point. When there are other test points that determine the
new anomaly class, Di is the distance between the two, and then the anomaly classi-
fication model is updated; otherwise, the test sample is determined as an i type
anomaly. Suppose that in the test sample, the object is z, Hi is the center of mass of
cluster i, h is the center of mass of all points, and the abnormal node is located.
Figure 4 is the positioning result [8].

According to the selected behavior detection algorithm, we can locate the abnormal
behavior data in the network public opinion data.

2.4 Artificial Intelligence Technology Detects Abnormal Data Behavior

Known probability neural network is one of the artificial intelligence indexes, which is
suitable for data separation. The intelligent network originates from radial basis
function network, which can make use of simple linear structure to expand the
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nonlinear learning algorithm. The main principle of probabilistic neural network is to
combine density function estimation and Bayesian decision theory. Under certain
conditions, the network can detect abnormal behavior of public opinion data.

The behavior area of abnormal data is E, the prior probability is V1 ¼ p E1ð Þ,
V2 ¼ p E2ð Þ, and V1 þV2 ¼ 1. Given the input vector c ¼ c1; c2; . . .; cn½ �, in order to get
a set of observation results, the classification basis is as follows:

E ¼ E1; p E1jcð Þ[ p E2jcð Þ
E2; otherwise

(
ð6Þ

Where: p E1jcð Þ is the probability of occurrence of c, the posterior probability of cat-
egory E1 [9, 10]. According to the Bayesian formula, the posterior probability is equal
to:

p E1jcð Þ ¼ p E1ð Þp cjE1ð Þ
p cð Þ ð7Þ

In classification decision-making, input vectors should be classified into categories
with higher posterior probability. In practical application, risk and loss should be
considered. For example, the loss caused by the wrong classification of the E1 sample
into the E2 category, or the wrong classification of the E2 sample into the E1 category is
often very different, so the classification rules need to be adjusted. Define behavior bi
as the behavior of assigning the input vector to hi, and eij as the loss caused by taking
behavior bi when the input vector belongs to hj, then the expected risk of behavior bi is:

R E1jcð Þ ¼
Xn
j¼1

eijp E1ð Þdi ð8Þ

In the formula: di represents the probability density function of E1. So far, the
probability network in artificial intelligence technology is used to detect the abnormal
behavior of network public opinion data [11, 12].

3 Experiment and Analysis

In order to verify the reliability of the proposed detection method, two traditional
detection methods are selected and applied to the detection of abnormal behavior of
network data. The proposed method is used as experimental group A, and the two
traditional methods are used as experimental group B and experimental group C
respectively. Choose a website as the experimental test background condition. It is
known that there is abnormal behavior data on this website. The three detection
methods are used to locate the abnormal behavior data in the network public opinion
data database, and the positioning differences of the three detection methods are
compared.
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3.1 Experiment Preparation

Three sets of network public opinion data sequences with different data volumes are
selected, and the abnormal data are hidden in the three data sequences respectively.
Figure 5 below is a statistical diagram of the data volume of different data sequences.

In the figure, D1 is a public opinion data sequence with a small volume; D2 is a
public opinion data sequence with a moderate volume; D3 represents a public opinion
data sequence with a large volume. The two statistical results in each group represent
the total data volume and abnormal data volume of the sequence. It is known that under
the premise of different data sequence volume, the data volume of abnormal behavior
of network public opinion is the same, both of which are 22.5 MB. D1 group and D3
group were used as test variables to detect three groups of public opinion data series.
Get and analyze the experimental test results.

3.2 The First Set of Experimental Results

Group D1 with relatively small data volume is taken as the first group of experimental
test objects, and Fig. 6 below is the experimental test results.

According to the test results shown in the above figure, in the face of small data
series, the three detection methods can detect the abnormal behavior data, without
missing any abnormal network public opinion data. According to the statistics, the
detection rate of three groups of methods is 100%, and the difference between them is
also 0. It can be seen that three detection methods are applicable to the detection of
abnormal behavior of network public opinion data with small volume.

3.3 The Second Set of experimental results

In order to ensure the authenticity and reliability of the experimental test results, group
D3 with relatively large data volume is taken as the second group of experimental test
objects, as shown in Fig. 7 below.
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According to Fig. 7, in the face of large-scale data series, experimental group a can
also fully detect abnormal behavior data, while experimental group B and experimental
group c lose a lot of abnormal behavior information. The detection rate of the three
methods is as shown in Table 1 below.

According to Table 1, the detection of group A is completely in place; the detection
of group B exists 28.12%. The detection rate of group C was only 15.63%. It can be
seen that the traditional two detection methods are not suitable for the detection of
abnormal behavior of large-scale network public opinion data. It can be seen from the
results of the two sets of experimental tests that the detection method proposed this
time can perform data abnormal behavior detection in large-scale network public
opinion data.

4 Conclusion

Artificial intelligence, also known as intelligent machinery and machine intelligence, is
the intelligence shown by machines made by human beings. Usually, artificial intel-
ligence presents human intelligence through ordinary computer programs. Artificial
intelligence is applied to abnormal behavior detection to provide more reasonable
technical support for detection methods. The proposed detection method fully realizes
the detection of abnormal behavior data. However, the total number of tests in this
experiment is less. In future research, we should expand the experimental data, increase
the number of experiments, and strengthen the persuasion of test results [13].
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Abstract. In view of the problem that the traditional query optimization
method of massive heterogeneous data of the Internet of things can not describe
the data characteristics clearly, which results in the long execution time of data
query, a query optimization method of massive heterogeneous data of the
Internet of things based on machine learning is designed. It divides the massive
heterogeneous data query level of the Internet of things, and extracts the data
characteristics according to the hierarchical structure and the Dirichlet
smoothing method in machine learning. The feature data is transformed into a
query tree, and a dynamic data dictionary is constructed. The data dictionary is
referred to the traditional query optimization method of massive heterogeneous
data in the Internet of things. At this point, the query optimization method for
massive heterogeneous data of the Internet of Things based on machine learning
is designed. The test link of the construction method shows that the use effect of
this method is better than the original method and the method based on artificial
intelligence technology.

Keywords: Machine learning � Dirichlet smoothing method � Heterogeneous
data � Internet of things

1 Introduction

With the further development of the Internet of things technology, in the face of
growing data, the traditional storage architecture due to poor scalability, in the long
run, the storage environment will become increasingly complex, resulting in high
energy consumption [1]. Unlike traditional storage systems, distributed cloud storage
systems can store massive amounts of information, efficiently manage large-scale files,
and provide good query efficiency. But because the cloud storage system is based on
Internet technology, it mainly stores small file data, such as small picture streams and
small video streams, but in the Internet of Things, it needs to repeatedly access massive
picture streams and video stream data. Because the Internet of Things needs to collect
various information such as sound, light, heat, electricity, chemistry, location, etc., and
the content of information captured by different types of sensors and information
receivers is very different.
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The distributed storage of massive data and the data processing between hetero-
geneous databases have become an inevitable trend. Through the integration of data
information and hardware devices in various databases, a heterogeneous database
system is formed which is logically unified and physically independent [2, 3]. This kind
of cross-database query and multi-table connection needs to increase data redundancy
to ensure the reliability and availability of heterogeneous database systems, but the
physical distributed storage of data and the need for such data redundancy make
heterogeneity become higher. The query processing of the database adds more content
and difficulty. Therefore, query optimization of heterogeneous database system plays
an important role.

This article first analyzes the structure of the heterogeneous database of the Internet
of Things and the query processing process, and understands that in the query process
of the heterogeneous database system, the query request should be converted into a
global query tree and converted. Through the principle of equivalence, the query tree
can be decomposed into a local query tree to further optimize and determine the final
query execution plan. Such query optimization process needs to consider local response
time and transmission cost. At present, the existing query optimization algorithms can
only achieve the shortest local response time or the lowest transmission cost, and can
not take into account the dual optimization of time cost and space cost. Moreover,
when using dynamic algorithms to achieve query optimization, the computing power is
insufficient, and the algorithm often falls into the local optimization and can not get the
global optimal solution that conforms to the characteristics of heterogeneous databases.
Therefore, in this study, a query optimization method for massive heterogeneous data
in the Internet of Things based on machine learning is designed.

2 Query Optimization Method of Massive Heterogeneous
Data in Internet of Things Based on Machine Learning

2.1 Hierarchical Division of Massive Heterogeneous Data Query
in Internet of Things

Query processing, as the most important link in the multi data integration system,
directly affects the query efficiency of the system. How to ensure the correctness of
query processing, and how to answer query efficiently are all the tasks to be completed
by query processing [4]. The query processing of the massive heterogeneous database
of the Internet of Things is more complicated. A query in a global mode needs to be
decomposed into query fragments that can be run on each site. After the corresponding
operations of these query fragments are executed at the site, the results must be returned
to the global query Mode, and summarize the execution results of all the fragments as
the final output of the system. But for users, query fragmentation, local processing,
result summary processing and other processes are transparent. Users only care about
the execution results of global queries. In the query optimization of a heterogeneous
database system, the communication cost and the time complexity of local response
must be considered at the same time. Therefore, these two types of query optimization
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standards are often used at the same time, each of which depends on the execution
environment and data size. The standard weights will vary accordingly.

In order to achieve the query effect required by users, the query process of massive
heterogeneous database system is generally divided into four levels from the structure:
query decomposition, data localization, global optimization and local optimization, as
shown in the figure below (Fig. 1).

The most important work in query processing is query hierarchy. Query hierarchy
refers to the decomposition of m-sql queries based on mediator mode into sub query
sets based on wrapper mode [5]. In a multi-data integration system, the user query
writes a query statement for the Mediator mode. There is no actual data in the Mediator
mode. The query decomposition needs to convert the M-SQL query according to the
specific situation according to the mapping relationship between the Mediator mode
and Wrapper mode One or more queries based on Wrapper mode. Based on the above-
mentioned query hierarchical division results of the massive heterogeneous data of the
Internet of things, the massive heterogeneous data of the Internet of things is classified,
and the classification results are used as the data base of the query optimization results.

2.2 Data Feature Extraction

After determining the query hierarchy of the Internet of things massive heterogeneous
data, we need to generate a rich set of features for each query vocabulary, which
represent the relationship between the candidate extension word and the original query,
and the importance of the candidate extension word in the corpus. These features can
be generally divided into two categories: the value of one type of feature depends on
the specific input query, and the other type of feature is independent of the specific

Fig. 1. Structure hierarchy
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query [6]. Since SVM is used for training, all features need to be normalized. In
normalization, given a search topic and a set of candidate expansion words, the
characteristics of each candidate expansion word are changed proportionally, and the
characteristics of the current expansion word are normalized between 0 and 1 by the
maximum value of the same characteristic in the training data.

Set in the physical network heterogeneous database, there are N query information
A : a1; a2; . . .; an; an candidate expansion word queue can be expressed as
U : ua1; ua2; . . .; uan; word frequency of un in document fi is gðun; fiÞ; word frequency
of un in Y corpus Is gðun; YÞ; the document frequency of the lexical item un in the
corpus C is gðunÞ; the co-occurrence frequency of the lexical items un and um can be set
to co� ocurðun; umÞ; the file length of the i th file fi in the heterogeneous database is fli;
avgfl is the heterogeneous The average file length in the database. Use the above
settings to obtain the various characteristics of IoT heterogeneous data.

The probability of the monolingual model is calculated by the Dirichlet smoothing
method [7, 8] in machine learning. The parameter a used in the Dirichlet smoothing is
set according to each evaluation data set, and a is set as the average document length of
this test data set. The calculation formula is listed below. Here, do=n is used to model
the probability P of the occurrence of word un in the corpus.

Unigram � fwatureðtÞ ¼
X

fi2f

gðt; unÞþ a do
n

flþ a
ð1Þ

This design mainly calculates the probabilities of the two unary language models,
calculates the unary language probabilities on each feedback document, and then adds
up these probability values. Consider all the feedback documents as a whole, and
calculate the probability of the unitary model on this whole.

The BM25 weight is a well-known formula in the field of information retrieval. It is
used to express the importance of this word in pseudo-feedback documents. The higher
the value of BM25, the more important this word is in this document. This value
indirectly depends on the original query item. For a given candidate extension word,
the BM25 weight formula is as follows:

BM25� fwatureðtÞ ¼ ðhi þ 1Þg
hið1� jÞþ j fl

avgfl

log
n� doþ 0:5
doþ 0:5

ð2Þ

Among them, hi 2 1:0; 2:0½ � and j are usually set to 0.75. The weight of BM25 is
similar to the calculation of the previous unary language model. There are two cases to
calculate the characteristics of the weight of BM2s, that is, calculate the BM25 weight
of the word on each pseudo-feedback document, and then add these weights together;
Or take all the pseudo-feedback documents as a whole and then calculate the BM25
weight.

In this study, the main features of the global corpus are the monolingual model of
the candidate extension word in the whole corpus and the gdo value in the whole
corpus. The calculation formula is:
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g � doðaiÞ ¼ gðun; YÞ � logCorpus� Size
gðunÞ ð3Þ

In order to calculate the similarity between the candidate expansion word and the
original query, for a given candidate expansion word, extract mutual information and
Pearson's chi-square statistics from the pseudo-feedback document [9, 10]. The higher
the value of these statistics, the closer the relationship between the extended word and
the original query word. The original query submitted by the user is composed of
multiple keywords, so the similarity between the extension words and each keyword is
accumulated here. As shown below, both statistics need to calculate the co-occurrence
between the expansion word w and the original query term a, using the following
statistics on the co-occurrence between the two words:

MI � fwatureðtÞ ¼
X

w2a
MIða;wÞ ð4Þ

b� fwatureðtÞ ¼
X

w2a

nðc11c22 � c21c12Þ2
ðc11c12Þðc11 þ c21Þðc12 þ c22Þðc21 þ c22Þ ð5Þ

Among them, ða;wÞ represents the query word a and the expansion word w. The
joint probability on the pseudo feedback document set. c11 represents the co-occurrence
of the query term a and the expansion term w; c12 represents the frequency where only
the query term a appears without the expansion term w; Qiu: c21 represents the fre-
quency where the query term a does not appear and only the expansion term w appears;
c22 represents both the query word a does not appear, nor does the frequency of the
expansion word w appear. Obtain the characteristics of the query information and the
corresponding generated information through the above calculation, and set the col-
lected characteristics to the database storage format.

2.3 Building a Data Dictionary

Through the research on the original data query method, it can be seen that the user
query request is converted into a global query tree, and by accessing the global data
dictionary, the relevant database information, site information and other global
description information are obtained, so as to perform the subsequent query decom-
position operation. In the process of setting up the global data dictionary [11, 12], there
are some points to be noted, such as when a field appears in multiple tables, multiple
records should be set up, otherwise conflicts will occur. If the table of the same field is
distributed in the database of different sites, multiple records need to be established
according to the site conditions.

In view of the problems in the use of the original query method, the global data
dictionary is converted into a dynamic data dictionary. The dynamic data dictionary is
similar to the global data dictionary but different. It can take query commands as input,
and can use dynamic data fields to describe the dynamic status of global sites and
relational tables of heterogeneous databases. A dynamic data dictionary mainly
includes the following contents (Table 1):

Query Optimization Method for Massive Heterogeneous Data 349



The dynamic data dictionary stores the dynamic state information of each site and
the table in the site. When the site works normally, the network performance and
computing performance status can be stored normally. If the site is abnormal or loses
connection, it will be represented by infinity or a negative number. The data dictionary
is introduced into the original data query method, and the rest use the original data
query method to design content. At this point, the query optimization method for
massive heterogeneous data of the Internet of Things based on machine learning is
designed.

Table 1. Dynamic data font information table

Information
no. Name
content

Information no. Name content Information no. Name content

1 Serial number
2 Site number
3 Table number Table numbers in order
4 Table name
5 Number of records in the table
6 Field name The fields of the same table are

arranged in order; if a field appears
in multiple tables at the same time,
these fields are matched to different
tables and added to the dictionary

7 Whether the field has an index
8 Field data length
9 Select field means that the value of a

field must meet a certain condition in
a query

Select field means that the value of a
field must meet a certain condition in
a query

10 Is it the result field? In the query, the
value of the field is the content
displayed after the query

Is it the result field? In the query, the
value of the field is the content
displayed after the query

11 Whether it is a contact field means
that in the query, the value of the
field is the connection condition
between the table and the table

Whether it is a contact field means
that in the query, the value of the
field is the connection condition
between the table and the table

12 Number of values allowed for the
field

13 Network performance matrix The
performance ratio of the site itself to
other network connections and
network transmission speeds

Network performance matrix The
performance ratio of the site itself to
other network connections and
network transmission speeds

14 Computational Performance Array
Computational performance
indicators of sites in the network

Computational Performance Array
Computational performance
indicators of sites in the network
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3 Method Application Test

3.1 Test Platform Construction

In order to effectively simulate the massive heterogeneous data network of the Internet
of things, HBase is used to build the distributed data storage network of the Internet of
things.

This article uses a completely distributed operating mode to build an experimental
platform. The experimental platform built in this article is based on Hadoop-1.0.4
version, HBase uses a version based on HBase-0.94.8 modified source code and
recompiled, the JDK version is jdk-6u45-linux-i586. The specific hardware and soft-
ware configuration is as follows (Table 2):

After completing the above configuration, start Hadoop and HBase in turn. Before
starting Hadoop, you need to format the HDFS file system, and then start Hadoop and
HBase on the cluster through the start all. SH and start HBase. Sh scripts respectively.
When viewing the process through JPS after startup, if there are JPS, namenode,
secondarynamenode, jobtracker, hmaster, hquorumpeer on the master node, and JPS,
datanode, tasktracker, hregionserver, and hquorumpeer on the slave node, it indicates
that the startup is successful. You can view the status of HDFS through http: / /
masterhost: 50070 /, and HBase through http:! / masterhost: 60010 /. So far, the
establishment and start-up of the experimental environment has been completed.

Table 2. Database cluster configuration

Cluster distribution Cluster
composition Parameters

Cluster distribution Cluster
composition Parameters

Cluster distribution Cluster
composition Parameters

operating system UbuntuKylin 14.04 32-bit
Hardware parameters CPU Intel E7000(Binuclear、

2.66 GHz)
Memory Master node 2 GB, Slave

node 1 GB
hard disk 250 GB(5400 RPM)

HBaseConfiguration hbase.hregion
max.filesize

10 GB

hbase.hregion
memstore.flush.size

128 MB

hbase.client
write.buffer:

2 MB

MySQL Configuration Cluster mode Standalone
default-storage-engine INNODB
innodbes buffer-pool size 1230 MB
transaction-isolation: READ-COMITTED
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3.2 Test Methods

In order to ensure the validity of the method test, this paper studies the effects of these
three methods by comparing the design method with traditional optimization methods
and optimization methods designed by artificial intelligence technology. In this test, the
test data set will be set as the test data sample. The specific data is shown below
(Table 3).

Use the design method and the other two methods to query the above data set, and
set the query statement as shown below (Table 4).

Set the above query statement as the design method and the other two methods in
the article, and query the test data set.

3.3 Test Indicators

In this test, the test index is set as follows: the search times in half and the execution
time are used as the test index, and this index reflects the difference between the design
method in the article and the other two methods.

Half search times and execution time are the important embodiment of query ability
of massive heterogeneous data. Through this index, we can directly understand the use
effect of optimization method through data.

Table 3. Test data set

Data set Dataset a dataset B Dataset a dataset B

Data set size 2048 10240
Path expression 1315 6560
Suffix array 14887 74380
Remove redundant data items 9311 44540

Table 4. Query statement

Query statement Matching
method Category

Query statement Matching
method Category

Query statement Matching
method Category

X1 Backward Resources
X2 Backward Attribute
X3 Backward Resources
X4 Backward Resources
X5 Backward Resources
X6 Backward Attribute
X7 Forward Attribute
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(a) Test results of design method in this paper

(b) Test results of traditional methods

(c) Test results based on artificial intelligence method

Fig. 2. Half-find test results
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(b) Test results of traditional methods

(c) Test results based on artificial intelligence methods

(a) Test results of design methods in the article

Fig. 3. Execution time test results
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3.4 Half-Find Test Results

According to the above test results, among the seven query statements, the method
proposed in this paper needs the least number of half search. The reason is that the
method proposed in this paper builds a data dictionary, which can reduce the number of
search in half by indexing. It can be found from the data in the table that the method
proposed in this paper is able to maintain the minimum number of halving searches
even when the data set is significantly larger than the other two methods (Fig. 2).

3.5 Execution Time Test Results

In traditional methods and artificial intelligence methods, query processing time is
almost the same, but in the design method of this article, it is half of the first two time.
It can be seen from the data that under the premise that the query result is equal to the
left and right comparison times, machine learning can greatly shorten the query time
and improve the query efficiency. It can be seen that the method proposed in this paper
has a good balance between query efficiency and accuracy (Fig. 3).

4 Conclusion

This paper studies the massive heterogeneous data processing of the Internet of things
from a new perspective. While some achievements have been achieved, there are still
some deficiencies and areas to be improved. In the future research, we should improve
them. Finally, I hope that the work of this paper can play a reference role for the
development of distributed heterogeneous data query processing and other related
fields [13].
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Abstract. In order to improve the stability of heterogeneous big data mining
operations in complex attribute environment, such as data analysis and cleaning,
a heterogeneous big data intelligent clustering algorithm is established. The data
cleaning classification method is applied to clean the parameter space in com-
plex attribute environment, and the regular term of sparse subspace clustering is
introduced to eliminate the irrelevant and redundant information of heteroge-
neous big data, and the intelligent clustering index of heterogeneous big data is
obtained. By measuring the clustering results, the design of heterogeneous big
data intelligent clustering algorithm in complex attribute environment is com-
pleted. The experimental results show that the heterogeneous big data intelligent
clustering algorithm in complex attribute environment has strong stability in the
process of data analysis and cleaning.

Keywords: Complex attribute environment � Heterogeneous big data �
Clustering algorithm � Cleaning data

1 Introduction

In recent years, with the increasing utilization of network resources, various industries
pay more and more attention to heterogeneous big data mining, especially in complex
attribute environment, big data has a lot of characteristic parameters. Has affected the
user to the big data utilization degree. For this reason, people need to use the database
to carry on the reasonable planning and the effective mining to the heterogeneous big
data. Scientific research institutions have proposed some heterogeneous big data
mining methods in complex attribute environments, but the mining work in complex
attribute environments requires a series of operations such as data analysis, cleaning,
conversion, and integration. As a result, the method proposed in the past can not have
strong accuracy, stability and practicability at the same time in the mining work [1].

Heterogeneous big data intelligent cluster analysis uses data modeling technology to
simulate and analyze the internal structure and distribution of data. From the point of view
of data mining, heterogeneous big data intelligent clustering is an unsupervised algo-
rithm. In the absence of prior knowledge, clustering algorithm is used to divide data and
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form marker clusters. The research directions of the theory of cluster analysis include the
following aspects: First, the ability to process different types of data. Most of the existing
algorithms are applied to the analysis of numerical data, butmany kinds of data types need
to be faced in practical application. Therefore, the limitation of the algorithm in the data
processing ability hinders the popularization and application of the algorithm. Second, the
ability to identify clusters of arbitrary data shapes. Most of the existing clustering algo-
rithms use standard Euclidean distance to complete similarity measurement tasks, so this
algorithm tends to identify spherical clusters. The cluster shape of the actualmedium-high
dimensional data is mostly non-spherical, so improving the ability of the algorithm to
recognize clusters of arbitrary shapes is the key to improving the clustering effect.

In the complex attribute environment of big data mining method, the choice of
heterogeneous database is particularly important. Therefore, the RDBMS big data
mining method under the complex attribute environment is proposed. By cleaning the
parameter space of complex attribute environment and adopting the distributed idea to
improve the practicability of the method, the accuracy and stability of mining
heterogeneous big data are effectively improved.

2 Design of Heterogeneous Big Data Intelligent Clustering
Algorithm Based on Complex Attribute Environment

2.1 Cleaning Parameter Spaces for Complex Attribute Environments

The purpose of cleaning parameter space is to meet the quality requirements of data
analysis, so as to fully guarantee the correctness of data analysis [2]. Data cleaning
refers to the discovery and correction of corrupt or erroneous records in a recordset,
table, or database, and then the replacement, correction or deletion of identified dirty
data that is incomplete, incorrect, inaccurate or irrelevant. The process of achieving
data consistency. The parameter space cleaning classification methods are as follows:
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Figure 1 is a parameter space cleaning method. The first is the cleaning of the
imprecise record attributes of the parameter space data sets, and the recognition of the
exception attributes in the parameter space data sets [3]. The core idea is to give weight
to each attribute first, then count the average value and standard deviation of each
attribute field value, and then set a confidence interval for each attribute. Based on
whether the attribute value is within the confidence interval to determine whether the
attribute is abnormal. The clustering algorithm can judge whether the attribute is
abnormal according to the distance between the attribute value and the cluster center,
and use pattern recognition knowledge to find the abnormal attribute [4].

The problem of data cleaning is regarded as a statistical inference problem of
structured text data in complex attribute environment. It is a classical tool for repre-
sentation and reasoning of inconsistent knowledge. Before defining Bayesian networks,
this paper first gives the corresponding formulas as the theoretical basis. Let X be the
sample space of experiment E, A is an event of E, X is a partition of
p að Þ[ 0; b1; b2; b3; . . .. . .bn, p bið Þ[ 0; i ¼ 1; 2; . . .; nð Þ. Then,

p bi ajð Þ ¼ p bi ajð ÞP
j ¼ 1p bi ajð Þ ð1Þ

D ¼ T1;T2; . . .; Tn represents the input of structured data that contains dirty data. TI 2
D represents one or more tuples with dirty data for the value of the m attribute [5].
Given a candidate replacement set C. Tuple T for possible dirty data in D, it can clean
up the database by replacing TI 2 D with a candidate cleanup tuple T with PR T� Tjð Þ.
Using Bayesian rules in complex attribute environments, it is necessary to take into
account in multi-source cleaning that each data source may involve different data fields
and different forms of data exist, so the reasons for producing inaccurate data are
varied. Inexact data problems in multi-source heterogeneous data environments can be
summarized as follows: first, error data: errors in data may be caused by improper data
collection or irregular data input, resulting in errors of varying degrees in the data [6].
Second, naming conflict: a naming conflict occurs when the same name is used for a
different object or when a different name is used for the same object. Third, data
heterogeneity: different representations of the same objects from different sources, such
as different component structures, different data types, and different integrity con-
straints. Fourth, data redundancy: different representations of data from different
sources have different version errors. Fifth, in a multi-source heterogeneous environ-
ment, even if the same attribute name and data type exist, there may be different value
representations or different interpretations across the data source.

2.2 Introducing Regular Terms for Sparse Subspace Clustering
in Complex Attribute Environments

When dealing with low-dimensional datasets, traditional clustering algorithms try to find
clusters in all dimensions of datasets. But in complex attribute environments, there are
usually many independent dimensions. These independent dimensions will hide the
existing clusters in the noise data and interfere with the results of the traditional clustering
algorithm, while the real correlation data will be distributed on the low-dimensional
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structure which can represent the characteristics of the clustering algorithm [7]. In
addition, in a very high-dimensional dataset, the distribution of data objects is sparse, and
all the data objects are almost equal to each other. This makes a single measure of distance
meaningless and can lead to dimensional disaster. Therefore, in this design, the regular
term of sparse subspace clustering in complex attribute environment is introduced to
eliminate the irrelevant and redundant information in the data set, and clustering is only
carried out on the related dimensions. Because the observed data dimension is usually
higher than its essential correlation dimension, it is theoretically possible to reduce the
dimension of the original space without losing any information. In practice, the dimen-
sionality reductionmethod is often used to reduce the dimension of high-dimensional data
before clustering [8]. There are two commonly used methods of data dimensionality
reduction: feature extraction and feature selection.

Figure 2 is a concrete operation flow. In the first step, feature extraction is a pre-
processing method in projection space, which makes the clustering algorithm only use
a small number of newly selected features to cluster. Feature extraction by introducing
the regular term of sparse subspace clustering in complex attribute environment, cre-
ating linear combination induction data set of data attributes, discovering the potential
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structure, generating and selecting new feature vectors, so as to achieve dimension
reduction [9]. The second step is to keep the relative distance between the original data
objects without deleting any original data attributes when introducing the regular term
of sparse subspace clustering in the complex attribute environment, which makes the
influence from independent dimensions still exist. Therefore, when there are a large
number of independent attributes masking clusters in the dataset, feature extraction will
not be able to get the desired effect. In the third step, feature selection is a method to
eliminate redundant information by analyzing the entire dataset. It selects the optimal
subset from the original data set by searching for various feature subsets and using
some criteria to evaluate these subsets. Common search strategies include random
search, sampling search and greedy sequential search. Step 4, the evaluation criteria
follow two basic models: the wrapper model and the filter model. The fifth step,
according to most of the work of supervised learning, finally, select the accuracy
measure and classification label to complete the introduction of sparse subspace
clustering rules in the complex attribute environment.

2.3 Setting Heterogeneous Big Data Intelligent Clustering Index

Heterogeneous big data clustering validity refers to whether a given fuzzy partition is
suitable for all data. The validity index of heterogeneous big data cluster can be used to
directly measure the quality of the given clustering results. The good clustering results
should be as compact as possible and as far as possible between the clusters [10].
Different literatures put forward different scalar validity measures, but none of them is
completely applicable to the evaluation of all clustering results. In this chapter, six
validity indicators are selected to evaluate the clustering results.

The first indicator coefficient used to measure the number of “overlaps” between
clusters and define it as a formula (2):

PC ¼ 1
N

XC

I¼1

XN

I¼1

UIJ ð2Þ

In formula (2), UIJ indicates the extent to which data point j belongs to category i,
C and N indicate the number of clusters and the total number of data samples,
respectively.

The second index coefficient, classification entropy CEð Þ: measure the ambiguity of
cluster partition and define it as formula (3):

CE ¼ 1
N

XC

I¼1

XN

I¼1

UIJ log UIJð Þ ð3Þ

In formula (3), indicators PC and CE measure whether the clustering results are
clear. The higher the value of PC, the more compact the class is, the lower the value of
CE, the better the clustering effect [11, 12].

The third indicator coefficient, Partition index SCð Þ: it is the ratio of the sum of the
compactness within the cluster and the separation between the clusters. It is the sum of
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the individual cluster validity measures normalized by dividing by the fuzzy cardinality
of each cluster, which is defined as a formula (4):

SC ¼
Xe

i¼1

Pn
i¼1 UIJ

NI
PC

K¼1 VK � VIj j ð4Þ

In formula (4), NI represents sample j of the dataset, VK and VI are the i and k
cluster centers, respectively. SC can be used to measure the quality of different parti-
tions with the same number of clusters. The lower the value of SC is, the better the
clustering results are.

The fourth indicator coefficient, separation index Sð Þ: in contrast to partition index
SC, the separation index uses the minimum distance separation to achieve the effec-
tiveness of the partition. The smaller the value of S is, the farther the separation
between classes is, and the better the clustering results are.

The fifth indicator coefficient, the purpose of XB is to quantify the ratio of total
changes within a cluster to the separation of clusters. The size of XB can measure the
degree of compactness and separation between clusters. The smaller the corresponding
value, the more compact the cluster is and the farther the separation between clusters is,
the better the clustering result is.

2.4 Realization of Heterogeneous Big Data Intelligent Clustering
Computation

In order to detect and eliminate duplicate records in data sets, it is necessary to solve
the problem of how to determine whether the two records are duplicated or not, and to
evaluate the similarity of data, that is, the problem of data matching. The simplest
attribute set can be obtained by reducing the above attributes. According to the simplest
attribute set, the data of the related attributes are extracted, a data table is synthesized,
and then the data table is cleaned with similar duplicate data. Therefore, the corre-
sponding records of the records are compared, and the similarity is calculated.

The idea of basic sorting neighborhood law can be summarized in three steps: the
first step is to create a sort key: calculate the sort key for each record in the dataset by
extracting the relevant field or part of the field. Step 2, sort data: sort the entire data set
or part of the data set according to the keys created in the step. Third, data duplication
identification: sliding a fixed-size window according to the order of the records,
comparing each record with the other records in the window. If the window size
window, each new record enters the window compared to the previous record, A record
was found to be a “match” for W *1. In fact, the accuracy of duplicate record
detection depends largely on the sort keyword created, which directly affects the
matching efficiency and accuracy. If you do not select keywords correctly, you may
miss a large number of duplicate records. First, because two duplicate records may be
far away from the physical location after sorting, they may never be simultaneously
located in the same sliding window and cannot be identified as duplicate records.
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Secondly, it is difficult to determine the sliding window size W. If the W is too large,
the comparison time will increase, resulting in some comparison unnecessary; if W is
too small, some duplicate records cannot be detected. When the size of all the dupli-
cated clusters in the dataset varies greatly, no matter how the size of W is selected, it is
not appropriate [13, 14]. In addition, for the whole matching process, the time com-
plexity of the algorithm is O, where n is the total record of the data set, and the flow of
heterogeneous big data intelligent clustering algorithm is shown below (Fig. 3).

Firstly, considering that the window size W is difficult to determine in the SNM
algorithm, we analyze the attributes and sort the data sets many times, which makes the
repeated records more aggregated, thus entering the same sliding window at the same
time. Second, when matching fields, the algorithm assigns a special weight to each
attribute, and introduces the concept of effective weight, multiplies the weight by the
similarity of the corresponding non-empty attribute, and then combines them to obtain
the similarity of the entire record. And it is used to determine whether the two records
duplicate the value. Thirdly, in the process of attribute selection, the rationality of the
selection is proved by checking the similarity among m specific windows. So far, the
design of heterogeneous big data intelligent clustering algorithm in complex attribute
environment has been completed.
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3 Experimental Conclusion

3.1 Experimental Environment

In order to verify the effectiveness of the algorithm in this paper, simulation experi-
ments are carried out under Matlab 7.0, VS2010 + opencv2.4.13, windows 10, Intel
(R) Xeon (R) CPU e5-2603v4 @ 2.20 GHz operating system and 32 GB memory.

Prototype experiment based on hadoop cluster, hive cluster, sqoop cluster and so
on. Hadoop is a distributed file system. It can process large-scale data in parallel with
hadoop cluster. Hive is mainly responsible for mapping the structured data file into a
database table and providing the function of sql query. Then the sql statement is
transformed into a MapReduce task and uploaded to the cluster to implement.

3.2 Data Preparation

Data preparation is the first step of data cleaning. The purpose of this step is to outline
the process data and then select the most suitable data sample to model. The main task
of this step is to extract data from the database, and check the data set. In order to
extract the effective data from the database, determine the operation area, requirement
analysis and any changes of the operating conditions, and ensure the efficiency of
information extraction in order to extract the effective data from the database through
samples and variables.

3.3 Experiment and Analysis

Before the contrast test, the data set must be analyzed to know the data characteristics
of the data. In this paper, two parameters are selected to describe the data source: the
number of attributes in the data record and the noise ratio of the dirty data contained in
the data record. Compared with the experimental results, the following is shown:

In Fig. 4, we can see that the number of tuples increases as the number of records
entered increases. Figure 4 shows that the proportion of similar duplicates and
inconsistencies in the data set is still very high, some have reached more than 25%, the
lowest is also more than 10%. It is shown that in the complex attribute environment,
not only the data record scale is huge, the number of data attributes also reaches the
level of one million, and the data contains the data of different data quality problems of
considerable scale, and the number of properties eliminated exceeds the number of
verification set. It is shown that the algorithm designed in this paper is relatively stable
and the verification experiment is consistent with the real data experiment. It is shown
that the experiment design is reasonable and the results are in line with the reality.
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4 Conclusion

Due to the large number of heterogeneous big data clustering attributes in traditional
heterogeneous big data intelligent clustering algorithms in complex attribute environ-
ments, this paper proposes a new heterogeneous big data intelligent clustering algo-
rithm. In a complex attribute environment, by cleaning up the parameter space of the
complex attribute environment, introducing sparse subspace clustering rule items,
setting heterogeneous big data intelligent clustering indicators, so as to realize
heterogeneous big data intelligent clustering calculation. Experimental verification
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shows that the intelligent clustering algorithm for heterogeneous big data proposed in
this paper has a better effect of heterogeneous big data clustering in a complex attribute
environment.

The quality of data analysis in heterogeneous big data intelligent clustering algo-
rithm depends on the quality of data collected from different sources, because data sets
in real applications often contain inconsistent data, encrypted data, noise values and
data integration caused by a variety of errors. Since the quality of data often fluctuates
in the process of data collection, data storage, data fusion and data analysis, data
cleaning is not limited to a sub-task of data preprocessing. It runs through every link of
data processing. Facing the increasing mass of multi-source heterogeneous data and
more complex data structures, in order to improve the efficiency of identifying similar
duplicate records and to solve the quality problem of data because of imprecise data, it
is necessary to continuously improve in the follow-up research.
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Abstract. With the rapid development and application of global information
technology, big data era has come. China’s information security strategy needs
to consider the complexity and timeliness of large-scale and heterogeneous
network security behavior in big data’s time. In order to solve the problem of
inaccurate and randomness of single clustering algorithm, a clustering algorithm
based on cloud computing for heterogeneous network privacy big data set was
proposed. The algorithm utilized the advantages of cloud computing to collect
and extract features of big data sets. Then the similarity method was used to
carry out the mining process of big data sets, so as to realize the clustering
calculation process of big data sets. The algorithm was verified on the UCI
dataset. The results showed that the efficiency and accuracy of the cloud
computing-based big dataset clustering algorithm were better than the existing
ones, indicating that the algorithm design and update strategy were effective.

Keywords: Cloud computing � Heterogeneous network � Big data set �
Clustering algorithm � Similarity

1 Introduction

Clustering analysis has been studied for many years and formed a systematic method
system [1]. Clustering is an unsupervised machine learning method that takes a group
of physical or abstract objects. According to the degree of similarity between them,
they are divided into several groups, so that the similarity of data objects in the same
group is as large as possible, and the similarity of data objects in different groups is as
small as possible [2]. However, the single clustering algorithm has the problems of
unstable results and large randomness. Existing research tends to combine the results of
clustering large data sets to overcome the shortcomings of clustering.

Research on the clustering of private data sets in heterogeneous networks has
appeared in recent years [3], and it has attracted wide attention from all walks of life.
However, how to generate the optimal clustering dataset and select the best merging
strategy, especially the clustering fusion algorithm for large datasets of classification
attributes, is still an unsolved problem. Therefore, it is necessary to conduct research on
the generation and mining of cluster members to get the best clustering results.
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A cloud computing based heterogeneous network privacy big data set clustering
algorithm research is proposed in this paper, and gives the fusion method and strategy
of big data set. Firstly, the attributes of each large data set are divided according to the
value, and the features are collected and extracted to obtain the initial cluster members.
Then, the optimal fusion clustering results are obtained through continuous adjustment
and mining. In order to verify the validity of the cloud computing-based heterogeneous
network privacy big data set clustering algorithm designed in this paper, the experi-
mental demonstration is carried out. The experimental results show that the cloud
computing-based big data set clustering algorithm can improve the data clustering
effect and ensure the accuracy of the clustering results, which is extremely effective.

2 Design of Large Data Set Clustering Algorithm

The dispersed large data set matrix is used as an input set of the cloud computing
clustering algorithm, and the feature coefficients of each column in the matrix are
respectively calculated by the pair of data features. And comparing the matrix char-
acteristics of each big data set within a given threshold, and determining whether the
number of points around the point that are greater than the threshold is greater than the
data feature. If the characteristic coefficient of a point and any other point is greater
than the matrix feature, and the number of features around it and its characteristic
coefficient are greater than or equal to the matrix feature, then the point is the core data
point, and all the points with the same density as the core point are of one type, and the
other type is noise point.

By mining all common feature data in the big data set, and collecting and extracting
the characteristics of the common data, once again, using cloud computing technology,
mining the clustering features of big data sets to achieve clustering calculation of big
data sets, the cloud computing based clustering algorithm flow is shown in Fig. 1.

2.1 Big Data Set Feature Collection and Extraction

Suppose there are n data points X ¼ x1; x2; x3; � � � xnf g, which contain m attributes, the
i-th attribute has ki different values, and the i-th attribute has a weight of xi. This paper
adopts the simplest and most easy to understand method of generating cluster members
[4], that is, by attribute value division, the function expression of the attribute division
rule Ri of the i-th big data set is:

Ri ¼ Ci;1;Ci;2;Ci;3 � � �Ci;j

�� ��1� i�m ð1Þ

Where, Ci;j c represents the j-th data feature of the segmentation result,
Pm
i¼1

xi ¼ 1.

Inspired by the literature [5], the data on each attribute is divided into a cluster
member, and a unified method is used to divide the different data subsets to obtain the
characteristic relationship among the cluster members. Thus, clustering results R ¼
R1;R2;R3; � � � ;Rmf g of m cluster members can be obtained, and each cluster member

Ri has ki matrix features.
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The feature collection method for similarity [6] refers to the collection process of
metadata in the big data set representing the privacy of heterogeneous networks. By
constructing the feature matrix, the clustering combination partition method of multiple
large data sets is found, and the similarity between any two data points is used to
describe and define the clustering features of large data sets. First of all, we must use
cloud computing technology to extract features from the privacy big data sets in
heterogeneous networks, and classify them according to their characteristics [7]. Sec-
ondly, the content characteristics of the metadata are represented, and the metadata
is regarded as a vector space generated by a set of privacy orthogonal terms in a
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Fig. 1. Cloud computing based clustering algorithm flow chart
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heterogeneous network. If ti is treated as a term, wi dð Þ is treated as the weight of ti in
the metadata d, and each metadata d can be regarded as a normalized feature vector
V dð Þ ¼ t1i;wi dð Þ; t2i;wi dð Þ; � � � tni;wi dð Þ. In general, all data appearing in d is taken as
ti; wi dð Þ is generally defined as a function of the frequency tfi dð Þ in which ti appears in
d, i.e. wi dð Þ ¼ # tfi dð Þð Þ. The frequency function is extracted to obtain the characteristic
function of the big data set:

# ¼ 1; tfi Ridð Þ� 1

0; tfi Ridð Þ ¼ 1

(
ð2Þ

Where, the square root function of # is # ¼ ffiffiffiffiffiffiffiffiffiffiffi
tfi dð Þp

; the logarithm function of # is
# ¼ log tfi dð Þþ 1ð Þ.

The feature function of the big data set is similarly processed to prepare for the next
data mining process.

2.2 Cloud Computing Based Big Data Set Clustering Mining

First, using cloud computing technology, randomly extract metadata features and
transform the private data set into structured data that can describe the metadata
content. Then use the cluster analysis of the big data set to form a structured metadata
tree, and discover the new big data set concept according to the structure, and obtain
the corresponding logical relationship. The cloud computing-based big data set mining
process is shown in Fig. 2.
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Fig. 2. Big data set mining process diagram
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Since the amount of data in a private big data set in a heterogeneous network is very
large, the dimension used to represent the metadata feature vector is also very large,
and may even reach tens of thousands of dimensions. Therefore, we need to extract the
network term with higher weight as the feature item of the metadata to achieve the
purpose of dimension reduction of the feature vector. Then, the feature clustering
mining process of big data sets is carried out. The big data set cluster mining process is
as follows:

(1) Select some of the most representative data features from the original features.
(2) According to the similarity method principle [8], select the most influential feature

data set.
(3) Transforming original features into fewer new features by means of mapping or

transformation in cloud computing technology [9, 10].
(4) Using the evaluation function method [11], each feature in the feature set is

independently evaluated and given an evaluation score, and a predetermined
number of best features are selected as feature subsets of the big data set.

Let there be a sample set X ¼ X1;X2;X3; � � � ;Xnf g to be classified, and n is the
number of elements in the sample, and c represents the number of target clusters. Then
there is the following data mining matrix for n elements corresponding to class c:

lc ¼
l1; l2 � � � ln n�#ð Þ
..
.

lc1; lc2���lcn c�#ð Þ

2
64

3
75 ð3Þ

Where, lcn represents the mining matrix feature of the n-th element to the c-type

data (1� i� c; 1� j� n), and meeting minJ X; l; vð Þ ¼ Pc
i¼1

Pn
j¼1

lcnd
2
cn, then the problem

of clustering this multivariate data set is converted into a simple problem of finding the
minimum value of the objective function.

The cloud computing-based big data set clustering mining process is based on the
original big data set mining, adding cloud computing technology, adding constraints to
the objective function to enforce the cluster search that satisfies the condition, and
making the monitoring information constrained clustering search process.

The above assumes an unmarked big data set X ¼ X1;X2;X3; � � � ;Xnf g, Xn 2 Rn,
divide it into class K, which is C1;C2;C3; � � � ;Ck , and the mean of none class is
M1;M2;M3; � � � ;Mk. Suppose the number of samples in the K-th class is NK , then

mK ¼ 1
NK

Pk
i¼0

Xi, K ¼ 1 � � �K.
According to the European distance and intra-class error squares and criteria,

the objective function of cloud-based big data set clustering is J ¼ Pk
i¼1

K ¼

1
PNk
i¼1

Xi � mKj j2. When the algorithm is initialized, the center of each class is randomly

selected, so the selection of the initial center determines the quality of the clustering
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results. After the introduction of cloud computing technology, a large data set formed
by a small number of labeled samples, the large data set contains all K clusters, and
each class contains at least one sample to implement a cloud computing-based big data
set mining process.

2.3 Implementation of Large Data Set Clustering Algorithm

The cloud computing-based heterogeneous network privacy big data set clustering
algorithm is implemented as follows:

The clustering algorithm requires two parameters e and l when executed, known as

lc ¼
l1; l2 � � � ln n�#ð Þ
..
.

lc1; lc2���lcn c�#ð Þ

2
64

3
75, and e represents the spatial dimension of the heteroge-

neous network, up to the dimension [12–14], so no orientation analysis is done.
Search for the number of core data points by checking the e-domain dimension of

the arriving data point in the current time. If the e field of any data point P contains at
least l data points, create a data matrix with data point P as the core point. Then, by
means of breadth search, the data points that can be directly clustered from these core
data points are aggregated, and all the obtained density from the data point P is
assigned to one class.

If P is the core data point, the cluster data points starting from point P are marked as
the current class, and the next step is extended from the center of the matrix. If P is not
a core data point, then when the algorithm clusters, the next data point will continue to
be processed, in order, until a complete cluster core data point is found. Then select an
unprocessed core data point to start expansion, and get the next clustering process, in
sequence, until all data points are marked [15, 16].

For data points that are not added to the clustering matrix, they are noise points, and
temporarily store them in the invalid area. If the number of data in the invalid area
exceeds the maximum range of the preset threshold, the calling algorithm clusters the
data in the temporary storage area, and deletes the already clustered data points from
the temporary storage area. The dynamic data of the quadratic clustering is recorded as
Q, and the clustering calculation process for Q is as follows:

(1) A large data set of mixed attribute features is processed by using different distance
calculation methods, and new data point features are calculated by using Eq. (2).

(2) Perform online maintenance on the characteristics of large data sets, and perform
mining processing after maintenance.

(3) The clustering algorithm is executed, and if there is data that is not clustered, it is
placed in the temporary storage area.

(4) The data feature matrix is again mined and the clustering algorithm is executed
until the core data points are found.

The cloud computing technology is used to guide the clustering implementation
process of big data sets [17, 18], which solves the problem that the single algorithm
clustering quality is not high. First enter the data point x 2 X ¼ d1; d2; � � � ; dnf g in
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memory, d1 represents the data point in memory. The implementation of the big data
set is replaced by a triple, which is equivalent to the center point with the weight to
participate in the clustering, the number of data points is the weight, and the clustering
result is the mark set, then there is labels ¼ Uk. Outputting K sets of disjoint big data

matrices X1f gk¼1 of x, and the objective function is J 2 Pk
i¼1

J ¼ ik, then the local

optimal clustering process of the big data set is obtained.
So far, the cloud data-based heterogeneous network privacy big data set clustering

algorithm design is completed.

3 Simulation Experiment Demonstration and Analysis

In order to ensure the effectiveness of the cloud computing based clustering algorithm
for heterogeneous network privacy big data sets, the simulation experiments are carried
out.

Set the experimental object to the privacy UCI data set of a heterogeneous network,
and perform clustering calculation on it.

In order to ensure the effectiveness of the experiment, the traditional algorithm and
cloud based clustering algorithm are compared, and the accuracy of the two algorithms
is statistically analyzed. The experimental results are shown in Table 1, Table 2 and
Fig. 3.

According to the data in Tables 1 and 2, the error rate of traditional clustering
algorithm is higher than that of this clustering algorithm, and its clustering speed is

Table 1. Traditional clustering algorithm results

Category Network
dimension

Flow Privacy
agencies

Accuracy Data
matrix

Error rate (%) 0.59 0.85 0.25 0.36 0.48
Cluster velocity
measurement (v/ms)

23.6 15.4 53.6 41.2 25.9

Table 2. Cloud computing based clustering algorithm results

Category Network
dimension

Flow Privacy
agencies

Accuracy Data
matrix

Error rate (%) 0.12 0.05 0.02 0.11 0.03
Cluster velocity
measurement (v/ms)

68.3 72.5 95.6 82.6 75.6
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slower than that of this clustering algorithm. It shows that the heterogeneous network
privacy big data clustering algorithm has better effect than the traditional algorithm.
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Fig. 3. Accuracy Analysis of two clustering algorithms
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According to Fig. 3, the clustering accuracy of this algorithm can reach 99%, while
that of the traditional clustering algorithm is only 91%, which indicates that the
clustering accuracy of this algorithm is higher than that of the traditional algorithm.

To sum up, cloud computing based clustering algorithm in the heterogeneous
network privacy big data set clustering process, regardless of the clustering speed, or
deal with each heterogeneous network privacy structure, traffic and dimension, it is
better than the traditional algorithm processing results. It can be seen that the cloud
computing based heterogeneous network privacy big data agglomeration algorithm not
only improves the clustering accuracy of private data sets in heterogeneous networks,
but also improves the stability of the calculation process. The clustering error increases
to zero gradually.

4 Conclusion

This paper analyzes and designs the clustering algorithm of heterogeneous network
privacy big data sets based on cloud computing, and uses the advantages of cloud
computing technology to collect and extract the matrix features of large data sets.
Combining the similarity method, mining large data sets and realizing the clustering
algorithm design of big data sets. The experimental results show that the cloud
computing-based clustering algorithm designed in this paper is extremely efficient.
When performing clustering calculation of the privacy big data set in the heterogeneous
network, it greatly improves the accuracy of the clustering calculation, and can
effectively reduce the clustering error, save the calculation time, and improve the
working efficiency of the clustering algorithm. It is hoped that the research in this paper
can provide theoretical basis and reference for China’s heterogeneous network privacy
big data set clustering algorithm.
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Abstract. Because the association between multi-attribute data of e-commerce
is not obvious, the traditional collaborative classification method of e-commerce
multi-attribute data has the problem of low classification accuracy. Therefore,
the weighted association rule model is introduced to realize the optimal design
of collaborative classification method of e-commerce multi-attribute data.
Firstly, the weighted association rule model is built, and the multi-attribute data
is mined and cleaned under the e-commerce platform. Taking the processed
e-commerce data as the sample, the multi-attribute data classification index of
e-commerce is determined. Through setting project weight, e-commerce data
attributes and calculating multi-attribute relevance, multi-attribute data collab-
orative classifier is obtained. In the weighted association rule model, the col-
laborative classifier is used to get the multi-attribute data collaborative
classification results of e-commerce. Compared with the traditional collaborative
data classification methods, it is concluded that the accuracy of collaborative
data classification is improved under the e-commerce platform of clothing and
food 24.22%.

Keywords: Weighted association rule model � E-commerce � Multi-attribute
data � Data collaborative classification

1 Introduction

E-commerce usually refers to a new type of business which is carried out by the buyer
and the seller without meeting each other in a wide range of business activities all over
the world, under the open Internet environment, to realize online shopping of con-
sumers, online transactions and online e-payment among merchants, as well as various
business activities, transaction activities, financial activities and related comprehensive
service activities Business operation mode [1–3]. In the new business operation mode
of e-commerce, one of the most important problems faced by merchants is how to
obtain the market demand information of commodities in time and actively, develop
the purchasing potential of customers, and find the corresponding superior commodi-
ties as soon as possible, so as to adjust the business plan as quickly as possible [4–6].
E-commerce, as the business model of information society, is developing at a faster
speed than people expected. The U.S. government decided in the morning that
e-commerce is a major information construction project, and formulated the “global
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e-commerce framework”. From the perspective of China’s domestic situation, the
overall situation of Internet development determines the success or failure of
e-commerce marketing. According to the report of China Internet Network Information
Center, as of June 30, 2018, the number of Chinese Internet users reached 80200.
However, with the increasing scale of e-commerce websites, the types of goods stored
in websites and the relationship between these types are becoming more and more
complex. In order to facilitate the users’ query and respond to the requirements of the
market, e-commerce websites must first classify a large amount of commodity data, and
then achieve the goal of information extraction and intelligent market decision-making
[7–10].

E-commerce multi-attribute classification is one of the most important technologies
in the application field of e-commerce voucher, and many algorithms have been pro-
posed so far. E-commerce multi-attribute classification is a technology which con-
structs a classifier according to the characteristics of data set and assigns a class to the
unknown class samples. The process of constructing classifier is generally divided into
two steps: training and testing. In the training stage, the characteristics of the training
data set are analyzed to produce an accurate description or model of the corresponding
data set for each category. In the test phase, we use the description or model of category
to classify the test and test its classification accuracy. E-commerce website can use the
classification algorithm in data mining, through training and testing, construct the
classifier of commodity information and category, and realize the automatic classifi-
cation of commodities [11–13].

At present, multi-attribute data classification methods in e-commerce platform
include decision tree classification method, support vector machine classification
method and K nearest neighbor classification method, but there are some problems in
current classification methods, such as low classification accuracy and long classifi-
cation time. In order to solve the above problems, a weighted association rule model is
proposed. General association rule mining assumes that all items in the database have
the same importance. When calculating frequent item sets, only the frequency of items
is considered. But in some application areas, users pay different attention to different
projects, that is, the importance of projects is different. In order to reflect the impor-
tance of the project, project weighting is introduced. After project weighting, when
mining the weighted association rules, the frequency of project set appearing in
transaction database and the weight of project should be considered comprehensively.
At the same time, the weighted process can not only distinguish the importance of the
project, make the mining results more reasonable, but also greatly improve the effi-
ciency of the algorithm. Because in the association rule algorithm, the main machine
operation time will be consumed in the stage of generating frequent item sets. If the
irrelevant items with small weight are cut off in the early stage of generating frequent
sets, the time complexity of the algorithm can be effectively reduced. Through the
introduction of weighted association rule model, classification collaboration can be
realized, so as to improve the ability of e-commerce multi-attribute data classification.
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2 Design of Collaborative Classification Method for Multi-
attribute Data in E-Commerce

From a mathematical point of view, e-commerce multi-attribute data classification is a
process of mapping. It maps the data of unspecified categories to the original cate-
gories. The mapping can be one-to-one or one to many, because in some cases, a
product can be associated with multiple categories, which can be expressed as follows:

f : A�[ B ð1Þ

Where a is the set of commodities to be classified and B is the set of categories in the
classification system. The mapping rule of e-commerce multi-attribute data classifi-
cation is that the system summarizes the classification rules according to the infor-
mation of each classification in the analyzed samples, and then establishes the
discrimination formula and rules. When the new data comes, according to the dis-
crimination rules, determine the commodity related categories.

2.1 Building Weighted Association Rule Model

The essence of association rule mining is to find hidden patterns or causal relationships
between projects in a large number of complex information data carriers. Because the
theoretical basis of association rule technology is easy to understand and accepted by
people, and the extensive and far-reaching application space in the future, a large
number of researchers have conducted extensive research and improvement on it, and
algorithms with representative ideas of the times have emerged. The weighted asso-
ciation rule model can be described as: set D as transaction database, transaction
number as N, I as all item sets in the database, and the weight set corresponding to I as
W, where wj indicates the importance of project ij. SupportðXÞ, ConfidenceðXÞ support
and confidence of data sample x, respectively. w min sup is the weighted support
threshold. The form of the weighted association rules discussed is:

X ) Y ð2Þ

If there are association rules in formula 2 in e-commerce multi-attribute data set D, the
support degree is the percentage of the number of data containing X [Yð Þ in the total
number of transaction database d, that is, the probability of occurrence of event X [ Yð Þ
is:

Support X ) Yð Þ ¼ P X [ Yð Þ ¼ NX [Y

Ntotal
ð3Þ

Where and respectively represent the number of tuples and the total number of tuples
containing X and y. Then the weighted support degree of weighted association rules is:
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W sup X ) Yð Þ ¼
X

ij2X [Y

wj

 !

� Support X ) Yð Þ ð4Þ

If the weighted support of itemset x satisfies the condition in formula 5, it is called
weighted frequent itemset.

W sup Xð Þ�wmin sup ð5Þ

In addition, external confidence is a determinacy measure used to express the validity
of association rules. If rule X ) Y of transaction data set D is used, confidence
Confidence is defined as the ratio of the number of transactions X and Y occur at the
same time in D to the number of transactions x only occur, that is, conditional prob-
ability P Y Xjð Þ is:

ConfidenceðX ) YÞ ¼ P Y Xjð Þ ¼ NX [ Y

Ntotal
ð6Þ

The principle and steps of the proposed model algorithm for weighted association rules
are as follows: Taking the user’s one-time login as the transaction division, the user
resource download transaction table is generated according to the recent download
record table. Recently, the storage structure of the download record table is user ID,
login time, user questions, query time, downloaded documents, download time. Then,
the resource weight table is generated according to the recently downloaded resource
scale and article description table, and the coverage of frequent itemsets set by users is
accepted to generate the minimum support minSupport. According to resource weight
table and user resource download transaction table, weight association rules are gen-
erated by frequent item set discovery based on Apriori algorithm. In the first step, scan
the database, search the maximum transaction length size in the database and return the
value. In the second step, access resource weight table and generate resource weight
sequence in descending order. In the third step, according to the returned result size and
Weight set w calculation:

D ¼ 1
PSize

j¼1
wj

ð7Þ

Minimum weighted support is generated from minSupport and D. In the fourth step,
Apriori algorithm is used to generate frequent sets with minSupport as the minimum
support degree, and the weighted support degree of item set is filled. wminSupport is
used as the minimum weighted support to filter the weighted frequent item set, and
weighted association rules are generated based on the weighted frequent set.
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2.2 Mining E-Commerce Data

According to the user’s behavior, such as user registration information, user rating data,
and user browsing behavior, the collaborative classification method of e-commerce
multi-attribute data establishes the user’s behavior interest model. Therefore, it is
necessary to mine the corresponding e-commerce user information data. The data
mining process is shown in Fig. 1.

The user data used mainly includes the following three categories: user profile, user
browsing record and user behavior characteristics. A real-time acquisition program is
installed on the e-commerce platform, which stores all the running data in the platform
into the memory, and takes it as the data sample of e-commerce multi-attribute data
collaborative classification.

In order to ensure the effectiveness of the collaborative classification results of
e-commerce multi-attribute data, and reduce the time consumed by classification work,
the preliminary e-commerce data is cleaned. According to the different data quality
problems, the cleaning of e-commerce data includes three parts: the cleaning of
removing advertising words and commodity titles. The rule-based method is used to
find out the advertising words in the product information and remove them. This step is
an offline processing step. We design a rule-based method to clean the advertising
words. Therefore, we establish a rule base of advertising words and clean the adver-
tising words in the product information based on the rule base. All the rules in the rule
base are described in the form of regular expressions. According to the different cat-
egories of advertising words, we divide the rules in the rule base into three categories,
which are characteristic word rules, specific part of speech combination and rules of
relations between goods. For goods in different categories, except for advertising
words, other similar rules are relatively small, among which the rules in the first and
second categories are added to the rule base by artificial settings, The third kind of rules
are obtained by machine statistical learning. There are still some data quality problems
in the product title after removing the advertisement words, such as the emergence of
special punctuation, the abnormal segmentation and combination of useful information
of the product, the repetition and contradiction of the product information, etc., After
removing the advertisement words, the result is “10 times light changing 920000 screen
Nikon digital camera s8100v/s9100 is better than s8000s8200”, and the symbol “V”
should replace s8000s8200 with a space, which is an abnormal combination phe-
nomenon and contradicts the description of s8100s9100. Regular expression is used to

Fig. 1. Data mining flow chart of e-commerce

Research on Collaborative Classification of E-Commerce Multi-attribute Data 381



eliminate the problems of special punctuation and abnormal segmentation and com-
bination of commodity information. At the same time, the relative position of words in
commodity title is recorded, so that the attribute tuples matching in part of speech
tagging have different weights, so as to reduce the interference of commodity infor-
mation conflict on entity recognition.

2.3 Determine the Multi-attribute Data Classification Index
of E-Commerce

There is no unified pattern and absolutely effective classification method for multi-
attribute data classification. According to different target enterprises, multi-attribute
data classification can be carried out. In e-commerce enterprises, the most prominent
characteristics of data are the massive storage of data information, the fast update of
data, and the dynamic change of database. In addition, the data behavior data in
e-commerce model often has the characteristics of high dimension, many variables and
incompleteness. Based on the operation and storage characteristics of e-commerce
multi-attribute data, the corresponding classification index is determined, and the
classification index system is shown in Fig. 2.

In the multi-attribute data classification index system of e-commerce, network
activity participation is a qualitative index, which is measured by two dimensions of
high and low network activity participation, and other indexes are quantitative indexes.

Project refers to the document resources in e-commerce platform. The novelty of
resources is the most important parameter to attract users. That is to say, the description
time of resources is selected as the parameter to generate the weight of resources. The
specific project weight is set as follows: set the resource sequence in the resource recent

Fig. 2. Multi attribute data classification index system
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download scale as d1; d2; � � � ; dnð Þ, the corresponding description time series is
t1; t2; � � � ; tnð Þ. Suppose Tmax is the latest time in the description time series, Tmin is the
oldest time,Then the calculation formula of the weight value of resource dn is:

gj ¼ aþ 1þ að Þ � tj � Tmin
� �

Tmax � Tminð Þ ð8Þ

Among them, a is a constant, and the specific value can be determined according to the
requirements of e-commerce platform.

E-commerce data sets usually have different kinds of attributes, including character
attributes and numerical attributes. The numerical attributes can be divided into
sequential attributes, discrete value attributes and continuous value attributes. Character
class attributes are usually external categories of key values. Numerical attribute is the
quantitative record of variables, in which the order attribute is to arrange the key values
in order and express the order with numbers, and the discrete value attribute is the
discrete value key value without operational significance, while the continuous value
attribute is the most common numerical attribute. Table 1 shows the list of attribute
words of e-commerce data.

Improve the relevance between projects in order to predict users’ rating of projects
more accurately. The revised formula for calculating the project forecast score of
users is:

Pa;p ¼ �Rp þ
P

n2MAI AC p; nð Þ Ra;n � �Rn
� �

P
n2MAI AC p; nð Þ ð9Þ

AC p; nð Þ is the confidence level of association rules between item P and item n. Mai is
the most recently associated set of items for item P.

2.4 Install Data Collaborative Filtering Classifier

Because there are some differences in the number of positive and negative samples in
the small classifier, the classifier chooses the class weighted association rule model
classifier. According to the classification principle of weighted association rule model,

Table 1. List of attribute words of e-commerce data

E-commerce data Attribute word
Acer Adapter …… Zoom

X1 valueser [1] valueser [2] …… valueser[n]
X1 valueser [1] valueser [2] …… valueser[n]
…… valueser [1] valueser [2] …… valueser[n]
X1 valueser [1] valueser [2] …… valueser[n]
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a set of training samples is given l, Training sample xi; yið Þ with space dimension D,
according to the data attribute association relationship of e-commerce represented by
formula 10, two kinds of data are classified based on the mining data samples.

H : x � xþ b ¼ 0 ð10Þ

The specific data classification process can be expressed as follows:

H1 : y ¼ x � xþ b ¼ þ 1

H2 : y ¼ x � xþ b ¼ �1

(

ð11Þ

Where x is the reciprocal of the distance from H1 to h, when the value meets con-
dition 12, the sample can be separated accurately, that is to say, it meets the following
requirements:

yi x � xið Þþ b½ � � 1þ ni � 0 ð12Þ

ni is the relaxation factor. Penalty factor C is introduced into the mathematical model of
the classifier, and the classification function is as follows:

f xð Þ ¼ sign
X

yiC xi; xð Þþ b
� �

ð13Þ

In the data collaborative filtering classifier, the penalty parameters are divided into Cþ
and C�, the corresponding penalty factors are positive and negative.

2.5 Implement Collaborative Classification of E-Commerce
Multi-attribute Data

The mining and processing of e-commerce data is input into the weighted association
rule collaborative classifier, and the similarity between the electronic data and each
attribute is calculated respectively, so as to get the multi-attribute data collaborative
classification results of e-commerce. The similarity calculation formula is:

sim u; vð Þ ¼
P

i2Iuv Rui � �Ruð Þ Rvi � �Rvð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2Iuv Rui � �Ruð Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2Iuv Rvi � �Rvð Þ2
q ð14Þ

Where sim u; vð Þ represents the similarity between u and V of e-commerce data, Rui and
Rvi represent the attributes of data u and V to e-commerce data I respectively, �Ru and �Rv

set of items for data u and V. Set the threshold value of e-commerce multi-attribute data
collaborative classification as v, if the calculation result in formula 14 is greater than
the threshold value, then the e-commerce data u and V have the same attribute and can
be divided into the same category, otherwise, calculate the similarity of the next group
of data until all the e-commerce data mined are classified.
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3 Comparative Experimental Analysis

The purpose of the experiment is to test the performance of the algorithm and algorithm
under a single minimum support degree, the performance of the classification method
under the multi weighted association rule model, and compare the test results under
different environments, and analyze the data classification results before and after the
application of the multi-attribute data collaborative classification method in e-commerce.

3.1 Experimental Environment and Preliminary Preparation

The operating environment of the experiment is window xp operating system, inter
(R) core (TM) 2 Duo T6500 (2.10 GHz) CPU, 2G memory, written in C++ language.
In the experiment, IBM data generator was used to generate different data sets with
different transaction number, different project number and different average transaction
width under XP system. The parameters of each group of experiments are the same
except that the contrast parameters are variable. IBM is a classic data set synthesis tool,
which is used to generate standard experimental data in association rule mining
research. Due to the real-time change of e-commerce data, in order to reflect the
collaborative design of classification methods, the implementation environment of
e-commerce multi-attribute data collaborative classification method based on weighted
association rule model is different e-commerce platforms.

Because the weighted association rule model is applied in the design of
e-commerce multi-attribute data collaborative classification method, the relevant
operation parameters of the model need to be set, and the model setting interface is
shown in Fig. 3.

Fig. 3. Parameter setting interface of weighted association rule model
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3.2 Experimental Process

Set the accuracy rate as the measurement index of the classification method, and the
solution method of the index is the coincidence rate of the set e-commerce classifi-
cation data and the classification method output data. In order to form the experimental
comparison, the traditional e-commerce multi-attribute data collaborative classification
method is set as the experimental comparison method and applied to the same
e-commerce platform. Through the real-time collection and classification of e-commerce
multi-attribute data, the classification results are output, and the experimental results
about the accuracy rate are calculated.

3.3 Analysis of Comparative Experimental Results

Under the environment of clothing e-commerce, the experimental results about the
accuracy rate of classification obtained through the statistics and statistics of data are
shown in Table 2.

It can be seen from the data in Table 2 that there are certain differences in the
accuracy of the two e-commerce multi-attribute data collaborative classification
methods under different data sets. The average classification accuracy of the traditional
classification method is 68.06%, while that of the design method is 99.02%, which is
30.96% higher than that of the design method.

In the same way, the collaborative classification results of e-commerce multi-
attribute data are obtained under the food e-commerce platform, as shown in Table 3.

Table 2. Experimental results of clothing e-commerce environment classification

Data
set

Class Dataset
size/MB

Traditional e-commerce multi-
attribute data collaborative
classification method

Design Collaborative
classification method of multi-
attribute data in E-commerce

Wrong
score/MB

Accuracy
%

Total
accuracy
%

Wrong
score/MB

Accuracy
%

Total
accuracy
%

1 A 25 0 100 76 0 100 100
B 25 12 52 0 100

2 A 100 1 99 63.5 3 97 98.5
B 100 72 28 0 100

3 A 300 2 99.3 68.2 6 98 99.0
B 300 189 37 0 100

4 A 750 6 99.2 66.2 19 97.5 98.7
B 750 501 33.2 0 100

5 A 1500 7 99.5 66.4 32 97.9 98.9
B 1500 1000 33.3 0 100
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Through the calculation of the data in Table 3, the average classification accuracy
of the two multi-attribute data collaborative classification results is 81.54% and 99.02%
respectively, compared with the classification accuracy of the design method increased
by 17.48%. By synthesizing the classification results of multi-attribute collaborative
data in different e-commerce environments, it is found that the design method can
stabilize the classification accuracy of data above 99%, so it has high application
performance.

4 Conclusion

It can be seen from the above that with the growing e-commerce market, the increasing
number of commodities and the increasingly diversified levels of participants, it is
increasingly difficult to provide valuable information for users. At this time, it is nec-
essary to classify all kinds of goods in different levels to extract information intelligently
from e-commerce market. It can quickly query the corresponding commodities for both
sides of the market transaction, determine the purchase scheme of commodities, and
then complete the placement strategy of commodities and recommend the commodities
that may be of interest to users. The extraction of these information is completed on the
premise of classification. The above classification methods will effectively improve the
classification efficiency and accuracy of e-commerce market commodity data, and better
serve businesses and customers.

Table 3. Classification experiment results of clothing e-commerce environment

Data
set

Class Dataset
size/MB

Traditional e-commerce multi-
attribute data collaborative
classification method

Design Collaborative
classification method of multi-
attribute data in E-commerce

Wrong
score/MB

Accuracy
%

Total
accuracy
%

Wrong
score/MB

Accuracy
%

Total
accuracy
%

1 A 25 8 68 84 0 100 100
B 25 0 100 0 100

2 A 100 36 64 82 3 97 98.5
B 100 0 100 0 100

3 A 300 126 58 79 6 98 99.0
B 300 0 100 0 100

4 A 750 274 63.5 81.7 19 97.5 98.7
B 750 0 100 0 100

5 A 1500 571 62 81 32 97.9 98.9
B 1500 0 100 0 100
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Abstract. In today’s more distributed and disorderly network environment,
how to organize this information simply and effectively, so that users can
quickly obtain potentially valuable data is a common problem in all fields. The
commonly used classification systems are based on genetic algorithms and
orthogonal decomposition. These two types of systems have high memory usage
and low classification accuracy. Aiming at the above problems, a distributed
multidimensional big data classification system based on differential equations is
designed. The system design is mainly divided into three parts: the first design
system overall framework; the second design system hardware, including
multidimensional data integration module, central processing module, storage
module, result output and display module; third, designing multidimensional big
data according to differential equation Classification software main program.
The results show that compared with the big data classification system based on
genetic algorithm and the big data classification system based on orthogonal
decomposition, the classification accuracy of distributed multidimensional big
data classification system based on differential equation is improved by 8.75%
and 6.75%, and the system memory occupancy rate is improved. Reduce by
35% and 12%.

Keywords: Differential equation � Distributed multidimensional big data �
Classification system

1 Introduction

In recent years, with the gradual development and widespread application of computers
and the Internet, the amount of data in the Internet has gradually increased, but the rich
data resources have made users face greater challenges. The large amount of data
scattered and disorder has greatly increased people’s The difficulty of using network
information. Therefore, it is necessary to design a big data classification system to help
users quickly and efficiently obtain the required information in a large amount of
network data [1]. Big data is the concept of demand driven. With the popularization of
database system and the expansion of Internet services, the data available to enterprises
or individuals is expanding, and the existing technology is difficult to meet the data
analysis needs in the era of big data. Therefore, we need to explore new theories and
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methods to support the application of big data. Although 4 V attributes of big data have
been widely discussed, most of them describe the representation of big data, so it is
difficult to abstract a unified data format. Therefore, it is necessary to find out the
technical features that can be used for data formatting.

At present, there are many network big data classification systems, and relevant
scholars have achieved good results. For the application requirements of big data with
the main technical characteristics of distribution and mobility, reference [2] takes
distributed data flow as the data expression carrier, and then designs the corresponding
big data classification model and mining operator. At the same time, to solve the key
problems of big data classification mining, the algorithm corresponding to the key steps
is constructed, which proves the rationality of the micro cluster merging technology
and the sample data reconstruction method in theory. Experiments show that the
proposed classification model and algorithm of big data based on distributed data flow
can not only greatly reduce the communication cost between network nodes, but also
improve the global mining accuracy by about 10% on average (compared with the
existing typical algorithm DS means). Although the time cost is slightly higher than DS
means, the difference between them is very small under different data capacity tests,
and the time climbing trend is similar. However, the storage module of the system does
not use hierarchical structure, and the system memory occupation rate is high. KNN
algorithm is a kind of big data classification algorithm with simple idea and easy
implementation, but when the training set is large and there are many characteristic
attributes, its efficiency is low and its time cost is large. To solve this problem, ref-
erence [2] proposes an improved KNN classification algorithm based on fuzzy C-
means, which introduces the fuzzy c-means theory on the basis of the traditional KNN
classification algorithm. In order to reduce the number of training sets, the sub cluster is
used to replace all the sample sets of the sub cluster. Thus, the workload of KNN
classification process is reduced and the classification efficiency is improved. KNN
algorithm is better applied to data mining. The theoretical analysis and experimental
results show that the algorithm can effectively improve the classification efficiency of
the algorithm in the face of large data, and meet the needs of data processing, but the
system’s big data classification accuracy is low.

Aiming at the shortcomings of the above systems, a distributed multidimensional
big data classification system based on differential equations is designed. The system
design is mainly divided into three parts: system framework design, system hardware
design and system software design. Finally, compared with the big data classification
system based on genetic algorithm and the big data classification system based on
orthogonal decomposition, the classification accuracy of distributed multidimensional
big data classification system based on differential equation is improved, and the
system memory occupancy is reduced. It can be seen that the performance of this
system is better.
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2 Big Data Classification System Based on Differential
Equation

Classification systems have always played a very important role in the field of life and
engineering. Speech recognition, handwriting recognition, identity recognition, etc. are
all areas of classification system discussion. Because of its wide application value, the
design and application of classification systems have always been valued [2].

In the past, organizing and organizing a large collection of original documents by
manual means is not only time-consuming and laborious, but the effect may not be
ideal. By directly filtering and classifying the data through the computer and submitting
the parts that the user really needs to the user, the user can be freed from the cum-
bersome data processing work. Differentiating different types of data more quickly,
systemizing a large amount of disordered data, greatly improving the utilization of
information. Through the automatic data classification system, it can help users to
organize and obtain information well, which is of great significance in improving the
speed and accuracy of information retrieval, and has important research value [3].

A differential equation is a mathematical equation used to describe the relationship
between a class of functions and their derivatives. It is widely used and can solve many
derivative-related problems. Many kinesiology and dynamics problems involving
variability, such as the resistance of air to the falling motion of the velocity function,
can be solved by differential equations. Differential equations are different from linear
equations, quadratic equations, higher-order equations, exponential equations, loga-
rithmic equations, trigonometric equations, and equations. It is not the process of
finding the relationship between the known number and the unknown, the equation of
the column, and the process of finding the solution of the equation. Rather, the process
of finding one or several unknown functions that satisfy certain conditions is the most
viable mathematical branch equation. This time, the differential equations are combined
with the big data classification system to design a distributed multidimensional big data
classification system based on differential equations.

2.1 Overall Framework of Big Data Classification System

Big data classification is not simply to find one or several fixed values. In the past, the
staff needed to find the relationship between each data and establish a relationship
function to complete the classification process. However, based on the Internet cloud
computing, a distributed multidimensional big data classification model is established,
and different data can be effectively classified by differential equation algorithm. The
classified distributed multidimensional big data includes unstructured environmental
data and semi-structured environmental data [4]. The structure of the big data classi-
fication system is shown in Fig. 1.

From the perspective of the data classification system, the system includes five
modules: multidimensional data integration module, central processing module, storage
module, result output and display module.

The distributed multidimensional big data classification system described above
shows the basic laws followed by data changes. As long as the corresponding differential
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equations are listed, the connections and differences between different data can be found
and then classified.

2.2 Hardware Design of Distributed Multidimensional Big Data System

(1) Multidimensional data integration module

Distributed multidimensional big data in various forms, such as papers, bibliographies,
conference records, journals, etc. These diverse data resources are often heterogeneous
(structured, semi-structured, unstructured), so how to automatically migrate these
massive, scattered, and heterogeneous data to a central station according to statistical
criteria is data classification. The basis [5].

The multi-dimensional data integration mainly completes the operation through the
CP2210 integrated chip CP2210, realizes big data acquisition, and then transmits the
collected data to the central processor through the network interface. The specific
process is as follows: The power supply sends 6 V voltage, which is transmitted to the
voltage regulator of the MCU through the REGIN pin of the microcontroller, adjusts
the voltage to the 4 V voltage required for the operation of the MCU, and sends the
remaining 2 V voltage to the remaining components through the VDD pin. The MCU
exchanges information with P3, P4 and other I/O pins. The signal obtained from the
network passes through the signal adjuster, and the P25 pin of the single chip reaches

data Integration Data sending

data processingData reception

System Control Center

data classification

Data storage

Data
transceiver

Data analysis 
and

processing

Data Classification Display

Fig. 1. Structure of big data classification system based on differential equation
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the A/D converter, and the A/D converter converts the signal into corresponding data,
thereby completing the collection of the network data.

(2) Central processing module

The role of the master chip is to control the operation of the entire system, all the
programs of the system need to be written on the master chip. There are currently four
main control chips on the market, such as microcontroller, FPGA, ARM and
DSP. Among the above four main control chips, the data processing capability and
operation speed of the DSP are optimal, which is in line with the design goal of the
system. Here, the TMS320DM642 chip in the C6000 series specially designed for
audio processing is selected from TI. The main hardware included in the
TMS320DM642 is program memory FLASH, power supply circuit, clock circuit, reset
circuit and JTAG port [6].

(3) Storage module

The data storage part includes three parts: FLASH, SDRAM and CF card. FLASH
memory has the function of electric erasing and writing in the system, and the infor-
mation is not lost after power-off. It is used to save the system self-starting code and
system program code. This system uses ATMEL’s AT29LV020 FLASH chip, which is
a NOR type FLASH chip. The total capacity is 256 KB and the data bus is 8 bits.
When the EMIFA boot mode is selected by the DSP, the program is automatically
loaded from the CE1 space after power-on, so the FLASH must be connected to the
CE1 space of the EMIF. The SDRAM memory has a high access speed. It is used to
store the system running code and temporary image data. The system uses four
Samsung SDRAM K4S561632E, each of which is 16 bits, 32 MB, and CE0 connected
to the DSP’s EMIF interface. space. The CF card is connected to the CE2 space of the
EMIF to store the original image data and the recognition result [7].

(4) Result output and display module

A display is a window in which a person interacts with a robot. In the design of the
system, a touch panel, that is, a touch screen, is selected as a display device for sorting
results. The system design uses the TPC1063H touch panel produced by Shenzhen
Kunlun Tongzhou Technology Co., Ltd., and its composition is shown in Fig. 2.

This touch screen has high performance: it is equipped with Cortex-A8/1G Hz main
frequency CPU, which has fast response speed and fast communication speed, which
can bring more extreme and smooth operation experience; More serial ports: There is a
232 + 2 485 communication serial port, and the integration of multiple serial ports
makes the product easier to use; Complete compatibility: adapt to the market’s
mainstream touch screen manufacturers opening size [8].

2.3 System Software Design Based on Differential Equation

Differential equation is a kind of mathematical equation which describes the rela-
tionship between function and its derivative. Its solution is usually function, while the
solution of equation in elementary algebra is usually numerical. The differential
equation must first reduce the dimensionality of environmental data that can undergo
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continuous changes, and minimize the possibility of data variation. After the data is
reduced from high dimensionality to low dimensionality, each data is orthogonalized
between the same dimensions, and the relationship between the data is judged by the
cross result, and finally the same type of environmental protection data is grouped
together and counted [9, 10].

In the case where the selected environmental data has different dimensions and the
difference is relatively large, it is necessary to find the principal components between
the different coefficients for analysis. Principal component analysis (PCA) is a statis-
tical method. Through orthogonal transformation, a group of variables that may have
correlation are transformed into a group of linear uncorrelated variables, and the
transformed group of variables is called principal component. In practical projects, in
order to analyze the problems comprehensively, many variables (or factors) related to
this are often put forward, because each variable reflects some information of this
project in varying degrees. Principal component analysis is first introduced by K.
Pearson for non random variables, and then H. hotellin extended this method to the
case of random vectors. The size of information is usually measured by the sum of
squares or variance of deviations. The principal component analysis method makes the
variables appear ellipsoidal distribution, and the distribution area is three-dimensional,
and the linear relationship is extremely strong, and the analysis has significant sig-
nificance. The formula for calculating the differential equation is as follows:

Yi ¼ kiX ¼ ki1X1 þ ki2X2 þ ; . . .; kinXn i ¼ 1; 2; . . .; nð Þ ð1Þ

In formula (1), Y represents the principal component data in i data, ki represents the
corresponding feature vector in the variable covariance matrix.

The data is put into the covariance matrix or the correlation coefficient matrix to
find the eigenvector corresponding to the largest eigenvalue [11, 12]. The direction of
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Fig. 2. TPC1063H touch panel
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the eigenvector corresponds to the covariance matrix variability, and the matrix
direction represents the direction of the main environmental data [13]. The direction
corresponding to the second largest eigenvalue is the direction of data mutation, which
is orthogonal to the first eigenvector, and the degree of orthogonality can reflect the
relationship between environmental data. The eigenvectors are used to measure the
proportion of data in different directions, and the largest eigenvector is used to form a
reference frame for dimensionality reduction. It should be pointed out that the number
of feature vectors selected is lower than the dimension of the original data.

The general solution has been the main goal of differential equation in history.
Once the expression of the general solution is found, it is easy to get the special
solution needed by the problem. The expression of the general solution can also be
used to understand the dependence on some parameters, so that the parameter value is
appropriate, the corresponding solution has the required performance, and it is also
helpful for other research on the solution. Later development shows that there are not
many cases in which the general solution can be obtained. In practical application, it is
necessary to find the special solution satisfying certain specified conditions. Of course,
general solutions are helpful to study the properties of solutions, but people have
shifted the focus of research to the problem of definite solutions. Differential equations
can find and classify environmental data, and environmental data in the same category
should have as high a homogeneity as possible, while categories should have as high a
heterogeneity as possible [14]. The grouping is done by finding the distance and
similarity between the environmental data. The specific steps are as follows:

(1) Create N observation points and seek K familiar data;
(2) Record the distance between two pairs of different observation points;
(3) The near observation points are unified into one category, and the distant

observation points are counted into another category. Finally, the distance
between groups is maximized and the distance within the group is minimized.

The data classification first uses the K-means classification method to obtain the
ideal classification model, and classifies a large number of multidimensional data
samples, and then uses hierarchical classification to find out the number of interaction
classifications and analyze to provide accurate similarity information [15]. According
to the similarity of the formation of big data, the hierarchical map is drawn to make the
class division more intuitive and accurate. Different samples are self-contained. The
differential equation is used to calculate the distance between the classes and the
distance between samples.

M x; y; zð Þ ¼ N x; y; zð Þ � Z x; y; zð Þ ð2Þ

In formula (2), M represents the distance between classes, x, y, z represent different
vector directions, G x; y; zð Þ represents the vector direction of the first type of data,
Z x; y; zð Þ represents the vector direction of the second data. Inter-sample distance
calculation process:
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T x; yð Þ ¼ e
2g

ð3Þ

In formula (3), T x; yð Þ represents the distance between samples in the horizontal
and vertical directions, e represents a regular vector constant, g indicates the number of
types of data. After the above calculation is completed, the two types of data with the
smallest distance are unified and the two types of data are the largest, until all the big
data classification ends.

3 Experiment Analysis

3.1 Lab Environment

The data used in the experiment comes from the network information database. The
system needs two computers. The system hardware configuration is: Intel Rean⁃core
3 GHz processor, 32 GB memory.

3.2 Parameter Settings

The data types used in the experiment are: meteorological data, geological data, eco-
nomic data, transportation data, etc., and they are numbered as S 1, S 2, S 3, S4, etc.;
the data size is 2000, respectively. 1500, 1700, 1800, etc. [12].

3.3 Result Analysis

The classification performance of distributed multidimensional big data classification
system based on differential equation, big data classification system based on genetic
algorithm and big data classification system based on orthogonal decomposition is
compared. The experiment uses three systems to classify experimental big data.

(1) Classification accuracy

It can be seen from Table 1 that the average classification accuracy of big data in this
system is 86.25%. Compared with the big data classification system based on genetic
algorithm and the big data classification system based on orthogonal decomposition,
the accuracy is improved by 8.75% and 6.75%. Because the system designed in this
paper uses differential equation to design software content, and then improves the
accuracy of data classification.

(2) System resource occupancy

As can be seen from Fig. 3, the CPU usage of the system is 15%, the memory usage is
20%, and the total occupancy is 35%. The total occupancy rate of the big data clas-
sification system based on genetic algorithm is 58%. The total occupancy rate of big
data classification systems based on orthogonal decomposition is 70%. It can be seen
that the resource occupancy rate of the system is significantly lower than the other two
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systems, which proves that the system has better performance. The reason for this result
is that in the big data classification system designed in this paper, the content of
hardware design specially designs data integration module, which reduces the occu-
pancy rate of system resources.

4 Conclusion

In summary, for the big data classification system based on genetic algorithm and the
big data classification system based on orthogonal decomposition, the classification
accuracy is low and the system occupancy rate is high. The distributed multidimen-
sional big data classification system based on differential equation is designed. The
biggest feature of this system design is the application of differential equations. It has
been verified that the accuracy of system classification is improved and the system
resource occupancy rate is reduced. It can be seen that the performance of the system is
improved. For the current distributed multi-dimensional data classification accuracy

Table 1. Big data classification accuracy results obtained by the three systems

Data type Differential equation Genetic algorithm Orthogonal decomposition

S1 (%) 85 87 95
S2 (%) 88 90 95
S3 (%) 85 88 94
S4 (%) 87 88 96
Average value (%) 86.25 88.25 95
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can not be significantly improved, the possible reason is that the data structure is
different, resulting in the data structure can not meet the requirements of the current
classification system. In the future, we can use the integrated heterogeneous classifier to
meet the data samples of different data structures, so that the classification accuracy can
be better improved.

References

1. Yin, S.: Research on the classification technology of large environmental data based on
differential equation. Environ. Sci. Manag. 43(247(6)), 126–129 (2018)

2. Mao, G., Hu, D., Xie, S.: Large data classification model and algorithms based on distributed
data flow. J. Comput. Sci. 1, 161–175 (2017)

3. Huang, S., Lyu, Y., Peng, Y., et al.: Analysis of factors influencing rockfall runout distance
and prediction model based on an improved KNN algorithm. IEEE Access 7, 66739–66752
(2019)

4. Xiaofeng, Z., Yingtao, C.: Improved technology of association mining based on
mathematical model of partial differential classification. Mod. Electron. Technol. 40(8),
36–38 (2017)

5. Min, F., Jun, L.: Design and implementation of big data classification system based on web
network. Electron. Des. Eng. 26(8), 106–109 (2018)

6. Zhe, X.: Design and research of web big data classification system. Comput. Knowl.
Technol. 13(17), 216–217 (2017)

7. Kexing, Z.: Design and implementation of feature data classification system in network big
data platform. Mod. Electron. Technol. 40(8), 25–28 (2017)

8. Luo, X., Cha, Z., Xu, H., et al.: Design of large data automatic classification and processing
system based on cloud computing. Comput. Meas. Control 25(10), 278–280 (2017)

9. Liu, S., Liu, D., Srivastava, G., et al.: Overview and methods of correlation filter algorithms
in object tracking. Complex Intell. Syst. (2020). https://doi.org/10.1007/s40747-020-00161-
4

10. Liu, S., Bai, W., Liu, G., et al.: Parallel fractal compression method for big video data.
Complexity 2018 (2018)

11. Lu, M., Liu, S.: Nucleosome positioning based on generalized relative entropy. Soft
Comput. 23(19), 9175–9188 (2018). https://doi.org/10.1007/s00500-018-3602-2

12. Liu, B., Liu, C.: Automatic classification of large data stored in cloud data management
system using content text categorization method. Electron. Technol. Softw. Eng. (20), 179–
180 (2017)

13. Tang, Z., Srivastava, G., Liu, S.: Swarm intelligence and ant colony optimization in
accounting model choices. J. Intell. Fuzzy Syst. 38, 2415–2423 (2020)

14. Weihs, C., Ickstadt, K.: Data science: the impact of statistics. Int. J. Data Sci. Anal. 6(3),
189–194 (2018)

15. Thanigaivasan, V., Narayanan, S.J., Iyengar, S.N., et al.: Analysis of parallel SVM based
classification technique on healthcare using big data management in cloud storage. Recent
Pat. Comput. Sci. 11(3), 169–178 (2018)

398 P. Wang

https://doi.org/10.1007/s40747-020-00161-4
https://doi.org/10.1007/s40747-020-00161-4
https://doi.org/10.1007/s00500-018-3602-2


Efficient Feature Selection Algorithm for High-
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Abstract. When the traditional algorithm is used to calculate the feature
classification of high-dimensional non-equilibrium and large data set, it is easy
to appear the problem of low accuracy and recall rate of feature selection.
Therefore, a feature selection algorithm based on granular fusion is designed. By
using the regularization feature of the data, the original big data aggregate is
transformed into a small-scale data subset. On the basis of this, the feature
selection function of the data particle is obtained. Finally, the weight fusion
calculation of each feature subset is carried out. The feature classification of
high-dimensional non-equilibrium big data set is realized. The experimental
results show that the feature selection algorithm based on granular fusion can
realize the feature selection and recall of high dimensional unbalanced data sets.
The accuracy of the method is higher than that of the traditional method, which
shows that the method is feasible and effective.

Keywords: High dimensional data � Non-equilibrium feature � Granulation
fusion � Feature selection

1 Introduction

Feature selection, as one of the preprocessing steps of data analysis and mining, is
widely used in the fields of machine learning and pattern recognition [1]. With the rapid
development of network and data acquisition technology, data sets with ultra-high
dimension and unbalanced data are emerging constantly. Ultra-high-dimensional
unbalanced data usually has a large number of redundant, independent features, which
makes feature selection more difficult. The massive size of the data greatly affects the
computing efficiency of feature selection, and sometimes ordinary microcomputers
cannot even load all of the data. Therefore, the exploration is more efficient. The
feasible feature selection algorithm for massive high-dimensional non-equilibrium data
has important theoretical and practical significance. The granular fusion computing
theory is an imprecise solution method to study big data’s analysis. On the premise of
guaranteeing the value of the data, the data scale is reduced, and the input of the
problem is converted into multiple information grains from the original big data set.
Can significantly reduce the size of the amount of data [2], the application of granular
fusion computing theory to large-scale data processing has attracted the attention of
many scholars. Liang et al. used clustering technology to granulate big data on cloud
platform to reduce the loss of data information and improve the efficiency of time and
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resource utilization [3]. Yuan et al. aimed at large-scale time series data, the fuzzy
information granulation method is used for granulation, and support vector machine is
used for regression analysis and prediction on the particle, so as to improve the speed of
time series data analysis [4].

Inspired by the above research, this paper proposes and designs a feature selection
algorithm based on granular fusion. Making use of the advantages of granulation fusion
theory, the selection process of high-dimensional non-equilibrium data sets is trans-
formed into the feature selection process of small data scattered points. In order to
ensure the effectiveness of the data feature selection algorithm designed in this paper,
the experimental results show that the feature selection algorithm based on particle
fusion has the advantages of traditional algorithm, and its accuracy and recall rate are
higher than the traditional algorithm. It shows that the proposed algorithm is effective
and practical.

2 Design of Feature Selection Algorithm for High-
Dimensional Data Based on Granular Fusion

Facing the severe challenge to the traditional feature selection algorithm caused by
massive high-dimensional non-equilibrium data, based on the granulation fusion per-
spective, this paper proposes a feature selection algorithm based on data set based on
the granulation fusion theory. The algorithm is divided into three steps: granulation,
feature selection on granulated data grains, fusion of granulated features to select [5], as
follows:

2.1 High Dimensional Data Granulation Processing

In feature selection of high-dimensional non-equilibrium data set based on granulation
fusion theory, statistical random sampling theory is used to split the original large-scale
data set in the process of granulation [6]. In determining the size of the data set, the
variance of the whole data set must be calculated first, and then, according to the
attribute characteristics of the massive data, the hierarchical sampling theory is used to
granulate the data set [7]. After granulation, the high-dimensional non-equilibrium
large data sets are represented as shown in Fig. 1.

In this paper, the granulation of massive data is realized based on the theory of
granulation fusion. The particle size can be calculated directly according to the size of
the original data set N and given parameters r, which will greatly improve the effi-
ciency of granulation of massive data, and meanwhile, the data volume contained in
each particle is greatly reduced, and the feasibility of data particle selection in a
subsequent single-machine environment is ensured [8].

When calculating, first enter the dataset X of the sample size N, and then output the
eigenvalues of P data grains:

p ¼ X � XPð Þ
Nr

ð1Þ
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Of which, p represents the eigenvalues of data grains; According to the theory of
granulation fusion, the range of parameter r is as follows: 0:5� r� 0:9.

The above calculation realizes the granulation process of high-dimensional non-
equilibrium large data sets, in which the eigenvalue p of the data grains involved can be
calculated as a parameter of feature selection. The analysis shows that the p value is
determined by XP and Nr, and the exact p value is obtained, then the backup output is
carried out, which provides the basis for the calculation of the characteristics of the data
grains in the next step.

2.2 Data Particle Feature Selection

According to the original feature space, the candidate feature subset of the data particle
is generated and used as the input of the feature selection algorithm [9]. For the search
of feature items, the starting point of the search determines the search direction, so to
start the search from the empty set Hi, the subsequent search process is the process of
adding the selected features to the candidate feature subset in turn, then the function
expression of the forward search is as follows:

H ¼ x pwij j
q1

þ x pwij j
q2

þ � � � þ x pwij j
qn

ð2Þ

Of which, H represents forward search term of empty set Hi;
x pwij j
q1

represents degree of

granulation of unbalanced coefficient x when the probability of scatter point is 1. In the

same way, x pwij j
qn

represents the degree of granulation of the disequilibrium coefficient x

when the probability of scatter point is n.

Data granulation 
structure

Fig. 1. Representation of granulated large datasets
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In order to avoid falling into the local optimal linearity, the constraint calculation of
the forward search term H is performed using the random search strategy: Assuming
that the original feature set contains Nq feature vectors, the candidate feature subset
may have 2Nq feature vectors. When H� 2Nq, directly using the exhaustive method to
search spatial data features, all feature subsets will be accessed immediately according
to the search direction, and the target subset will be marked, and the evaluation criteria
will be given. If H\2Nq, then it is necessary to access the optimal results of each
feature subset by searching completely, and calculate the complementary balance factor
of the data using Nq. On this basis, a feature vector is added from the candidate feature
set, and a non vector feature is randomly deleted to improve the efficiency of feature
selection in the algorithm. At the same time, the uncertainty due to high computational
complexity is avoided [10–13].

Through the above calculation, the initial feature Nq of the data particle is obtained,
and Nq is only used as a coefficient reference to prepare for the fusion calculation and
selection of the feature subset.

2.3 Feature Subset Fusion Calculation

Feature subset evaluation is one of the important steps in the feature selection process
of big data set. Every candidate feature subset needs to be evaluated by evaluation
criteria. By introducing the relevant content of granular fusion theory, the fusion cal-
culation process of feature selection of large data sets is transformed into the evaluation
process of feature subset. The fusion evaluation form of the subset is shown in Fig. 2.

Figure 2 shows that the fusion of data particle subset mainly includes unidirectional
fusion, pattern fusion, euclidean distance fusion, equal distance fusion and independent
fusion. Introduce the above model into this calculation and write it down as ui, and
ui ¼ u1; u2; u3; � � � ; uif g, the independent standard and the fusion standard are com-
bined to evaluate the characteristics by the intrinsic attributes of the data.

At the same time, according to the specific learning algorithm, the distance criterion
is used to measure the similarity between sample data in order to represent the con-
tribution or effectiveness of features to classification and recognition. Feature selection
using distance measures is generally based on the following assumptions:

The samples belonging to different classes of feature subsets are taken as the
distance criterion f1, and the absolute value coefficients of f1 is calculated and measured
in the form of f1 ! fn. If that measure set is found to be a null set, that f1 ! fn ¼ 0,
then we stop the transmission of high-dimensional data and continue to wait for the
mining function in the data buffer until f1 ! fn 6¼ 0, then get the characteristic selection
coefficient of the high-dimensional non-equilibrium data grains:

r ¼ 1
f1 ! fn 6¼ 0

Xi

j¼1

uij
�� �� ð3Þ

Of which, r represents characteristic selection coefficients of high-dimensional non-
equilibrium data grains; uij represents Information entropy characteristics of data.
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If the selected big data feature can be constrained by r, it shows that the feature of
the data has the metric and can be recalled effectively. The correlation criterion of r is
used to select the feature subset of the data. The feature of big data can be constrained
by r. This indicates that the feature of the data has the metrology and can be recalled
effectively. If the large data characteristic to be selected does not meet the constraint
criterion of r, the measurement performance of the data feature is not high, the effective
recall rate is low, the feature selection is abandoned, the selection range is redefined
until the large data characteristic to be selected can be restricted by r, and the char-
acteristic selection of the high-dimensional non-balanced large data set is finished
according to the correlation coefficient between the features.

3 Experiment

In order to ensure the validity of the feature selection algorithm based on granulation
fusion designed in this paper, the experimental analysis is carried out. The experimental
environment is shown in Table 1:

The object of the experiment is a high-dimensional unbalanced and large data set,
and the testability detection is carried out. The testability detection results accord with
the standard, which shows that the experimental data have practical significance. At the
same time, in order to ensure the preciseness of the experiment, the traditional data
feature selection algorithm is used for comparison, and the accuracy and recall rate of

Data 
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ant 

fusion

Unidirectio
nal fusion

Fig. 2. Fusion form of data granular subset
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the two algorithms are counted. In this experiment, the accuracy and recall rate of the
feature selection of the high-dimensional unbalanced big data set of the two algorithms
are investigated, and the experimental process is supervised by Fisher Score. Therefore,
the illustrative result of the experiment can be guaranteed.

Among them, the calculation formula of the accuracy rate and recall rate of big data
set feature selection is as follows:

c ¼ A

AþBð Þ2 ð4Þ

k ¼ C
CþBð Þn ð5Þ

Of which, c represents the accuracy rate of the characteristic selection of the large data
set, k represents the recall rate selected on behalf of the large data set feature, c and k
are considered in percentage; A represents number of constraints representing data; B
represents clustering coefficients with negative data constraints; C represents data set
parameter mean; n represents constant, represents the number of experiments.

The experimental process is as follows: firstly, two kinds of feature selection
algorithms are used to select the most valuable feature subset, then the original data is
projected into the low-dimensional feature subspace to cluster, and the clustering
algorithm adopts the simple mean algorithm. Finally, the feature selection results of
large data sets are modified and backed up.

The traditional algorithm and this algorithm compare the feature selection recall
rate of high-dimensional non-equilibrium large data set as shown in Table 2.

From the Table 1, we can see that the performance of the proposed algorithm is
obviously better than that of the traditional feature selection algorithm. Although the
value of data is lower than the characteristic value of constraint information, the
clustering performance of data is greatly improved after global or local monitoring. The
results show that the data feature selection algorithm based on granular fusion can
effectively use the theory of granular fusion and unsupervised information for feature
selection, improve the data recall rate, and verify the effectiveness of the algorithm.

Table 1. Configuration information of development environment

Name Configuration situation

Operating system Microsoft Windows XP
Processor Intel(R)Celeron(R) 2.6 GHz
Memory 6.0 GB
Hard disk 4.0 GB
Database management software Microsoft SQL Server 2010 R2
JDK 1.6
Mathematical software MATLAB
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At the same time, in the data set Wine, the data recall rate of the two feature
selection algorithms is ideal, which can make use of more features to achieve the
highest clustering performance. However, the proposed algorithm still has some
advantages, and its maximum data recall rate is 99.6%. It greatly increases the effi-
ciency of feature selection for large data sets.

The accuracy of feature selection for high-dimensional unbalanced large data sets is
compared by the two algorithms, as shown in Fig. 3.

In Fig. 3(a) shows the accuracy of feature selection of large data sets under the
traditional method; (b) shows the accuracy rate of feature selection of large data sets in
this paper. The analysis shows that, no matter how many pairs of constrained data are
used, the accuracy of the proposed method is higher than that of the traditional method.
At the same time, for the large data set in the form of global variance, the accuracy of
feature selection between the two algorithms is not much different. But we can still see
the advantages of this algorithm.

In addition, when using pairwise constraint data for feature selection, the accuracy
of this algorithm for Sphere data selection is low, which is due to the linear charac-
teristics of Sphere data. However, the accuracy of feature analysis of linear data is not
high, which leads to the low accuracy of feature selection. In addition, all of the
algorithms in this paper have overall advantages.

To sum up, the accuracy and recall rate of the proposed algorithm are higher than
those of the traditional method, so it can be said that the high-dimensional non-
equilibrium big data feature selection algorithm designed in this paper is effective and
feasible.

In order to further verify the effectiveness of the algorithm in this paper, the
efficient selection time of the high-dimensional unbalanced large data set features of the
algorithm in this paper and the traditional algorithm is compared and analyzed. The
comparison result is shown in Fig. 4.

According to Fig. 4, as the number of experiments increases, the efficient selection
time of the high-dimensional unbalanced large data set features of the algorithm in this
paper and the traditional algorithm is gradually increasing, but the efficient selection
time of the high-dimensional unbalanced large data set features of the algorithm in this
paper is steadily increasing. The time is within 20 s, while the traditional algorithm’s
high-dimensional unbalanced large data set feature efficient selection time is unstable,

Table 2. Comparison of maximum recall rates of dataset feature (%)

Data set Sample Features Category Traditional algorithm Algorithm in this paper

Heart 270 16 2 66.7 74.6
Sphere 362 36 2 72.1 92.3
Sonar 246 49 3 59.6 86.4
Digits 189 16 4 78.3 91.6
Wine 4563 42 8 92.1 99.6
Image 961 26 9 59.3 86.4
Zoo 143 15 10 89.3 98.9
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and the time is within 60 s, indicating that the high-dimensional unbalanced large data
set feature efficient selection time of this algorithm is short.
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Fig. 3. Comparison of the accuracy of the feature selection of the big data set
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4 Conclusion

A feature selection algorithm based on granularity fusion is designed for high-
dimensional unbalanced large data sets. The original big data is aggregated into a
small-scale data subset by using the regularization features of data. On this basis, the
feature selection function of data particles is obtained. Finally, the weight of each
feature subset is calculated. F realizes the natural classification of high-dimensional
unbalanced large data sets. The effectiveness of the algorithm is verified by experi-
ments. However, there are still a series of deficiencies in the research process of this
paper. I hope that the next research can make theoretical analysis and practical test
again to improve the applicability of the algorithm.
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Abstract. In view of the influence of the scale of pattern information set on the
pattern matching of risk prediction, aiming at improving the performance of
pattern matching of risk prediction, this paper puts forward the method of
pattern matching of risk prediction of construction project management system
in the era of big data. In the era of big data, the central idea of risk prediction
pattern matching algorithm is analyzed. Based on the description of risk pre-
diction pattern matching algorithm, the specific implementation steps of risk
prediction pattern matching algorithm are designed, the design of risk prediction
pattern matching algorithm is completed, and the risk prediction pattern
matching process of construction project management system is combined to
achieve the risk prediction pattern matching. The experimental results show that,
under different experimental platforms, compared with other risk prediction
pattern matching methods, the accuracy of risk prediction pattern matching
method of construction project management system in the era of big data is
higher.

Keywords: Big data era � Construction engineering � Project management
system � Risk prediction model

1 Introduction

With the rapid development of computer technology, construction project management
system has become an important guarantee of social development. There are many
important construction project management information stored, transmitted and pro-
cessed in the construction project management system, such as macro-control decision-
making, commercial economic information, bank funds transfer, stock and securities,
energy and resource data, scientific research data and other important information,
which will inevitably attract all kinds of human attacks from all over the world (such as
information leakage Information stealing, data tampering, data deletion, computer
virus, etc. [1, 2]. At the same time, the construction project management system will
also be tested by flood, fire, earthquake, electromagnetic radiation and other aspects.
Construction project management system has become one of the serious social prob-
lems. Construction project management system is a comprehensive discipline involving
computer science, network technology, communication technology, cryptography
technology, information security technology, applied mathematics, number theory,
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information theory and other disciplines [3]. It mainly refers to the protection of the
hardware, software and the data in the construction project management system from
accidental or malicious reasons, damage, change and leakage, continuous and reliable
operation of the system, and uninterrupted network services. Obviously, with the
further development of the network, the threat brought by the construction project
management system will increase day by day.

At present, there are also individuals and research organizations, mainly repre-
sented by Santonatos and Mike Fisk, who actively carry out the research on risk
prediction pattern matching methods. China has also stepped up research in this area,
such as Wang Yongcheng of Shanghai Jiaotong University, Song Hua of Tsinghua
University, and other universities such as Hebei University, northwest Polytechnic
University, Harbin Polytechnic University, Nanjing Normal University, etc. It can be
seen from the relevant materials and literatures that at present, the research on the risk
prediction pattern matching method for the construction project management system
still stays in the single pattern matching method, while the research on the multi pattern
matching method mainly focuses on the method overview, testing and some corre-
sponding improvements on the existing methods [4]. Although these improved
methods have achieved some results, the overall effect is not very ideal, mainly because
the method speed is limited by the number of intrusion rules or the space consumption
of the implementation method is too large, so the practicability of the method used in
the construction project management system is not strong. At the same time, it can also
be seen that it is difficult to propose a new risk prediction pattern matching method.
Therefore, since adopting the multi pattern matching method for management, the
multi pattern matching method introduced by the construction project management
product has not changed much, and the main methods still continue to be used, such as
the famous snort construction project management system with open source code AC
or WM method is adopted; WM method is adopted for easy guard construction project
management system; AC-BM method is adopted for Tiantian construction project
management products of Beijing Qiming Xingchen company and management series
products of Lenovo online.

As the core technology of construction project management system, risk prediction
pattern matching technology has always been the focus of the industry. According to
the statistics of relevant researchers, in the filtering and detection of the construction
project management system, the pattern matching module takes up 70% of the exe-
cution time and 80% of the program instructions of the system; about 30% of the risk
problems are caused by the low efficiency of data package detection in the construction
project management system [5, 6]. With the increase of network bandwidth and the
expansion of matching pattern set, the performance of pattern matching method has
become the bottleneck of network security system. Therefore, further study and
improvement of pattern matching technology is of great significance to improve net-
work fluency, performance of network security system and security of network security
system.

In this context, this paper proposes a risk prediction pattern matching method for
construction project management system. This paper analyzes the core idea of the risk
prediction pattern matching algorithm, designs the risk prediction pattern matching
algorithm, and combines the management system to realize the risk prediction pattern
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matching. In order to verify the effectiveness of the proposed method, an experimental
simulation experiment was conducted. Experimental results show that the proposed
method is more accurate.

2 Design of Risk Prediction Pattern Matching Method

2.1 Improved Design Risk Prediction Pattern Matching Algorithm

In the construction project management system, the risk prediction pattern matching
algorithm is a widely used pattern matching algorithm. One of the most important
characteristics of the risk prediction pattern matching algorithm is that in the process of
matching the risk prediction pattern strings, many useless risk prediction patterns can
be skipped, that is, no useless risk prediction patterns are matched. Through this kind of
skip matching, we get a higher execution efficiency [7]. Some experimental data show
that the matching speed of risk prediction pattern matching algorithm is about 3–5
times that of other matching algorithms.

The central idea P patternð Þ of risk prediction pattern matching algorithm is to
assume that the length of risk prediction pattern is m. The left most risk prediction
model pattern and the left most risk prediction model of the shilling risk prediction
model string T textð Þ are aligned, and then the last risk prediction model t mð Þ is
compared with its corresponding risk prediction model in text, that is, matching from
right to left. When a mismatch is found, the algorithm adopts two heuristic rules, which
are heuristic rules It is: bad risk prediction pattern (BC) rule and good suffix (GS) rule
to calculate the moving distance of the pattern risk prediction pattern string, and realize
the leaping ergodic matching [8].

Description of bad risk prediction model (BC) Rules.
When a risk prediction mode in the mode risk prediction mode string P is different

from a risk prediction mode in the text risk prediction mode string t, a bad risk
prediction mode appears. The risk prediction mode matching algorithm moves the
mode risk prediction mode string to the right, makes the most right corresponding risk
prediction mode in the mode relative to the bad risk prediction mode, and then con-
tinues to match. The move function is as follows:

BadChar cð Þ ¼ m
m� j

�
ð1Þ

After aligning pattern with text the left, there are two possibilities for comparing the
results of the last risk prediction model in text and its corresponding risk prediction
model in pattern.

The first situation is that t mð Þ does not appear in any of the pattern, so we can move
m risk prediction modes to the right of pattern, and then compare the last risk pre-
diction mode with the corresponding risk prediction mode (t 2mð Þ) in pattern.

The second case is: if t mð Þ is the j risk prediction mode in pattern, then we can
move pattern M-J risk prediction mode to the right.

Good suffix GS rule description.
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If a good suffix has been matched, and there is another same suffix in the pattern,
GS rule considers the matched situation and determines a new moving distance, which
is only related to pattern risk prediction pattern string P.

The steps of risk prediction pattern matching algorithm are as follows:

Step 1: preprocessing, the algorithm moves the pattern risk prediction pattern string
to the right as far as possible according to the two pre calculated arrays. The
calculation of Skip½� risk prediction model and risk prediction model Shift½�, rep-
resent BC rule and GS rule respectively.
Step 2: compare the text risk prediction model string and model risk prediction
model string one by one from right to left, and continue to compare the single risk
prediction model matching. If it reaches the far left of the pattern risk prediction
pattern string, the matching occurs successfully and the output is output; if the risk
prediction pattern mismatch occurs, the third step is turned.
Step 3: take the array corresponding Skip½� and Shift½� to the mismatch risk pre-
diction mode and the largest value in the array as the moving distance, and move the
mode risk prediction mode string to the right. If the end of the text risk prediction
mode string has been reached, the algorithm exits; otherwise, it will go back to the
second step.

The first mock exam algorithm is the first mock exam algorithm to search for a
single pattern risk prediction pattern in building engineering project management
system. In a single pattern risk prediction pattern string matching algorithm, the risk
prediction pattern matching algorithm is generally considered to be the best perfor-
mance. There are many keyword patterns to match in content filtering and detection, so
the risk prediction pattern matching algorithm needs to match each pattern separately
[9]. The time and space complexity of the preprocessing stage of the risk prediction
pattern matching algorithm is O mþ nð Þ, the time and space complexity of the search
stage is O mnð Þ, the worst-case comparison times of the non periodic pattern search is
3 N. The worst time complexity of risk prediction pattern matching algorithm is
O mnð Þ, and the best time complexity is O nð Þ. The complexity of directly using risk
prediction pattern matching algorithm to match multi-mode risk prediction pattern
strings is O knð Þ. Next, through the risk prediction pattern matching process of the
construction project management system, the risk prediction pattern matching is
realized.

2.2 Matching Risk Prediction Model

In the construction project management system, the matching of risk prediction pattern
is to compare the information collected in the system with the rules in the existing
pattern database, so as to judge whether the risk prediction pattern matches. The risk
prediction pattern matching process of the construction project management system is
shown in Fig. 1.
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At present, the method of risk prediction pattern matching has become one of the
most commonly used methods in the field of construction project management, which
has been proposed for a long time. However, the survey shows that when using the risk
prediction pattern matching algorithm in the era of big data, the pattern matching
algorithm determines the detection efficiency and resource occupancy of the con-
struction project management system to a large extent, and the current increase of
network speed and network application makes the data in the network increase rapidly,
which makes the pattern matching algorithm more and more important. It is precisely
because For this reason, the research and exploration of the optimization method of
pattern matching algorithm has never stopped, which is becoming more and more
popular in today’s network security [10, 11].

To sum up, in the era of big data, this paper analyzes the central idea of the risk
prediction pattern matching algorithm, designs the specific implementation steps of the
risk prediction pattern matching algorithm based on the description of the risk pre-
diction pattern matching algorithm, completes the design of the risk prediction pattern
matching algorithm, combines the risk prediction pattern matching process of the
construction project management system, and realizes the risk prediction pattern Match
of [12, 13].
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Fig. 1. Risk prediction pattern matching process
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3 Comparative Analysis of Experiments

3.1 Build Experimental Platform

Experiment is used to verify the performance of risk prediction pattern matching method
of construction project management system in the era of big data. On the experimental
platform of Table 1, the matching method of risk prediction pattern of construction
project management system in big data era is realized on CPU and GPU respectively.

The experimental model set adopts the URL collected from the construction project
management system in 2012, which is divided into five groups, with the scale of 20000,
40000, 80000, 160000 and 320000, as shown in Table 2. 12 MB URL of text data
collected in the same way. The hit times in the table refer to the times that the URLs in
the URL set can match in the total text data. Because there are duplicate URLs in the text
data, the hit times include repeated cumulative URL matches. Taking URL set 1 as an
example, there are 20000 URLs in the URL set, and 283256 URLs in URL set 1 are hit
in all URL text data. The length of URLs in all 5 URL sets is 8–15 risk prediction modes.

3.2 Analysis of Experimental Results

As the WM based risk prediction pattern matching method of construction project
management system has the characteristics of high matching efficiency and less
memory, it is one of the classic multi pattern matching methods. In order to evaluate the
risk prediction pattern matching method of construction project management system in
the era of big data, this paper compares the model matching method of risk prediction
of construction project management system based on WM algorithm. Due to the dif-
ferent requirements of platform 1 and platform 2 for the operation environment, this

Table 1. Parameters of experimental platform

Platform Main configuration Model

Platform 1
Platform 2

CPU Inteli5-2300
Memory 2.8 GHz 4G

Platform GPU GTX570
Memory 1 GB
CUDAVersion 3.2
OS Windows7

Table 2. Test set

Test set Number Hit counts Text set size

Test set 1 2000 283256 12 MB
Test set 2 4000 515649 12 MB
Test set 3 8000 994134 12 MB
Test set 4 160000 1921158 12 MB
Test set 5 320000 3966726 12 MB
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experiment will match the risk prediction pattern matching method of the construction
project management system in the era of c-big data and the risk prediction pattern
matching method of the construction project management system based on WM
algorithm on the experimental platform 1, and match the risk prediction pattern
matching method of the construction project management system in the era of g-big
data and G- Based on the WM algorithm, the risk prediction pattern matching method
of the construction project management system performs the matching task on the
experimental platform 2. Four matching methods are used on their own platforms, and
five sets of URL sets are used as pattern sets to match with the total data sets.

Figure 2 shows the preprocessing time comparison of four algorithms on five sets
of URLs.

From the experimental results in Fig. 2, it can be seen that the preprocessing time of
c-risk prediction pattern matching method of construction project management system
based on WM algorithm on five sets of URLs is 26.528–423.037 ms, the preprocessing
time of c-risk prediction pattern matching method of construction project management
system in the era of big data is 27.114–435.947 ms, and the preprocessing time of c-
risk prediction pattern matching method of construction project management system in
the era of big data is 27.114–435.947 ms The preprocessing time of test pattern
matching method is 2.2%–3.05% longer than that of c-wm-based risk prediction pattern
matching method of construction project management system; the preprocessing time
of g-wm-based risk prediction pattern matching method of construction project
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management system and g-big data-based risk prediction pattern matching method of
construction project management system is longer than that of each other The original
algorithm on platform 1. The preprocessing time of G-Risk prediction pattern matching
method of construction project management system based on WM algorithm on five
sets of URLs is 31.257–495.184 ms, that of G-Risk prediction pattern matching
method of construction project management system in the era of big data is 32.116–
504.996 ms, and that of G-Risk prediction pattern matching method of construction
project management system in the era of big data is 32.116–504.996 ms It is 1.98%–

2.75% more than that of G-Risk prediction pattern matching method of construction
project management system based on WM algorithm, and the preprocessing time of G-
Risk prediction pattern matching method of construction project management system in
the era of big data is 15.84%–18.45% more than that of c-risk prediction pattern
matching method of construction project management system in the era of big data.

The preprocessing time of the matching method on platform 2 is longer than that of
the original algorithm on platform 1. Because there are fewer logic operation com-
ponents on platform 2, the preprocessing of the algorithm in the early stage is carried
out on platform 1, and the memory of platform 1 and platform 2 cannot be addressed
uniformly, so the preprocessed data structure on platform 1 can only be transferred to
the memory of platform 2 one by one. Compared with the original algorithm based on
platform 1, the algorithm based on platform 2 needs to transfer data time.

The matching time comparison results of different matching methods are shown in
Fig. 3.
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From the experimental results in Fig. 3, it can be seen that (a) on the large pattern
set (more than 80000 items), the performance of the risk prediction pattern matching
method of the construction project management system in the era of c-big data is better
than that of the risk prediction pattern matching method of the construction project
management system based on the WM algorithm, and the larger the pattern set, the
better the performance. This can be attributed to two reasons: one is that the conflict
rate of c-wm-based risk prediction pattern matching method of construction project
management system increases with the increase of the scale of pattern set, resulting in
the reduction of algorithm efficiency; the other is that the larger the pattern set, the more
obvious the advantage of c-big data Era construction project management system risk
prediction pattern matching method in the structure parallelism.

(b) Among the two matching methods based on platform 2, the performance of G-
Risk prediction pattern matching method of construction project management system
and G-Risk prediction pattern matching method of construction project management
system based on WM algorithm are better than their respective original algorithms, and
the efficiency of risk prediction pattern matching method of construction project
management system in g-big data Era is far away Compared with the g-wm based risk
prediction pattern matching method, the larger the pattern set, the more significant the
advantage. In addition to the two reasons mentioned in (a), there are three reasons for
this result: G-Risk prediction pattern matching method of construction project man-
agement system in the era of big data makes full use of the multi-layer storage structure
of platform 2 to improve data processing speed, while due to the structure problem of
matching method, G-Risk prediction pattern matching method of construction project
management system based on WM algorithm It is difficult to use platform 2 high-speed
on-chip memory shared memory to speed up processing speed on large mode set.

The comparison results of memory consumption of different matching methods are
shown in Fig. 4.

From the experimental results in Fig. 4, it can be seen that with the increase of the
number of URLs, the memory occupied by different matching methods increases
correspondingly. Moreover, the memory occupied by the matching method of risk
prediction mode of construction project management system in the era of c-big data is
less than that of the matching method of risk prediction mode of construction project
management system based on WM algorithm, and the memory occupied by the
matching method of risk prediction mode of construction project management system
in the era of g-big data is less than that of the matching method of risk prediction mode
of construction project management system based on WM algorithm Match method.
This is because in addition to suffix table and prefix table, c-risk prediction pattern
matching method of construction project management system based on WM algorithm
also needs to build jump table, while in the era of c-big data, risk prediction pattern
matching method of construction project management system only needs to build
multiple extended bloomfilters based on pattern set, and does not need extra memory
space.
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The throughput comparison results of different matching methods are shown in
Fig. 5.

From the experimental results in Fig. 5, we can see that with the increase of the size
of the URL pattern set, the throughput of different matching methods decreases
gradually, and the efficiency of all matching methods tends to bottleneck. This is
because the pattern set is close to the upper limit of GPU memory. In contrast, in the
era of g-big data, the throughput of risk prediction pattern matching method of con-
struction project management system is always higher than that of other matching
methods, and it is 2–5 times higher than that of risk prediction pattern matching method
of construction project management system based on WM algorithm. In the era of c-big
data, when the scale of pattern set is less than 40000, the throughput of risk prediction
pattern matching method of construction project management system based on WM
algorithm is lower than that based on c-big data. When the scale of pattern set increases
to 80000 or more, the throughput of risk prediction pattern matching method of con-
struction project management system in the era of c-big data is higher than that of risk
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prediction pattern matching method of construction project management system based
on WM algorithm. This is because of the small scale of pattern set, the conflict rate of
c-risk prediction pattern matching method of construction project management system
based on WM algorithm is smaller, and the efficiency is higher than that of c-risk
prediction pattern matching method of construction project management system in the
era of big data. With the rapid increase of pattern set, c-risk prediction pattern matching
method of construction project management system based on WM algorithm is rushed
The burst rate increases and the matching efficiency decreases.

This paper also compares the acceleration ratio (serial time/parallel time) of the risk
prediction pattern matching method of the construction project management system in
the era of g-big data on different pattern sets with the risk prediction pattern matching
method of the construction project management system based on the WM algorithm, as
shown in Fig. 6.
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From the experimental results in Fig. 6, it can be seen that the acceleration ratio of
the risk prediction pattern matching method of the construction project management
system in the era of g-big data is always higher than that of the risk prediction pattern
matching method of the construction project management system based on the WM
algorithm. At the same time, it decreases with the increase of the pattern set, and
gradually matches with the risk prediction pattern matching formula of the construction
project management system based on the WM algorithm The acceleration ratio of the
method tends to be the same. This is because the GPU’s memory limit is close at this
time. When the memory is large enough, the difference between the acceleration ratio
of the two is very obvious. In the era of g-big data, the acceleration ratio of risk
prediction pattern matching method of construction project management system can
reach 60 times in the best case and nearly 10 times in the worst case. The acceleration
of g-wm-based risk prediction pattern matching method for construction project
management system is only about 12 times of the best case. This fully shows that in the
era of c-big data, the degree of structural parallelism of risk prediction pattern matching
method of construction project management system is far greater than that of c-wm
based risk prediction pattern matching method of construction project management
system, which is more suitable for parallel pattern matching [14, 15].

Based on the above experimental results, the performance of risk prediction pattern
matching method in construction project management system is far better than other
matching methods, no matter on platform 1 or platform 2.
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4 Conclusion

In this paper, the risk prediction pattern matching method of construction project
management system in the era of big data is proposed. In the background of big data
era, the risk prediction pattern matching algorithm is designed. Combined with the risk
prediction pattern matching process, the risk prediction pattern matching of construc-
tion project management system is realized. The results show that the risk prediction
pattern matching method of construction project management system in the era of big
data has higher accuracy.

Due to the urgency and importance of big data processing, big data technology has
been highly valued in the global academic circle. In this paper, the pattern matching of
risk prediction of construction project management system has been completed under
the background of big data, but the implementation of project management after
matching still needs further research, which will also be the focus of future research.
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Intelligent Performance Evaluation Method
of Assembly Construction Project Management

Based on Cloud Computing Technology
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Abstract. In order to better evaluate the performance of construction project
management in Jinzhou, an intelligent evaluation method based on cloud
computing technology is proposed. Combined with the practice of construction
project management, the performance evaluation index system of construction
project is established. Using the formula of relative membership degree to
standardize the data, using linear programming to determine the weight of index
factors, vector projection formula to find the approach degree between the actual
evaluation value and the target evaluation value to evaluate the construction
project management performance. Finally, it is proved by experiments that the
performance intelligent evaluation method of assembly construction project
management based on cloud computing technology has higher accuracy and
timeliness in the practical application process, and fully meets the research
requirements.

Keywords: Cloud computing � Construction engineering � Engineering
management � Performance evaluation

1 Introduction

With the rapid development of China’s infrastructure construction, in the process of
urbanization, construction engineering has become the backbone of the steady devel-
opment of national infrastructure. In the implementation of construction projects,
engineering management has become the focus of attention of construction project
practitioners, especially the audit of project cost budget and settlement, which has
become an important link in the control of project cost in construction project man-
agement, and plays a decisive role in project risk, cost execution, management of
project quality and guarantee of progress [1]. In such a new era of construction project
management environment and management needs, to explore more application ways of
project cost budget and settlement audit has become the key to ensure the efficient
implementation of construction projects and the consensus of practitioners in the
industry [2]. Construction engineering has the characteristics of large investment, long
construction period, involving many subjects, many uncertain factors and high risk.
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Construction project performance evaluation is an important part of construction pro-
ject management. The intelligent performance evaluation method of prefabricated
construction project management based on cloud computing technology can not only
provide theoretical guidance for the practice of construction enterprises, but also
provide a good basis for managers to grasp the project operation in the process of the
project, so as to provide real-time monitoring and control.

2 Intelligent Performance Evaluation Method of Assembly
Construction Project Management

2.1 One Point One Weight Algorithm of Attribute Index in Assembly
Building Engineering

In the process of project price budget and settlement audit, there are many methods
applied, in order to fully deal with the long construction period and large construction
period The impact of the amount of capital investment and the changeable market
environment on the application of the cost budget and settlement audit, generally, the
cost budget and settlement audit will be carried out in a variety of audit methods, such
as screening audit, analogy audit, key audit, sub audit and so on [3]. Based on this
need, the algorithm of attribute index weight is optimized.

There are two factors influencing the comprehensive evaluation of construction
project performance:

The first level of evaluation index set is a = (asset growth rate A21, project profit
rate A22, cost reduction rate, B3 project funds in place rate is B5) * agility + ac-
counting. B4 and further combined with operational profitability A46, customer satis-
faction A31, cooperation unit closeness A20;

The second level evaluation index set is table = (duration control capability Aij,
risk control capability A12, contract performance rate B13 and response time B4),

If the project schedule completion rate is A31, the project contracting capacity is
A32, the cash flow turnover time A33, the inventory turnover rate is A34, the current
asset turnover rate is B5, the labor productivity is A36, the safety production control
ability is A37, the owner satisfaction rate A40, the quality target compliance rate is A42,
the completion punctuality rate is A44, the rework rate is B4, the owner complaint rate
A45, the design change control ability is B6, and the environmental protection control
ability is B7. Based on this, the evaluation index grades of construction project man-
agement are divided as follows (Table 1):
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Due to the different units of each evaluation index, the data will be incommensu-
rable. If the calculation is conducted directly, the results will be unreasonable.
Therefore, before the aggregation, the evaluation value and the target value provided by
experts should be standardized respectively. The specific algorithm is as follows:

Benefit index weight algorithm:

Bij ¼ Aij � 1
Aijmax � Aijmin

ð1Þ

The index algorithm of construction project contracting is as follows:

Sij¼ Bij

2 Aijmax � Aijmin
� � þ 1 ð2Þ

Where I is the I first level indicator and j is the j second level indicator. Considering
both subjectivity and objectivity, the two methods are integrated, that is, the weight is
given by experts and owners in the form of interval range according to the industry
characteristics and experience of construction engineering [4]. Obviously, the deter-
mination of a reasonable attribute weight vector wij ¼ ðwi1;wi2;wi3; . . .;winÞ should
make the total deviation between its performance evaluation result and the target value
provided by the expert smaller, as well as the better. In this way, the expert’s opinion is
fully considered and the data itself information is fully utilized [5]. Therefore, in order
to determine the weight of secondary evaluation indexes, the following linear pro-
gramming model is established:

minG ¼
XX

Aijðwij � BijÞ ð3Þ

Table 1. Classification of construction project management evaluation indexes

Division of primary and
secondary factors of
evaluation

Evaluation index
of building
materials

Evaluation criteria and equivalence
division results

Main evaluation grade
classification standard
Classification standard of
secondary evaluation
grade
Main evaluation grade
classification standard
Classification standard of
secondary evaluation
grade

Main sources Subsidiary indicators affecting the
evaluation results of the model

Toughness The key index influencing the evaluation
results of the model is only second to the
loss degree of building materials

Management
intensity

The key indicators influencing the
evaluation results of the model are much
more important than other factors

Pressure bearing
capacity

Subsidiary indicators affecting the
evaluation results of the model

Main evaluation grade
classification standard

Pricing range Under the premise of the change of
evaluation standard, the pricing range of
building materials will also change
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Use formula (3) to calculate the weighted value of performance evaluation of actual
data and target data respectively:

Pij ¼
Y

ðBij þwijÞk=Qi ð4Þ

There, k are two vectors. The larger the projection value of vector Qi coincidence on
the vector, the closer the vector coincidence and A are, the closer the evaluation result
of engineering practice is to the target value given by experts, the better [6]. Further,
the numerical calculation table of each secondary index calculated by the directional
principle is as follows (Table 2):

2.2 Evaluation Model of Construction Project Management

In order to strengthen the supervision of large-scale public buildings, indemnificatory
housing, commercial housing and key projects of municipal Party committee and
municipal government, and ensure the project quality. Strengthen the solid quality
supervision of foundation and main structure engineering. Adhere to the supervision
focus on the foundation, main structure and key parts affecting the use safety and use
function, and implement the mandatory standards of engineering construction to ensure
the safety of engineering structure [7]. Strengthen the management of completion
acceptance of housing construction projects to prevent unqualified projects from
flowing into the society. According to the relevant national and provincial regulations,
supervise the organization form of completion acceptance, the implementation of
acceptance procedures, the implementation of acceptance scheme, review the com-
pletion acceptance data, and supervise the implementation of national mandatory
standards, specifications and quality evaluation results for the completion acceptance of
the project, so as to ensure the quality of the completion acceptance.

Furthermore, the excessive dependence on the contract by the flexible management
will not only weaken the mutual trust between the cooperative participants, but also

Table 2. Secondary index specification for construction project management

B10 B11 B12 B13 B14

Actual evaluation value 82 85 88 84
Target evaluation value 12 11 14 10
Rights information provided by
experts

[0, 12, 6,
24]

[3, 12, 8,
16]

[2, 16, 4,
20]

[5, 16, 2,
13]

Actual data specification value 0.12 0.23 0.16 0.20
Target data specification value 12.16 13.41 16.46 15.42
Secondary weight 10.46 9.558 9.76 9.32
Weighted comprehensive actual
value

0.13 0.46 0.35 0.28

Weighted combined target value 0.230 0.220 0.168 0.167
Weighted marginal target value 0.236 0.245 0.231 0.264
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lead to opportunistic behavior. The performance management evaluation model is a
flexible project management model based on the contract signed and the agreement
made by the cooperative participants through consultation as the basic code of conduct
[8, 9]. Combined with the principle of cloud computing, based on the engineering
management protocol, with management as the means and goal realization as the core,
the management mechanism system includes cooperation mechanism, coordination
mechanism, communication mechanism, trust mechanism and incentive mechanism.
The specific management mechanism framework model is shown in the Fig. 1.

In order to evaluate the core competitiveness of construction enterprises more
objectively and effectively, and to provide reference for the cultivation of competi-
tiveness of later construction enterprises, we should abide by the following principles
when formulating the evaluation index system of core competitiveness of construction
enterprises:

(1) Objective principle

The main purpose of building the index system is to analyze and evaluate the core
competitiveness of construction enterprises, which needs to consider the industry
characteristics and development background of construction enterprises as well as the
relevant theories in the process of index selection.

(2) The principle of combining qualitative and quantitative analysis

From the concept point of view, the core competitiveness of construction enter-
prises is a more abstract concept. In order to reflect it more comprehensively, the
qualitative and quantitative expression methods are used in the construction of index
system. Quantitative analysis reflects the attributes of things through specific quantity,
and qualitative analysis explores the essence of things through observation, experiment

Evaluation 
objectives evaluating indicator

Evaluation subject Evaluation object Feedback of 
evaluation results

evaluation criterion Evaluation method

Cooperation
opportunity

coordinating
mechanism

Target realization 
mechanism

Communication 
mechanism Trust mechanism excitation 

mechanism

Break organizational 
boundaries

Continue to enjoy
Conflict

rules

Daily status and 
feedback

Regular coordination 
meeting

Daily status and 
feedback

Top management support
common goal Set up working groups

resource sharing

Fig. 1. Framework model of construction project management mechanism
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and analysis. The combination of qualitative analysis and quantitative analysis can
ensure that the evaluation results of core competitiveness indicators of construction
enterprises are more real and objective.

(3) Follow the principle of data authenticity

The construction of indicator system cannot be separated from the support of data.
Scientific and authentic data can effectively reflect the rationality of each indicator and
help the next analysis process. On the contrary, if the collected data is not authentic
enough, it will lead to the appearance of unreasonable indicators and affect the final
analysis results [10, 11]. In order to ensure the authenticity and reliability of the data,
we must strictly comply with the relevant requirements when collecting the data.

(4) Follow the principle of representativeness

In the process of index construction, we should select those representative indi-
cators that can reflect a certain characteristic of the research problem, and build a
scientific index system according to the specific characteristics of the research [12, 13].

(5) Dynamic principle

The evaluation system of the core competitiveness of construction enterprises is a
relatively complex evaluation system, because the core competitiveness of construction
enterprises is realized in the real dynamic, with the change of regional, environmental,
policy and other factors is a dynamic development variable, so the dynamic charac-
teristics of the core competitiveness of construction enterprises should be considered in
the selection of evaluation indexes. The dynamic principle requires that the evaluation
index should be flexible, reflect the development trend of the enterprise, adapt to the
changes of the market environment, and reflect the characteristics of the core com-
petitiveness in a long period of time. The dynamic evaluation index can help the
enterprise to respond to the changes of the market environment and make adjustments
quickly [14, 15].

2.3 Implementation of Project Management Performance Evaluation

Combined with the previous research results, the knowledge management ability is
divided into four dimensions: knowledge acquisition ability, knowledge integration
ability, knowledge creation ability and knowledge application ability. Through reading
the relevant literature at home and abroad, appropriate items are selected to measure it.
In this study, several documents were collected for a brief introduction: Shi Jiangtao
defined the concept of knowledge integration and put forward the factors that affect the
ability of knowledge integration. The restrictive factors of enterprise knowledge cre-
ation ability are also a multi-level dynamic system, and the factors related to knowledge
creation ability are numerous and complex. In order to better realize the transfer
evaluation of project management performance, the evaluation system of project
management performance is constructed as follows (Fig. 2):
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It plays an important role in the process of construction project management. The
work content is closely related to the project contractor, the owner, the construction
unit and the supervisor. Each relevant party must perform its own responsibilities,
strengthen the project change management, and avoid problems in the change man-
agement caused by its own factors, which will affect the whole process The quality of
individual projects results in the loss of economic interests of all parties. The initial
index system is divided into three levels: the first level is the core competitiveness of
the enterprise; the second level is the ability to acquire knowledge, the ability to
integrate knowledge, the ability to create knowledge and the ability to apply knowl-
edge; the third level is obtained by reading relevant literature and combining the
collaborative innovation network of construction enterprises. The measurement indi-
cators of the core competitiveness of construction enterprises are the quality rate of
construction projects, the proportion of professional and technical personnel of enter-
prises and the brand awareness of enterprises. The impact indicators of the management
system of construction enterprises are analyzed. The specific indicator system is shown
in the Table 3:

quality
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transfer point
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Quality management 
performance evaluation 

index system

Process
decomposition
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hierarchy process
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judgment matrix
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Index
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Determine
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consistency
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To determine the price 
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subordination

Multi level paste 
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Determine
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Fig. 2. Project management performance evaluation system
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Table 3. Impact indicators of construction enterprise management system

First level indicators Secondary index Exponential
property

Knowledge acquisition
ability a
Knowledge integration
capability B
Knowledge creation
ability C
Knowledge application
ability D

Willingness to acquire knowledge A1 qualitative
Frequency of knowledge acquisition A2 qualitative
Access to knowledge A3 ration
Timeliness of network knowledge acquisition A4 qualitative

Core competitiveness of
construction enterprises x
First level indicators
Knowledge acquisition
ability a
Knowledge integration
capability B

Knowledge preparation of construction enterprise
B1

ration

Heterogeneity degree of knowledge acquired by
construction enterprises from other subjects B2

ration

Construction of B3 knowledge management
system in construction enterprises

directional

Trust degree between construction enterprises and
other network subjects B4

qualitative

Knowledge creation ability
C
Knowledge application
ability D
Core competitiveness of
construction enterprises x
First level indicators

Incentive intensity of construction enterprises to
knowledge creation C1

ration

Proportion of construction enterprises participating
in knowledge creation C2

qualitative

The importance of construction enterprise to staff
training

ration

Cooperation degree between construction
enterprises and other network entities C4

ration

Knowledge acquisition
ability a
Knowledge integration
capability B
Knowledge creation
ability C
Knowledge application
ability D

The degree of using collaborative innovation
network to develop new products in construction
enterprises D1

qualitative

Number of new patents of construction enterprises
in recent years D2

qualitative

Number of new construction methods developed
by construction enterprises and network members
in recent years D3

ration

New technology adoption rate of construction
enterprise D4

directional

Core competitiveness of
construction enterprises x

Proportion of technical personnel in No.1 industry
x1

qualitative

Excellent rate of enterprise construction project x2 directional
Enterprise brand awareness x3 qualitative
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(1) Willingness to acquire knowledge A1

Construction enterprises expand the channel of knowledge acquisition by building
collaborative innovation network. For enterprises, the increase of knowledge source
does not mean the increase of knowledge. Only when enterprises realize the importance
of knowledge and have the desire to acquire knowledge urgently, the ability of
knowledge acquisition of enterprises will be enhanced.

(2) Frequency of knowledge acquisition A2

The frequency of knowledge acquisition in the collaborative innovation network
not only reflects the communication between the network subjects, but also reflects the
rate of knowledge update of the network subjects. Generally, the higher the frequency
of knowledge acquisition, the faster the knowledge flow in the collaborative innovation
network, and the easier it is for enterprises to acquire the knowledge they want.

(3) Convenience of acquiring knowledge A3

The main purpose of enterprises to acquire knowledge is to hope that the acquired
knowledge can bring economic effects to enterprises, and the purpose of enterprises is
to pursue profits, which also determines that enterprises have various difficulties in
acquiring key knowledge. The convenience of acquiring knowledge from network
members determines the transfer efficiency of key knowledge between enterprises.

(4) Timeliness of knowledge acquisition A4

Through the construction of collaborative innovation network, the channels for
enterprises to acquire knowledge are expanded. While acquiring knowledge, enter-
prises must ensure the timeliness of knowledge. Only in this way can knowledge have
value. Knowledge with low timeliness may mislead enterprises to make wrong deci-
sions and affect the development of enterprises.

(5) Reserve level of construction enterprise B1

To a certain extent, the knowledge reserve of an enterprise not only reflects the
quality level of employees, but also reflects the degree of knowledge accumulation of
an enterprise. Generally, the knowledge that an enterprise reserves is the knowledge
that can bring actual benefits to the enterprise after being tested. At the same time, these
knowledge can improve the efficiency of knowledge integration.

(6) Heterogeneity degree of construction enterprises B2

In the collaborative innovation network, different network subjects often have
different organizational culture, which also determines that the knowledge owned by
enterprises often has their own characteristics. Generally, the closer the enterprise
nature and corporate culture are to knowledge integration, the easier it is.

(7) Completion degree of knowledge management system of construction enterprise
B3

Knowledge management system is an information system that collects and pro-
cesses all knowledge in an organization. Enterprises must classify and store the
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acquired knowledge information effectively for knowledge integration. A complete
knowledge management system can help enterprises to call the information they need
quickly and greatly promote knowledge integration.

(8) Trust degree of construction enterprises B4

The higher the degree of trust among the subjects in the collaborative innovation
network, the faster the knowledge flows in the network, and the stronger the efficiency
of knowledge integration. At the same time, the establishment of trust relationship
strengthens the cooperation among network members, which is more conducive to the
development of knowledge integration activities.

(9) Incentive strength of construction enterprises C1

By setting up various incentive mechanisms and incentive measures, enterprises
can stimulate employees’ enthusiasm for knowledge creation and promote the devel-
opment of knowledge creation activities. At the same time, the greater the support of
enterprises for knowledge creation, the more new knowledge they create.

(10) Proportion of construction enterprise participants C2

People are the main body of knowledge creation, and knowledge can produce value
because of people’s use. The higher the proportion of people who have knowledge
creation, the easier it is for enterprises to create new knowledge.

(11) Importance of construction enterprises on management C3

Knowledge is constantly updated. The enterprise often trains its employees so that
they can realize that only through continuous learning can they adapt to the devel-
opment of the company and enhance their sense of crisis. At the same time, through
training, they can increase the number of talents in the enterprise and lay the foundation
for knowledge creation.

(12) Cooperation degree of construction enterprises C4

Knowledge creation needs the full cooperation between the network subjects, and
the full communication can promote the production of new knowledge by gathering the
advantageous resources of each subject together. In this process, the higher the degree
of cooperation between the subjects, the stronger the efficiency of knowledge inte-
gration of enterprises.

3 Analysis of Experimental Results

In order to verify the actual application effect of the intelligent performance evaluation
method of assembly construction project management based on cloud computing
technology, this paper takes the general contractor of construction project as the core
enterprise as a case to learn from the concept of supply chain, and expounds the
establishment of the performance evaluation method and evaluation effect of con-
struction project. Experiment on Windows platform. Establish database, input and
organize through Excel 2003. SPSS13.0 is used for statistical analysis, mainly
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descriptive statistical analysis; in the use of analytic hierarchy process to determine the
weight of the index system and the use of fuzzy comprehensive evaluation method to
comprehensively evaluate the performance score, the algorithm of matrix operation is
mainly used. The number of sample cases shall be determined according to the sam-
pling proportion of 5%. A multi-stage, proportional sampling method is used to extract
the target data of the survey case experts under the overall goal of the project planning.
Based on the above experimental environment comparison detection, the specific
detection results are as follows:

Further, in the same environment, the time-consuming situation of the two methods
is compared and tested, and the test results are recorded, as follows:

It can be seen from the inspection results in Fig. 3 and Fig. 4 that, compared with
the traditional evaluation methods, the intelligent evaluation method based on cloud
computing technology proposed in this paper has higher evaluation accuracy in the
practical application process, and the evaluation time of construction project man-
agement performance is significantly reduced in the same environment. It is proved that
the performance intelligent evaluation method based on cloud computing technology is
more effective and accurate, which fully meets the research requirements.
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4 Conclusion

This paper constructs a performance evaluation model of construction project based on
vector projection, quantifies the effect of construction project, and compares the effect
of specific project management with the ideal target parameters, so as to help con-
struction enterprises effectively classify key indicators and clarify the key points of
performance management. The partial weight and information problem model pro-
posed by the author can effectively avoid affecting subjective Human factors. The
empirical study shows that the method is clear and can effectively avoid the short-
comings of other methods, and provides a new way for the research in this field. In the
future research, we should strengthen the performance management of construction
projects, innovate the sustainable development of construction projects, and improve
their practical application performance.

Fund Projects. Research on the application of cloud computing technology in the
construction project management system in the era of big data (Project No.:
JAT190908).
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Abstract. When the host runs a large number of applications at the same time
under normal activities, the abnormal probability value of the host after the
fusion of evidence is large, resulting in false alarms, resulting in a reduction in
the final detection accuracy of the detection method. A host intrusion detection
method based on big data technology. Using big data processing intrusion
detection index weight, sliding window is introduced. According to the number
of times of host resource availability anomaly in the time window, the value of
anomaly probability is controlled, the index anomaly closed value is determined,
and the availability anomaly threshold is set to realize host intrusion detection.
The experiment builds a data collection platform and compares the two tradi-
tional detection methods with the detection methods studied in the paper. The
results show that the detection accuracy of the proposed detection method is
about 98%, and the detection of host intrusion behavior is more accurate and the
detection time is shortened.

Keywords: Big data technology � Intrusion behavior � Outlier probability �
Detection accuracy

1 Introduction

With the rapid development of Internet technology, a lot of data information is pro-
duced in all aspects of production and life, which makes the data sources more and
more extensive. At the same time, network security management is also facing severe
challenges. There are more and more hacker attack channels, more Trojan horses and
virus technologies. The speed of network security analysis data increases exponentially
and the lag of data analysis speed increases A network security vulnerability [1]. Big
data technology has the ability to quickly obtain valuable information from a large
number of data with complex structure and various types. It can reveal the content and
change trend that can’t be seen by traditional means. It is a hot topic in the current
academic, industrial and even national governments. Big data technology brings new
opportunities and challenges to the development of the information security industry.
In order to better play the role of big data and reduce the damage of data caused by
cyber attacks, the research of intrusion detection technology based on big data is
urgent, so that big data The safe and stable interaction of information data in this era.

In various industries and related fields, relying on the background of the network
era, big data provides a good platform and effective channels for resource sharing and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
S. Liu and L. Xia (Eds.): ADHIP 2020, LNICST 347, pp. 438–449, 2021.
https://doi.org/10.1007/978-3-030-67871-5_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67871-5_39&amp;domain=pdf
https://doi.org/10.1007/978-3-030-67871-5_39


data exchange. However, with the increase of data volume and centralized storage of
data, the security protection of massive data becomes more difficult, and a large number
of centralized storage and processing of data inevitably increases the number of users
According to the risk of leakage. The targets of hackers are more related to data clusters
such as financial institutions, large companies, campus networks, etc. Once success-
fully attacked, hackers will obtain huge wealth from them. This year’s ransomware
attacked finance, government, and enterprises [3].

With the advent of the era of big data, hackers’ attack methods are also changing,
showing the development trend of covert attack methods. Analysis of its source is
mainly due to the sudden increase in the amount of data and the increasingly close
relationship between the data, which not only makes it difficult to detect hacker attacks,
but also brings a wider range of harm through the connection between data and
information. Traditional intrusion detection technology collects some network status
information by placing multiple detectors in the network, and then the central control
center analyzes and processes the information. However, in the face of large-scale,
heterogeneous network environment and distributed cooperative attack, it is not
enough. The main reasons are: first, the workload of the management control center is
too large, and there are problems with the operation of the system; second, there is a
certain delay in network transmission, and the transmitted information data cannot be
transmitted to the management control center in time; third, there are platform differ-
ences in heterogeneous networks, making the analysis system face many difficulties. In
view of these reasons, the distributed intrusion detection system came into being, and
once became a hot spot in the field of intrusion detection [3]. Therefore, this paper
proposes a host intrusion detection method based on big data technology.

2 Research on Host Intrusion Behavior Detection Method
Based on Big Data Technology

2.1 Index Weight of Intrusion Detection in Big Data Processing

Big data technology intrusion behavior detection index weights adopt the objective
weight assignment method to form the actual data of each host resource characteristic
index in the decision plan. It has the advantages of objectivity and strong mathematical
theoretical basis. It is determined by the analytic hierarchy process After the subjective
weights of various indicators of the host’s resources, the entropy weight method is used
to determine its objective weights. When the information entropy takes the maximum
value, the probability of the corresponding set of states appearing has an absolute
advantage HðXÞ. The description formula of HðXÞ is:

HðXÞ ¼ �
Xn
i¼1

pi log pið0� pi � 1;
Xn
i¼1

pi ¼ 1Þ ð1Þ

In the above formula: pi represents the extreme value of entropy and i represents the
quantity. The information entropy solves the problem of measuring the amount of
information and is a measure of the uncertainty of the system state. That is, the amount
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of information required to understand the uncertainty can be used to eliminate
uncertainty. How much to express, entropy is a commonly used indicator to measure
the regularity of disordered data. Entropy weight is the relative intensity of each index
in the sense of competition when all kinds of detection indexes are determined after
given factor set and measurement set [4]. If the degree of variation of the index value is
smaller, the corresponding information entropy value is larger, the amount of infor-
mation provided by the index is smaller, and the weight of the index is also smaller.
Therefore, information entropy is an objective method to allocate the weight, which is
determined by calculating the entropy value. In essence, it is to select the best factor to
reflect the availability of host resources. The application of entropy weight method can
eliminate the artificial interference in the calculation of each index weight in AHP, and
make the evaluation result more real.

For the abnormality of the i index R, denoted by r, and then give a quantitative
definition of the abnormality, divided into 4 levels, as shown in the following Table 1:

According to the grade index shown in the table above, and according to the
calculation formula of entropy, after normalizing the relative importance of index Ri,
the calculation is expressed as:

ei ¼ � 1
ln n

Xn
i¼1

ri log ri ð2Þ

In the above formula, when the values of riði ¼ 1; 2; . . .; nÞ are equal, the entropy
value ei is at most 1, so when 0� ei � 1, ln n is the maximum entropy value when all
are equal. When the entropy value is maximum, the contribution of this indicator to the
detection result is the smallest, so the weight of the detection factor Ri can be deter-
mined using the 1� ei metric process. Therefore, it is normalized to obtain the
objective weight of the detection factor Ri:

wi ¼ 1� ei

n�Pn
i¼1

ei
; 0�wi � 1;

Xn
i¼1

wi ¼ 1 ð3Þ

Table 1. Quantification level of abnormality degree

Abnormal
degree

Abnormality Quantized
value

r1 The indicator usage increment exceeds 0–15% 0.1
r2 The use increment of this indicator is more than 16–

50%
0.25

r3 The use increment of this indicator is more than 51–
70%

0.7

r4 The use increment of this indicator is more than 71–
100%

1
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In the above formula, wi represents objective weight. The weight obtained by AHP
reflects the subjective preference of decision-makers, and the weight calculated by
entropy weight method reflects the objective relationship between each host resource
index. In order to give consideration to the expert’s experience judgment of attributes,
at the same time, it strives to reduce the subjective randomness of subjective weight.
Use the linear weighting method to determine the comprehensive weight of the attri-
bute, namely:

wi ¼ lwsi þð1� lÞwoi; ði ¼ 1; 2; . . .nÞ ð4Þ

In the formula, wi is the comprehensive weight, wsi is the subjective weight of the
index determined by the analytic hierarchy process, and woi is the objective weight of
the index determined by the entropy weight method. l is the subjective preference
coefficient, 1� l is the objective preference coefficient, and 0� l� 1. When l is less
than 0.5, the proportion of subjective weight in the overall weight is relatively large,
and vice versa. In general, the specific value of l is given by the decision maker
according to preferences, and it can be proved that l can obtain the optimal value and
optimize the change results, as shown in the following Fig. 1:

According to the change process shown in the figure above, suppose S represents
the host information system, wsi and woi are the subjective weight and objective weight
of indicator Ri respectively, and wi represents the combined weight of the two. An
optimization model is established for the above indicators, and the calculation formula
is as follows:

min
Xn
i¼1

½lð1
2
ðwi � wstÞ2Þþ ð1� lÞð1

2
ðwi � woiÞ2Þ�

( )
ð5Þ

A

B
C

D

Local optimum Local optimum

Global
optimum

Iteration
direction

Fig. 1. Optimize change
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Using the above formula to optimize the above weight value calculation process,
according to the intrusion behavior detection index weights, determine the abnormal
closed value of each index to realize the detection of host intrusion behavior.

2.2 Determination of Abnormal Closed Value of Each Index

When determining the abnormal closed value of each index, first of all, you need to
obtain the host resource availability profile under normal circumstances, and use this to
determine the abnormal value of the host resource index [5]. We collect data samples
on several hosts in the laboratory. Host resource availability indicators are collected
once a minute, 1440 times in a continuous 24 h. In order to ensure the objectivity of
experimental data, the normal operation of the host computer is ensured in the process
of data acquisition. For each index data collected, we first calculate the average m and
standard variance c, and then calculate the corresponding normal value range H
average and standard variance calculation formula of the index:

mi ¼
Xn
i¼1

ri
n

ci ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðri � miÞ2
n� 1

s
; i ¼ ð1; 2; . . .; 12Þ

8>>>><
>>>>:

ð6Þ

In the above formula, the normal value range can be calculated as follows:

Hi ¼ mi � d � ci;mi þ d � ci ð7Þ

In the above formula, A represents d constant. It can be determined according to the
actual situation of different resource indicators. For the threshold value of target host
resource availability judgment and the setting of the closed value of host security status
exception, due to the variety of exception status, it is impossible to accurately deter-
mine the corresponding value [6].

In actual detection, some attacks are manually launched on the target host, and then
the corresponding threshold is calculated according to the sampled data. Of course, the
corresponding threshold can also be set based on the experience of the administrator to
determine the pairwise comparison matrix, where the target layer judgment matrix is A,
and the matrix can be expressed as:

A ¼

1 1
2 4 3 3

2 1 7 5 5
1
4

1
7 1 1

2
1
3

1
3

1
5 2 1 1

1
3

1
5 3 1 1

2
66664

3
77775 ð8Þ

In the indicator layer, there is only one indicator of CPU utilization and the indi-
cator matrix of network resources is B3, so it directly inherits the result of the judgment
matrix of the target layer. The calculation matrix can be expressed as:
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B3 ¼ 1 3
1
3 1

� �
ð9Þ

Based on the above formula, the storage resource index is B2, and the
process/thread index matrix is B5. The values of the two indexes are equal. The
calculation formula is as follows:

B2 ¼ B5 ¼
1 3 5
1
3 1 1

5
1
5

1
3 1

2
4

3
5 ð10Þ

The resource matrix can be recorded as B4:

B4 ¼
1 1 1
1 1 1
1 1 1

2
4

3
5 ð11Þ

Use the comparison matrix given above based on expert experience to calculate the
weight vectors of the hierarchical single ranking, and after the consistency test, use big
data technology to build a recognition framework, that is, filter out security events per
unit time and make corresponding statistics and records, Construct the evidence
collection:

[
Eiði ¼ 1; 2; . . .; nÞ ð12Þ

According to the above formula, we use the evidence BPA method to allocate the
credibility of the data in the host, calculate the trust function and likelihood function of
each data, and use the Dempster synthesis method to calculate the joint credibility
evaluation function, trust function and likelihood function of the known evidence. If
there is a new intrusion in the detection cycle, continue the data fusion process until the
end of the detection cycle, build a distribution function according to the comprehensive
trust level, calculate the trust level of the intrusion host data, and use the small value of
the trust level value as the index abnormal closed value. Use these abnormal closed
values to realize the detection of host intrusion behavior [7].

2.3 Implement Host Intrusion detection

There are many parameters that can be used for the statistical characteristics of host
resource availability. Drawing on previous work, and through a large number of
experimental analysis, five primary indicators are selected to form a host resource
availability measurement system. Each primary indicator also includes a corresponding
secondary Indicators [8, 9]. Because the change of each indicator can better reflect the
dynamic characteristics of the application program’s demand for the availability of host
resources, and the incremental information can also reduce the amount of calculation
and memory utilization, all the secondary indicators in the host resource indicators
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selected by this method, except the CPU utilization, represent the increment in unit
time. “Increment” refers to the absolute value of the change of the indicator relative to
the last unit time. The five first-level indicators are the total statistics of storage
resources, computing resources, bandwidth resources, processes/threads, and IO
resources. Corresponding to its index level and meaning in the host, as shown in the
following Table 2:

According to the above weight determination process, each index shown in the
above table is assigned to the first and second level indexes, and the mathematical
model of resource availability evaluation of the target host is established, with the
calculated abnormal closed value as the evaluation index, Set the threshold of the total
intrusion behavior data of the switchboard to L. When the abnormal closing value is
greater than or equal to L, there is an abnormal intrusion and a sliding window is
introduced, According to the number L of occurrences of host resource availability
abnormalities in the time window, it is determined whether the current host security
status is abnormal, that is, the abnormal status of the host at the current time is
determined according to the number of host resource availability abnormalities within
the latest window. among them:

p ¼
XDt
t�Dt

c ð13Þ

Table 2. Host availability index and meaning

First level
indicators

Secondary
index

Variable
representation

Specific meaning

Computing
resources

CPU CPUUse CPU Usage rate

Storage resources physical
memory

phyMem Physical memory usage
increment

Virtual
Memory

virtMem Virtual memory usage
increment

Memory
usage

memUse Approved memory usage
increment

Internet resources Send traffic bandSend Send packet increment
Receive traffic bandReci Receive data packet increment

Process/thread
count

Process Process Process number increment
Thread Thread Thread increment
Handle Count Handle number increment

IO resources IO reading IO read IO read increment
IO write IO write IO write increment
IO others IO other IO other increments
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Among them, c is the number of host resource intrusions per unit time, D is the
length of the time window, t is the intrusion time, AðsÞ is used to indicate the current
state of the host, 1 is abnormal, and 0 is normal, then the security status frequency is
closed u:

AðsÞ ¼ 1; p�u

0; p\u

(
ð14Þ

In the above formula, when p\u, it means that the host is safe and there is no
intrusion behavior; when p�u, there is intrusion behavior. Based on the threshold
value of host resource availability exception, judge the host resource availability
exception within the window time, and judge the host security status exception at the
current time according to the closed value of the host security status exception fre-
quency [10, 11]. The thresholds L and u are determined by the network administrator
according to the experience and the requirements of the host security state. The
research on the host intrusion detection method based on big data technology is finally
completed.

3 Simulation Experiment

3.1 Experiment Preparation

Three computers with the same parameters are prepared for the experiment. The
parameters of the computers are as follows (Table 3):

According to the parameters shown in the table above, build a data collection
platform, as shown in the following Fig. 2:

Table 3. Experimental computer parameters

No. Name
parameter

No. Name
parameter

No. Name parameter

1 Memory 8 GB DDR4 RAM
2 Storage Solid state drive SSD
3 Processor Amd Ruilong 5 3580u mobile processor

integration
4 Graphics card Amd radeon TM Vega graphics card
5 interface Usb-c, usb-a, surface connect port
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According to the platform structure shown in the figure above, simulate host
intrusion behavior, deploy intrusion detection points, collect all host data and intrusion
data, as shown in the table below (Table 4):

In the table above, 32-64-256-128-64-32 represents the data in all levels of the host,
and 32-1152-2 represents the external intrusion data of the host. Network intrusion
detection method based on improved majorcluster clustering (traditional behavior
detection method 1) and host intrusion detection method based on data mining (tra-
ditional behavior detection method 2) are used respectively, and the proposed big data
technology-based intrusion detection method proposed in this paper Host intrusion
detection methods are tested to compare the performance of the three methods [12, 13].

3.2 Analysis of Results

Based on the above processing, the host intrusion detection time is obtained by iterating
the data shown in the table above, as shown in the following figure:

Attack host

Work
location

Server area

FTP Server
Server area

Web ServerWindows 
2003

Windows XP

Fig. 2. Data acquisition platform

Table 4. All data and intrusion data in the host

Number of layers 32-64-256-128-64-32 32-1152-2

1 8.0365 0.8286
2 4.8646 0.7035
3 3.0567 0.6154
4 6.8237 0.5525
5 3.0342 0.5080
6 4.5420 0.4864
7 7.3056 0.4797
8 7.1946 1.3818
9 6.1387 0.9705
10 5.1188 0.5335
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According to Fig. 3, with the increasing number of iterations, the detection time of
the three detection methods gradually decreases. The host intrusion detection time of
the traditional behavior detection method 1 is reduced from 40 s to 3S, and the host
intrusion detection time of the traditional behavioral behavior detection method 2 is
reduced from 15 s to 3S. However, the host intrusion detection time of the proposed
method is relatively stable, which is reduced from 3S to 2S The time was the lowest
among the three methods.

In this experimental environment, the detection accuracy of the three detection
methods is calculated, and the experimental results are as follows Fig. 4:
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Fig. 3. Comparison of test time results
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Fig. 4. Experimental results of accuracy of three detection methods
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From the accuracy calculation results shown in the figure above, we can see that the
three host intrusion behavior detection methods all have high test accuracy, but there
are still certain differences in the size of the values. The accuracy of traditional
detection method 1 is about 90%, the accuracy of traditional detection method 2 is
about 92%. The detection accuracy of the test method studied in this paper is about
98%. This method has high sensitivity to host intrusion data to ensure the accuracy of
intrusion data detection and is more suitable for the actual host intrusion detection.

4 Conclusion

In accordance with the development of big data technology, with the continuous
expansion of data scale, the continuous improvement of data throughput and the
requirements of multi hosts and multi network segments, the intrusion detection
technology based on big data will play a huge role in the specific application platform
in this field. The distributed intrusion detection method proposed in this paper improves
the shortcomings of traditional intrusion detection system. It not only makes DIDS
technology develop rapidly, but also provides safe and reliable protection for large-
scale network.
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Abstract. In order to reduce environmental pollution, the load of power gen-
eration system has become an important basis for the balance of power supply
and demand. Therefore, an intelligent load control method for multi energy
complementary power generation system is proposed. Firstly, the intelligent
control scheme of multi energy complementary power generation system is
formulated, the circuit principle of the control method is determined, and the
frequency control parameters of power grid, frequency regulation of generator
set and control mode of generator set are controlled. The experimental results
show that the load intelligent control method of the multi energy complementary
generation system can effectively control the load of the power generation
system, and the multi energy complementary generation can smooth the ran-
domness of single energy, the intermittent fluctuation of energy and the control
effect of energy storage, and reduce the impact on the power grid, which is very
suitable for distributed grid connected operation.

Keywords: Multi-energy � Complementarity � Power generation � Control

1 Introduction

Wind energy, solar energy, marine energy and other renewable energy have huge
reserves, wide distribution, and no pollution in development and utilization. How to
make use of these resources to transform the electric energy which is needed by the
modern information society has been paid more and more attention by all countries [1].
Some islands and remote areas are far from the main power grid due to their geo-
graphical characteristics, or the power grid is difficult to set up, coupled with the lack of
energy conversion technology, the living standards of residents are backward, and it is
difficult to carry out industrial production, while the natural resources of the islands are
often rich, so the development and utilization of renewable resources of the islands are
many at one stroke. However, these natural resources are very sensitive to the climate,
with small energy density and strong randomness, which can not be realized as a stable
energy output or at a considerable cost [2]. Renewable natural resources have the
characteristics of small energy density, wide distribution and strong randomness.
According to the research of hydrodynamics, the randomness and uncertainty of wind
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energy and water energy will lead to the following changes of the frequency and
voltage of the output power of wind turbine, so it is necessary to control and adjust the
power in the actual operation [3]. At the same time, because of the complexity of
generators and some power electronic devices, and the control technology of some
system models is only suitable for some specific power systems. In addition, the wind
turbine generator units are usually in remote areas, offshore or island, generally
unattended, and can only be monitored remotely, which puts forward higher require-
ments for the matching and reliability of the control system of the generator units.

According to the current situation and development trend of wind power genera-
tion, according to the planning of the national energy administration, large-scale wind
power bases are planned to be built in areas rich in resources, so as to accelerate the
decentralized development of wind energy in other regions. By 2020, wind turbines
will reach 200 GW. China’s wind energy is distributed in the northeast, Xinjiang, Inner
Mongolia and other remote areas. In this process, the stability of power grid frequency
becomes the key to affect the quality of power supply [4]. Active power is closely
related to frequency. The balance between supply and demand of active power under
rated frequency is the basic premise of ensuring frequency quality and one of the basic
methods of frequency control. However, this is a constrained nonlinear multi extremum
optimization problem, which is difficult to deal with by traditional methods. Therefore,
an intelligent load control method for multi energy complementary power generation
system is proposed. The optimal control of generator active power output can not only
realize the balance of supply and demand of active power, but also ensure the fre-
quency stability of power generation system. It can also make the power generation
system run economically. Frequency regulation is divided into one, two and three
regulation. Primary regulation is the inherent characteristic of generator, and differ-
ential regulation is usually used. In order to ensure the frequency safety of the system, it
is necessary to adjust the frequency twice by using the power frequency static char-
acteristics of the generator synchronizer. In order to improve the economy of power
generation system, the generator is usually optimized and adjusted, which can not only
ensure the safety of system frequency, but also reduce the generation cost of power
generation system.

2 Intelligent Control Method for Load of Multi-energy
Complementary Power Generation System

2.1 Design the Structure of Intelligent Load Control Method for Multi-
energy Complementary Power Generation System

The multi-energy storage joint generation system shares a single inverter topology as
shown in Fig. 1:
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Two V2-controlled Boost-Buck converters (DC-DC) are designed on the DC side
of grid-connected or inverters. The output of wind power generation converted by AC-
DC rectifier and photovoltaic power generation are controlled respectively by parallel
connection of high power diodes and DC bus [5]. By using common inverters, the
switching between distributed grid-connected power supply and isolated off-grid power
supply is realized. The multi-energy storage combined power generation system based
on this topology has the advantages of low cost, suitable for edge area, good stability of
fluctuation, suitable for grid-connected operation, stable DC bus voltage and simple
control strategy [3].

The model is composed of three parts: strong power flow loop, weak current
sampling display control loop and control program module. The discharge circuit
designed in the high power flow circuit is used to adjust the multi-energy output
deviation not to be too large [6].

2.2 Introduction Control Circuit Principle

When the Boost and Buck circuits are used separately, they have only a single step-up
or step-down function. A Kv and A1 module are added to the Boost-Buck circuit, and
A3 module is used to achieve both the effect of voltage rise and fall and the constant
voltage control of the output double loop feedback (Kv-A1, outer loop Kv-A3-A2-A1)
of the Boost-Buck circuit. The inner loop control can improve the transient response
speed of the Boost-Buck circuit, while the outer loop control can improve the control
accuracy of the Boost-Buck circuit and keep the output voltage basically constant. In
practical application, the input is added and the output filter reduces the pulsation of the
current [7]. The V2 control method uses the voltage of the output filter capacitor C of
the Boost-Buck converter to replace the inductor current in the peak current control. As
the peak voltage detection input of comparator A1 and output by single chip computer,
the PWM signal compensated by skew compensation circuit is connected to JK flip-
flop to modulate IGBT work. Rate tube conduction angle duty cycle signal, thus
changing the inductance current and output voltage.

Upv

Control Converter 

Control Converter 

High power 
diode 

High power 
diode 

Battery pack Bidirectional 
DC-DC 

Inverter  Load or grid 

Uw Direct 
current 

generator 

Distributed grid-connected 
power supply network 

Rectification

Fig. 1. Intelligent load control for multi-energy complementary power generation system
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2.3 Calculation of Power Network Frequency Control Parameters

When the grid frequency and power change, they will have a dynamic relation-
ship. When the power difference P, the frequency deviation f of the power grid will
have the following transfer function:

Dfðs)
DPðs) ¼

1
MisþDi

ð1Þ

Formula Mi is the inertia time coefficient of the generator set, and Mi = 50–10 s is the
general one. Formula Di is the frequency regulation effect coefficient of the load (also
known as the model load damping constant), then Di ¼ DPDf

Df ðMW=HzÞ.
When Di is replaced by a standard unitary value, it represents the percentage of load

active power change caused by 1% frequency change. Take Di ¼ 1 as an example, that
is, when frequency +0.01 (+0.5 Hz), the load value will be +0.01 (load 1%) and Di =
1–3.

In primary frequency modulation of generating units, the curve of static relationship
between output power and frequency of generating units becomes the static charac-
teristics of power and frequency of generating units [8]. The slope of power-frequency
static characteristic curve can be expressed as DP

Df ¼ Kg.

Governor is an important part of generator set. Its main function is to maintain the
load distribution and rotation speed between units. The mathematical function of steam
turbine governor is 1=TniSþ 1, Of which Is the governor time factor, which is usually
0.05–0.25 s. Steam turbines convert steam stored energy into mechanical energy,
which is then converted by generators into electrical energy. The transfer function of
reheat steam turbine is SCTRi þ 1

ðSTRi þ 1Þ ðSTti þ 1Þ. It needs to consider the time delay of steam flow

in reheat system. C is the proportion of power generated before steam enters reheater,
which is generally 25%–30%, TRi is the time coefficient of reheater, which is generally
5–10 s.

2.4 Regulating the Frequency of a Generator Set

Stand-alone control area: there is only one non-reheat thermal generator unit in the
control area with an installed capacity of 600 MW (rotating standby capacity of
100 MW), with a load of 500 MW. at a frequency of 50 Hz We take the firepower
unit’s Di equal to 1Mi equal to 10. After several seconds of reduced amplitude
oscillation, it finally stabilizes near the calculated value of theoretical analysis.

The wind power generation control mode and the photovoltaic power generation
control mode belong to the single power supply constant voltage control mode, can be
divided into two kinds of situations:

The time period of non-light radiation. The wind speed is enough to control the
control mode of single Boost-Buck converter using V2 of wind power generation;

No wind speed period. Enough optical radiation to control a single Boost-Buck
converter using a PV-based V2 converter;
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The multi-energy complementary power generation control mode belongs to the
dual power supply deviation control and constant voltage control mode, specifically:
there is both light radiation and wind speed time, when wind speed, light radiation is
enough, but wind, When the output voltage difference between the two photogenera-
tion exceeds the allowable range of the Boost-Buck converter, the PWM signal is
output by the bias control module of the single-chip microcomputer to make the wind
power discharge circuit work, and the difference of the output voltage between the two
is adjusted to the allowable value. The V2 control dual-Boost-Buck converter which
starts the wind-light combined power generation works simultaneously [9, 10].

2.5 Control Generation Control Mode

The multi-energy storage combined generation control mode includes multi-energy
storage and distributed grid-connected fluctuation and fuzzy control, multi-energy
storage island off-grid load control and fuzzy control. The multi-energy storage and
distributed grid-connected control mode is to control the switch-on direction of the
bidirectional DC-DC converter under the distributed grid-connected power supply
mode, according to whether the output power fluctuation of the multi-energy power
exceeds the national standard [11, 12]. By controlling the start-up and stop time of
energy storage or discharge, the energy storage can reduce the power wave momentum
of multi-energy and reduce the impact of the power network.

The active power of multi-energy complementary generation is sampled according
to a certain sampling period, and the on-off direction of switch is controlled in the
circuit of bi-directional DC-DC converter. When the sampling difference between two
adjacent points is positive and the absolute value is greater than the national standard,
Starting energy storage to store remaining energy; When the sampling difference
between the two points is negative and the absolute value is greater than the national
standard, the starting energy storage releases the storage energy.

2.6 Control Load Network Load

The strategy multi-energy storage island type off-grid control mode is that the multi-
energy storage combined power generation under the isolated off-grid direct load
operation mode, according to the multi-energy generation power and the load demand
power match or not. The on-off direction of switch is controlled in the circuit of bi-
directional DC-DC converter, and the start-up and stop time of energy storage or
discharge is controlled. The purpose of energy storage is to increase the follow-up of
multi-energy and load and to reduce the abandoned multi-energy quantity.

For the off-grid operation model of multi-energy storage island, the multi-energy
storage power in the model should be matched with the load demand power at every
moment. Therefore, the multi-energy combined output is divided into three regions
according to the installed capacity: peak, middle waist and low valley. The load is also
divided into three regions according to the maximum load, namely, high load, medium
load and low load. According to the following principles, a multi-energy storage and
nine-house district control strategy based on tracking load fluctuation is formulated.
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(1) When the multi-energy output and load level are in the low-valley and low-load
region, the middle-waist load region and the peak-high load region, respectively,
it is considered that the multi-energy combined output is in the state of natural
tracking load fluctuation (positive peak-shaving), and the output of the energy
storage model is set to 0 at this time.

(2) When the multi-energy output level is in the low valley region and the load level
is in the high load region, or when the multi-energy output level is in the high
peak region and the load level is in the low load region, it is considered that the
multi-energy power output is in the state of unable to track the load fluctuation
(inverse peak-shaving). Set the energy storage model to:

When PESðiÞ � PwgðiÞ � PLðiÞ
�
�

�
�� PF , PwgðiÞ � PLðiÞ\0, low valley and high charge

energy storage discharge; When PESðiÞ � PwgðiÞ � PLðiÞ
�
�

�
�� PF , PwgðiÞ � PLðiÞ [ 0, peak

low charge energy storage charge. Among them, PLðiÞ is the total load of the model at I
time, PF is the setting threshold, and its setting amount is determined by 10% of the
storage capacity, considering that the storage should not be filled frequently.

3 Results

According to the above-mentioned principle and conception, Xinjiang University has
developed the hardware module of V2 control double Boost-Buck transform controller
and the software modules of constant voltage control, fluctuation control, load control,
fuzzy control and deviation control for multi-energy storage combined power gener-
ation. Physical hardware and multi-energy storage networking test platform.

3.1 Experimental Preparation

(1) In the 0:00–7:00, 20:00–24:00 non-light radiation period and multi-energy gen-
eration differential voltage greater than the allowed range of 7:00–8:00, 19:00–
20:00 wind-generated V2 control of a single Boost-Buck converter control mode.
The test results are qualified and meet the requirements.

(2) When the differential voltage of multi-energy generation is less than the allowable
range of 7:00–19:00 time, the wind-light combined power generation V2 control
dual-Boosck converter control mode, the test results are qualified voltage and
meet the requirements.

Based on the control strategy of reducing multi-energy fluctuation and tracking
load, positive peak shaving, flat peak shaving and reverse peak shaving frequency are
used to calculate the effect of energy storage after energy storage. Table 1 gives the
variation and effect of multi-energy electric power fluctuation, following load and
economic index before and after adding energy storage.

It can be seen that the effect is better in stabilizing the fluctuation of multi-energy
electricity, improving the characteristic of following load, reducing the amount of
multi-energy electricity abandonment, increasing the utilization of resources and
improving the economic benefit of multi-energy electricity.
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3.2 Load Comparison of Power Generation Control Mode

The multi-energy complementary charging mode and the traditional charging mode are
used to charge the battery pack composed of 12 V/9 A�h battery series and parallel
respectively. The dynamic curve of charging current in the two modes is shown in
Fig. 2.

(1) The charging time of traditional charging mode is nearly 17 h, the charging time
of multi-energy complementary generation is nearly 15.5 h, and the charging time
is shortened.

(2) Considering the safety problem, the maximum charging current of the battery is 4
A, the maximum current is 3 A in the traditional charging mode, and the maxi-
mum charging current is close to 3.5 A in the multi-energy complementary
charging mode, indicating the fuzzy control mode. Ability to automatically
identify maximum charge current.

Table 1. Economic indicators of multi energy electric energy storage

Economic indicators Time Fan
power/kW

Photovoltaic
power/kW

Photoelectric
complementary
power/kW

Multi energy power
fluctuations

0 386.55 0 387

Subsequent load 5 290.89 0 291
Before increasing
energy storage

10 398.54 703.20 1102

After increasing
energy storage

15 298.10 742.40 1041
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Fig. 2. Two charging current variation curves
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3.3 Test of Inverter Output

In the simulation test of multi-energy storage test platform, the output voltage wave-
form of the inverter is compared with that of the actual field multi-energy grid-
connected bus voltage recording, as shown in Fig. 3.
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Fig. 3. Inverter output voltage ripple

Fig. 4. Power balance results of multi energy complementary generation system when the
battery is not saturated
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When the battery of multi energy complementary power generation system is not
full, the regulation method of load tracking will consider the state of the battery.
Assuming that the current power is reduced from 25 kW to 22 kW, the SOC of the
battery is 0.6. The simulation curve is shown in Fig. 4. The load tracking decision
changes in 0.05 s as shown in Fig. 5.

According to Fig. 4 and Fig. 5, it can be explained that in 0.05 s, the input power
becomes smaller and the terminal power difference is greater than zero. The controller
will give priority to connecting the battery and achieve power balance by charging.
Decision changed from “0” to “1”. It can be concluded that the battery of the multi
energy complementary power generation system enters into the state of charge when
the power difference is near zero.

4 Conclusions

Energy management and load distribution technology is a new technology, which can
greatly improve the power efficiency of the power station, and is of great significance to
the economic and reliable operation of the power station and the sustainable devel-
opment of energy. The experimental results show that the multi energy complementary
generation can smooth the randomness of single energy, the intermittent fluctuation of
energy and the control effect of energy storage, and reduce the impact on the grid,
which is very suitable for distributed grid connected operation. The constant voltage
control of the dual voltage up and down converter circuit is designed, and the ideal DC
bus voltage is obtained, which guarantees the inverter to output high-quality AC
current.

Due to the lack of time, there are also many deficiencies in energy management.
Some problems and solutions need to be further studied. Therefore, some suggestions
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Fig. 5. Load tracking decision changes at 0.05 s
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and ideas are put forward for the research work in this paper: due to the lack of a large
number of field test data, the knowledge base of fuzzy control system can not be trained
and optimized by using fuzzy neural network. In the future work, the controller can be
modified manually according to the membership function and control rules, so that the
performance of the controller can reach a good level.
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Abstract. Because the current power supply does not take into account the
regional climate cold and hot issues, leading to some areas of power energy
supply is greater than demand, waste a lot of unnecessary electricity, power
utilization rate is low. To solve the above problems, a multi-area integrated
energy dispatching method based on large data analysis is proposed. Firstly, the
data warehouse method is used to integrate the supply and demand data of
multi-region related comprehensive energy sources, then the integrated data is
processed, and then the power demand level is divided based on fuzzy clus-
tering. Finally, the multi-region power is reasonably supplied according to the
level, and the comprehensive energy dispatch of cooling, heating and power is
completed. The experimental results show that the multi region integrated
energy scheduling method based on big data analysis can reduce the average
power supply power by 353.534 kW, and improve the utilization rate of electric
energy.

Keywords: Largedata analysis � Integrated energy of cooling � Heating and
power � Integrated energy dispatch � Simulation

1 Introduction

Under the double pressure of energy crisis and environmental pollution, the con-
struction of regional comprehensive energy system has attracted wide attention all over
the world. Compared with the traditional cold, hot and power distribution system, the
regional comprehensive energy system has higher energy utilization efficiency and
emission reduction value [1]. In China, the construction of regional comprehensive
energy system is still in its infancy, and the scientific planning and optimal allocation of
regional comprehensive energy supply system is of great significance to its optimal
operation and overall performance improvement, which is an important problem to be
solved in the further development of regional comprehensive energy system in China.
The regional comprehensive energy system is composed of two parts: energy station
and heat and cold transmission pipeline network. Integrated energy station is the core
of regional integrated energy system. Its design process can be divided into three parts:
basic architecture design, equipment combination optimization and decision-making
based on operation simulation. The basic structure design is to determine the type of the
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alternative cold and heat power conversion device and its connection relationship
according to the primary energy status, site, energy supply type and demand of the user
demand and other elements available in the area. The process of equipment combi-
nation optimization is similar to that of power supply planning. Generally, operation
simulation is used to optimize the comprehensive energy equipment type, capacity and
number combination to achieve the optimal goal. When considering the multi-objective
of economy and environmental protection, it is also necessary to obtain the recom-
mended scheme through the comprehensive decision-making process.

With the continuous complexity of the structure and function of the power grid, the
requirements for the economy, environmental protection and reliability of the power
system are getting higher and higher. How to improve the energy utilization rate,
improve the energy structure of the power system, alleviate the contradiction between
energy demand and energy shortage, energy utilization and environmental protection,
and make the power grid move towards a clean, safe, efficient and reliable development
path has become a difficult problem and key to power operation [2]. China has a vast
territory and occupies many temperature zones. Therefore, there are some differences in
temperature in each region. Therefore, in summer indoor cold supply and winter indoor
heat supply, according to the regional temperature, is one of the main ways to solve the
above problems [3]. However, how to realize the rational dispatch of multi-regional
integrated energy resources of cooling, heating and power, the large data analysis in the
early stage is very important, and it is the basis of realizing the rational distribution of
power energy. In the process of big data analysis, it mainly includes data acquisition
related to regional energy supply, then processing the collected power data, dividing
the power supply and consumption of multi-region into several levels according to the
actual demand of local power, and finally realizing the optimal distribution of power
according to the level, reasonable dispatch, in order to reduce unnecessary consumption
of power energy and improve the energy structure. In order to validate the effectiveness
of the multi-region integrated energy dispatching method based on large data analysis
in this study, a simulation experiment was carried out. The results show that the total
energy supply in North China has been greatly reduced after using this method to
dispatch the integrated energy of the region. This shows that the utilization rate of
power energy has been improved and the energy shortage has been alleviated.

2 Multi-area Cooling, Thermoelectricity and Integrated
Energy Dispatch

With the rapid development of social science and technology, human living and
development space is more and more vulnerable to population growth, energy shortage,
environmental pollution and ecological destruction [4]. In order to improve energy
efficiency, reduce environmental pollution and improve energy structure, countries
around the world have made the exploration of alternative energy sources and the
sustainable development of energy as a top priority. With the rapid economic growth
and social development in China, the contradiction between energy demand and energy
shortage, energy utilization and environmental protection has become increasingly
prominent. With its cleanliness and renewability, electric energy has become the focus
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of research. It has more and more advantages in improving energy utilization effi-
ciency, developing new energy and alleviating energy demand. It is of great signifi-
cance to solve the contradiction between economic development and environmental
constraints in China [5]. At present, as one of the core technologies in the field of
power utilization, there are still many problems to be solved. On the one hand, to meet
the requirements of power system security, reliability and economy, it is the key and
difficult point in the field of power supply to study the optimal dispatching methods and
strategies [6]. On the other hand, with the increase of the permeability of renewable
power generation, it is of great practical significance to reduce the impact of ran-
domness and fluctuation of renewable power generation on the system by using power
energy optimal dispatching technology.

2.1 Data Integration of Supply and Demand for Integrated Cooling,
Thermal and Power Energy Based on Multi-regional Relevance

In the power regulation business, there are many business systems, such as power
information collection, geographic information, distribution automation, dispatching
automation, production management, weather forecast, marketing and so on. These
systems describe the information of an object from different perspectives. At present,
the information is independent, that is, multiple files of an object. In order to extract
more valuable information from regulatory data, it is necessary to integrate descriptive
information from multiple perspectives of an object and conduct joint analysis to
realize one object, one file, one device, one file, one user, one event and one file. For
this reason, it is necessary to adopt a unified data model, data structure and association
relation oriented to power grid object, and integrate and manage these data to support
large data analysis and calculation. In order to solve this problem, this chapter studies
data integration [7].

Data integration is the integration of data from several different data sources into a
unified data set, which may be integrated logically or physically. The core task of data
integration is to integrate related distributed heterogeneous data so that users can access
them transparently. Common data integration methods include federated database
system, middleware integration method and data warehouse method. In this paper, the
data warehouse method is used to integrate the supply and demand data of multi-region
related integrated cooling, heating and power energy, so this method is only described
below [8].

The data warehouse method is to establish a data warehouse to store data. As
shown in Fig. 1, what it actually does is copy data from each data source to the same
place, that is, data warehouse.
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In order to extract the existing data sources and organize them into the form of
comprehensive data that can be used for decision analysis, the basic architecture of a
data warehouse should have the following basic components:

(1) Data source. Operational database systems and external data that provide the
lowest level of data for data warehouses [9].

(2) Monitor. Responsible for sensing changes in data sources and extracting data
according to the needs of data warehouse.

(3) Integrator. The data extracted from the operational database are transformed,
computed, synthesized and integrated into the data warehouse.

(4) Data warehouse. Store data that has been converted according to the enterprise
view for analysis and processing. According to different analysis requirements,
data are stored in different degrees of integration. Metadata should also be stored
in the data warehouse, which records the data structure and any changes in the
data warehouse to support the development and use of the data warehouse.

(5) Customer applications. Provides a tool for users to access and query data in data
warehouse, and expresses the results of analysis in an intuitive way [10].

2.2 Data Processing of Supply and Demand for Integrated Energy
of Cooling, Heat and Power

Data integration is followed by data processing steps, and data cleaning operations are
usually required in actual business processes. Usually, dirty data exists in business
systems, including incomplete data, wrong data and duplicate data. Therefore, data

Data warehouse

Data Integration 
System

Data 
source 1

Metadata 
managementWrapper

Data 
source 1

Fig. 1. Data warehouse
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cleaning technology is needed to deal with these dirty data [11]. Common data cleaning
methods are given below:

(1) Solutions to Incomplete Data

In most cases, missing values need to be filled in manually; some missing values
can also be derived to approximate values, which can be replaced by average, mini-
mum, maximum or other more complex probability estimates.

(2) Method of detecting error values

Statistical analysis can be used to detect possible error values, or simple rule bases
can be used to detect data values, or constraints between different attributes can be used
to detect error values [12].

(3) Detection and elimination of duplicate records

If all attribute values of both records are the same, the two records are duplicated.
The purpose of eliminating duplicate records can be achieved by retaining one of the
records.

(4) Detection and elimination of inconsistent data

By defining integrity constraints, inconsistent data can be detected, and connections
can be found by analyzing data. Cleaning can be done by specifying simple trans-
formation rules or using domain-specific knowledge [13].

2.3 Power Demand Classification Based on Fuzzy Clustering

Fuzzy clustering analysis is a method of clustering objective things according to their
characteristics, degree of affinity and similarity [14]. Its characteristics are that the
conclusion of fuzzy clustering does not mean that the objects belong to a certain
category absolutely, but that the objects belong to a certain category relatively with
clear values. To a certain extent, it belongs to another category. In the fuzzy clustering
analysis, the first step is to calculate the fuzzy similarity matrix, and different fuzzy
similarity matrices will produce different classification results; even if the same fuzzy
similarity matrix is used, different thresholds will produce different classification results
[15, 16]. The basic steps of power demand classification based on fuzzy clustering are
shown in Fig. 2 below.
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The first step is to process the statistical indicators of each representative point, in
order to make the data of each indicator comparable, the dimensionless processing is
carried out. Dimension is an important concept in physics. In theoretical calculation
and numerical calculation, it is often necessary to do dimensionless processing (in fact,
the main characteristic quantities of the system are used as the units of the corre-
sponding physical quantities). By doing so, the theoretical calculation is simple, the
numerical calculation is convenient, and the physical equation can be transformed into
a specific mathematical equation, which is convenient for mathematical processing.
The extremum method is chosen here to be dimensionless.

There are three ways to choose:

x0i ¼
xi

max�min
ð1Þ

That is to say, every variable is divided by the total distance of the value of the variable,
and the value range of each variable after standardization is limited to [−1,1].

x0i ¼
xi �min

max�min
ð2Þ

data Integration

Data Indicator Processing

Selection of Evaluation Factors by Principal 
Component Analysis

Establishment of Classification Standards

Calculating Index Weight

End

Determining regional power level

Start

Fig. 2. Basic steps of power demand classification based on fuzzy clustering
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That is to say, the difference between each variable and its minimum value is divided
by the total distance of the value of the variable, and the range of the value of each
variable after standardization is limited to [0,1].

x0i ¼
xi

max
ð3Þ

That is, the value of each variable is divided by the maximum value of the variable, and
the maximum value of the variable is 1 after standardization.

Dimensionalization of variable data by extremum method is to transform original
data into data bounded by a specific range through the maximum and minimum values
of variable values, thus eliminating the influence of dimension and order of magnitude.

The second step is to select evaluation factors by principal component analysis. The
process is shown in Fig. 3 below.
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Fig. 3. Selection of evaluation factors by principal component analysis
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The third step is to establish the classification standard. Table 1 below is the power
demand classification standard.

Next, we need to convert the standard of fuzzy disaster degree classification to
Table 1. The purpose is to establish the membership function of the fuzzy set of
disaster loss grade, and to unify the standard of dividing the loss grade of natural
disasters by using different indicators.

Here A, B, C, D and E are grade 1, grade 2, grade 3, grade 4 and grade 5,
respectively. For convenience, we calculate the logarithmic function with 10 as the
base, convert the corresponding values of each index into natural numbers, and get the
criterion of fuzzy disaster grade division.

The fourth step is to calculate the weight of evaluation index by using analytic
hierarchy process. Firstly, a hierarchical structure is established based on the above-
mentioned analysis indicators. Then, a judgment matrix is constructed by comparing
the nine-level scoring system. Then, the maximum eigenvectors and eigenvectors in the
judgment matrix are calculated. According to the calculated results, the consistency test
of the constructed judgment matrix is carried out. Finally, after the consistency test is
passed, the weight set of the indicators can be obtained.

The fifth step is to calculate the comprehensive evaluation result vector. By
choosing the appropriate synthesis operator, the weight set A and membership matrix R
are combined to get the fuzzy comprehensive evaluation result vector B of the eval-
uation object, that is, the membership degree of the evaluated object to each level of
fuzzy subset as a whole.

The sixth step is to determine the regional power level. The principle of weighted
average comprehensive average is used to determine the regional power level. The
principle of this method is that the level of the object is a continuous relative position,
using the numerical value 1,2,. N denotes each rank in turn, and these values are called
ranks of each rank. Then, the values B J (j = 1,2) in the comprehensive evaluation
vector B are used. (n) The ranks of each rank are weighted to get the relative position of
the evaluated object.

The principle of weighted average can preserve the original data and process data
more intact, avoid the loss of data information, and quantify the grade of the evaluated
object, making the evaluation results more intuitive.

Table 1. The power demand classification standard

Power demand level Electricity demand (KW)

Level 1 [500,1000)
Level 2 [1000,2000)
Level 3 [2000,3000)
Level 4 [3000,4000)
Level 5 [4000,5000)
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2.4 Realization of Reasonable Dispatch of Comprehensive Energy
for Cooling, Thermoelectricity and Power

(1) Determining decision variables

Decision variables mainly refer to the generation capacity and power demand level, and
there is a certain relationship between them. For areas with low power demand level,
the generation capacity is very small, and for areas with high power demand level, the
generation capacity is large.

(2) Analysis of objective function

The main factors involved in the objective function are generation capacity and power
demand level. With the further development of energy-saving concept, higher
requirements are put forward for power supply scheduling. The level of force demand
in the objective function determines the amount of electricity generated. The devel-
opment of objective function in the direction of power dispatching can promote the
optimization of power dispatching decision-making model and make Low-carbon
Science and technology innovate and develop continuously.

(3) Model constraints

At present, many power enterprises do not pay attention to the classification of power
demand levels, resulting in huge waste of power in the actual supply process. In view
of this situation, the government has issued an order for the rational distribution of
electricity, which has become a constraint for the operation of many large power
enterprises. However, in order to achieve the balance between supply and demand
levels, it is not enough to rely on the efforts of the government alone. Power enterprises
need to improve their own power dispatching mode and decision-making model.

3 Simulation Experiment

In order to prove the effectiveness of the multi-area integrated energy dispatching
method for cooling, heating and power based on large data analysis, a simulation
experiment is needed. Firstly, an experimental simulation platform is established by
using the simulation tool CloudSim. The experimental data are selected from the power
supply data of several areas in North China from 2015 to 2019. Now use the method of
this study to conduct reasonable dispatch. After the dispatch is completed, the power
supply is counted. The results are shown in Table 2 below.

Table 2. Statistical results of power supply

Year Actual result (KW) After reasonable dispatch (KW) Differ (KW)

2015 2536.46 2047.35 489.11
2016 3011.68 2834.87 176.81
2017 3517.21 3247.98 269.23
2018 4563.78 4179.54 384.24
2019 5217.23 4768.95 448.28
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From Table 2, it can be seen that the power supply decreases by 489.11 KW,
176.81 KW, 269.23 KW, 384.24 KW and 448.28 KW respectively, with an average
decrease of 353.534 KW, which shows the effectiveness of this method.

In order to further verify the reliability of the method in this paper, the time required
for the comprehensive energy classification of cooling, heating and power in reference
[2, 3] is compared, the results are shown in Fig. 4.

It can be seen from Fig. 4 that the time required by the methods in reference [2, 3]
in the classification of comprehensive cold, heat and power energy is relatively long,
while the time required by the method in this paper is relatively short. The reason is that
the dimensionless treatment is carried out in the process of comprehensive energy
classification of cooling, heating and power, and the calculation is simple, and the
numerical calculation is convenient. The physical equation can be transformed into
specific mathematical equation, which is convenient for mathematical processing. The
extremum method is used to dimensionless, the original data and processing data are
retained completely, the loss of data information is avoided, the grade of the evaluated
object is quantified, and the evaluation result is more intuitive.

The main parameters of the optimization algorithm are: the initial population size is
50, the population dimension is 10, the search space is 0–10000 kW, and the maximum
number of iterations is 1000. When the inertia weight is large, the global search ability
is strong, but the local search ability is poor. Previous studies have shown that the value
of inertia weight W should be less than 1 to ensure the local search ability of the
algorithm. Therefore, according to experience, the value range of inertia weight W is
0.9 maximum and 0.2 minimum. Learning factors affect the change speed of particles.
The existing algorithm research shows that learning factors usually select constants in
[0,4], and the number of particles retained in the front end is 8. Equipment capacity
configuration corresponding to 8 non inferior schemes is shown in Table 1 (equipment
with capacity configuration result of 0 is omitted).
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It can be seen from Table 3 that electric heating, electric hot water boiler, gas
turbine, battery and other equipment are not selected, which indicates that the cost
performance of these types of equipment is low under the example price and param-
eters, and the economic competitiveness is not high. There are heat storage and cold
storage devices in each scheme, and the configuration capacity is high, which shows
that the configuration of heat storage and cold storage equipment can effectively
improve the economy of the comprehensive energy supply system, and has a good
value of carbon emission reduction, so it should be given priority. Absorption refrig-
eration equipment can reduce carbon emission, but its economy is not as good as
electric refrigeration equipment. In addition, the comparison of the comprehensive
energy supply scheme of this example shows that the larger the capacity of the electric
refrigeration equipment is, the higher the overall economic benefit is.

4 Conclusions

In summary, this study explores some problems of power scheduling. At present,
regional differences are not taken into account in power system dispatching, which
leads to low power utilization rate and serious energy waste. In view of the above
situation, a multi-region integrated energy scheduling method based on big data
analysis is studied. The simulation results show that this method is effective, solves the
problem of unnecessary power consumption and achieves the purpose of energy
saving.

The influence of new energy generation forms, including wind power and photo-
voltaic, on the planning of integrated energy system is not taken into account, and
further study is needed. With the deepening of the national energy system reform and
the vigorous development of the energy Internet, the integrated energy system is bound
to have a larger and larger display stage, and the rational and efficient planning of the
integrated energy system will also be the focus of future research.

Table 3. Configuration capacity optimization results

Programme Configure capacity/MW
Gas
engine

Waste
heat
boiler

Gas
fired
boiler

Voltage
refrigerator

Absorption
refrigerator

Heat storage
irrigation

Cold
storage
tank

1 9.8 13.2 8.9 8.4 11.1 15.6 20.9
2 12.5 17.2 7.7 6.9 14.5 15.3 27.5
3 15.6 21.3 5.5 4.8 18.8 12.6 36.5
4 16.4 22.5 5.2 4.7 18.9 11.5 28.9
5 20.2 25.6 3.3 2.9 21.3 9.2 47.2
6 21.2 28.2 2.7 2.4 24.6 10.5 50.6
7 22.6 29.3 2.3 1.8 25.3 11.2 52.4
8 22.9 30.2 0.0 0.0 28.9 4.6 60.5
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Abstract. Under the traditional performance evaluation method, the financial
analysis process lays too much emphasis on the integrity and the weight of
performance factors is not clear, which leads to the poor aggregation degree of
performance evaluation data. A key performance evaluation method based on
fuzzy analytic hierarchy process (FAHP) is proposed. The data flow of per-
formance indicators is established according to the current situation of the
enterprise on the basis of the three indicators of work efficiency of financial staff,
utilization of financial funds and overall financial operation efficiency. By
applying data envelopment analysis and static tree analysis, a comprehensive
analysis model is established. The index data flow is sampled according to the
boundary performance value and the weight of each factor is calculated by using
the idea of fuzzy hierarchy. After quantification, the final fuzzy evaluation is
obtained and the key performance evaluation is realized. The experimental
results show that compared with the traditional key performance evaluation
method, the data aggregation degree of the designed key performance evaluation
method is improved by 29%, and the overall scientific nature is stronger.

Keywords: Fuzzy hierarchy � Evaluation results � Data aggregation � Sampling
extraction

1 Introduction

At the beginning of reform and opening-up in the last century, China was backward in
society, weak in economic foundation, low in scientific and technological level,
workers’cultural literacy, backward in ideology, low in international status, less
exchanges with foreign countries, lack of experience in market economy, and imperfect
in various economic systems, laws and regulations. In recent years, with the stability
and prosperity of China’s social economy and finance, some economists in China have
begun to emphasize financial economic management. The core issue is how to prepare
effective financial formation management policies and how to rationally allocate
existing financial resources in the financial management of enterprises in China. The
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solution of this problem has an important impact on the rational management of
financial economy of enterprises in China. In order to ensure the smooth progress of the
financial work of enterprises and carry out financial management with the highest
efficiency, it is necessary to establish a proprietary financial key performance evalua-
tion index system, which can not only ensure financial security, but also improve work
efficiency. Facts have proved that only by using new management means to ensure the
standardization of financial information management process, can the risk be mini-
mized, some duplicate financial work content be avoided, and the efficiency of financial
information management is gradually improved. The method of fuzzy analytic hier-
archy process (FAHP) is to express the fuzziness of the evaluation index on the impact
degree of the final evaluation target parameters in the form of a fuzzy set, form an
evaluation matrix that can be directly evaluated, and obtain the evaluation result of a
fuzzy set through a fuzzy transformation, and evaluate the final evaluation target
parameters according to the size of membership. By introducing the Fuzzy Analytic
Hierarchy Process (FAHP) evaluation scheme, we can establish a unique evaluation
matrix through the objective weight of the indicators, and realize the evaluation of key
financial performance [1].

2 Design of Key Performance Evaluation Method

2.1 Establishment of Performance Indicators Data Flow

The extraction and establishment of financial key performance data flow can be simply
regarded as a combination of organizational viewpoints and thinking modes of financial
sharing. The organization of data viewpoint is the primary problem in designing an
effective method of financial key performance evaluation. It needs to use mathematical
logic to influence data system integration. Through the follow-up Fuzzy Analytic
Hierarchy Process (FAHP), an analysis matrix is established for comprehensive
calculation.

In the establishment of data flow of financial performance indicators, different
levels of financial information need to correspond to different value systems and
financial advantages, and finally introduce different rating weights. The whole data
system of performance indicators is divided into policy level and strategy level
according to the level of financial information. Its core indicators include three main
aspects: the efficiency of financial personnel, the utilization rate of financial funds, and
the overall operational efficiency of finance [2].

The work efficiency of financial personnel needs to be determined by means of per
capita financial operation quota. Its algorithm is the ratio of the total operation quota to
the total number of financial personnel. This value reflects the intrinsic relationship
between human resources input and output. The larger the ratio, the stronger the
purchasing economy. In addition, it is necessary to determine the value of the per capita
procurement cost, that is, the ratio of the average monthly salary of the procurement
personnel to the public financial expenses of the procurement department. The smaller
the ratio, the higher the procurement efficiency of the procurement department.
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The determination of the index of the utilization rate of financial funds needs the
support of three data: budget preparation rate, procurement budget completion rate and
procurement control rate. Budget preparation rate is the proportion of purchasing funds
to the overall budget, which reflects the efficiency of purchasing departments’ man-
agement of financial funds. The procurement budget completion rate is the ratio of the
procurement amount to the procurement budget. This ratio defines the effect of the
procurement budget implementation. The higher the proportion, the more efficient the
financial budget implementation is, and the better the procurement goal can be
achieved. Purchasing control rate can reflect the degree of capital savings of purchasing
department. However, high control rate is not the ultimate goal in procurement,
because the accuracy of procurement budget preparation and budget precision can also
determine the control rate to a certain extent [3].

The overall operational efficiency of finance is the proportion of enterprise financial
expenditure in the total amount. On the one hand, this proportion shows the importance
of financial application of enterprises, on the other hand, it also reflects the impact of
economic operation of enterprises. Under certain conditions of the overall budget, the
larger the ratio, the smaller the corresponding proportion of other forms of economic
management. Detailed economic indicators are as follows: Table 1:

Table 1. Factor analysis table

Level Scope Status quo Methods

Policy
level

Organizational model Risk analysis Performance
improvement

Financial facilitation Project performance
status

Economic project
data

Financial missiveness Improve potential Project execution
data

Financial internal
information division

Comprehensive risk Economic data

Overall financial information
standards

In-project roles Economic planning
data

Strategic
level

Mission of the position Financial situation Data system
The main duties and
responsibilities

Performance
improvement

Training design

Economic enforcement
conditions

Economic information
analysis

Incentive plan

Economic punishment data Regional economic
data

Factors data

Economic analysis data Positive data Choose the part of
data

Economic development data Negative data New member data
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The above-mentioned evaluation index system mainly aims at the actual evaluation
scheme of current enterprise financial performance index data flow. Through evaluation
and analysis, numerous data streams can be formed, which can provide data base for
subsequent data sampling and extraction [4].

2.2 Indicator Data Flow Sampling

The establishment of data flow in cloud Accounting Financial Sharing Center needs to
aim at the completion rate of the above evaluation indexes and influencing factors. The
actual calculation of data flow needs to consider many reasons. After the data flow
summary work is completed, we can extract the data indicators samples of the current
key data of enterprise finance through the designed extraction template. In order to
ensure the scientificity and accuracy of data extraction, the design introduces two kinds
of data logic analysis methods: data envelopment analysis and static tree analysis, and
combines the current financial indicator data for theoretical quantification [5].

Data Envelopment Analysis (DEA) is a comprehensive logical structure analysis
method derived from the intersection of modern financial operations management and
mathematical economics. It is mainly through the use of mathematical logic planning to
convert multiple evaluation indicators or data flow information into output departments
or units (also collectively referred to as decision units), and then judge whether each
decision unit is DEA according to the effectiveness between each decision unit.
Effective, in simple terms, is to analyze whether each decision-making unit is in effi-
cient production, and its effective data is extractable data.

In the field of statistics and financial economics, efficient production is a prereq-
uisite for generating production functions. DEA method can be used to determine the
distribution structure of integrated production frontiers, so DEA can also be regarded as
an unconventional parametric statistical evaluation method. Because there are many
decision-making units involved, the designed analysis model introduces the static tree
structure into the DEA data envelopment analysis method, and establishes a static tree
analysis system, as shown in Fig. 1:
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The static tree analysis method can use the linear specification to obtain the pro-
duction frontier boundary of each economic data analysis gate of the current enterprise,
and directly calculate the completion efficiency and input and output of the decision
unit under each gate. In the actual calculation, the decision unit should be compre-
hensively selected first, the total number is N; m and S respectively refer to the
performance rate input and output of each decision unit, and assume the ith input
variable of the Kth decision unit, denoted by the symbol Xik (i = 1, 2, … m), corre-
sponding to the Jth output in this series of decision units expressed by Yjk (i = 1, 2, …
s), relevant The calculation model is as follows:

s; t

Pn

k¼1
XkHk þ s� ¼ hXt

Pn

k¼1
XkHk�Sþ ¼ Yt

s� � 0; sþ � 0; Hk � 0; k ¼ 1; 2; . . .n

8
>>>><

>>>>:

9
>>>>=

>>>>;

ð1Þ

In Eq. 1, s� and sþ respectively represent the economic verification coefficients of
each decision gate; H and h represent the decision-making influence parameter vari-
ables of each decision gate; where h is the performance comprehensive efficiency value
of each financial information influence gate [6].

The efficiency obtained by formula (1) can be represented by k. In order to dis-
tinguish the value range, each part of the value range can be divided into: A1, A2, A3,
A4. In performance rating, the theoretical efficiency is assumed to be a fixed amount,
then each range variable and corresponding output are:

Fig. 1. Schematic diagram of static tree analysis
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A1 ¼ A2 ¼ A3 ¼ A4 ¼ 3:5� 10�8 ð2Þ

U1 ¼ U2 ¼ U3 ¼ U4 ¼
1
4
H ð3Þ

Where H is the Solomon efficiency coefficient and is based on the actual situation.
Before the calculation, the static tree analysis can be transformed into a static

analysis chain, and the data extraction convenience rate is improved as shown in Fig. 2.

Based on Fig. 2 and Eqs. (2) and (3), the decision-making unit input and output
analysis matrix is established to obtain the boundary performance value C [7].

C ¼

�ðU1 þA1Þ A1 A2 0 0
U1 �ðU1 þA2Þ 0 U2 U3

U1 0 �ðU1 þA3Þ 0 0
0 U2 0 �ðU1 þA4Þ U4

0 0 U4 0 �ðU2 þA1Þ

2
66664

3
77775

ð4Þ

The boundary performance value can represent the completion efficiency of each
desired work within the indicator system. Using DEA analysis, the input and output
values of all decision units are converted to boundary performance values, projected
into the geometric space, with the lowest input or highest output as the boundary [8, 9].
When the decision-making unit (DMU)’s boundary performance refers to being at the
spatial boundary, the DMU is considered to be efficient and efficient, with a relative
efficiency value of 1, which means that the DMU can no longer reduce input or
increase production under the same conditions. The data is extractable data. If the
DMU is within the bounds, the DMU is an inefficient unit and gives a value between 0
and 1. The performance metric between 1 indicates that if the output is unchanged, the
input or investment remains unchanged. It shows that if you continue to add inputs, you
can increase the output, and the data is non-extractable data [10].

Fig. 2. Static tree analysis chain
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2.3 Achieve Performance Evaluation

According to the sampled data extracted above, based on the fuzzy analytic hierarchy
process, the final performance target can be evaluated. The principle steps are as
follows:

A set of factors U composed of factors to be evaluated that affect the set of
evaluation results of the target and a set of comments v composed of comments that
judge each factor are set. Can be expressed as:

U ¼ u1; u2; � � � unð Þ
V ¼ v1; v2; � � � vnð Þ ð5Þ

Firstly, according to the 1:1 analytical method of the analytic hierarchy method,
according to the evaluation method shown in Table 2, all the factors in the factor set U
that affect the financial performance are compared in pairs, and the fuzzy quantitative
assignment between the influencing factors is established [9].

By comparing the two factors, we can get an n-direction positive matrix C. The
application formula (4) of fuzzy assignment of each factor in matrix C is transformed to
obtain the weight coefficient of single factor. On this basis, the weight vector composed
of multi-factor weight coefficients is obtained, and the weight vector is expressed as n.
Then, according to the evaluation in the single factor evaluation set v, the discretized
values are applied to the normal distribution according to the grading criteria, and the
fuzzy comprehensive evaluation matrix R is constructed according to the interval
membership degree of the function. After determining the weight vector and the
comprehensive evaluation matrix, the result of the comprehensive evaluation Y can be
obtained by the fuzzy operation, where Yj is the subordinate of the corresponding fuzzy
comment corresponding to the judgment object, and generally needs to analyze and
evaluate the result according to the principle of maximum membership degree. It is
considered to be the last fuzzy comment [11, 12].

Table 2. Fuzzy weighting method for each evaluation factor weight

The importance of the factors x, y f(x,y) assignment f(x,y) assignment

Equally important 1 1
X is slightly important 3 1/3
X is important 5 1/5
X is very important 7 1/7
X is extremely important 9 1/9
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3 Experimental Results and Analysis

The simulation data set is taken as an experimental sample to illustrate the basic
process of determining the key performance value by applying fuzzy comprehensive
evaluation method and verifying the rationality of the method. Applying the 1–9 ratio
method, according to the relative importance of different factors to evaluate the target
parameters, the fuzzy assignment is performed, and the normalization transformation is
applied to determine the single factor index weight coefficient. For example, the
evaluation of the efficiency of financial application, the main factors affecting the
financial structure, the status quo of enterprises. According to the factors, the two
factors are compared to determine the importance of the factors.

Commonly used, good, medium, poor, and poor five-level evaluation criteria to
fuzzy evaluation of a good or bad thing. The calculation method and evaluation
standard of single factor index in the evaluation system are mainly determined based on
the results of ministerial standards and digital model theory. For example, the plane
permeability coefficient of variation coefficient is good, good, medium, poor, and the
corresponding range is less than 0.5 0.5–0.6 0.6–0.7 0.7–0. 8 and greater than 0.8. You
can directly seat the number according to the size of the parameter. For the criteria of
new fiscal factors, irregular factors and other indicators, the application of mathematical
model theory is determined. If the fund utilization rate standard is determined, the
typical theoretical model established by the application simulates the influence degree
of different capital utilization efficiency, and the five-level evaluation standard is
established according to the simulation result. The end evaluation index in the eval-
uation system has a clear boundary value, and the single factor evaluation matrix can be
obtained according to the specific value of the parameter and the single factor evalu-
ation standard, and the normal distribution function is used to obtain the interval
membership degree. The upper level does not have an explicit evaluation index of the
boundary value, and the single factor evaluation matrix can be obtained by using the
one-factor evaluation matrix of the next-level evaluation index and the weighting set
determined by the analytic hierarchy process. On the basis of the single factor evalu-
ation matrix, the fuzzy evaluation matrix of each level can be obtained. The matrix
values are extracted to determine the final fuzzy evaluation results, which are compared
with the traditional performance analysis methods. The results are shown in Fig. 3.

As can be seen from the experimental results in Fig. 3, the data aggregation degree
of both the traditional method and the proposed method fluctuated to a certain extent
during the whole experimental process. However, in terms of the average degree of
perfect fit, the proposed method is significantly higher than the traditional method, with
the highest data aggregation index value up to 0.026, indicating that the proposed
method has better application effect and obvious advantages.
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4 Conclusion

Combining with the actual financial characteristics and the important problems faced
by the authentic company, this paper applies the research template of the Fuzzy
Analytic Hierarchy Process (FAHP) to make up for the influence of financial factors
neglected in the past financial performance evaluation on the results of performance
evaluation, and constructs a scientific, reasonable and comprehensive financial per-
formance evaluation system of the company. This paper also has some limitations.
Firstly, the data of financial indicators selected in this paper come from the current
stage of our country. Although financial audit and performance evaluation need to audit
the annual report of the company, the assurance provided by auditor is limited to
reasonable assurance, so it is impossible to guarantee the authenticity and integrity of
the annual report disclosure data 100%. Secondly, the selection and revision of the
index system in this paper combines the analysis and judgment of the characteristics of
the current financial enterprises. It has certain subjectivity. Different evaluation subjects
may have different opinions on the selection and revision of the index. To some extent,
the conclusion of this study is not unique. Finally, because the change of external
environment will affect the performance evaluation system of enterprises, and the
conclusion of this paper is based on the historical data disclosed in the annual reports of
listed companies from 2014 to 2016, so it reflects the past financial performance
performance, and fails to accurately predict the future development trend of financial
performance of Listed Companies in construction industry. It is hoped that in the
follow-up study, we can pay attention to the changes of the external environment and
adjust the evaluation system appropriately to adapt to the new situation of industry
development.
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Fig. 3. Data aggregation degree comparison chart
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Abstract. This paper introduces the basic idea and operation mecha-
nism of contract network. In view of its shortcomings, it introduces an
agent mental model and proposes a distributed task allocation algorithm
based on improved contract network protocols. The algorithm improves
the bidding process and the bidding process, reduces the system commu-
nication volume and fully considers the status information of the drone
itself. Finally, a simulation experiment is designed to compare and ana-
lyze the advantages of the improved contract network over the traditional
contract network.

Keywords: Contract Network Protocol (CNP) · Distributed task
allocation · Combat mission modeling

1 Introduction

In the information battlefield, the various arms and operating entities distributed
in different locations implement distributed interconnection and interoperability
based on the operational network to realize dynamic allocation and coordination
of distributed tasks. The battlefield situation is complex and changeable and the
pre-war plan is very easy to be disrupted. Therefore, it is required that the accu-
sation center be able to coordinate the battlefield resources and entities on the
battlefield in real time. In a dynamic environment, reform the action plan for the
new battlefield situation and select the appropriate battle The entity performs
the corresponding combat mission. Before receiving an order from a superior, it
is required that combat entities be able to autonomously implement combat task
allocation and resource coordination in accordance with corresponding rules, so
as to avoid jeopardizing fighters and causing mission failures. Therefore, it is of
great significance to study the dynamic assignment of distributed tasks. This
paper is based on the Contract Net Protocol (CNP) task allocation model. It
analyzes the deficiencies and shortcomings in the traditional contract network,
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introduces the Agent mental model, improves the bidding and bidding stages,
and performs simulation verification and analysis.

2 The Basic Theory

2.1 Basic Theory of Contract Network

The Contract Net Protocol (CNP) [1,2] is a method proposed by Smith and
Davis in 1980 to solve distributed problems. In the contract network protocol
model, it consists of multiple agents that can transmit messages to each other.
According to the different responsibilities for each agent, the agents are divided
into three types: bidding agent, bid agent, and winning agent.

As a blind bidding method, the contract net protocol can solve the single task
assignment. However, the UCAV fleet needs to face multi-tasking concurrent
situations. The negotiation process using the traditional contract net protocol
has the following disadvantages [3,4]:

The bidding agent conducts bidding in the form of broadcast and all the
agents that receive the message can participate in the bid, which will gener-
ate a large communication load, waste resources in the system and have low
negotiation efficiency. The bid agent needs to communicate with the bidding
agent multiple times during the evaluation stage, which leads to an increase in
the communication volume of the system, and the negotiation process is long
and cumbersome. The bid document evaluation mechanism is incomplete. In the
contract net protocol, the bidding agent only judges the winning bidder by the
value of the bid and does not evaluate the actual task amount of the bid winner.

The task assignment process of the entire contract net protocol is a dis-
tributed dynamic task assignment method [5,6], which depends on the indepen-
dent decision-making ability and control strategy of each agent.

2.2 Agent Mental Model

The Agent mental model [7–9] records the capability information of the Agent,
the relationship between the Agents, the mental state of the Agent and the
changes in the system environment. The mental model consists of the following
parameters: ability, trust, familiarity, positivity, risk, and busyness.

Agent mental model is defined as a two-group: <Relation Agent, Parameter
Metal>. Relation Agent = <Agenti, Agentj> represents the relationship

between two agents and Parameter Metal = <A,B, P, F,RT,Cl,BD> rep-
resents the mental parameters of the Agent mental model.

Ability A. In the contract net protocol, the bidding Agent tends to find Agent
with stronger task execution capabilities to cooperate. The capability parameter
update of the agent does not depend on the completion of the task, but depends
on the capability of the agent. This paper considers the capability value of UCAV
from the task load and weapon load. The parameter update function is:
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A(Agenti, Tk) =
Load Taski

Load Taskmax
+

Loadi
Loadmax

(1)

In the formula, Load Taski represents current mission load; Load Taskmax rep-
resents maximum mission load; Loadi represents current weapon load; Loadmax

represents maximum weapon load.

Believability B. Trust believability represents Agenti’s evaluation of Agentj ’s
completed tasks and the parameter update function is:

B(Agenti, Ti) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Binit,

i = 1, 0 <= Binit <= 1
min(B(Agenti, Ti−1) + Gs ∗ ξ, 1),

i > 1, 0 < Gs <= 1, ξ > 0
max(B(Agenti, Ti−1) + Gf ∗ ζ, 1),

i > 1, 0 < Gf <= 1, ζ > 0

(2)

In the formula, Gs represents Agentj completes the completion degree of task
Ti−1 and the higher the degree of completion, Gs the closer to 1; Gf represents
Agentj completes the failure degree of task Ti−1, the higher the failure degree,
the closer to 1; ξ represents the reward coefficient for completing the task; ζ
represents the penalty coefficient of the task failure.

Familiarity F. Familiarity represents that the number of bidding tasks for
Agentj completion Agenti accounts for the proportion of each other’s bidding
tasks. The parameter update function is:

F (Agenti, Agentj , Tk) =
Nij

Nij + Nji
(3)

In the formula, Nij represents the number of bidding tasks of Agenti completed
by Agentj ; Nji represents the number of bidding tasks of Agentj completed by
Agenti.

Positivity P. The positivity is the proportion of the number of bidding tasks
Agentj participating in Agenti to the total bidding task of Nlm. The higher the
proportion, the higher the enthusiasm of Agenti participating in the bidding.
The parameter update function is:

P (Agentj , Tk) =
Nlm

Nl
(4)
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Risk RT. The risk tolerance indicates the degree to which Agenti can bear the
risk. The parameter update function is:

RT (Agenti, Tk) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

RTinit,

i = 1, 0 <= RTinit <= 1
min(RT (Agenti, Tk−1) + Gs ∗ ψ, 1),

i > 1, 0 < Gs <= 1, ψ > 0
max(RT (Agenti, Tk−1) + Gf ∗ φ, 0),

i > 1, 0 < Gf <= 1, φ > 0

(5)

Busyness BD. The busyness indicates the current busyness of the Agenti. The
parameter update function is:

BD(Agenti, Tk) =
Nb used

Nb total
(6)

3 Distributed Combat Mission Modeling

3.1 Task Performance Indicator Function

In distributed operations, each UCAV is regarded as an independent agent
and the entire combat system forms a multi-agent system. Each agent has a
high degree of autonomy, fully shares intelligence and performs task assign-
ment and coordination through mutual negotiation. Given a UCAV set V =
{V1, V2, ...VN1}and a task set T = {T1, T2, ...TN2}, each UCAV can complete
one or more tasks T. Task performance is defined as the revenue of the task
completion minus the corresponding cost. This paper mainly constructs the task
performance index function from the perspective of benefit and cost and estab-
lishes the mathematical model of the index function. The task performance indi-
cators are analyzed from the following aspects, including attack mission revenue,
voyage cost, airtime cost, and fleet fitness.

Suppose the decision variable xij is:

xij =

{
1, ViperformsTjtask

0, Vidon′tperformsTjtask
(7)

Attack Mission Revenue. The benefits of an attack mission obtained by a
drone depend on the capabilities of the drone performing the mission and the
value of the mission. The capability of the drone is determined jointly by factors
such as its comprehensive capabilities and the weapons it is mounted on. The
value of the task is given by the accusation center according to certain rules
before the task is performed. The expected reward function Rewardij of the
attack task before executing the task. The expression is:

Rewardij =
Nv∑

i=1

Nt∑

j=1

xij ∗ PDij ∗ T V alue(Tj)
NT ∗ T V aluemax

(8)
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In the formula, Nv represents total number of drones; Nt represents total number
of task targets; PDij indicates the kill probability of the UAV Vi to mission target,
calculated according to the weapon configuration on the aircraft and the enemy
target information; T V alue(Tj) is the value of performing task objective Tj ;
T V alue(max) is the maximum value to perform the task.

Voyage Cost. Voyage costs consider UAV Vi fuel consumption from mission
start to mission end. During the flight of the UCAV fleet, the pursuit of the least
consumption and the shortest time to complete the flight process. Therefore, this
paper simplifies the trajectory planning process and adopts a modified straight
range method to perform fast calculations to adapt to the dynamic and complex
flight environment.

PathCostij =
Nv∑

i=1

Nt∑

j=1

xij ∗ (Dij + Dij)
NT ∗ Dmax

(9)

In the formula, Dij indicates the straight flight of the drone to perform the
mission; Dij indicates the flight trajectory corrected after considering the threat
source; Dmax represents the maximum combat radius of UCAV.

Airtime Cost. While considering the UCAV flight range, we should also con-
sider the flight time of the UCAV mission, balance the flight time of each UCAV
in the formation, and avoid a dangerous event when an UCAV flight time is too
long. Therefore, the airtime cost function is used to measure the flight time of
the UCAV flight formation’s execution mission.

T Costij =
1

NV ∗ max(Ti)

Nv∑

i=1

Ti (10)

Cluster Fitness. Cluster fitness refers to the ability of the UCAV to respond
to uncertain risks and the ability to adapt to the environment in the face of
complex and changing battlefield environments. The remaining combat power of
the fleet is used to measure the fitness of the fleet. The stronger the remaining
combat power is, the higher the fitness of the fleet is. The remaining ammuni-
tion and endurance flight capacity have greatly affected the remaining combat
power of the fleet. The remaining amount of ammunition determines the attack
capability of the UCAV fleet and the endurance determines the threat avoidance
and continuous combat capability of the UCAV fleet.

Select the half-gradient distribution function as a single-item attribute func-
tion, expressed as:

ξ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0,f <= fmin

f − fmin

fmax − fmin,
fmin <= f <= fmax

1,f >= fmax

(11)
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The remaining combat power of each UCAV is weighted according to the weight
of the individual factors. The weighted value is set by the importance of the
corresponding attribute, and the remaining combat power K is defined as:

K = aξ1 + bξ2 (a + b = 1) (12)

In the formula, ξ1 represents the value of the single-item attribute function of
the remaining ammunition; represents the single-item attribute function value
of the endurance; a

b is the corresponding weighted value of the remaining ammunition and
endurance, and a + b = 1.

The remaining combat power variance is:

V ar =
1

Nv

Nv∑

i=1

(Ki − K)2 (13)

The cluster fitness function is expressed as:

Margin =
V ar

max(Ki − K)2
(i = 1, 2 . . . N) (14)

The above four index functions have been normalized, so that each index has a
unified dimension, which is convenient for constructing task effectiveness func-
tions.

3.2 Task Assignment Multi-constraint Optimization Model

Multi-UCAV task performance function is expressed as:

Eij =a ∗ Reward(Ti) + b ∗ (1 − PathCost(Ti))

+ c ∗ (1 − TCost(Ti)) + d ∗ Margin
(15)

In the formula, a, b, c, and d are weighted values of each index value and the
weighted value is input according to a preset setting (a + b + c + d = 1).

According to the expression of the mission performance function, it can be
obtained that the multi-UCAV ground attack requirements are: Constraint 1:
When task assignment, all task targets are assigned to UCAV, satisfying

Nv∑

i=1

Xij >= 1 (16)

Constraint 2: The UCAV fleet has the best overall performance after completing
combat missions.

max(
Nv∑

i=1

NT∑

j=1

Xij ∗ E) (17)
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Constraint 3: The task load of each UCAV cannot exceed the maximum capacity
constraint, and is set to the maximum load of UCAV.

Nv∑

i=1

Xij ≤ Loadmax (18)

4 Dynamic Allocation of Distributed Tasks Based
on Improved CNP

4.1 Bidding Strategy

In order to reduce the communication volume occupied by the large-scale release
of bidding tasks, this paper adopts an acquaintance bidding strategy, based on
the Agent mental model, and designs a bidding decision function as a two-tuple:

Call for bidder =< Relation Agent,D Limit > (19)

It consists of the bidding decision acquaintance relationship function
Relation Agent and decision threshold D Limit, which indicates the number
of bids issued. This function sets the decision threshold according to the net-
work load and task level of the system at that time, and selects the bidding
information sending object.

Relation Agent(agenti, Tk) = λ1 ∗ A + λ2 ∗ B + λ3 ∗ F + λ4 ∗ P (20)

Before issuing the task message, the bidding agent first calls the acquaintance
relationship data from the knowledge base and substitutes it into the acquain-
tance relationship function Relation Agent to obtain the acquaintance relation-
ship sorting. Finally, the task publishing object is selected according to the
decision threshold D Limit.

4.2 Bidding Process

After receiving the bid invitation, the Agent needs to evaluate its own situation
and give the bid value. The bid value of Agent is composed of two parts: the
gain and the cost of completing the task. In addition to the consumption of
the task itself, there are certain costs due to its state consumption and external
environmental impact and task risk. The cost function given in this paper is:

Cost(Agenti, Tk, C) = σ1 ∗ 1
RT

+ σ2 ∗ CL + σ3 ∗ Cl (21)

In the formula, σ1, σ2 and σ3 are the weight coefficients of risk tolerance, busy-
ness and fixed cost Cl.
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The benefit of a task is measured by the amount of change in the task’s per-
formance value. First calculate the maximum overall performance value obtained
by inserting a task into its own task sequence after assuming a buy task.

Efficacy(S{Tj}
⋃

TK) = max(Efficacy(S{Ti, Tk})) (22)

Then calculate the change in overall task performance after buying the task

Efficacy+(Tk) = Efficacy(S{Tj}
⋃

T )

− Efficacy(S{Tj})
(23)

If the task performance change amount is < 0, indicating that the performance
after the purchase task is lower than before, the “reject” message is sent directly
to the bidding agent. Otherwise, continue to calculate the bid value and make a
tender. The bid value of the tender is:

Price(Agenti, Tk, Cl, Ei) =α ∗ Cost(Agenti, Tk, C)+

β ∗ Efficacy+(Tk)
(24)

In the formula,α and β are the weighting factors for the cost and the benefit

4.3 Bid Stage

After reaching the preset bid deadline, all the bids received by the bidding agent
are selected, and the bidding agent with the highest bidding value is selected as
the winning bidder. The highest bid value for all bids is:

PriceUi(Tk) = max(Price(Agenti, Tk, Cl, Ei)) (25)

In the formula, PriceUi(Tk) represents the bidding value of the drone Ui par-
ticipating in the bidding task Tk.

When the bidding agent issues a task invitation to the winning agent, it
also publishes its status information and waiting time together with the task
information. After receiving the invitation, the winning bid agent needs to give
feedback to the bidding agent. If it refuses, it will directly reply to the “reject
task” message. If the bidding agent receives the “accept” message within the time
limit, it will sign a contract with it and announce the signing success message
to other agents. If the waiting time is exceeded, the bidder will re-select the
winning Agent to sign the contract according to the rules.

4.4 Task Execution Phase

Until the bidding task is completed, the entire task allocation process based on
the improved contract net protocol does not end. After signing the contract,
both parties still need to be responsible for the completion of the task. The
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winning agent needs to feedback the completion of the task at a certain time. If
the bidding agent has not received the feedback message of the winning agent
within the time limit, it will be considered that the winning agent has failed to
complete the task successfully and the task will be put into the auction sequence
and auctioned again. This paper makes strict time series requirements for the
task auction process, so that all task coordination processes can be coordinated
and operated, which improves the stability of the system and ensures the smooth
execution of the task auction process.

The state transition timing of the Agent in the task allocation process based
on the improved contract network protocol is shown in Fig. 1:

Fig. 1. State transition timing.

The task assignment and coordination mechanism designed in this paper has
the following advantages:

Reducing the Waste of Time or Traffic. This paper determine the order
of change of auction rights by using the principle of task priority, change the
auction order according to the urgency and importance of the task, optimize the
bidding process and reduce the waste of time or traffic;

Reducing Communication and Computing Load. In the bidding stage, the
acquaintance bidding strategy is established by the capability, trust, enthusiasm
and familiarity in the agent mental model, avoiding the blind broadcast method
to waste system traffic, fully considering the subjective will of the candidate
agent, and reducing the communication and computing load.

Combining Agent State and Task Efficiency Changes. In the bidding
stage, the busyness and risk tolerance of the Agent mental model and the change
of mission performance are combined to obtain the final bidding value, which
fully considers the Agent’s own state and the overall mission performance change
of the mission.
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Meet Real-Time Requirements. The entire task auction process has strict
timing constraints to ensure the real-time requirements of the system. The pro-
cess of distributed dynamic task allocation and coordination based on improved
CNP [10] is shown in Fig. 2.

Fig. 2. Dynamic task allocation and coordination mechanism based on improved con-
tract network protocol.

5 Algorithm Simulation and Results Analysis

In order to verify the distributed dynamic task assignment problem based on
improved contract network protocol, a simulation experiment was designed to
verify. The simulated battlefield environment is a space area of 100*100*20.
There are 5 threat sources and 10 enemy targets in the battlefield. After the
reconnaissance and detection of the battlefield, the combat command center
dispatched 4 drones to attack the enemy targets.

5.1 Initial Data

Due to the limitations of the simulation environment, it is necessary to preset
the battlefield environment, including the initial data such as the UCAV mental
state, the target value and the damage probability of the UCAV to the target.
The specific data is shown in Table 1, 2, 3, 4, 5.



492 Z. Tang and J. Wan

Table 1. Threat source information table

Threat SourceID X Axis Y Axis Threat radius

1 20 25 7

2 12 60 5

3 42 48 13

4 73 36 8

5 68 69 10

Table 2. Target attribute table

Target taskID Coordinate Target value

T1 (71,51) 4

T2 (80,61) 8

T3 (53,69) 10

T4 (7,33) 7

T5 (33,22) 5

T6 (12,82) 9

T7 (29,30) 6

T8 (86,42) 8

T9 (45,76) 7

T10 (33,91) 5

5.2 Simulation

In the following, two experimental scenario hypotheses will be carried out, includ-
ing initial task assignment, emergence of new threat sources, and comparison
with traditional contract networks to verify the effect of task allocation based
on improved contract network protocol on battlefield emergencies.

Experiment 1: Firstly, the task is randomly assigned to the drone, and the
task assignment is based on the improved contract network protocol. The distri-
bution result is shown in Fig. 3 and the task performance change curve is shown
in Fig. 4.

The task allocation process based on the improved contract network tends
to be stable in the auction 21 rounds, while the traditional contract net tends
to be stable in the auction 26 rounds. The results show that the distributed
task assignment based on the improved contract network protocol is efficient
and stable.

Experiment 2: A new threat source is suddenly detected on the UCAV4
mission execution route. If the original task sequence {T3,T6} is continued,
it will be greatly threatened by security. Therefore, UCAV4 auctions the task
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Table 3. UCAV attribute table

UCAV ID Coordinate

U1 (0,70)

U2 (0,20)

U3 (10,0)

U4 (50,0)

U5 (80,0)

Table 4. Candidate UCAV mental status table when task T1 is executed

Agent parameter U1 U2 U3 U4 U5

Ability A 0.1 0.3 0.7 0.4 0.5

Believe ability B 0.3 0.1 0.5 0.4 0.2

Familiarity F 0.6 0.3 0.4 0.5 0.2

Positivity P 0.7 0.6 0.4 0.2 0.6

Risk tolerance RT Ability A 3.0 1.5 5.0 4.5 10

Busyness BD 0.1 0.5 0.2 0.1 0.4

Table 5. Weight setting table

Weight name Value

Tender decision λ1 = 0.4, λ2 = 0.2,λ3 = 0.3, λ4 = 0.1

Decision function D limit 4,3,2,2,3

Cost function weight σ1 = 0.4, σ2 = 0.4, σ3 = 0.2

Bidding value weight coefficient α = 0.4, β = 0.6

Fig. 3. Experiment 1 assignment results.
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Fig. 4. Experiment 1 performance curve.

sequence, re-allocates and coordinates the task, and gets the assignment. The
result is shown in Fig. 5 and the task performance curve is shown in Fig. 6.

UCAV4 hands over the task sequence to UCAV2 through auction, and
through task negotiation, UCAV5 hands task T1 to UCAV4. The UCAV4 avoids
the threat and obtains new task execution, and also avoids the waste of combat
resources. After five auction rounds, the mission performance reaches a steady
state.

Experiment 3: Multiple UCAV formations received new combat mission
instructions {T11,T12} during the execution of the mission. The new missions
were randomly handed over to existing combat units for auction. The distri-
bution results were shown in Fig. 7 and the curve of mission effectiveness was
shown in Fig. 8.

Fig. 5. Experiment 2 assignment results.
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Fig. 6. Experiment 2 performance curve.

After the auction, the new task T11 was assigned to UCAV5, and the new
task T12 was assigned to UCAV1, which affected the result of the original task
assignment. Through resource coordination, task T2 was assigned to UCAV4 for
execution. After 9 rounds, the task performance reached stable state.

Fig. 7. Experiment 3 assignment results.
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Fig. 8. Experiment 3 performance curve.

6 Conclusion

Facing the unexpected situation in the execution task, compared with the tradi-
tional contract network, the distributed task assignment based on the improved
CNP can achieve a reasonable distribution result through a relatively small num-
ber of task auction rounds. Task assignment based on improved CNP is based
on local shared information, and iteratively and quickly achieves reasonable task
assignment results. Applied in a complex and dynamic battlefield environment,
multiple UCAVs can respond quickly to dynamic tasks and distribute assign-
ments to distributed concurrent tasks with a coordinated negotiation mecha-
nism.
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Abstract. Traditional assembly-type construction progress projects have
shortcomings such as long construction period, poor environmental benefits and
high building energy consumption. In view of these problems, this paper pro-
poses an adaptive adjustment method of prefabricated building construction
schedule based on Internet of things. Utilize the advantages of the Internet of
Things, collect information on the construction progress, and then effectively
scan and bind according to the construction progress information. Then build the
progress management data information model of the prefabricated building
project, calculate the minimum value of the maintenance cost load in the con-
struction progress, and realize the adaptive adjustment target of the project
schedule. The results show that the adaptive adjustment method of the con-
struction progress of the fabricated building based on the Internet of Things is
superior to the traditional method in engineering error rate and construction
safety, which greatly reduces the construction period and is more effective in
use.

Keywords: Internet of Things � Prefabricated building � Construction
progress � Self-adaption � Method of adjustment

1 Introduction

As an important pillar industry of China’s economy, the construction industry is crucial
for the development of its digitalization and integration. In recent years, as an important
breakthrough for the transformation and upgrading of the construction industry, the
prefabricated building is the key to realizing the continuous innovation and develop-
ment of the construction industry and leading development [1]. Internet of Things
technology is a hotspot technology used in the construction industry. It mainly uses
RFID technology and traditional wireless networks, and combines BIM technology to
build an information system. In foreign countries, SONG JC and others have realized
the automatic tracking and real-time information acquisition of building materials by
combining RFID and GIS technology to locate building materials. In China, Chang
Chunguang and others applied RFID technology and BIM technology to the assembly
building, and studied the application process based on these two technical systems [2].
However, the short data transmission distance, the anti-interference of the wireless
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communication network and the high network transmission cost have become obstacles
to the application of the Internet of Things technology. In the past two years, a new
type of ultra-long thermal distance and low-power data transmission technology based
on 1 GHz and below, which is called LoRa technology, was released by Semtech. As a
kind of low-power wide-area Internet of Things, it has revolutionized the Internet of
Things technology. By using spread spectrum technology and special LoRa modula-
tion, it has the advantages of long transmission distance, strong penetrating power, low
cost and low power consumption at low transmission rate. At present, LoRa technology
is mainly used in smart parking lots, remote wireless meter reading, smart agriculture,
intelligent street lamps, etc. The construction industry will become a new application
field of this technology. The solution in this paper aims to fill the application gap of
LoRa wireless communication technology in prefabricated buildings, and make
breakthroughs in the digitalization, networking and intelligence of the construction
industry [3].

2 Adaptive Adjustment Method for Prefabricated
Construction Progress

In order to obtain the actual progress of the construction site, on-site personnel are
required to collect information, and then complete the data collection and then compare
with the planned progress. This method can’t check the construction progress anytime
and anywhere, can’t adjust the network plan in time, and can’t control the construction
speed in time, which is not conducive to refined management. The integration of RFID
and BIM technology enables real-time control of the progress management of fabri-
cated buildings [4].

2.1 Construction Progress Information Collection

First of all, the BIM technology is used to model the prefabricated building (the current
stage is overturned), and each major is synthesized, collided and deepened. Secondly,
after completing the deepening design, each component is coded on the model, and the
coding is simple and easy to understand. The relevant information of the component is
hooked up, and the location information and planning time information need to be
written in advance [5]. Then, the components coded by BIM technology are auto-
matically plotted, and the drawings are handed to the PC component processing factory
for processing. The encoding, naming and planning information in the model tag is
processed and stored on the RFID chip, which is embedded in the prefabricated
components [6]. Once again, after completing the component processing, the compo-
nents are transported according to the planned time, and the actual factory time, the
actual entry time, the actual delivery time, the actual admission time, and the actual
lifting time are recorded. Finally, the hoisting equipment such as tower crane is used for
assembling. If the accuracy is qualified, the installation time is automatically read and
recorded. If the installation accuracy does not meet the requirements, a warning is
issued. The whole process of assembly design, production, transportation and hoisting
is shown in Fig. 1:
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The planning time of the different stage components can be linked to the compo-
nent in advance, can be implemented in the modeling software, or can be implemented
in BIM 5D or other progress simulation software. The actual time of the component can
be imported into Revit through the secondary development software through the
information of the reader, thereby realizing the information collection of the schedule.
This “BIM + RFID” model satisfies the entire process of information management of
component production and transportation, and can be reverse traced. It can not only
ascertain the relevant time information of the component, but also track its responsible
person and operator to facilitate the quality control of the component.

2.2 Effective Scanning and Binding Based on Construction Progress
Information

Active tag (IoT transport module) saves the attribute information of the component in
the module’s memory before embedding. After the component is embedded in the
active tag, the constructor can scan the RFID tag of the component through the RFID
reader and upload the information to the cloud server. At the same time, the active tag
is positioned by the GPS to locate the component, and the saved information in the tag
is transmitted to the cloud server through the transmission module. The information of
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Fig. 1. The whole process of assembly component design, production, transportation and
hoisting
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the passive tag and the active tag is then matched and bound in the cloud server.
Through this matching method, the real-time information of the component can be
saved to the cloud server through the transmission module of the active tag. And
through the cloud server to update to the construction personnel’s terminal equipment
in real time, so as to record the installation location, arrival date, installation date and
other information of the component in real time [7]. After the information is complete,
the label is embedded on the prefabricated component. Since the reader installed at the
construction site can read and recognize the component information held in the elec-
tronic tag without contact, the purpose of automatically identifying the component
information is achieved. In this way, the components can be written to the actual time
by hand scanner from production, storage to delivery [8]. On-site fixed readers can read
a large number of label information, and have the characteristics of oil resistance, fast
reading and writing speed, reliable information and timely. The collected information is
connected to the computer through the reader, and the tag information read is the actual
progress information of the component. This information is transmitted to the com-
puter, and the simulation of the actual progress information is compared with the
simulation of the planned progress to find out the cause of the impact [9, 10].
Using RFID technology to collect the actual production time of the component, the
actual storage time, the actual delivery time, the actual admission time, the actual
transportation time and the actual lifting time, the process is shown in Fig. 2. Make
sure that the state of the component is visible at all times to prepare for subsequent call
information.
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Fig. 2. BIM, RFID technology application
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2.3 Constructing a Schedule Management Data Information Model
for a Prefabricated Building Project

After selecting the best construction plan through the comparison of the plan, it is
necessary to integrate the relevant information of the construction plan. And enter the
information into the BIM model to establish a building model or planning network
entity that matches the actual engineering conditions. For hoisting construction, the
application of BIM technology is mainly reflected in the establishment of a con-
struction model to simulate the implementation effect of the on-site construction plan.
And according to the components selected for the construction of the project, the
installation location and installation sequence of the components are clearly defined to
facilitate construction guidance and scheduling. It should be noted that quality and
performance inspections are required before the components enter the site, and the
explanatory materials and quality certificates issued by the manufacturer are checked.
After inspection, they can be put into use. At the same time, the command and dispatch
management personnel can work through the on-site handheld equipment. The con-
struction hoisting model is directly displayed on the handset. Field personnel can use
handheld devices to scan the components and analyze the structure and related infor-
mation of the components. Compare with the construction design plan, conduct in-
depth research on the causes of the differences, improve the on-site construction work,
and ensure the quality of component installation. Intuitive understanding, so that the
construction team has an understanding of the building information, effectively
avoiding the occurrence of installation errors, so that work efficiency and installation
quality are improved. In addition, through mobile devices, such as tablets, mobile
phones, etc. combined with RFID and cloud technology, the instructors can guide the
construction conditions in different places, enabling field personnel to locate compo-
nents smoothly. And hoisting this, it is also possible to query the parameters of the
component parameters and the quality indication in real time. And uploading the
completion data to the project database, you can trace the query about the construction
quality and apply the BIM technology to the construction safety management. Firstly,
the organization decision-making basis and construction plan can be provided to the
safety management work. In addition, the overall construction process can be remotely
monitored at the same time of construction, which plays a very good role in preventing
safety hazards. From the application case of BIM technology, it can be analyzed that
the simulation of BIM technology can identify some security risks. Each process of
construction can be presented in the simulation. Through the model, not only can the
visual characteristics of the construction site be intuitively understood, but the technical
personnel can also inspect the construction plan in advance. In the simulation process,
the emergency plan for the dangerous situation can be similar to the traditional engi-
neering project. When constructing the construction project schedule, each key con-
struction node should be considered. In addition to this, there is an important condition,
that is, the order in which the prefabricated components are hoisted. Under normal
circumstances, these tasks are done manually, but the manual error is large, and the
plan to complete the entire lifting process is difficult to ensure accuracy. The intro-
duction of BIM technology just makes up for this shortcoming and can make the lifting
process efficient and quick. Then import the file into Navisworks and associate with the
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building BIM model, so that you can accurately organize the time and amount of
engineering required for each project. Therefore, the specific construction plan is
determined, and after all the information is collected, the 5D simulation work is carried
out. At this point, the construction progress can be more clearly reflected, and the
schedule can be more comprehensively organized to apply BIM technology to the
construction schedule management to ensure that the process can be carried out in an
orderly manner [11, 12]. At the same time, the overall view of managers should be
strong. The important nodes and schedules should be compared to make the time and
space allocation reasonable and make the best use of them. The building information
model is the core, and the delay of the construction period can be avoided as much as
possible. In terms of schedule management, the BIM model can be used as a basis for
decision-making. While promoting construction, it is inevitable that some unforeseen
unexpected situations will occur, resulting in disruption of the construction schedule.
At this point, the construction schedule can be adjusted immediately according to the
BIM model to avoid the construction schedule not being able to progress smoothly due
to the untimely change, which leads to more errors.

2.4 Maintenance Cost Load Calculation in Construction Schedule

BIM-based 5D dynamic construction cost control is based on the 3D model, adding
time and cost to form a 5D building information model. Through the virtual con-
struction to see whether the material stacking, project progress, and capital input are
reasonable, timely discover the problems existing in the actual construction process.
Optimize the construction period, resource allocation, adjust resources and capital
investment in real time, optimize the construction period and cost targets, and form an
optimal building model to guide the next construction. Suppose a production line has II
specifications, each specification produces A ¼ A1;A2;A3; � � �Anf g, s is the total
number of products produced, and j represents a possible production sequence.

ð1Þ

There are a total of m stations in the production line, and the processing time of each
product in each station is matrix p. pik represents the processing time of the
i ¼ ð1; 2; 3. . .. . .::nÞ-th specification at the k-th station. For production plan J, the
completion time of product Jj at station k can be expressed as C(Jj, k), and the maximum
completion time for the entire production plan is C(Js, m). Therefore, the most critical
issue of the dynamic cost control problem is to solve the minimum C(Js, m), i.e., solve
minC(Js, m).

The same work station in the manufacturing industry can only process one product
at a time, and the dynamic cost control in the assembly construction has its particu-
larity. It mainly shows that multiple products can be cured at the same time in the
dynamic cost control process, so the maintenance process is parallel. Secondly, con-
sidering that the product curing time is long, it is generally completed in non-working
hours, and the start time of the next process after curing cannot be in non-working time,
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so it is postponed to the next working day. In addition, a series of processes of dynamic
cost control cannot be interrupted and must be carried out continuously. The overtime
of the process is OT . If the pouring operation is still not completed within the overtime
hours, it is postponed until the next day, and other processes such as mold installation
can be interrupted, so the overtime is OT = 0. The working time per day is TW ,
generally TW = 8 h, and non-working time is TN = 24 − TW . The completion time of
each cost control task is as follows:

T ¼ Max
C; ðjj�1; kÞ;C Jj; k � 1

� �þPjk

Int T=24ð Þ

(
ð2Þ

CðJj; kÞ ¼
T � � � if T � 24Dþ TW þOTð Þ
..
.

24ðDþ 1ÞþPjk; if T � 24Dþ TW þOTð Þ

2
664

3
775 ð3Þ

For concrete curing, since it can be processed in parallel,

T ¼ CðJj; k � 1ÞþPjk ð4Þ

The objective function is f ðxÞ ¼ min C Js;mð Þ, S is the total production task or order,
and m is the number of 5D dynamic cost control or the number of stations in the
assembly construction progress.

2.5 Realize the Progress Adjustment Target of Engineering Progress

Progress management is one of the three goals of project management. Using infor-
mation technology to collect the actual progress of the fabricated components, so as to
effectively arrange the construction tasks, so that the construction progress deviation is
within the range. The use of RFID technology to achieve automated collection of actual
progress saves a lot of manpower. Once the products of the building components are
produced, they are irreversible. Once the error exceeds the controllable range, the
components will be unusable, so the assembled buildings are highly demanded in the
engineering design stage. Compared with the traditional construction method, the
adaptive adjustment method of the assembly building schedule is more energy-saving
and environmentally friendly, and is less affected by environmental factors. It can
speed up the construction progress, make the project put into use as soon as possible,
and exert production value. Realize no green formwork, no external scaffolding, no on-
site masonry, no plastering green construction. Adopt “less specifications, multiple
combinations” design principles to reduce construction costs and shorten construction
period; use green technology to save later operating costs.
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3 Simulation Experiment Demonstration and Analysis

In order to ensure the effectiveness of the adaptive adjustment method of the IoT-based
fabricated building construction schedule designed in this paper, the simulation
experiment demonstration analysis is carried out. Prefabricated component production
tasks are generated by the production planning task entity and then processed by
subsequent workstations one by one. When the prefabricated production components
are processed on the workstation 9, the components are lifted, transported and stored in
the component yard. The operational time of an activity is determined by its corre-
sponding distribution function entity. In traditional prefabricated production, produc-
tion is driven by production plans. In the simulation, queue entities are used to
represent buffers between workstations. When a workstation is working, tasks are
queued and waiting for a certain amount of time. Each queue entity can store multiple
tasks. The linked files can be seen from the management project management link. The
layout of the construction site is completed according to the imported CAD drawings.
The optimized 3D model of the construction site layout is shown in Fig. 3.

Fig. 3. Construction layout model
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In the process of data collection, due to unclear time definition, irregular statistical
process and special conditions on site, it is easy to cause some data to be too large and
too small. Therefore, first of all, the most basic data processing, the removal of
abnormal data, and then the remaining data processing.

In order to ensure the effectiveness of the experiment, the traditional method and
the adaptive adjustment method based on the IoT-based assembly building construction
progress were compared, and the construction error rate of the two methods was
statistically analyzed. The experimental results are shown in Fig. 4.

According to the analysis of Fig. 4, the engineering error rate of the adaptive
adjustment method of the prefabricated construction progress based on the Internet of
Things is far lower than that of the traditional method. Therefore, it can be concluded
that the adaptive adjustment method of the prefabricated construction progress of the
Internet of Things designed in this paper largely avoids the situation of on-site rework,
waiting for work, secondary transportation, etc. He has obviously improved the quality
of the project and also ensured the safety of the construction. Through the combination
of the prefabricated component management system and the Internet of Things tech-
nology, the information management technology is used to optimize the management
of the prefabricated components, which saves the process of mutual data exchange
among various professions, and the communication efficiency is improved, and the
construction period is significantly shortened.

In the process of project management, the integrated management of cost/schedule
can be realized by adjusting the proportion of prefabrication (Fig. 5).

As can be seen from the above figure, when summarizing the cost progress of each
month, the prefabrication proportion can be adjusted appropriately according to the
specific situation of that month. Strictly control the cost of each stage of the project,
fully consider the possibility and trend of price changes in each stage of the project, and
make timely adjustment measures according to the specific implementation situation,
such as how to adjust the project schedule in case of natural disasters.
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4 Conclusion

This paper analyzes and experiments on the adaptive adjustment method of the con-
struction progress of the prefabricated building based on the Internet of Things. Based on
the advantages of the Internet of Things, the information acquisition is carried out, and the
design of the design and the information carried are obtained. After that, according to the
design of the deepened design and the information carried, the production planning is
completed, the production plan optimization of the precast concrete components is
completed, and the construction schedule planning process is accurately controlled. The
experimental results show that the adaptive adjustment method of the construction pro-
gress of the prefabricated building based on the Internet of Things is very efficient. When
it progresses in the construction of the prefabricated building, it significantly improves the
quality of the project, shortens the construction period, and ensures the safety of con-
struction. It is hoped that the research in this paper can provide theoretical basis and
reference for the adaptive adjustmentmethod of assembly construction progress in China.
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Abstract. In order to solve the problems of excessive wear and poor bearing
capacity of reinforced concrete frame, the optimization of reinforced concrete
frame structure is studied with cloud computing method. The bearing capacity
and related parameters of reinforced concrete structure are calculated by cloud
computing method, and the support degree and potential structural wear dis-
placement range of reinforced concrete frame structure are obtained. According
to the calculation results, load parameters of building concrete structure are
regulated and adjusted. The reinforced concrete frame with X-type braces is
strengthened by combining with the standard parameters, and the reinforced
concrete frame connection is established. The orthogonal intersection model of
the bearing capacity of the structure can effectively complete the optimization
study of the reinforced concrete frame structure. Finally, the experiment proves
that the research of RC frame structure optimization based on parallel cloud
computing has better bearing capacity and anti-wear performance than the tra-
ditional RC frame structure, and fully meets the research objectives.

Keywords: Parallel cloud computing � Reinforced concrete � Frame structure

1 Introduction

With the increasing prosperity and development of the construction industry, reinforced
concrete frame structures are widely used in the construction industry because of their
high bearing capacity and good ductility. But at present, there are relatively few studies
on Optimization of prefabricated assembly structure of steel reinforced concrete frame
joints splicing form, which is difficult to fully meet the building requirements.
Therefore, based on cloud computing method, the reinforced concrete frame structure is
optimized, and the stability of the frame structure is improved by adding prefabricated
joints to the reinforced concrete frame [1]. By optimizing the joint combination in
reinforced concrete frame, the ductility and bearing capacity degradation of the
structure frame are avoided. Finally, the experiment proves that the method is more
effective and scientific than the traditional method.
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2 Method

2.1 Calculation of Bearing Capacity of Reinforced Concrete Structures

In order to effectively achieve the goal of optimizing the structure of reinforced con-
crete miners, it is necessary to calculate the bearing capacity of concrete at first.
Whether the reinforced concrete structure and the reinforcement part can be success-
fully fused becomes an important part of the overall structural optimization, and the
effectiveness of this part depends on the bearing capacity of the joint at the joint site
[2]. In the construction process, the bearing capacity of concrete joint is usually low, so
it is easy to reduce the bearing capacity of the structure in the process of structural
optimization. In order to solve the above problems and better complete the optimization
design of reinforced concrete frame structures, it is necessary to fully consider the stress
factors and characteristics of buildings, so as to establish a more standard load standard
for reinforced concrete structures [3]. Secondary combination and optimization design
of reinforced concrete structural parameters of complex network buildings are carried
out, and the performance parameters of reinforced concrete materials in building
structures are accurately estimated and recorded. The results are shown in Table 1.

As shown in the table above, in order to avoid the torsion of reinforced concrete in
the construction process and subsequent use, HRB buckling-resistant brace reinforce-
ment frame is set up to ensure the stability of the structure in the process of opti-
mization of reinforced concrete structure [4]. The parameters of HRB buckling-
resistant brace structure are calculated. Due to the problems of over-limit axial com-
pression ratio in reinforced concrete frame structures of complex buildings, it is nec-
essary to increase the section of frame columns in order to improve their load capacity
in the process of rebuilding complex network buildings [5]. The influence factor of

Table 1. Bearing capacity of reinforced concrete materials

Type Level Yield
strength/MPa

Ultimate
strength/MPa

Modulus of
elasticity/GPa

12 mm Steel skeleton Q235b 270 430 620
20 mm Steel skeleton Q235b 275 43.5 625
Longitudinal bars of beams
and columns with diameter
of 18 mm

HRB335 280 440 630

Longitudinal bars of beams
and columns with diameter
of 22 mm

HRB335 285 445 635

Beam and column stirrups
with diameter of 18 mm

HRB325 290 450 640

Beam-column stirrups with
diameter of 22 mm

HRB325 295 455 645
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HRB buckling-proof frame structure stability is introduced into parallel cloud com-
puting to calculate the structural support. The algorithm is as follows:

S0 ¼ 1 þ 4e2n
ð1� b2

R2
n
Þ2

ð1Þ

In the formula: b is the spectrum parameter reflecting the load characteristics of
steel bars, R is the strength parameter of building structures, the strength range of
reinforced concrete structures is n and in the range of [0,1], e represents the damping
frequency of the structural characteristics of the surface soil layer of building structures,
A is the stationary parameter of building structures, then:

A ¼
ffiffiffiffiffiffiffiffi
2

bR2
0

s
expð� b2 þ e2

R2
0

Þ ð2Þ

In the application of reinforced concrete frame in construction, the displacement of
its structural angle is prone to occur, and it is difficult to ensure the stability and
accuracy of the structural system and load capacity [6]. Therefore, combined with
parallel cloud computing method, the minimum deflection angle of reinforced concrete
lateral component is calculated and strengthened. By restraining the structure frame, the
stress degree of the structure frame is weakened, and the problems of displacement and
angle deflection are avoided [7]. The least square method is used to fit the minimum
deflection angle, and the algorithm of building reinforced concrete anti-variable
function is obtained as follows:

Sð-Þ ¼ Aþ 4k2i a
2=a2i

ðA�a2=a2i Þþ k2na
2=a2i

S0 ð3Þ

In the formula, an and am are the maximum and minimum load-bearing damage
coefficients in the random process, and k is the responsiveness. Based on the above
formulas and the static elastic-plastic principle, the anti-destructive capacity under
buildings is deduced and calculated [8]. In general, if there are m nodes in the structure,
the load-carrying capacity of the structural nodes is divided into n categories by parallel
cloud computing method, then the classification matrix of the structural load-carrying
capacity can be obtained by combining the numerical model theory as follows.

W¼

w11;w12; . . .;wn

w21;w22; . . .;w2n

w21;w22; . . .;w2n

. . . . . . . . .

wm1;wm2; . . .;wmn

2
6666664

3
7777775

ð4Þ
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Among them,

0�wmn � 1 ðn ¼ 1; 2; 3. . .:;m ¼ 1; 2; 3. . .Þ

According to the above requirements, the initial classification matrix is designed. In
the matrix, a is the next column of molecules, so the initial classification matrix is
generated. If M = 1, the concrete bearing capacity formula of parallel cloud computing
is as follows:

n ¼
Xa
n¼1

Sð-Þ� an � bnk k
ai � bik k

� �2

� logA aiPn
i¼1

W
ð5Þ

Through the above algorithm, the bearing capacity of reinforced concrete structures
in buildings can be accurately obtained, so that the parameters of frame structures can
be standardized according to the bearing capacity, so as to achieve the goal of structural
optimization.

2.2 Reinforcement of Reinforced Concrete Frames

In order to solve the problem of serious damage of reinforced concrete frame in the
construction process, it is necessary to reinforce the reinforced concrete frame structure.
Firstly, the standard load capacity of reinforced concrete frame in our country's current
buildings is analyzed by using the previous algorithm, and the relevant planning
processing is carried out. The normative data of the damage resistance parameters of
the building concrete structure are obtained as follows (Table 2):

In order to control the yield section of reinforced concrete accurately in the support
section, it is necessary to make sure that any part other than the support section is in the
elastic range. Because the connection of the reinforced frame with HRB buckling-
resistant brace can be processed by themethod of embedded parts, combinedwith the data
in the table above and the previous algorithm, the standard dimensions of the connection

Table 2. Specification for damage resistance parameters of building concrete structures

Serial
number

Load
category

Resistance loss
parameter

Serial
number

Resistance loss
parameter

standard
value

1 A steel
bar

30 KG/m2 6 Weight of reinforcing
bar per meter

0.00617*d*d

3 Concrete 2500 KG/m3 8 Reinforced concrete
weight

2200 KG/m3

4 Exterior
wall

2.0 9 Conversion thickness 550 px

5 Interior
wall

2.5 10 SPECT 5.0
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plate and the additional reinforced frame in the reinforced concrete frame can be obtained
by calculation. In order to ensure the stability of the frame structure, the composite wall of
the complex network building model has its unique characteristics, and according to the
building added. Solid Estimation Model is used to analyze the stress process and char-
acteristics of buildings in the environment [9, 10]. Distribution beams are loaded on the
building by jacks, and hidden beams are loaded on the top after secondary distribution of
complex network buildings. Support is set on both sides of the building wall to ensure the
stability of the building wall plane [11, 12]. The reinforced concrete frame with X-braced
reinforcement frame is shown in the following Fig. 1.

As shown in the figure, the reinforced concrete frame with X-brace reinforcement
frame can effectively balance the internal force of reinforced concrete, balance the
stiffness and the internal force that should be borne by the reinforcement design of the
external structure. However, the vertical load of the structure is not considered for the
external concrete frame. The external concrete frame, main frame and buckling-
resistant brace bear the load and interlayer shear force together. In the process of design
and treatment of reinforced concrete structures, the weight and bearing capacity of the
building roof should be fully considered, and the weight and bearing capacity of the
roof should always be kept in a moderate state to ensure that the ceiling is firm. In order
to optimize the reinforced concrete frame structure, it is necessary to avoid the increase
of ground load, ensure the stability and safety of the structure and reduce the bearing
capacity of the members.

2.3 Structural Optimization of Reinforced Concrete Frame

According to the above ideas, the structure of the numerical model database system is
standardized. After summarizing the existing structural criteria, the modal superposi-
tion method is proposed. Its iteration formula is as follows:

Fig. 1. Reinforced concrete frame reinforced with X-type braces
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AR
k

� �
D l!k ¼ nðKn � Kcn

k Þ ð6Þ

Among them, Kcn
k is the recovery load, AR

k

� �
is the Jacobian matrix, and l!k is the

balanced iteration step. Before solving the problem, AR
k

� �
is estimated by non-

equilibrium load linearity and the convergence is checked. If the calculation results do
not satisfy the convergence criterion, the deformation degree of reinforced concrete is
studied. According to the results of deformation degree research of reinforced concrete
frame structure, the displacement, velocity and acceleration of each layer of reinforced
structure are geometrically non-linear. According to the elastic-plastic analysis, the
ultimate load is calculated according to the previous calculation method. According to
the calculation results, the above model is simplified to a unified orthogonal inter-
section model of the bearing capacity of ideal reinforced concrete frame structure. For
the convenience of display and understanding, the section of the model is simplified
and drawn. The specific section structure is shown in the following Fig. 2.

According to the principle of load value and symmetry of building structure, only a
quarter of the model is studied. Under lower loads, the model structure has not failed
and can still bear loads, and the surrounding area is still in an elastic state. With the
increase of transverse tension pressure, the plastic zone expands continuously. When
the pressure reaches the limit value, the plastic zone almost extends to the whole range
of reinforcement, and the building structure loses its bearing capacity. The information
of steel bending degree under different pressure is as follows (Table 3):

vertical load

E

W

W

T

E

W

T

Fig. 2. Cross section of orthogonal intersection model for bearing capacity of reinforced
concrete frame structure
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In traditional buildings, with the increase of transverse tension and bearing pres-
sure, the bending degree of steel bars in the same longitudinal section increases
gradually, and the failure phenomenon is very easy to occur. The compressive strength
and bearing capacity of reinforced concrete vertical members can be effectively
improved by optimizing the frame structure with the ultimate bending moment spec-
ification parameters of reinforced concrete frame structure, so as to achieve the opti-
mization of reinforced concrete frame structure. The goal of the study is to achieve the
goal of modernization.

3 Result

In order to verify the research effect of RC frame structure optimization based on parallel
cloud computing, simulation experiments were carried out. In order to simulate the
stress of reinforced concrete in the building environment, the bottom wall of a real
complex network building is used as the test wall in the simulation experiment, and the
stress situation before the building reinforcement is analyzed and the secondary rein-
forcement is carried out. The reinforcement diagram of angle steel is as follows (Fig. 3).

The reinforced concrete columns strengthened by steel encasement can effectively
improve the compression bearing capacity of the columns.

Table 3. Ultimate moment of reinforced concrete frame structure

Number K D/r Grade of concrete Elevation Bending moment

1–5 0.09 0.38549 C35 56.800 0.41021
6–10 1.00 0.51241 C40 48.600 0.54715
11–15 1.06 0.61254 C45 40.000 0.64852
16–20 1.12 0.77425 C50 28.900 0.74219
21–25 1.30 0.84573 C55 13.900 0.84528
26030 1.51 0.89135 C60 9.800 0.88452

Cement mortar 
filling

Column angle steel

Batten plate

Fig. 3. Diagram of external angle steel reinforcement
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The reinforced structure is analyzed. Considering that the stiffness change of the
member has some influence on the building structure, the method of converting section
size is used to reflect it and then the structural analysis and detection are carried out. As
the stiffness of frame beams changes little in building components, the effect of stiffness
changes after strengthening of frame beams can be directly neglected. In the case of
other conditions unchanged, the bearing capacity and bending degree of the traditional
reinforced concrete frame structure and the optimized frame structure in this paper are
compared and tested several times, and recorded. In order to facilitate the research, the
traditional frame structure is set as A, and the optimized frame structure is recorded as
B. At the same time, the multi-test results of two groups of structures are evaluated
comprehensively, and the average parameters are drawn, and the following results are
obtained (Fig. 4).

According to the analysis of the above test results, it is not difficult to find that the
evaluation results clearly show that before the optimization of reinforced concrete
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frame structure, its bearing capacity is between 10% and 40%, the overall bearing
capacity is relatively poor, and the wear degree is between 30% and 75%. This indi-
cates that the worse wear degree of reinforced concrete frame is liable to cause linear
deviation, which causes the torsion of building junction direction. Relatively speaking,
the bearing capacity of the optimized frame structure is obviously increased, reaching
45%–60%. Although the anti-destructive reading of the structure is improved after
optimizing the ultimate bending moment, it is difficult to improve the bearing capacity
of the structure with a higher span, but the bearing capacity of this degree is enough to
meet the current building needs. On the other hand, compared with the traditional
reinforced concrete frame structure, the wear degree of the optimized frame structure
decreases obviously in the process of experimental testing, and the wear situation tends
to be stable with the extension of testing time. Due to the relatively large number of
internal and external factors in the building, it is difficult to completely remove the
damage of reinforced concrete. Therefore, it can be said that the research on Opti-
mization of reinforced concrete frame structure based on parallel cloud computing can
effectively reinforce the building structure frame, avoid the problems of frame structure
direction displacement in the process of building, effectively guarantee the safety and
stability of the building, and fully meet the research requirements.

The optimized frame structure is compared with the initial value, and the specific
comparison is shown in Fig. 5. The left figure shows the model and stress analysis of
the initial value, and the right figure shows the stress situation of the optimized model.

Compared with the initial value, it has better optimization effect, which proves the
feasibility and effectiveness of the algorithm in practical engineering.

4 Conclusions

The optimization effect of reinforced concrete frame structure based on parallel cloud
computing is obviously improved. By standardizing the bearing capacity and load
parameter information of reinforced concrete structure, the orthogonal intersection
model of frame structure is improved to stabilize the bending moment of reinforced

Fig. 5. Comparison of frame structure before and after optimization
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concrete frame structure. The optimization design of reinforced concrete frame struc-
ture is completed. Under the same environment, the bearing capacity of the optimized
reinforced concrete frame structure is significantly improved, and its wear degree is
significantly reduced, which fully meets the research requirements. In the structural
system reinforcement analysis, we can further analyze the buildings with different
seismic intensities and different structural forms, and obtain the corresponding rela-
tions, which can establish the analysis model more carefully and make the optimization
analysis more accurate.
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Abstract. In the past, the evaluation method of the intervention effect of
Autonomous English learning motivation was not fluent because of the lack of
correlation between autonomous learning ability and motivation factors.
Therefore, this paper proposes an evaluation of the intervention effect of
Autonomous English learning motivation based on knowledge map. Based on
the different degree of connection, the knowledge map of self-learning ability
and motivation factors is constructed. Combined with motivation intervention,
the evaluation index of intervention effect is determined, the weight of different
indexes is calculated, the comprehensive score is calculated for the index
assignment, and the evaluation of intervention effect is realized by combining
the intervention effect evaluation grade table. The experimental results show that
compared with the traditional methods, the designed method based on knowl-
edge map has better fluency.

Keywords: Knowledge map � Autonomy � English learning � Intervention
effect evaluation

1 Introduction

Knowledge map is a modern theory that combines the theories and methods of Applied
Mathematics, graphics, information visualization technology, information science and
other disciplines with the methods of bibliometrics citation analysis and co-occurrence
analysis, and uses the visualized map to vividly display the core structure, development
history, front fields and overall knowledge structure of the discipline to achieve the
purpose of multi-disciplinary integration [1–3]. It can provide practical and valuable
reference for discipline research. Knowledge map integrates all disciplines to facilitate
the consistency of user search, find more accurate information for users, make a more
comprehensive summary and provide more in-depth information [4].

Motivation is the internal state that directly promotes the activities of organisms to
meet the needs of individuals, and it is the direct cause and internal motivation of
behavior [5]. The level and strength of motivation determine the quality, level and
effect of individual activities. According to the role of motivation in learning, learning
motivation is defined as: learning motivation refers to the internal motivation that
directly promotes students to carry out learning activities [6]. Learning motivation can
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explain why students study, how hard they work and what they are willing to learn. It is
the core of the learning process, which is expressed in the form of learning intention,
desire or interest, so as to stimulate students’ enthusiasm for learning, so as to actively
participate in learning activities and play a role in promoting learning. Generally
speaking, the more correct the learning motivation, the stronger the learning require-
ments, and the higher the quality of learning. Students with strong motivation often
have serious learning attitude and strong learning perseverance. The strength of stu-
dents’ dominant motivation will affect their academic performance. The relationship
between learning motivation and learning effect is not only a one-way relationship, but
also an interdependent two-way relationship [7]. Learning motivation can increase
students’ behavior to promote learning, but what students learn can in turn further
increase learning motivation.

English learning motivation includes three aspects: attitude towards learning
English, desire to learn English and efforts to learn English. Motivation is the internal
motivation to promote English learning, and a psychological state of conscious ini-
tiative and enthusiasm of English learners in English learning activities [8].

At present, English learners have no long-term goals, their learning attitude is not
positive, and their motivation for English learning is at a medium low level. Many
learners learn English only for the purpose of examination or enrollment. This kind of
instrumental learning motivation can’t stimulate the learners’ enthusiasm for learning
English and keep their interest in learning for a long time. Once their performance is
not ideal, their confidence in learning English will be hit and their enthusiasm for
learning English will be reduced. Therefore, some scholars have intervened in different
ways, and used the intervention effect evaluation method of Autonomous English
learning motivation to evaluate the effect of Autonomous English learning after
intervention. However, the method is not mature enough, because the relationship
between autonomous learning ability and motivation factors is not close enough,
making the evaluation method less fluent. At this time, we design a method to evaluate
the effect of Autonomous English learning motivation intervention based on knowledge
map to solve the above problems and promote English learners’ autonomous learning.

2 Evaluation of the Intervention Effect of Autonomous
English Learning Motivation

2.1 Establish the Relationship Between Motivation Factors
and Autonomous Learning Ability

The relevance between autonomous English learning motivation and autonomous
learning ability is based on the feedback of students’ actual situation. A questionnaire
survey was conducted among 220 sophomores in a university. The questionnaire is
designed with reference to the relevant research at home and abroad. It consists of two
parts: the basic information of the students and the multiple choice questions. The
multiple-choice questions are all in the form of 5-point lektor scale, which is divided
into five grades: “very inconsistent with my situation e” to “very consistent with my
situation a”.
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Items 1–15 survey students’ autonomous learning ability, covering five aspects:
first, making learning plans; second, using learning strategies effectively; third, self-
monitoring learning process; fourth, self-assessment of English learning results; fifth,
understanding teachers’ teaching objectives and requirements. Items 16–27 investigate
students’ learning motivation, which mainly includes four main motivational factors:
first, internal interest; second, self-efficacy (expectation of English level); third, potency
(value and meaning of English learning); fourth, motivational behavior (effort level)
[9]. After eliminating the invalid questionnaires, such as complete or partial unselected,
completely identical and so on, 197 valid questionnaires were tested for consistency.
The test results showed that the reliability coefficient reached 0.85. The data collected
were analyzed by SPSS15.0.

According to the results of the questionnaire survey, the specific situation of
College Students’ autonomous learning ability and motivation level is listed in the table
below (Table 1).

It can be seen from the data in the table that there is little difference in students’
autonomous learning ability. In fact, the single factor analysis of variance shows that
the mean difference between them is not significant. The average score of all items in
the table is more than 3, indicating that students have certain autonomy and have great
expectations for English learning, but lack of intrinsic interest. Using statistics to
calculate the correlation coefficient between self-learning ability and motivation level
reached 0.65. Statistically speaking, there is a significant correlation between them.
According to the above analysis, students with different levels of learning motivation
have different performance in autonomous learning ability. As shown in Table 2.

Table 1. Scores of independent learning ability and learning motivation factors

Ability/factor Average
value

Standard
deviation

Self-learning
ability

Study plan 3.5 0.83
Learning strategy 3.52 0.77
Self-monitoring 3.34 1.0
self assessment 3.19 0.77
Understand learning teaching goals and
requirements

3.45 0.81

Motivation
factor

Intrinsic interest 3.22 0.77
Self-efficacy 3.73 0.86
Potency 3.59 0.89
Motivational behavior 3.17 0.85
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The students whose average score of motivation level is more than 3.43 (including
3.43) are divided into high group and the students whose average score is less than 3.43
are divided into low group. From the data in the table, it can be seen that there are
significant differences in various autonomous learning abilities between the high-level
group and the low-level group. The students in the low-level group have low scores of
autonomous learning ability, which indicates that their autonomous learning ability is
not strong and they lack effective self-monitoring and evaluation ability. Regression
analysis is made on the influence of motivation factors on autonomous learning. The
results are shown in Table 3.

The results of regression analysis show that more than 80% of autonomous learning
ability can be explained by the motivational factors of independent variables, and the
influence of these four variables on the dependent variables is not repeated. T-test
showed that four motivational factors, namely intrinsic interest, self-efficacy, potency
and motivational behavior, were significant for regression. The results of multiple
regression analysis in the table can be written into a standard equation: autonomous
learning ability = 0.23 � internal interest + 0.21 � self-efficacy + 0.2 � potency
+ 0.23 � motivational behavior. Therefore, motivation factors will directly affect the
ability of autonomous learning.

Table 2. Differences of autonomous learning ability in different levels of learning motivation

Self-learning ability High
grouping

Low
grouping

p值

M SD M SD

Study plan 3.56 0.77 2.81 0.76 0.00
Learning strategy 3.76 0.82 3.21 0.59 0.02
Self-monitoring 3.59 0.88 3.04 0.56 0.02
self assessment 3.46 1.1 2.81 0.82 0.03
Understand learning teaching goals and requirements 3.89 0.58 2.85 0.66 0.00

Table 3. Regression of motivation factors to autonomous learning ability

Independent variable (motivation factor) Beta value T value P value

Intrinsic interest 0.23 2.4 0.02
Self-efficacy 0.21 2.26 0.03
potency 0.2 2.18 0.03
Motivational behavior 0.32 3.0 0.00
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According to the analysis, it is determined that there is a correlation between the
autonomous learning ability and the motivation factors. According to the correlation
between the two, the evaluation index is determined by using the knowledge map.

2.2 Determination of Intervention Effect Evaluation Index Based
on Knowledge Map

Knowledge map can show the relationship between knowledge development and
structure through various graphics, describe knowledge resources and their carriers by
using visualization technology, analyze, build, draw and display knowledge and their
interrelations [10, 11].

Based on the correlation between the above-mentioned autonomous learning ability
and motivation factors, a knowledge map of autonomous learning ability and moti-
vation factors is constructed. As shown in the figure below.

On the basis of the knowledge map of autonomous learning ability and motivation
factors, it intervenes the learners’ English learning motivation from the early, middle
and later stages of learning English. In the early stage of English learning, it mainly
intervenes the learners’ learning attitude and demand; in the middle stage of English
learning, it stimulates the learners’ emotion; in the later stage of English learning, it
strengthens the learners’ learning ability. The role of the above different stages and the
relationship with learning motivation are shown in the figure below.
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Fig. 1. Knowledge map of autonomous learning ability and motivation factors
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Combined with the information in Fig. 1 and Fig. 2, the evaluation indicators of the
intervention effect of Autonomous English learning motivation are determined. Interest
in learning: Learners’ interest in English learning can be improved through novel,
uncertain and inconsistent events; curiosity: to stimulate learners’ information
searching behavior through questioning and other ways, and then to stimulate curiosity;
concentration: to maintain students’ interest in English learning by changing various
teaching elements and avoid attention Loss of strength; learning objectives: to provide
students with a teaching objective and formulate reasonable methods to achieve these
objectives, linking short-term objectives with long-term objectives; motivation
matching: to match teaching with students’ various learning needs through the use of
various strategies; familiarity: to use students’ familiar language and experience in
teaching, and put teaching in the existing situation To help learners connect new
knowledge with existing experience; learning needs: to set teaching objectives of
different degrees of difficulty, to help students establish a positive and expected attitude
to success; learning ability: the ability of learners to complete tasks with appropriate
difficulty levels; personal responsibility: to let students realize the success of learning in
teaching, is their own earnest efforts to study Result. Satisfaction: let the students use
the new knowledge or skills to solve the problems in the real situation, provide
feedback, praise and motivate the students in time in the learning process, let the
students feel the fairness and consistency of the evaluation standards, and make the
students always maintain a positive attitude.

After the above analysis, the evaluation indicators of the intervention effect of
Autonomous English learning motivation are determined as shown in the figure below
(Fig. 3).

Early learning 
(attitude,
needs)

Learner
motivation

Late Learning 
(Ability,

Strengthening)

Mid-term
learning

(stimulus,
emotion)

Fig. 2. Motivation intervention in different stages of English learning
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After determining the evaluation index of the intervention effect of Autonomous
English learning motivation, the weight of the evaluation index of the intervention
effect is calculated to determine the level of the subsequent intervention effect.

2.3 Calculation of Evaluation Index Weight

In view of the relationship between different indicators of evaluation, motivation fac-
tors and self-learning ability, the method of questionnaire survey with experts as the
object is adopted to assign values to the indicators. The evaluation index weight is
calculated by using the evaluation matrix of expert scores. The matrix is as follows:

g¼
k11 k12 . . . k1i
k21 k22 . . . k2i
. . . . . . . . . . . .
kj1 kj2 . . . kji

8
>><

>>:

9
>>=

>>;
ð1Þ

The elements of each column of the judgment matrix are treated as one

Gji ¼ kji
Pj

j¼1
kji

ji ¼ 1; 2; . . .; rð Þ ð2Þ

Sum the judgment matrix after normalization by rows:

Gj ¼
Xr

i¼1

Gji ð3Þ
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Learning needs
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Fig. 3. Evaluation indicators of intervention effect of Autonomous English learning motivation
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For the normalization processing, the obtained feature is the weight.

Gi ¼ Gj

Pr

j¼1
Gj

ð4Þ

In the formula, there are different index scoring items kji, which ji are item number r
and constant. In formula 2, they are rounded Gi to indicate the obtained characteristics
and the calculated evaluation weight. According to the calculated weight quantitative
evaluation index, calculate the index score value, quantitative evaluation index, and
measure the intervention effect according to the quantitative score.

2.4 Quantitative Intervention Effect Evaluation Index

The weight of the intervention effect evaluation index determined in the previous step
is unified to prepare for the quantitative intervention effect evaluation index. Consid-
ering the counting habit of the percentage system, multiply the weight of each index by
100 to become the standard value of the evaluation result. The final score of each sub
index is:

Ji ¼
Xr

n¼1

Ginkjin ð5Þ

In the formula, Gin indicates the weight value i of the sub indicator n and the score
value of the expert for the sub indicator. kjin represents the quantitative j score value of
the calculated sub index i. Combining the weight obtained by the above calculation
process Ji with the quantitative score value i, the comprehensive evaluation value of
intervention effect is calculated by the weighted superposition method. The calculation
formula is as follows.

C ¼ Gi

Pr

i¼1
Ji

i
ð6Þ

The calculated comprehensive evaluation value of the intervention effect of
Autonomous English learning motivation is corresponding to the intervention effect
evaluation grade standard table, and the intervention effect grade standard is shown in
Table 4. To evaluate the effect of Autonomous English learning motivation
intervention.
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According to the intervention effect evaluation grade standard in Table 4, the
intervention effect evaluation of Autonomous English learning motivation can be
realized. So far, the evaluation of the effect of Autonomous English learning motivation
intervention based on knowledge map has been completed.

3 Experimental Study

3.1 Experiment Preparation

In UCI machine learning repository (https://archive.ics.uci.edu/ml/datasets.html) Select
the experimental data.The goal of the experiment is 101 students from two classes in a
high school. In the research, combined with the characteristics of senior high school
students’ English learning and the current situation of teaching, some measures are
adopted to intervene in students’ Autonomous English learning motivation. The
intervention effect of Autonomous English learning motivation is evaluated by using
the designed method based on knowledge map. At the same time, we use the traditional
method to evaluate the effect of Autonomous English learning motivation intervention.

In the process of using different evaluation methods to evaluate the intervention
effect, it is necessary to establish a connection between different evaluation indexes.
The time consumed in this process is an important index affecting the fluency of
evaluation methods. The longer the time is, the worse the fluency is, the shorter the
time is, the better the fluency is. Therefore, fluency is chosen as a reference index to
evaluate the intervention effect of different Autonomous English learning motivation.

In the experiment, the computer is used as an assistant to process the experimental
data through the software analysis system such as word and excel.

Table 4. Evaluation level of Autonomous English learning motivation intervention effect

grade Grading
standards

Description Level
description

I <1.5 The effect of the intervention is positive, and the learner
has a longer learning motivation

Excellent

II 1.5–2.5 The effect of the intervention is a positive result, and
the learner’s motivation for a short period of time

Good

III 2.5–3.5 The effect of the intervention is that there is no obvious
guidance result, and the learner maintains the original
state

Medium

IV 3.5–4.5 The effect of the intervention was negative, and the
learners became lax about English learning

Worse

V >4.5 The effect of the intervention was a negative result, and
the learner’s learning intention approached zero

Very poor

526 Z. Zhi-Yu and R. Meng-li

https://archive.ics.uci.edu/ml/datasets.html


3.2 Experimental Results and Analysis

Using the traditional evaluation method of the intervention effect of Autonomous
English learning motivation and the designed evaluation method of the intervention
effect of Autonomous English learning motivation based on knowledge map, the
experiment results are as follows.

In the experiment, nine groups of experiments were carried out according to the
evaluation indicators. The first group was set as no association between the indicators,
the second group as the association between the two indicators, the third group as the
association between the three indicators, and so on. The time of establishing the
association between the indicators of different evaluation methods in each group of
experiments was obtained.

The results in Fig. 4 show that the time of traditional intervention effect evaluation
method is 115 s at least and 225 s at most. The average time is about 179.6 s after
calculation. The results of the designed knowledge-based graph show that the
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minimum time required for establishing the association of indicators is 60s, the max-
imum is 113 s, and the average time is about 84.7 s after calculation. The longer it
takes to establish the association of evaluation indicators, the worse the fluency of the
evaluation method. From the above data, it can be seen that the traditional evaluation
method takes about twice as long as the designed evaluation method based on
knowledge map, which shows that the designed evaluation method based on knowl-
edge map is more fluent than the traditional evaluation method.

4 Concluding Remarks

In recent years, the research on students’ Autonomous English learning motivation is
fast, and has achieved fruitful results, which has a positive role in English teaching and
research. However, there are still a lot of problems worthy of discussion, whether it is
the focus groups or research methods. The emergence of the evaluation method of the
intervention effect of Autonomous English learning motivation is of great significance
to the research of students’ Autonomous English learning motivation. This paper uses
knowledge map to establish a close relationship between autonomous learning ability
and motivation factors, so as to make the evaluation method more fluent.In the future
research, we should take students as the main body, and teachers should guide them
properly. We can try to introduce autonomous learning platform into reading strategy
teaching, cultivate students’ good English reading habits and improve their English
level.

5 Fund Projects

1. Key R & D plan of Shandong Province (public science and Technology)
2019GGX105013.
2. Social science planning research project of Shandong Province17CQXJ11.
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