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Abstract. Representation learning in online social networks has been
an important research task for better service, which targets at learning
the low-dimensional vector representation for nodes in a network. There
exists a kind of social network, which not only includes the topological
structure and node attributes, but other information, such as the user
behaviors. It is necessary to use these behaviors to learn the node rep-
resentations. In this paper, we propose FB2vec to analyze forwarding
behaviors and achieve better node representations. Moreover, an infor-
mation intensity function based on the utility function is proposed to
measure the possibility of forwarding behaviors. However, the intensity
function can not reflect exact possibility value and only provide a rela-
tive intensity order. Therefore, we sample the intensity order pairs from
datasets and train the intensity function to adapt original orders by an
attribute-reserved siamese network. Extensive experiments demonstrate
the effectiveness of FB2vec and the visualization of information intensity
function indicates the rationality of FB2vec.

Keywords: User representation learning · Online social networks ·
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1 Introduction

Online social networks play an essential role in daily life with the rapid develop-
ment of the internet and information technology. Network representation learn-
ing, which is to learn the low-dimension vector representations for network struc-
ture and node information [20], has shown great potential on the application of
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online social networks. Most of the existing works of network representation
learning for online social networks concentrate on analyzing the relationship of
the network. However, the sparsity of the friendship network limits these applica-
tions. For example, Rochester used in [20], which is a Facebook network dataset,
contains 4, 563 nodes but only 161, 404 links, which ignores the possibility that
two nodes may be similar, but there is no link between them. However, there is
such a specific network with a typical user behavior over online social networks.
For example, the users from the online social networks WeChat could forward
some articles into a group, although some of members of the group are not his
or her friends. Compared with friendship networks, the networks with forward-
ing behaviors could be more dense because some of online social networks allow
users to look up strangers’ recommendation contents. So representation learning
for forwarding behaviors is a potential research direction. However, few works
pay attention to that because a forwarding behavior is a triple relationship and
contains the information about forwarding amount, which makes it hard to be
processed in a traditional network embedding model. Thus, the research on rep-
resentation learning for forwarding behaviors is significant for data mining on
online social networks.

Information dissemination is a common phenomenon in most of online social
networks and the forwarding behavior is a form of it. In the process of informa-
tion dissemination over social networks, a part of users generate contents, and
the contents would be received and forwarded by other users, and then received
by more users. Thus, forwarding behaviors could be described by three partic-
ipants: a content generator, a content receiver and a content forwarder. There
could be no direct link between a generator and a receiver, but a generator and
a receiver could be connected by a forwarder. So the introduction of forward-
ing behaviors could break the limitation of friendship networks. Representation
learning based on information dissemination could weaken the impact of the
sparsity of friendship networks.

To get a better representation, many related works not only utilize the topo-
logical structure of the network, but the attributes of nodes, which could be
beneficial for representation learning since they may crucially impact the con-
nections and interactions with nodes [20]. However, these attribute-aware net-
work embedding method could not be applied in the networks with information
dissemination because there is more information. Information dissemination is
affected by the content of information and the reactions of users to information,
which could be measured by content influence and social influence correspond-
ingly. The lack of researches on the information dissemination indicates excellent
research prospects.

In this paper, we provide a representation learning model based on
Forwarding Behaviors called FB2vec. We focus on forwarding behaviors in the
information dissemination process on online social networks and explore node
embedding vectors to describe the information of users. In this model, users
are classified into generators, forwarders and receivers, and they are encoded
through multi-modal auto-encoder. In order to describe the forwarding behav-
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iors of users, we innovatively design an information intensity function to measure
the intensity of forwarding behaviors, which takes the embedding vectors of gen-
erators, forwards and receivers as input and takes the intensity of forwarding
behaviors among users as output, and we use the siamese network to train the
function. With the help of information intensity function, we can further pro-
mote the learning of embedding vectors of users. The experiments indicate that
FB2vec outperforms baselines on the behavior prediction problem and similar
user detection problem.

The main contributions of this paper can be summarized in these points:

1) We provide a novel model for representation learning for forwarding behaviors
on online social networks (FB2vec) to utilize the additional dissemination
information to promote the quality of the embedding vectors;

2) We propose a new method information intensity function, which combines
the idea of network embedding and metric learning, to build the connection
between embedding vectors and forwarding behaviors intensity;

3) Experiments prove that our model works better than state-of-the-art mod-
els both for behavior prediction task and similar user detection task, and
parameter study shows that our model could measure the receivers’ interest
on forwarders.

2 Related Work

Network embedding methods aim at learning the low-dimensional latent vector
representation of nodes in a network, and these representations can be used as
features for a wide range of tasks on graphs. Generally, network embedding mod-
els can be categorized into random walk model, edge-based model, and matrix
factorization model.

Random walk models are exploited to capture structural relationships
between nodes by the random walk. DeepWalk [11] is the pioneering work of
random walk based network embedding, with the follow-up researches such as
node2vec [4] and MMDW [17].

Matrix factorization methods represent the connections between network ver-
tices in the form of a matrix and use matrix factorization to obtain the embed-
ding vectors. As a successful example, APNE [5] incorporates structure, content
and label information of the network simultaneously. [14] provides a unified
framework for matrix factorization based model and analyzes DeepWalk, LINE,
PTE and Node2vec as examples. [13] proposes the algorithm of large-scale net-
work embedding as sparse matrix factorization.

Edge-based methods directly learn vertex representations from vertex-vertex
connections to overcome the high time-consuming of random walk based mod-
els. LINE [16] first focus on first-order proximity and second-order proximity
to learn the node representation, which achieves a much higher speed than
node2vec. Graph Convolutional Networks indicates that edge-based models
become a mature scheme [8] which reflects the influence between embedding
vectors through links in networks. SDNE [19] provides an auto-encoder based
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model to train the embedding vectors of two vertices of a link. TransNet [18] con-
siders the embedding vectors of a link as the difference of embedding vectors of its
vertices, which could be considered as an expansion of SDNE. DANE [2] designs
a multi-modal autoencoder for joint training of structure network information
and vertices attribute information, which is employed in our model. NECS [9]
preserves the high-order proximity and incorporates the community structure in
vertex representation learning. Especially, [1] showed the application potential
of metric learning methods on network embedding, which inspires our model
to employ metric learning methods to train the representation of forwarding
behaviors.

3 Definition and Problem Statement

Information dissemination in the social networks is that a part of users generate
contents, and the contents would be received and forwarded by other users, and
then received by more users. So there are three views of users: generators, for-
warders and receivers. More explanations of generators, forwarders, and receivers
could be found in Sect. 5.1. Definition 1 elaborates the above phenomenon.

Definition 1 Information Dissemination. Let G = (V,E) denotes the
structure of a social network, where V is the set of users and E ⊂ V × V is
the relationships between users. D = {(ug, vf , wr, c)} is the set of information
dissemination behaviors, where (ug, vf , wr, c) means that content c, generated by
generator ug, is transmitted by forwarder vf and then influences receiver wr.

The behaviors of receivers reflect the influence among users. In the view of
the reason for forwarding, content influence and social influence are the main
factors to promote users’ forwarding behaviors. In other words, the receiver is
affected by the generator, either because the receiver has interest on the content
generated by the generator (content influence), or because the forwarders, the
friends of the receiver (social influence) like the content. However, existing works
of network embedding ignore the behaviors of users and fail to distinct content
influence and social influence. Thus we define the representation learning for
forwarding behaviors as Definition 2 to formulate the latent factors in these
three views, inspired by traditional network embedding.

Definition 2 Representation Learning for Forwarding Behaviors. Let
P g, P f , P r ∈ R||V ||×d denote the generator embedding vector, forwarder embed-
ding vector and receiver embedding vector correspondingly, where d is the length
of embedding vector. Information intensity function f(P g

u , P f
v , P r

w) is defined to
measure the comprehensive influence of the generator u and the forwarder v on
the receiver w in the process of information dissemination and is used to the
training of embedding vectors.
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4 Behavior Embedding via Siamese Network

In this section, we propose FB2vec, a novel behavior embedding model based
on metric learning and multi-modal autoencoder, which is illustrated in Fig. 1.
Overall, there are two branches for a user where the first branch captures the
topological features and the second one captures the profile features. These two
kinds of features of generators, forwarders and receivers are mapped to the low-
dimensional space by multi-modal autoencoder. Specially, we design a require-
ment aggregating function to integrate generator behavior embedding and for-
warder behavior embedding, which is inspired by a utility function in economics.
Then the information intensity function based on the requirement aggregating
function could measure the information dissemination intensity with providing
a considerable order instead of the exact value of the possibility of dissemi-
nation. Therefore, we sample the dissemination behavior into pairwise intensity
order and employ an attribute-reserved siamese network to train the information
intensity function and representations of users.

Fig. 1. Illustration of FB2vec

4.1 Attribute Preservation

The basic work for behavior embedding is to capture and preserve the topological
structure of and attributes of users, which is solved by a multi-modal autoen-
coder. The two branches in Fig. 1 for each user (generator, forwarder or receiver)
form a multi-modal autoencoder. All generators share the same autoencoder AEg

parameters. Similarly, one autoencoder AEf is employed for all forwarders and
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AEr for all receivers. Let xu be the topological structure features of u and yu

be the profile features of u. Take AEg as an example. There are K layers in
AEg in Eq. (1)–(3). Equation (1) represents the multi-layer neural network for
an encoder.

hg
x,u,(1) = σ(W g

x,(1)xu + bg
x,(1)),

. . . ,

hg
x,u,(K) = σ(W g

x,(K)h
g
x,u,(K−1) + b

(g)
x,(K)),

hg
y,u,(1) = σ(W g

y,(1)yu + bg
y,(1)),

. . . ,

hg
y,u,(K) = σ(W g

y,(K)h
g
y,u,(K−1) + b

(g)
y,(K)).

(1)

Equation (2) maps topological structure features and attribute features of
generator u into the embedding vectors.

P g
u = σ(W g[hg

x,u,(K), h
g
y,u,(K)] + bg) (2)

Equation (3) reconstructs features from embedding vector.

hg
x,u,(−K) = σ(W g

x,(−K)P
g
u + bg

x,(−K)),

. . . ,

hg
x,u,(−1) = σ(W g

x,(−1)h
g
x,u,(−2) + bg

x,(−1)),

hg
y,u,(−K) = σ(W g

y,(−K)P
g
u + bg

y,(−K)),

. . . ,

hg
y,u,(−1) = σ(W g

y,(−1)h
g
y,u,(−2) + bg

y,(−1))

(3)

Here, θg = {W g
x,(k),W

g
y,(k), b

g
x,(k), b

g
y,(k)} are the model parameters. σ(·)

denotes the non-linear activation function. The model parameters can be learned
by minimizing the reconstruct error as Eq. (4), where ⊗ is the Hadamard prod-
uct. Considering the possible sparsity of features, the number of non-zero ele-
ments in x or y may be far less than the number of zero elements. Thus, we
impose a penalty function φ to make the autoencoder concentrate on the non-
zero elements. When the features are sparse, φ(x) = |x|, otherwise, φ(x) ≡ 1.

Lg =
∑

u∈V

‖(x̂g
u − xg

u) ⊗ φ(xg
u)‖ + ‖(ŷg

u − yg
u) ⊗ φ(yg

u)‖ (4)

Similarly, model parameters θf for the forwarder autoencoder and model
parameters θr for the receiver autoencoder can be learned by minimizing the
reconstruct error Lf and Lr, where xv, yv is the topological structure features
and the profile features of forwarder v, xw, yw is the topological structure features
and the profile features of receiver w:

Lf =
∑

v∈V

∥∥(x̂f
v − xf

v ) ⊗ φ(xf
v )

∥∥ +
∥∥(ŷf

v − yf
v ) ⊗ φ(yf

v )
∥∥ (5)
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Lr =
∑

w∈V

‖(x̂r
w − xr

w) ⊗ φ(xr
w)‖ + ‖(ŷr

w − yr
w) ⊗ φ(yr

w)‖ (6)

Generally, FB2vec could make use of other kinds of neural networks such as
convolutional neural networks for image features and recurrent neural networks
for text features easily in the multi-modal autoencoder, which makes FB2vec
become a general framework for any social networks.

4.2 Information Dissemination Intensity

Information dissemination intensity is expected to evaluate the intensity of influ-
ence on the receiver w under the joint action of the generator u and the forwarder
v. Obviously, if the influence is higher, the higher the frequency of forwarding
behavior (u, v, w, c) is. So we design a function, called information intensity func-
tion, that takes the embedding vectors of generators, forwarders and receivers
as input, and outputs the information dissemination intensity. Then FB2vec
trains the output of information dissemination intensity to match the real data,
which in turn can promote the optimization of embedding vectors of generators,
forwarders and receivers. In other words, the design of information intensity
function is a fake task, which aims to help the training of users’ representation.

Since the reactions of receivers are dependent on the source of information P g
u

(content requirement) and the reactions of their friends P f
v (social requirement)

in information dissemination, the information intensity function f(P g
u ;P f

v ;P r
w)

should integrate the hidden influence factors of generator u and forwarder v
into the context factors and calculate them with the hidden factors of receiver
w. Assuming that the receiver w pursues the maximization of content require-
ment and social requirement as a rational individual, so we design the require-
ment aggregating function as Eq. (7) inspired by a kind of utility function [3],
where P1 refers to P g

u , P2 refers to P f
v , β is the utility parameter and ⊗ is

the Hadamard product. With the help of requirement aggregating function, the
information dissemination intensity in the triple relationship could be measured.
The information intensity function f is defined as Eq. (8), where A ∈ Rd×d is
the embedding combination matrix. We have known that the reactions of users
are dependent on the source of information P g

u and the reactions of their friends
P f

v . We intuitively know that the distance of P g
u and P r

w reflects the intimacy
between generators and receivers and the distance of P g

f and P r
w reflects the

intimacy between forwarders and receivers. The choice of the utility function
is reasonable because the reactions of a receiver depends on the two options
(content and social requirement) with best utility.

g(P1, P2, β) = P β
1 ⊗ P 1−β

2 (7)

f(P g
u , P f

v , P r
w) = QAQT where Q = g(P g

u , P f
v , β(P r

w)) − P r
w (8)

f(P g
u , P f

v , P r
w) = ||g(P g

u , P f
v , β(P r

w))B − P r
wB||2 (9)

In further discussion, information intensity function is equivalent to the
Euclidean distance of linear transform of g(P g

u , P f
v ) and P r

w, because Eq. (8)
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can be transformed into Eq. (9) when A is semi-positive and A = BBT .
The platform-aware parameter A (as well as B) could be trained on different
social networks, which indicates the application potential of FB2vec on different
social networks with information dissemination and guarantees the generality of
FB2vec. For a better description of users’ patterns, β is replaced as the user-
aware parameter β(P r

w) in [0, 1], which is defined as the output of a multi-layer
neural network with the input of the corresponding receiver behavior embedding
vector P r

w.
However, the utility function used in the Eq. (7) could only represent the

order of preference factors instead of the exact value of latent factors [3], so the
information intensity function in FB2vec is not suitable to measure the exact
value, which makes it challenging to employ the ordinary network embedding
model for parameter training. To solve the training problem, we explore the
pairwise intensity order through a siamese network.

4.3 Pairwise Intensity Order

In the process of information dissemination, the users’ behaviors are described
as (ug, vf , wv, c) in Definition 2. Without loss of generality, the behaviors of the
same ug, vf and wv are aggregated into l(eu,v,w) where eu,v,w is short for the
behavior (ug, vf , wv, c) and l(·) is the number of eu,v,w.

The information intensity function may not accurately describe the specific
quantity of forwarding behaviors, but only the relative size relationship of quan-
tity as it depends on the utility function. Therefore, we train the relationship
between l(eu,v,w) and the number of actual forwarding behaviors. That means
the multi-modal autoencoder of generators, forwarders and receivers is used twice
in each training, which forms a siamese network. FB2vec inputs two behaviors
at the same time, one is the data extracted from the dataset, and the other is
the negative sampling data for the same data, which is similar to the negative
sampling in network embedding.

We randomly sample the generators, forwarders and receivers for each item
eu,v,w to generate the confident negative samples. The sampling procedure is
summarized as Algorithm 1. In detail, there are four categories of negative sam-
ples: negative samples nwr for the receiver wr, negative samples nvf for the
forwarder vf , negative samples nug for the generator ug and the forwarder vf

when ug = vf , and negative samples nug for the generator ug when ug �= vf .
For example, the negative receiver sample nwr means that the intensity from
the generator ug and the forwarder vf to the receiver wr is much larger than
intensity from the ug and vf to nwr. The negative samples for the generator
ug should be categorized into two classes by whether the forwarder is also the
generator. Negative samples have to maintain consistency if the forwarder is also
the generator.
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Algorithm 1: Sampling intensity order relationship
Input: Graph G, Dissemination Behaviors D
Output: Sample Result S[·] for each eu,v,w

1 Aggregate (ug, vf , wr, c) into l(eu,v,w);
2 foreach eu,v,w do

3 Randomly sample several nwrs where l(ug, vf , nwr) � l(eu,v,w);

4 S[eu,v,w].add((ug, vf , nwr));

5 Randomly sample several nvrs where l(ug, nvf , wr) � l(eu,v,w);

6 S[eu,v,w].add((ug, nvf , wr));

7 if ug = vf then
8 Random sample several nurs where l(nug, nug, wr) � l(eu,v,w);
9 S[eu,v,w].add((nug, nug, wr));

10 else

11 Random sample several nurs where l(nug, vf , wr) � l(eu,v,w);

12 S[eu,v,w].add((nug, vf , wr));

13 return S;

4.4 Model Optimization

After the sampling procedure, there are several negative samples for each
eu,v,w = (ug, vf , wr, c). We employ the large margin strategy to distinguish each
eu,v,w with their negative samples [21]. Large margin strategy only focuses on
the relative distance between positive and negative items, which perfectly meets
the requirement of FB2vec with the utility function. Therefore, the aim is to
minimize Eq. (10), where m is the margin. The object function enforces each
f(e) to become smaller than f(ne) − m.

Linfl =
∑

e

∑

ne∈S[e]

min (f(e) − f(ne) + m, 0) (10)

Based on the mathematically information intensity function and pairwise
intensity order, we propose a novel representation learning model FB2vec for
forwarding behaviors with preservation of the topological and profile features on
online social networks. The whole object function of FB2vec can be written as
Eq. (11) where Lreg is the L2 regularizer for all parameters, α and γ are the
weighting factors. The object function is minimized by the root mean square
propagation gradient method [7] to optimize the representation learning model.

L = Linfl + α(Lg + Lf + Lr) + γLreg (11)

5 Experiments

To comprehensively evaluate the proposed FB2vec, we conduct experiments to
show the efficiency of behavior embedding vectors in aspect of the behavior
prediction problem and the similar user detection problem.
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5.1 Experiment Setup

Dataset Description. We apply our model to a commercial dataset WeChat
Article and a public social network retweets datasets Sina Weibo [22]. The details
of datasets are the following:

– WeChat Article: This dataset is collected from Tencent WeChat, which is
composed of the articles published by Official Accounts, the forwarding and
reading behaviors of general users accounts. Official Accounts are special
accounts for publishing contents and building dynamic services. In WeChat,
only Official Accounts could be generators. A forwarder could forward the
articles into WeChat groups or “Moments” to recommend them to its friends.
These friends would see the brief introduction of articles and view the whole
article if interested. If friends read the whole article, they would be treated
as receivers.

– Sina Weibo: This dataset crawled from Sina Weibo, which is the largest online
social network in China, contains about 177 thousand users and 23 million
retweet behavior [22]. In Sina Weibo, generators, forwarders and receivers
are all general users. When a user posts a tweet, it becomes a generator,
and then other users would forward it as forwarders. If a user forwards the
retweets from forwarders or the tweets from generators, it would be treated
as a receiver.

We clean the data and extract dense forwarding subgraphs which are sam-
pled through random walk methods for convenient model comparison. Through
preprocessing, WeChat Article contains 90 thousand users, 40 thousand Official
Accounts and 1.54 million forwarding behaviors. Weibo contains 250 thousand
users and 422 thousand forwarding behaviors. We split 70% of forwarding behav-
iors as the training set.

Implementation Details. We use Tensorflow to implement the program. The
profile features used in Weibo dataset is the verified status, gender, and tweet
counts of users. The profile features used in WeChat Article are the one-hot
vector of related article classes. For example, the profile features of a forwarder
are the classes of articles it forwards. The topological features are 128 embedding
vectors generated by DeepWalk [11].

The parameters of the model are set by preliminary experiments. The weight-
ing factor α and γ are set to guarantee the same order of magnitude of the differ-
ent components object function. For Sina Weibo dataset, we set α = 3 × 10−2,
γ = 10−5, d = 64. For WeChat Article dataset, we set α = 3 × 10−5, γ =
10−5, d = 64. The negative sample number for each behavior is 24 (6 samples
for each sample type) on two datasets. The neural network used in multi-modal
autoencoder and used for β are all 3 layers, the node number of the hidden layer
is 50 for network features, 25 for profile features and 10 for β. The training batch
number is 2560. The maximum number of iteration step is set as 40.
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Evaluation Protocol. We deploy FB2vec and baselines to Behavior Prediction
Problem and Similarity User Detection Problem, and choose several compara-
tive methods, including some significant or state-of-the-art models for network
embedding and forwarding prediction, to evaluate the performance of FB2vec.
Four standard metrics Precision, Recall, F1 score and AUC (Area Under Curve)
[12] are employed to measure the performance.

Behavior Prediction Problem is to predict whether a user w is a receiver in
the context of the generator u and the forwarder v. In Sina Weibo dataset, a user
is a receiver if it forwards a tweet generated by u and forwarded by v. In WeChat
Article dataset, a user is a receiver if it reads the whole article generated by u
and forwarded by v. The problem is similar to the famous forwarding prediction
problem [10]. We select 50 thousand triples (u, v, w) from the testing dataset
as positive forwarding item and sample randomly 50 thousand triples (u, v, w)
which does not appear in datasets as negative forwarding item. FB2vec solves
the Behavior Prediction Problem by calculating the information intensity f(·) for
each triple (u, v, w). If the information intensity is smaller than a threshold, w is
a receiver in the context of the generator u and the forwarder v. The threshold
is set as the median number of all information intensity in test data.

Similarity User Detection Problem is required to judge whether the given
two users are similar or not, which is a common problem solved by network
embedding methods. In our experiments, the similarity is defined by the ratio of
common receivers as Eq. (12), where D(u) means the set of all receivers of the
generator u. We select 50 thousand pairs of generators by uniform sampling and
select 50 thousand pairs of generators with at least one common receivers. Then
generator pairs with the top 50% similarity are labeled as similar user pairs and
the other 50% pairs are labeled as unsimilar user pairs. FB2vec solves Similarity
User Detection Problem by computing the distance of generator embedding vec-
tor as Eq. (13). If the distance is smaller than a threshold, the pair of generators
is predicted as a similar user pair. The threshold is set as the median number
of all distances in test data. The threshold used in network embedding baseline
models is set in the same way.

Sim(u1, u2) =
2|D(u1) ∩ D(u2)|
|D(u1)| + |D(u2)| (12)

Dist(u1, u2) = −∥∥P g
u1

B − P g
u2

B
∥∥2 (13)

The baseline models of the two tasks are DeepWalk, LINE, DANE and SDNE.
The parameters for these four compared models are set as either the default set-
tings suggested by the authors or tuned to find the best settings. Specially, we
set all embedding vectors length as 128. Since network embedding model can
not handle the triple relationship (u, v, w), we mask the generator u in training
and testing datasets and apply network embedding models on the network con-
nected between the receivers and their corresponding forwarders. Then network
embedding models predict the links between forwarders and receivers.

We add another two baseline models, PMF [15] and OCCF [6], for behavior
prediction. PMF is the basic one and OCCF is the start-of-the-art one consider-
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ing node attributes. Both two models are matrix factorization model since other
kinds of models are hard to implement because of the lack of available codes
and the difficulty of feature requirements for most of the feature-based models.
These models are to predict whether a message would be forwarded. We mask
the forwarders in datasets and apply them to predict whether the contents of
generators would be accepted by the receiver w.

5.2 Experiment Result

Behavior Prediction. We organize experimental results of FB2vec and other
comparative methods for behavior prediction in Table 1. In the comparison of
baselines, FB2vec outperforms on two datasets. In the WeChat Article dataset,
FB2vec increases F1-score by from 3.9% to 33.5% and increases AUC by from
6.5% to 16.9%. In the Sina Weibo dataset, FB2vec increases F1-score by from
0.2% to 28.0% and increases AUC from 4.4% to 23.6%. The performances of
all models on the Sina Weibo dataset is much worser than that on the WeChat
Article because the network of the WeChat Articl is much denser.

Table 1. Comparison results: behavior prediction

Model WeChat Weibo

Precision Recall F1-score AUC Precision Recall F1-score AUC

DeepWalk 0.791 0.772 0.781 0.861 0.551 0.577 0.562 0.627

LINE 0.701 0.714 0.707 0.847 0.552 0.505 0.528 0.593

SDNE 0.882 0.857 0.869 0.927 0.602 0.622 0.611 0.668

DANE 0.911 0.905 0.908 0.907 0.644 0.621 0.638 0.700

PMF 0.729 0.761 0.745 0.845 0.562 0.597 0.578 0.655

OCCF 0.897 0.916 0.907 0.921 0.658 0.691 0.674 0.702

FB2vec 0.940 0.946 0.944 0.988 0.676 0.676 0.676 0.733

Similar User Detection. The experimental results of FB2vec and other com-
parative methods for similar user detection are shown in Table 2. It shows that
FB2vec outperforms on two datasets. In the WeChat dataset, FB2vec increases
F1-score by from 4.1% to 41.4% and increases AUC by from 1.9% to 31.5%. In
the Sina Weibo dataset, FB2vec increases F1-score by from 0.4% to 31.1% and
increases AUC by from 1.1% to 8.5%.

Parameter Study. β is the utility parameter to represent the weight of gen-
erator factors (content influence) and forwarder factors (social influence). Users
are more inclined to content influence when β approaches 0, while users are more
inclined to social influence when β approaches 1. Figure 2 shows the number of
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Table 2. Comparison results: similar user detection

Model WeChat Weibo

Precision Recall F1-score AUC Precision Recall F1-score AUC

DeepWalk 0.653 0.667 0.659 0.738 0.600 0.603 0.601 0.703

LINE 0.582 0.599 0.591 0.700 0.523 0.531 0.527 0.701

DANE 0.791 0.815 0.803 0.903 0.684 0.692 0.688 0.752

SDNE 0.768 0.752 0.760 0.882 0.661 0.653 0.657 0.701

FB2vec 0.831 0.840 0.836 0.921 0.701 0.680 0.691 0.761

users with the distribution of β. In Sina Weibo, most of β ranges from 0.4 to
0.8 with a normal distribution. However, most of β in WeChat Article dataset
ranges from 0.72 to 0.79, which is approximate to uniform distribution. These
results indicate that content is more important than social influence in both two
datasets. Moreover, the pattern of user behavior in WeChat is more similar than
that in Sina Weibo.

(a) WeChat Article (b) Weibo

Fig. 2. Distribution of β

Here, we visualize the information dissemination intensity index by three
Official Accounts on WeChat Article dataset in Fig. 3, 4 and 5 as examples.
The reason to visualize it on WeChat datasets instead of Weibo datasets is that
Official Account product information specially and professionally and they tend
to attract a specific group. We call these three Official Accounts as NewsAc-
count, MilitaryAccount, and EntertainAccount1, because they are the famous
Official Accounts with more than one million followers in the news section, mil-
itary section and entertainment section correspondingly. The NewsAccount is
the official accounts operated by one of the most famous Chinese newspaper,
focusing on news of Chinese society and culture. MilitaryAccount is operated
by the biggest official Chinese military newspaper. EntertainAccount is one of
1 Their names are hidden because of the requirement of Tencent Company.
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the biggest Official Accounts for anecdotes of entertainer, which are popular
among women. Figure 3, 4 and 5 show their information intensity distribution.
The x-axis shows age and the y-axis shows information intensity. Note that the
lower information intensity represents higher attraction. The dots in the lower
left quarter in Fig. 4(a) means that EntertainAccount attracts women and the
younger more. Similarly, MilitaryAccount attracts men and the old more indi-
cated by Fig. 5(b), and the preference of people with different ages and genders
to NewsAccount is similar. The above phenomenon is matched with prior knowl-
edge of these Official Accounts. Therefore, FB2vec satisfies the expectation of
information dissemination intensity measure.

(a) NewsAccount w.r.t. female (b) NewsAccount w.r.t. male

Fig. 3. Information index distribution of NewsAccount

(a) EntertainAccount w.r.t. female (b) EntertainAccount w.r.t. male

Fig. 4. Information index distribution of EntertainAccount
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(a) MilitaryAccount w.r.t. female (b) MilitaryAccount w.r.t. male

Fig. 5. Information index distribution of MilitaryAccount

6 Conclusion

In this paper, we aim to establish a general representation learning model for
forwarding behaviors on online social networks. We propose a novel concept
of behavior embedding, which provides a new research idea of user representa-
tion analysis. Then we design a general framework FB2vec to generate behavior
embedding vectors, which combines the ideas of network embedding and met-
ric learning. Especially, FB2vec defines the information dissemination intensity
function with the help of economic utility function and we train FB2vec by
adapting the intensity order with real data. The experimental results on two
datasets Sina Weibo and WeChat Article show that FB2vec outperforms base-
lines for different tasks. The parameter study proves that the FB2vec coincides
with the prior knowledge of representation of behaviors.
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