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Foreword

Reactive power and system stability'rank low on the list of preferred topics in
academia and power system industry. For students, they are difficult to grasp;
for teachers, they are laborious to explain; and, for practitioners and operators,
they symbolize a necessary evil that raises the head when system voltages decay
and generation is in short supply. However, regardless of whether system stability
and reactive power are, or, rather, are not “easy to catch” conceptually, the need
to handle them online cannot be overestimated, especially in the current context
of transcontinental electricity markets that encompass every conceivable form of
generation, from the large scale, reliable and dependable nuclear to the intermittent
and never-guaranteed renewables.

The real-time computation of the loadability limits, to the extent such limits are
quantifiable and computable, is essential for the effective and reliable grid utilization
in an open access environment. In the past, the calculation of these limits in
power system control centers was relegated to off-line studies, and time-consuming
simulations were performed to determine the maximum loadability limits resulting
from stability constraints. Today, the complexity of online stability assessment
has been mastered, and both simple, yet theoretically sound, applications that can
quickly tell how far a given operating state is from instability, and sophisticated
packages that perform comprehensive stability analysis have been successfully
deployed and are currently used on a daily basis in system operations.

This edited volume is a compendium of articles written by experienced pro-
fessionals. It reflects a world-wide agreed-upon state-of-the-art. It is intended to
serve as both a textbook for students and teachers and a reference guide for

IPower systems may become unstable in various ways and for several reasons. The phenomena
are complex and are handled in the realms of angle and voltage stability, transient and steady-
state stability, load stability, and small-signal oscillation stability. Although unified, though not
standardized, definitions have been formulated and are periodically updated by the IEEE PES
Power System Dynamic Performance (PSDP) Committee. Nevertheless, alternate terminologies
still coexist and are being used by practitioners.
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viii Foreword

practitioners. And it addresses a broad array of issues, from underlying techniques
and technologies to actual implementations and lessons learned.

The first chapter familiarizes the reader with the real-time and study-mode
network analysis functionality that nowadays is at hand in any modern power
system control center, offers superb application integration opportunities that were
not available until just a few years ago, and constitutes the socket where stability
applications are plugged in. The next two chapters summarize the fundamentals and
set the stage for the theoretical framework needed to understand the system stability
issues covered in the book.

The subsequent sections document some of the online transient security assess-
ment and voltage stability analysis approaches, out of a larger array of alternate
solutions, that have been adopted to-date in large-scale control centers both in
the USA and overseas. Considerations about software validation and integration,
experience in handling the challenges created by wind generation, and details about
solution techniques and implementation architectures are provided. Indispensable
factors that can help improve situational awareness, such as WAMS and real-time
VAR management are also addressed, thus enhancing the already broad array of
topics tackled in the book.

A judicious balance between extensive theoretical details and practical imple-
mentation features permeates this volume from the first to the last page and reflects
the editor’s brilliant trajectory in academia and industry. Dr. Sarma Nuthalapati is
one of those experts, unfortunately rather rare among us nowadays, who comple-
ment a thorough, in-depth understanding of theory and algorithms with the hands-on
knowledge of how such tools are actually implemented and used in real life.

It is therefore a pleasure to welcome this effort by him especially when the
electric power industry has undergone radical transformation with, on the one
hand, the impact of WAMS, renewable forms of energy and transcontinental
AC and DC interconnections and, on the other, the advent of the computational
power and software wizardry needed to bring the real-time stability assessment
to the operator’s fingertips. This book is a worthy addition to an already valuable
collection of earlier publications hosted by Springer in the field of real-time stability.

Energy Consulting International, Inc. Bayside, NY, USA Savu C. Savulescu
November 24, 2020



Preface

When I started my career in Power Systems 30 years ago in the early 90s in India,
we were involved in developing network advanced application functions for Energy
Management Systems (EMS) but did not have stability assessment tools as a part
of those functions. Later when I started working at Electric Reliability Council of
Texas, Inc. (ERCOT) in the USA, I had the opportunity to work more closely with
Advanced Network Applications for EMS and support operators in control centers
for security assessment. We also had the opportunity to listen to Dr. Prabha Kundur
in a three-day workshop on Voltage Stability. It was a significant learning experience
for us to hear from the Guru on Voltage Stability Assessment. ERCOT uses both
Voltage Stability and Transient Stability assessment tools in its control center.

The concept of this book started when I had an idea for an issue of IEEE PES
Magazine focusing on “Use of Stability Assessment Tools in Control Centers.” I
shared it with Dr. Prabha Kundur and he agreed that such a compilation would
benefit the readers and industry. In July 2017, we proposed the idea to IEEE PES
Magazine Editorial Board. However, we were not successful in publishing the
magazine. Later, I envisioned a book that aggregated the experiences of different
utilities utilizing stability assessment tools in their grid operations. Dr. Kundur again
encouraged me to pursue the idea and this is that book today. It is unfortunate that we
lost Dr. Prabha Kundur, a pioneer in Power System Dynamics and Voltage Stability.
I was constantly inspired by him and always felt supported when I approached
seeking guidance. I am dedicating this book in his memory as a mark of my respect
to him.

This book is an addition to an already valuable 2005 book on “Real-time Stability
in Power Systems—Techniques for early Detection of the Risk of Blackout” by
Springer that was edited by Dr. Savu C. Savulescu. The book was built around the
panel session on Real-Time Stability Challenges hosted during IEEE Power Systems
Conference and Exposition on October 13, 2004. The panel provided a forum for
showcasing the progress achieved, identifying and discussing challenges to innovate
on during future research. Though Dr. Savulescu’s book was written in 2005, it is
still appropriate and presents the need and importance of stability assessment tools
in grid operations. The second edition of his book released in 2014 addresses some

ix



X Preface

of the latest developments in this area. Dr. Savulescu kindly agreed to provide an
overview of security assessment in Chap. 1 of this book. I am also grateful to him
for writing the foreword.

This book discusses the use of stability assessment tools in grid operations
by many utilities across the world. Initial chapters provide a basic introduction
and background on security assessment, voltage stability assessment, and transient
stability assessment. Remaining chapters present the unique usage of these tools in
each of the utilities. Broad contributions for the book are from the following:

¢ Grid Operators/ Independent System Operators:

* (California ISO

e ISO New England

e PJM Interconnection

* Electric Reliability Council of Texas (ERCOT)

* PEAK Reliability (Former Reliability Coordinator for the majority in Western
Interconnection)

e Midwest ISO

e (California ISO

* Australian Energy Market Operator (AEMO), Australia

* Nordic Power System Operators, Norway

e Utilities:

* BC Hydro

¢ National Grid, UK

» State Grid Corporation of China

* Tennessee Valley Authority (TVA)

* San Diego Gas & Electric (SDG&E)

* Dominion Energy

* Bonneville Power Authority (BPA)

* New York Power Authority (NYPA)

* Tokyo Electric Power Company (TEPCO), Japan

Initially, Chap. 1 by Savu C. Savulescu provides an overview of security
assessment for Grid Operations and aims at familiarizing the reader with the state-
of-the-art in real-time and study-mode network analysis as currently implemented
in SCADA/EMS installations worldwide.

Chapters 2 and 3 provide the basic theoretical background for all the other chap-
ters. In Chap. 2, authors describe the fundamentals of long-term voltage stability and
short-term voltage stability phenomenon in power systems by studying the various
parametric dependencies along with the respective assessment methods. Numerical
techniques that enable scalable assessment of voltage stability in practical systems
are described along with examples. In Chap. 3, the author provides the basics of
Transient Stability Assessment.

In Chap. 4, the author presents an online transient security assessment tool
(TSAT) that was successfully implemented in Peak Reliability (formerly, WECC
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Reliability Coordinator) at its control rooms. The author introduces implementation
experience, model validation findings, tool integration, and software enhancements
in this chapter. The simulation and study results are provided for a few system
events.

Chapter 5 presents a success story about how Peak Reliability (formerly, WECC
Reliability Coordinator) collaborated with V&R Energy and Peak member entities
to implement an online voltage stability analysis tool in a control room setting
for real-time assessment of Interconnection Reliability Operating Limits (IROLs)
in the Western System. Major technical challenges and the resolutions, including
modeling aspects, software improvements, validation, and integration efforts are
presented in the chapter. Lessons learned and future work are discussed in the end.

Chapter 6 looks at the voltage and transient stability considerations in the
daily operations of the ERCOT system. The authors review the voltage stability
assessments conducted as part of real-time operations and the need in ERCOT for
a “system strength” metric. The Weighted Short Circuit Ratio (WSCR) proposed
by ERCOT for this purpose is presented in detail. They also review the transient
stability assessments conducted in real-time operations at ERCOT, starting with
the West—North Interface and going through recent developments such as Transient
Event Metrics in performing such assessments in daily operations.

Chapter 7 presents the details of voltage stability and transient stability tools at
PIM Interconnection. Over the past few decades, PJM has moved voltage, transient,
and dynamic stability analysis—historically the domain of planners and back-
office engineers—into the control room. PIM utilizes the Real-Time Transfer Limit
Calculator (RTTLC) to perform voltage stability analysis and determine operation
limits. The Voltage Stability Analysis & Enhancement tool (VSA&E) application
is used to further analyze the limits from RTTLC and find non-cost options (such
as transform tap moves or capacitor switching) which can be used to increase
the interface limit. This chapter provides more details of these tools used for
voltage stability assessment at PJM. It also presents the details of Transient Stability
Application (TSA) which is used to determine transient and dynamic stability limits
for real time conditions allowing PJM to operate more efficiently than relying on
off-line studies.

Chapter 8 presents the developments of the National Grid’s Online and Off-
line Stability Assessment (OSA/OFSA) systems. It presents business requirements,
technical implementations, and gives some examples of use cases. OSA is capable of
identification of unknown system stability issues during real-time operation; while
OFSA provides what-if assessment in the operational planning phase. Performance
of OSA meets the requirement for analyzing the full contingency set (more than
2000 cases) in each State Estimation cycle. OSA and OFSA together support
National Grid’s delivery of the Great Britain Security and Quality of Supply
Standards in a changing and more uncertain environment.

Chapter 9 describes two power system monitoring applications that have been
developed and introduced to operators at Statnett control centers in Norway. Statnett
is the transmission grid owner and system operator (TSO) in Norway. Operators
have identified online monitoring and assessment of stability properties as the most
useful application of synchrophasor information that can be easily implemented
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in their control centers. The two applications for online voltage stability and
transient stability monitoring provide critical information that until now has not
been available to operators. The work presented in this chapter is a part of several
efforts to introduce synchrophasors applications in the control room at Statnett.

Chapter 10 presents the details of real-time stability assessment tools used
at Australian Energy Market Operator (AEMO) in Australia. The nature of the
interconnected power system that dominates the eastern and southern regions of
Australia, means that it has often dynamic stability concerns rather than thermal
issues that dictate the operating boundary of this network. Adding in the ever-
increasing penetration of intermittent asynchronous generation and the subsequent
reduction in system strength has meant the operation of this network is increasingly
challenging. This chapter examines some of the practical issues of assessing stability
in a real-time operational time frame at AEMO. It provides some power system
events which highlight the level of modelling detail required to properly understand
these dynamic stability phenomena, especially in the context of significant penetra-
tion of asynchronous generation.

Chapter 11 presents the details of stability assessment tools at China State
Grid. The increasing penetration of large-scale renewable energy resources, power
electronics-based transmission equipment, and advanced protection and control
systems all contribute to the even more complicated dynamics which are observed
in the operation of today’s China State Grid. In this chapter, online transient
stability and voltage stability assessment tools are developed which input real-time
EMS snapshots, perform dynamic contingency analysis under various conditions,
and calculate real-time transfer limits. Some unique and innovative features are
introduced to address the practical challenges, such as real-time integration of
power flow information from both node/breaker and bus/branch models, online
corrections, and enhancements for power flow and dynamic models. The developed
online assessment system has been deployed in the unified dispatching and control
system D5000 and has achieved satisfactory performance in improving situational
awareness and safe operation of the power grid. Several examples focusing on
transient stability and voltage stability are presented to illustrate the effectiveness
of the online assessment system.

Chapter 12 discusses the implementation of online voltage and transient stability
assessment tools at ISO New England. It presents details on how these tools
were configured to achieve the best performance to meet operations’ business
requirements and attain a stable and robust solution and provides the steps on
how these online tools are used to improve operating decisions, how transmission
operating text guides are currently developed and will be improved in the future.

Chapter 13 describes the implementation of voltage and transient stability
assessment tools at California Independent System Operator (CAISO). The archi-
tectural setup of the various real-time systems and data flow needed to achieve the
implementation of real-time voltage and transient stability assessments that support
the requirements laid out in the System Operating Limits Methodology are provided.
The needed configurations of the scenarios voltage and transient to be monitored for
stability assessments in real-time are described. In addition, various examples are
provided on how the voltage and transient stability assessment tools can be utilized
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to provide additional information and assessments that can be helpful for better
situational awareness of operators. Various challenges of implementing voltage and
transient stability assessment tools and ensuring their continuous operation are also
provided.

Chapter 14 provides details of stability assessment tools at Midcontinent Inde-
pendent System Operator (MISO) which is an independent system operator across
15 US states and the Canadian province of Manitoba. To better prepare and maintain
stability of the system MISO utilizes stability assessment tools in both real time
horizon and operational planning horizon. This chapter provides the details of these
tools and provides process flow on usage of these tools at MISO.

Chapter 15 provides the details of VAR Management Systems (VMSs) for
monitoring and maintaining adequate reactive power reserves at Tennessee Valley
Authority (TVA). This tool leverages algorithms for voltage stability analysis and
steady-state power flow to deal with potential reactive power issues. The VMS
tool seeks to define localized reactive power “zones,” then monitor and ensure
sufficient reactive reserves are available locally. In addition to monitoring and
analysis, a control recommendation engine for mitigation is provided to enhance
reactive reserve zones.

Chapter 16 presents the use of online voltage and transient security assessment
tools at BC Hydro. It also discusses how these tools are configured in the EMS
environment and integrated with other subsystems to meet the requirements of real-
time operations and attain reliable, consistent, and robust solutions. It illustrates
how these online tools are used to support operating decisions in conjunction with
system operating guides in the form of operating orders that are implemented in
an in-house application, Transient Stability Analysis Pattern Matching (TSAPM) in
EMS environment.

Chapter 17 presents the details of stability assessment tools used at San Diego
Gas & Electric (SDG&E). SDGE has been performing voltage stability studies
for close to 30 years, developed various routines and methodologies to address
voltage stability concerns. Being a participant of the Peak Reliability Synchrophasor
Program (PRSP), SDG&E had access to the Peak-ROSE (Region Of Stability
Existence) program/package. Since 2015, SDG&E has been running a real-time
version of the Peak-ROSE program every 5 min. This chapter describes practical
aspects, assumptions, and methodology for practical online implementation of a
voltage stability analysis tool, ROSE. It also explains how certain system events
lead to changes in voltage stability methodology and assumptions. A special focus is
given to lessons learned after four years running real-time voltage stability analysis.

Chapter 18 provides the details of stability analysis at Dominion Energy. The
design and implementation of a stability application in the control room requires
both technical and procedural knowledge. Not only do the current processes and
employee workflow need to be well understood, but there also must be a vision for
how the stability analysis will fit into day-to-day tasks. With these prerequisites in
mind, this chapter provides a discussion of the key concerns for Dominion Energy
Virginia (DEV) and the lessons learned as the company introduces stability analysis
in both real-time and system operations planning studies.
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Chapter 19 presents a methodology that has been developed for Tokyo Electric
Power Company (TEPCO) which takes the merit of both a direct method and
fast time-domain method. The TEPCO-BCU is developed under this direction by
integrating BCU method, improved BCU classifiers, and BCU-guide time domain
method. The chapter presents methodology to perform transient stability assessment
for planning purposes in which the contingency list is extensive to cover possible
and yet credible contingencies including the network contingency list and the
renewable contingency list.

Chapter 20 discusses a methodology to monitor voltage stability using syn-
chrophasor technology. Voltage Stability Index (VSI) explained here is computed
using the PMU measurements for a transmission corridor to determine if the system
has any voltage stability issues. The method reduces a complicated transmission
corridor to a single line equivalent. The index is computed at PMU measurement
rate providing quick indication of voltage stability issues. Therefore, the method can
be implemented in control rooms with the associated displays, alarming, and data
recording features to support the application. The index limits are determined by
studies to stress the system under various loading scenarios and system conditions
to find a warning level and an alarm level that requires emergency action. Imple-
mentation of this method at two utilities as part of a research project was explained
in this chapter.

All these chapters give a good overview of how voltage stability and transient
stability assessment is performed at various utilities in the USA, Canada, Australia,
China, Europe, and Japan. I am hoping that this book can serve as a useful reference
to other utilities who are exploring these tools in their grid operations. It also serves
as a textbook for teachers and students in understanding the implementation of
stability assessment tools in real-world grid operations.

I would like to thank Dr. Joe Chow and other editors of Springer Power
Electronics and Power System Series for publishing this book and through the
process providing guidance on improving the contents of the book. I also want to
thank all the authors for their time and efforts in preparing the chapters. I am grateful
to Dr. Savu C Savulescu for kindly writing the foreword. I would like to thank all
my IEEE and NASPI colleagues from whom I always learn.

I am what I am today because of my teachers at the Railway High School
(Kazipet), National Institute of Technology Warangal (formerly known as Regional
Engineering College Warangal), and the Indian Institute of Technology (IIT) at
Delhi in India and my dear parents Sri N Hanumantha Rao and Late Smt. Kamala
Devi. I am indebted to them for all their teachings which have made me a good
engineer and a hardworking human being. I also appreciate my wife Vasudha and
our daughter Sruti for their understanding and patience with my passion for my
professional life.

Austin, TX, USA Sarma (NDR) Nuthalapati
30th November 2020
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Chapter 1 ®
Overview of Security Assessment oo
for Grid Operations

Savu C. Savulescu

1.1 Introduction

1.1.1 Background

The use of digital computers to evaluate'the impact of scheduled and potential
transmission and/or generation outages emerged in the late 1950s and started to
be performed routinely in the early 1960s when the load-flow calculations became
settled science. At that time, power utilities owned and operated both generation
and transmission facilities and the label “vertically integrated utility” had not been
devised. Markets did not exist either, but the sheer size of the power pools, which
had emerged in the 1930s to operate economically multiple utilities without owning

1At the outset, let us note that the techniques addressed in this chapter aim at the static, or steady-
state, analysis of power system conditions that are reached long after the sub-transient and transient
phenomena have subsided. In this context: “long after” is actually never longer than a couple
of seconds; the after-contingency steady-states are determined with load-flow computations; and
dynamics, system oscillations, relay settings, and other stability aspects are not taken into account.
Originally, this approach was called “static security assessment” as opposed to “dynamic security
assessment,” which entailed primarily transient stability calculations. Since a thorough assessment
of the power system operating reliability would not be complete unless dynamics would also be
considered, a few stability concepts are briefly introduced in Sect. 1.2.3 and Sect. 1.4.2—and
then, the main voltage and transient stability tools will be addressed extensively throughout the
remaining chapters of this book
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equipment, was already making it difficult to assess the reliability of energy transfers
across vast system areas.

The real-time calculations entailed in system supervision and control, short-term
scheduling, and post-operation were performed on SCADA platforms referred to
as “master stations” and deployed in operational units known as “control centers.”
By contrast, medium- and long-term planning and forecasting belonged in separate
quarters of the utility, known as “system planning,” and used mainframes situated
either locally, in the utility’s “data processing” department, or remotely at large
external data centers.

Dubbed either “real-time” or “general purpose,” depending upon the type of
data they were designed to process, the digital computers had completely replaced
the analog systems and network analyzers of yesteryears but the applications
were still aligned with the traditional landscape: quality, i.e., constant frequency
and acceptable voltage levels, and economy of supply were handled in real-time;
operating reliability was assessed off-line.

This state of affairs changed dramatically on Tuesday, November 9, 1965, when,
at 5:29 p.m., approximately 80,000-square miles of the Northeastern United States
and the Province of Ontario, Canada, fell into darkness. Toronto, the first city
afflicted by the blackout, went dark at 5:15 p.m. Rochester followed at 5:18 p.m.,
then Boston at 5:21 p.m. New York, finally, lost power at 5:28 p.m. The failure
affected four million homes in the metropolitan area and left between 600,000 and
800,000 people stranded in the city’s subway system.

Later that evening, President Lyndon Johnson sent a memorandum (Fig. 1.1)
to Joseph C. Swidler, Federal Power Commission Chairman, underlining “the

5:28 PM., NOV. 9
LI FE THE LIEms THE WHITE HOUSE
WENT

mﬂ‘ Hovesber %, INS

You arctherefore directed h kmh - llmroug'h nud.\f of \he umn N
u( l'MI failure,

il iyl it o =

. nee ad.ed‘erl;miuloupponm
P ou are w cal.l upon the tep experts in our

natien in conducting the investigation,

A report is expected 4t the carlicst possible moment as to the
causge of the failure and the steps you recommend to be taken to

Prevent a recurrence.

Fig. 1.1 The Northeast blackout of 1965—and President Lyndon Johnson’s reaction to it
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importance of the uninterrupted flow of power to the health, safety, and well-being of
our citizens and the defense of our country,” and directing the FPC to “immediately
and carefully investigate” the incident and “launch a thorough study of the
cause” [1].

The Federal Power Commission answered the call. That very evening it estab-
lished an Advisory Board to assist in its subsequent investigation of the power
failure. Then, on December 6, 1965, it reported the preliminary findings [1]. Various
Study Groups were formed, including an Advisory Subcommittee, chaired by Glenn
W. Stagg [2], which aimed at studying the role of digital computers in power system
planning and operation.

Two years later, the Federal Power Commission issued its Final Report [3]. One
of the key recommendations was to “establish a real-time measurement system
and develop computer-based operational and management tools,” which triggered,
among other developments, the advent of state estimation and power system security
assessment—and the rest is history.

1.1.2 Context

It is not the purpose of this chapter to review the evolution of network analysis
applications from what they were during those pioneering years to what they are
today; a brief history of the contingency analysis tool in control centers is provided
in [4]. Accordingly, we will jump directly to the current state-of-the-art in the
assessment of power system operating reliability. But before addressing a number
of key aspects of this sophisticated technology, it is important to realize that: the
early real-time control systems evolved significantly and became comprehensive
information systems (Fig. 1.2); the modern control center of today is supported by a
complex structure of hardware, software, and communication components (depicted

Utility Conrff;:]Syzt;m Paradigm utility Information System Paradigm

£ 2000s and beyond

0“@“

o
D&\‘\

Fig. 1.2 Utility control system vs. utility information system
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Utility Information System

Hardware Communications
Subsystem Subsystem

Fig. 1.3 Network Analysis functions in the hierarchy of a modern utility information system

in HIPO?format in Fig. 1.3); and that, in order to be appreciated correctly, the
network analysis applications must be understood as being just one of the many
modules of the utility information system hierarchy.

1.2 Key Concepts in the Security Assessment Landscape

1.2.1 The Interactive Computation Paradigm

It is both fascinating and instructive to look back at the evolution of user interface
concepts during the SCADA/EMS infancy.

Prior to the introduction of CRT monitors, power system dispatchers performed
their duties from control desks covered with large arrays of push buttons and func-
tion keys and, usually, got further help from static wallboards in the background. But

2HIPO (Hierarchy + Input-Process-Output) is a tool developed by IBM in the 1970s [5], which
facilitates the planning, documentation, and specification of computer programs and complex
systems that encompass both hardware and software
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Fig. 1.4 Carolina Power and Light control room in the 1970s

even after the computer display became the main user interface tool, the supervisory
control was still handled the old-fashioned way and most of the switching operations
were still performed by pushing buttons [6] or, at best, by using track-balls to select
and activate CRT poke-points (Fig. 1.4).

The advent of the security assessment paradigm, which constituted one of the key
corollaries of the technology breakthroughs that took place after the 1965 Northeast
blackout, triggered further dilemmas:

» Is there a way to replace the static representation of the power system network
with models that can be updated with data collected in real-time, and, if the
answer is “yes,” how to validate such models and, most importantly, how to use
them to predict future states?

e Is it still adequate, or even possible, to conduct complex computational suites
that involve multiple application programs in batch processing mode or a new
software execution paradigm is needed instead?

3 At that time: “system security” referred to the power system ability to withstand the impact of
generation and/or transmission outages; “generation reliability,” or just “reliability,” designated the
capability of the utility’s generating units to cover the load duration curve within a specified Loss
of Load Probability (LOLP); and “transmission reliability” belonged in long-range transmission
studies and consisted of evaluating line and transformer contingencies in the context of planned
network topologies. Nowadays, the term “system security” is normally used as a synonym of
“cyber security” whereas the meaning of the early concept of “system security” is conveyed by
the term “operating reliability”
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Fig. 1.5 Conceptual design of the first security assessment system deployed in the industry

The first question was brilliantly answered by compounding the state estimation
with load-flow computations and contingency simulations. Figure 1.5 depicts the
first security assessment system implemented in an actual control center in 1972
[7].

The answer to the second question came from the Inferactive Load-Flow (ILF)
[8], which opened the era of interactive computations. Today, of course, everything
is “interactive” and we take it for granted, but at that time batch processing was king
and the ILF represented a major change of paradigm.

A quick glance at the complex software interactions depicted in Fig. 1.5 can help
explain why the interactive approach taken by the ILF was perceived as a major
breakthrough when it was introduced—and can help grasp a better understanding of
what today is referred to as real-time and study-mode network analysis.

1.2.2 Real-Time Vs. Study-Mode Processes

Another look at the security assessment flow-chart, this time through the lenses of
the hierarchy-input-process-output paradigm, as shown in Fig. 1.6, tells us that:
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Fig. 1.6 HIPO view of the security assessment flow-chart

¢ The model entails using both real-time readings and off-line parameter data.

* The computations’ elapsed times, no matter how short, imply that what we
call “real-time model” is, at best, just a snapshot of what the system state was
moments earlier.

¢ The process, in order to be meaningful, needs to be executed periodically, so that
it would follow the evolution of the system load, and, also, to be friggered either
automatically or manually upon the occurrence of system events.

* There is nothing in this paradigm that prohibits using conveniently stored data to
perform certain functions in study-mode to assess alternate operating scenarios
and/or events.

Indeed, once the power of interactive computations was unleashed, the next
logical step was to execute online*and to interactively control the entire sequence
of security assessment processes, from building the real-time network model to
estimating the system state, assembling a base case, and evaluating the impact
of potential contingencies—and to do it both in real-time and in study-mode for
postulated system conditions.

“In the SCADA/EMS context, “online” implies that the calculation results are available to the
operator in the SCADA/EMS system itself, as opposed to being available on some other separate
system, which would be designated as “off-line.” However, there is no guarantee that the online
computational process will be fast enough to produce results that can be labeled “real-time.” A
detailed discussion of the “real-time” and “study-mode” paradigms is provided in reference [9]
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By “real-time” we mean that the:

* [Input reflects the most recent power system state—in the field, it comes from
the transducers installed in RTUs; at the SCADA master, it is retrieved from the
real-time database.

* Processing is performed within very short delays typically not exceeding a
couple of seconds.

e Qutput is usable almost instantly, i.e., approximately 1-2 s, or even faster.

With the advent of Historical Information Systems (HIS), the study-mode
security assessment has been extended to reconstruct past system states to the
exact system conditions at the time when the analog measurements and status
indications were timestamped at the RTUs—an invaluable tool for performing post
facto analysis and various other types of system studies.

1.2.3 Static Vs. Dynamic Security Assessment

When the security assessment was introduced, it was recognized from Day 1 that
the analysis it entailed was stafic because neither transient nor steady-state stability’
checks were performed, which is why it was labeled Static Security Assessment.
Many years and several blackouts later, it became obvious that the need to consider
stability limits® also needed to be addressed in real-time, and so, the Dynamic
Security Assessment (DSA) paradigm was born.

For network analysis systems, though, the dichotomy static vs. dynamic is
not absolute: some SCADA/EMS specifications do include voltage stability and,
sometimes, even transient stability assessment requirements as part of the standard
network analysis subsystem, whereas most vendors offer the DSA capability
separately, in addition to it. Likewise, the fast computation of the risk of blackout,
which is discussed in Sect. 1.3.4, was offered in the past as a piggyback addition
to the standard network analysis sequence’but today is seamlessly integrated as
functionality with its own rights.

SIn the old times, power system stability was classified as transient, or dynamic, and steady-state.
Today, one of the earlier steady-state stability concepts known as system loadability was relegated
to the field of voltage stability whereas the remaining ones are categorized as small signal stability
5The key concept of stability limit is briefly addressed in Sect. 2.4.2 and further expounded in [10]
and related references

TCurrently, this functionality is seamlessly integrated within SIGUARD®, which is a stand-
alone product owned and marketed by Siemens AG, Nuremberg, Germany, and is deployed as
a contingency analysis front-end computation to [11-13]
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1.3 Anatomy of the Network Analysis Subsystem
in a Modern SCADA/EMS

1.3.1 General Considerations
1.3.1.1 Purpose and Scope

The real-time power system monitoring and study-mode security analysis use both
real-time information acquired through the SCADA and off-line parameter data. The
software subsystem that provides this broad functionality is called Network Analysis
and encompasses:

» Standard Network Analysis applications, which are incorporated and used on
a continuing basis in virtually every single SCADA/EMS in the industry and
encompass the Network Topology, State Estimation, Contingency Analysis, and
Dispatcher’s Power Flow programs.

* Non-standard Network Analysis applications that are sometimes requested on
an optional basis and may include programs such as the Fast Computation of the
Risk of Blackout and the Optimal Power Flow, as well as DSA add-ons including
Voltage Stability and Transient Stability programs.

» Service routines and procedures that facilitate the interaction between user and
software and/or between the applications themselves.

This is illustrated in HIPO format in Fig. 1.7.

Software advancements being what they are, the body of network analysis
applications has been, and it will most probably be continuously evolving. In the
early days, it included modules such as Model Updating and Network Equivalencing
that were taken for granted but today are not even specified any longer—not because
they would not be useful anymore, but because the services they provide have
been seamlessly embedded in other functions. Likewise, certain applications, e.g.,
Remedial Action, were heavily promoted at their announcement but eventually all
disappeared from sight. And things will certainly change again if and when the
SCADA/EMS and WAMS®paradigms would eventually be merged.

1.3.1.2 Modeling Requirements

Typical Network Analysis modeling requirements include some or all of the
following:

8In the realm of Wide Area Measurement Systems (WAMS), phasor data are collected by PMUs
at 2 up to 5 cycle intervals, whereas the status and analog data handled by SCADA systems are
gathered at much lower rates. The Sect. 2.4.1 provides a cursory review of using PMU data in
SCADA environments
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Network Analysis
Subsystem

Fig. 1.7 HIPO view of the Network Analysis subsystem

¢ Power system network elements, such as overhead lines and underground cables,
serial and shunt capacitors and reactors, Tap Changing Under Load Transformers
(TCUL), Bus Injections (load and generation), Static VAr Compensators, DC
lines and DC terminals.

¢ Control devices, such as breakers, disconnect switches, bus couplers, bus discon-
nect switches, and load disconnect switches, among others.

» Special modeling data such as equivalent branches, equivalent injections, and
P-Q capability curves for the generating units.

System areas are usually defined in terms of operational jurisdiction, e.g.,
internal and external areas, but can also be classified as observable and, respectively,
unobservable, depending upon the ability of the state estimator to converge for a
given metering configuration and set of pseudomeasurements.

In the early days, non-observability happened frequently because not all of the
substations were equipped with RTUs and, furthermore, not all of the installed RTUs
were fully populated with transducers. But even if nowadays the power system
metering facilities tend to be redundant, the power system networks may still split
during major disturbances into electrically disconnected subnetworks, or islands,
some of which may be unobservable. Therefore, the software should be able to
dynamically identify the boundaries of observable/unobservable areas depending
upon the available telemetry and/or set of pseudomeasurements.
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1.3.1.3 Execution Modes

The industry-accepted practice is to execute the standard Network Analysis pro-
grams as follows:

In real-time mode, the Network Topology, State Estimation, and Contingency
Analysis functions: run automatically; do not require manual data entries; are
typically scheduled for periodical execution; and can also be triggered by events
or initiated upon request. This process is referred to as the Real-time Network
Analysis Sequence and is monitored via displays that indicate: which module is
currently running; what is the current execution status; and error conditions, if
any.

In study-mode, the Network Topology, State Estimation,’Contingency Analysis,
and Dispatcher’s Power Flow modules are executed upon request to analyze
actual (current or past) and postulated (future or potential) system states.

Both in real-time and in study-mode, these applications work as a group of

seamlessly integrated functions and the data exchanges between them need to
be transparent. In real-time, this is also true for the service routines, which are
automatically invoked if and when needed. In study-mode, a rich set of interactive
capabilities enables the user to initiate studies from previously stored system
conditions, completely reconstruct past states!'”starting from real-time database
snapshots saved in HIS, and/or build future scenarios spanned by postulated system
conditions.

As far as the nonstandard Network Analysis functions are concerned:

The Fast Computation of the Risk of Blackout has been deployed both in real-
time, to continuously monitor the distance to instability on trending charts, and
in study-mode.

The Optimal Power Flow typically comprises a voltage/reactive power com-
ponent, which can be used as a study-mode advisory tool to identify controls
that alleviate voltage and/or VAr violations, and, respectively, a real power
component, which is said to provide the ability to remove MW flow violations
within so-called remedial action procedures.

9The ability to run State Estimation in study-mode may be needed for a variety of reasons, e.g., to
assess the system observability when building or upgrading the network analysis database

10past system conditions are usually stored in savecases but can also be retrieved from the HIS
as snapshots of the real-time database, in which case the capability to run Network Topology and
State Estimation in study-mode is required
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1.3.2 Standard Network Analysis Applications
1.3.2.1 Network Topology

The Network Topology program determines the topological configuration of the
power system network and the related measurement topology, and identifies the
energized or de-energized status of the network elements.

A set of typical input-process-output specifications for this application is
depicted in HIPO format in Fig. 1.8.

1.3.2.2 State Estimation

The State Estimator processes the available real-time measurements, along with
parameter and static data, develops the best state estimate of the power system
conditions, and formulates it in terms of line loadings, bus injections, and bus
voltage magnitudes and angles. If the process converges, the estimate of the
operating state is assembled and saved in a base case that is subsequently used
for performing security assessment. In addition, the State Estimator provides
information about erroneous and missing data.

A set of typical input-process-output specifications for this application is
depicted in HIPO format in Fig. 1.9.

=
e
NETWORK TOPOLOGY
INPUT PROCESS OUTPUT
Actual of and D ine the network i ion through Real-time topology of the system,
disconnect swiltches obtained from breaker and disconnect switch processing including the configuration of
the real-time database or manually substations belonging to the
entered by Operator Identify branch-node ions, open b hes, split i utilities were data
buses, merged buses, and isolated sub-networks or are available
Description of the system stalic islands
tepology, including longitudinal and Measurement topology (meters
i 3 = ine the system logy (meters related to the system energized
isolators, busses, shunts, related to the system energized components) componanis)
generators connecled to each bus, T "
etc. from a static datab o ine the of voltage sources in each List of in service generators
isolated network element i i
Meter location from the system List of de-energized components
static topology Identify the generating units connected to each bus that
is in service

SCeyiight 1Y Energy Conauting lessinatsonal, Ing. ANl rghts reserved workdwite

Fig. 1.8 Typical input-process-output specifications for the Network Topology program
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STATE ESTIMATION

INPUT

PROCESS

OUTPUT

System lopology assembled by the
Network Topology program

Static parameters (line and trafo
i etc.) of the i
system elements

Measurement topology (location and
type of meters related to the
energized system elements)

Redundant telemetered data such as
bus voltage magnitudes, active and
reactive bus injected powers, reactive
powers of shunt capacitors and
reactors, etc.

Tap position from

Use a state o adapted to the

of the input system, such as the or

values of the bus voltage
and phase angles

wversion of the Weighted Least Squares technique (other
methods are also been deployed in the industry)

Process active and reactive power measurements aither
separated or in pairs (no value should be left unused just
because is single)

Perform limit checking (current, voltage and reactive
power generation) for all the estimated values

Include a p to be offline t

the meters’ standard deviation

Perform a pre-processing analysis of the analog readings

such as: coh among 4
checks, e.g., voltage values in relation to the

TCUL transformers.

Manually entered data to inhibit
, control o

characteristics, modify a

measurement weight factor, etc.

Pseudomeasurements, such as zero
injections (passive nodes), calculated
reactive power in i

node voltage level, elc.

Classify the measurements according to the pre-
processing analysis as valid, suspicious or invalid

Detect, identify and eliminate from the calcutation
process, in a reliable manner, the measurements
affected by gross ermor

Replace the erronecus measurements with

nodes, pseudo-injections from
historical or statistic files. etc.

Equipment limits that need to be
checked

Detect and comect system configuration errors.

Perform for TCUL
with non-telemetered taps

Estimated values of the reactive,
real and apparent power at both
sides of each transmission line and
transformer

Estimated values of the bus injecled
reactive and real power

Currents at both ends of the
transmission lines

Information about the: unobservable
zones and/or electrical islands;
equivalent injections at the
boundary buses; total system load
(real and reactive power); system
losses (real and reactive power);
quality of the estimated resulls

13

Process and achieve islanded

2019 Erargy Conmsiing Insematnat, inc. AR rights reserved sotkdwde

Fig. 1.9 Typical input-process-output specifications for the State Estimation program

1.3.2.3 Contingency Analysis

For a given base case of the power system, the Contingency Analysis program
screens a set of potential contingencies and identifies and evaluates in detail those
cases that would entail limit violations.

Historically, the set of contingencies to be screened!! consisted of a list of
line, transformer, and/or generator outages; eventually however the EMS Vendors
simplified the process and introduced the so-called N-1 approach, whereby all

Here is what Dr. Roland Eichler and his colleagues from Siemens say about contingency
screening in the Sect. 9.1.1.4 of [4]: “Historically screening was utilized as a means of improving
performance for contingency analysis. With modern CPU performance there is minimal time
difference between screening and then fully simulating a subset of contingencies versus performing
a full simulation without screening. While screening capability is available, there is a limited
motivation to perform screening with the associated risk of missing contingency violations
as a result of heuristic screening indexes. Full simulation without screening also eliminates
maintenance effort spent tuning the screening algorithms. Evaluation of time savings with and
without screening should be performed to determine the value of screening and its appropriate use
to address certain cases.”
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_
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CONTINGENCY ANALYSIS
INPUT PROCESS OUTPUT
System topology assembled by the The contingencies may be either fully evaluated or Power flows and bus voltage
Network Topology prog: d with a simpli igorithm that does not entail a | magnitudes and angles after the
complete load-flow calculation, in which case only the contingency
Static parameters (line and trafo critical contingencies are evaluated in detail . .
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system elements Critical contingency selection capability that entails the of critical contingencies
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study mode outages; load outages; generation cutages; bus events; | phase angle violations
i i 2 and evenis involving shunt elements
List of user-defined contingencies , System islanding messages
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inertia g units

Both security and emergency limit violations are alarmed

Unobservable areas are modeled through a reliable
equivalencing technigue
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Fig. 1.10 Typical input-process-output specifications for the Contingency Analysis program

the cases that entail the outage of one single network element are processed
combinatorially.

This eliminates the need to custom-define a contingency list, but, of course,
implies the inconvenience of missing multiple contingencies, such as combined
transmission and generation outages, which actually may be much more significant
than the outage of just one single power system component.

Modern-day SCADA/EMS solutions handle both N-1, user-defined and auto-
matic contingencies, and support the simulation of cascading outages as well.

A set of typical input-process-output specifications for the Contingency Analysis
application is depicted in HIPO format in Fig. 1.10.

1.3.2.4 Dispatcher’s Power Flow

The Dispatcher’s Power Flow is used both to simulate the results of planned
operating actions without actually implementing them, and as a general-purpose
tool for power system analysis in study-mode.

Through the appropriate selection of input data, the Dispatcher’s Power Flow
program user is able to assess:

* System scenarios that are close or identical to real-time conditions
* Postulated cases developed for future scenarios, and
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Fig. 1.11 Typical input-process-output specifications for the Dispatcher’s Power Flow program

* Actual cases retrieved from the historical database for study and/or auditing
purposes

A set of typical input-process-output specifications for the Dispatcher’s Power
Flow program is depicted in HIPO format in Fig. 1.11.

1.3.3 Service Routines

1.3.3.1 Bus-Load Forecast

In real-time, the Bus-load forecast generates bus-load values for the substations
where metering is temporarily unavailable or just not implemented. These calculated
load values are referred to as pseudomeasurements and are part of the input to
the State Estimator. In study-mode, the Bus-load forecast service routine computes
the individual bus loads to be used on input by the Dispatcher’s Load-Flow when
simulating postulated system load conditions.

The bus injected loads are calculated as a function of the total system load. Each
bus load is construed as the sum of two components: a conforming and, respectively,
a non-conforming load component. The MW part of the conforming load at each bus
is modeled using load distribution factors that express the individual bus loads as a
percentage of the total system load. The MVAr part is calculated from the MW
component by applying the corresponding cos ¢ power factor.
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1.3.3.2 Transmission Losses Penalty Factors

The Transmission Losses Penalty Factors service routine uses the most recent
State Estimate solution to compute the transmission losses penalty factors and
store them in the real-time database for subsequent use by the Economic Dispatch
(if implemented). The penalty factors are derived from the sensitivity factors
computed from the transposed Jacobian matrix corresponding to a converged
state estimate. The real-time calculation of penalty factors was useful at the time
when utilities were vertically integrated and the economic dispatch capability was
seamlessly integrated with the Automatic Generation Control (AGC) but the advent
of electricity markets has changed all of this and rendered this functionality virtually
obsolete.

1.3.4 Non-Standard Network Analysis Applications
1.3.4.1 Fast Computation of the Risk of Blackout

The concept of monitoring the risk of blackout by using a fast-computational
tool piggybacked to the static security assessment system was introduced in an
EPRI project [14] and validated by a US utility [15] in the early 1990s. The first
production-grade installation came in 2002 [16], but the industry’s real motivation
to accept this approach was triggered by the August 14, 2003 blackout in the United
States and Canada [17].

The Fast Computation of the Risk of Blackout was initially integrated with the
standard network analysis functionality in Europe and US [18-22], but eventually
was embedded into a DSA package by Siemens'?[11-13]—perhaps because of
the perception that a program that computes the distance to instability should be
positioned as a DSA feature.

Be it as it may, the “distance” from the current state to a calculated point where
voltages may collapse and generating units may get out of synchronism needs to be
recomputed at each run of the network analysis sequence. This is because the value
of this “distance to the stability limit” quantifies the risk of blackout, is not fixed,
and changes each time the load, topology, and system voltages change—and this is
why we are addressing this functionality in this section.

Simplified flow-charts that depict the Fast Computation of the Risk of Blackout
in real-time and study-mode are shown in Fig. 1.12 and, respectively, Fig. 1.13.
Summary input-process-output specifications for this program are illustrated in
HIPO format in Fig. 1.14.

12The DSA functionality offered by Siemens is known commercially as SIGUARD"
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Fig. 1.13 Fast Computation of the Risk of Blackout in study-mode

1.3.4.2 Optimal Power Flow

The software commonly referred to as Optimal Power Flow emerged in the
SCADA/EMS landscape in the mid-1980s. It aimed at enhancing the economy and
security of power system operations while taking into account the equipment and
network constraints.

The stated goal was magnificent, but, in real life, the calculations often diverged
and convergence control variables had to be introduced in order to assist the
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optimization algorithm to find a valid solution.'3 This, in turn, complicated this
application’s operational procedures and reduced the enthusiasm for its deployment.
The currently available implementations are designed to segregate the optimization
process into two separate capabilities as follows:

¢ Calculate an optimal state that minimizes the production cost by considering only
real power variables and linearized constraints while attempting to find a load-
flow solution.

e Compute voltage/reactive power controls that minimize transmission losses
while observing t network constraints and reactive power limits.

The former functionality, just like the Economic Dispatch, became irrelevant in
the context of electricity markets where the production costs are minimized through
market mechanisms. The voltage/reactive power component of the Optimal Power
Flow however did get some traction and is sometimes used to improve and maintain
the system voltage profile.

13The Kuhn-Tucker Theorem, which sits at the foundation of nonlinear programming states
that, when formulating a minimization problem, both the objective function and the domain
of constraints have to be continuous, convex and twice differentiable. In reality, the domain of
constraints in the optimum power flow problem is: non-convex, because of the nonlinearity of the
complex voltage variables; and non-continuous, since many potential solution vectors are either
unstable or physically unfeasible. This explains why, regardless of the technique deployed to solve
the optimum power flow problem, there is no guarantee that a global optimum can be reached,
assuming of course that a valid solution could be identified
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1.4 Quick Glance at Additional Security Assessment Topics

1.4.1 The Impact of Phasor Measurements

Phasor measurements, which were introduced in the early 1980s mainly due to the
visionary work of Arun Phadke [23] and are currently being deployed extensively
in the industry, can be used to detect possible system separation and system
oscillations in close to real-time. They give information on a millisecond time
frame that can assist in the rapid detection of system separation—and can help
enhance the modeling of external areas since the availability of synchronized phasor
measurements can simplify and improve the external area models [9].

It has been advocated that PMUs can help prevent blackouts, but this a little bit
of a stretch, to put it mildly, because phasor measurements are just another mech-
anism for monitoring system variables and do not incorporate the computational
capabilities needed to predict states that are not yet there. In other words, one still
has to perform some analysis to determine where the system will be at a future time,
for the raw data, no matter how accurate and precise, are just raw data and cannot
anticipate anything—and if they were collected when the system was collapsing, it
would obviously be too late to do anything whatsoever. However, PMU data can
be and are used for the postmortem analysis of system events that led to service
interruptions.

In theory, also, the direct measurement of all the voltage and current phasors
throughout the entire network can provide for a complete and error-free measure-
ment set thus eliminating the need for state estimators and, in an ideal case, can give
a complete picture of the system on a milliseconds (2 up to 5 cycles) time frame. But
measurement errors and bad or missing data are still part of real-life and can only
be identified by state estimation. Nevertheless, the latter would become simpler if
PMU data were used since a linear model would suffice [24].

At the current time, phasor measurements are not fully integrated with the
standard SCADA/EMS system; rather, a separate Phasor Data Concentrator is used
to receive and process phasors and send the data archived to the SCADA/EMS
database (see [25, 26] for some recent examples). Another potential hurdle comes
from the fact that phasor measurements, on the one hand, and the SCADA data, on
the other, are collected within time frames that differ by two orders of magnitude:
milliseconds for the former, and seconds for the later.

There are other potential PMU applications in control centers that have not been
realized in practice and remain a subject of active research. However, installation
of phasor measurement units is becoming more common and their use can only
increase, especially as the cost of these units continues to fall.
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1.4.2  Stability Limits in Contingency Analysis

There are many stability tools that may be used for a broad range of purposes. The
standard method is to run detailed transient stability checks for a set of contingencies
and assess whether the post-contingency states are stable or not. This is the typical
off-line approach and is being done across the industry on a standard basis.

In real-time however the objective is not to find out whether the system is stable
or unstable, for instability means blackout and, quite obviously, the very existence
of the current operating state implies that the system is stable!'*rather, the objective
in real-time is to ascertain whether the current operating conditions are at risk of
deteriorating into a widespread failure. In other words, the immediate goal is to
identify the stability limit!that corresponds to the current operating state—and to
do it quickly enough so that the results could be used for online decision-making.

Due to a number of intrinsic algorithmic and modeling difficulties, which are
extensively addressed in [10, 27, 28] and related references, the scope of DSA in
system operations reflects a compromise between the:

* Depth and extent of the stability analysis.

* Level and granularity of the modeling details.

* Need and/or ability to seamlessly integrate the stability computational process,
or processes, with the SCADA/EMS platform.

* Acceptable elapsed times for performing the calculations and presenting the
results.

In terms of computational speed and implementation complexity, the methods
range between:

* Atone end of the spectrum, the fast-computational approach discussed earlier in
Sect. 1.3.4, which is the fastest and the easiest to deploy, and,

4L et us mention en passant the ill-advised, yet relatively widespread, practice of “assessing
stability” by running load-flows at successively increased load levels and stopping when the load-
flow diverged. While it is true that Newton-Raphson load-flows diverge near instability, they may
diverge for many other reasons and the state of maximum power transfer has probably been reached
before the load-flow diverged. Sauer and Pai [33] demonstrated conclusively that “for voltage
collapse and voltage instability analysis, any conclusions based on the singularity of the load-flow
Jacobian would apply only to the voltage behavior near maximum power transfer. Such analysis
would not detect any voltage instabilities associated with synchronous machines characteristics
and their controls.”

15Conceptually, the “stability limit” is a function of the system state vector: for each new system
state, there is a new stability limit. But not even the stability limit associated with the current or
post-contingency operating state is unique, for it depends upon the trajectory followed throughout
the computational search. Simply stated, “stability limits” exist; are not fixed; change with the
system’s loading, topology, and voltage profile; and depend upon the procedure used to stress
the system conditions until instability has been reached. It is precisely this dynamic nature of
the “stability limits” that makes it necessary to recompute and track them online. An extensive
theoretical discussion of this topic is provided in [10] and related references
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At the other end, the comprehensive transient and voltage stability solutions
documented in [29-32], among others, which are time and resource intensive and
may require the deployment of dedicated servers and workstations in addition to
the existing SCADA/EMS equipment.

The above considerations about stability limits are, of course, just a few cursory

remarks.

The remaining chapters of this book are solely dedicated to DSA and address

implementation details of, and practical experience results with a number of
solutions that have been developed to date in the industry.
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Chapter 2 ®
Basics of Voltage Stability Assessment Qe

Amarsagar Reddy Ramapuram Matavalam, Alok Kumar Bharati,
and Venkataramana Ajjarapu

2.1 Introduction

From the advent of power generation and induction machines in the 1800s, the
power system has been evolving. The power system at large consisted of bulk power
generation, transmission system that transported the bulk electrical energy to the
load centers, and distribution systems that distributed the bulk energy to individual
loads. Power system is probably the biggest machine invented by man. The power
grid is a complex interconnected system that spans the geographies of countries and
continents. One can trace an electrical path between any two devices connected in
the electric grid of these countries or continents. Ensuring the entire grid operates
in stable operating conditions under large or small disturbances involves assessment
of the operating conditions of the power grid. Since the power system is so large
and complex, the power system stability or instability is not a simple classification.
Power system instability can occur due to various reasons and can be controlled in
various ways. The power system studies used some assumptions like the passive
distribution systems: these were pure consumers of electrical energy and that their
behavior was well known based on the seasons and the types of loads connected
in the system. Until recently, the system had not changed much, and hence the
assumptions made about the system and the individual components worked well.
More recently, over the past few decades, with the introduction of distributed
generation, increased renewable generation, and fast-changing nature of load is
forcing the power system community to reevaluate these assumptions for the various
power system studies. In this chapter, we will address the basics of voltage stability
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assessment in power systems and some novel methods that are being proposed in
the literature that are important under the recently changing distribution systems.

2.1.1 Power System Stability Classification

Stability of a system is a condition of equilibrium between internal and external
forces in the system. The ability of the system to return to an equilibrium after
a small or large disturbance is often embedded while defining the stability of
the system. The stability in power system deals with the various phenomena and
components of the power systems that can drive the power system to instability
which means drive the system to an operating point from where the system
cannot return to its normal operating conditions. The major classification of the
power system stability is addressed by the subject matter experts from around
the globe that form the IEEE-CIGRE joint task-force has classified the power
system stability into voltage stability, frequency stability, and rotor angle stability
[1]. This classification is classical and is continuously evolving with the newer
additions of power system components like distributed energy resources (DERs)
leading to newer kinds of instabilities manifesting in the power system operations.
The definitions and classification were recently updated with the converter/inverter
control instabilities that arise from high penetration of DERs or inverter-based
resources (IBRs) [2]. The definitions and classification detailed in reference [1] were
updated in the IEEE taskforce report on “Stability definitions and characterization
of dynamic behavior in systems with high penetration of power electronic interfaced
technologies” published in [3].

2.1.2 Voltage Stability

Voltage stability in power systems is the ability of the system to maintain voltages at
normal acceptable values at all the nodes in the system at a given operating condition
or after a disturbance.

This chapter deals with the fundamentals of voltage stability assessment. This
chapter will address some fundamentals of what voltage stability means and how the
voltage instability can manifest due to various reasons. Voltage stability assessment
in power systems is done differently for long-term and short-term voltage stability.
Both, large and small disturbances can result in either short-term or long-term
voltage instability in power systems. Voltage instability in a system begins to
manifest when there is a continuous drop in voltages or a progressive droop in
the bus voltages caused due to a disturbance or increase in the load or a change
in operating condition.

We know from fundamental power flow equations that in power systems, the
voltage and reactive power are closely related and are coupled. Therefore, the
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voltage instability problem is usually due to the inability of the system to meet
the reactive power demand. Of course, the real power, the network impedances and
many other parameters affect the voltage stability of the system, but, fundamentally
it is the reactive power demand with losses that are the most crucial when addressing
voltage stability problems or voltage instability. The voltage stability of a system
is classified into long-term voltage stability and short-term voltage stability. The
terms long-term and short-term are defined with respect to the time taken by the
system to enter voltage instability after a disturbance or a change in operating point.
Further sections address these two kinds of voltage stabilities and the fundamentals
of voltage stability assessment for both these kinds of voltage instability.

2.2 Long-Term Voltage Stability

The long-term voltage stability is defined as time scales of a few minutes to few
tens of minutes (rarely it can extend to few hours if the voltage instability goes
undetected). Voltage collapse is a classic case of long-term voltage instability. The
main reason for voltage collapse is the loss of generation or increase in load. The
voltage collapse is usually caused due to the saddle-node bifurcation in the system.
To understand this phenomenon mathematically, we will look at the basics of the
bifurcation theory applied to voltage stability.

2.2.1 Maximum Loading (P-V Curve and Q-V Curve)

Long-term voltage instability or voltage collapse usually occurs due to saddle-node
bifurcation. Let us consider a 2-bus system as shown in Fig. 2.1.

The generator terminal voltage and the line reactance is constant. The resistance
of the line is assumed to be negligible. The power flow equations for this system can
be written as follows:

p— EX—VSin(G) @.1)
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Fig. 2.1 A 2-Bus system with load connected to generator through a transmission line
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Fig. 2.2 Voltage stability curve (A — V or P-V Curve) for the 2-Bus case

We can write these two equations as functions of the state variables and
parameters. The load P, Q can be related with the power factor of the load.

B = tan @; where, ¢ is the load power factor angle (2.3)

= Q=8P (2.4)

Using this relation, we square Eqs. (2.1) and (2.2) and simplify to eliminate 6.
We get a bi-quadratic equation in V as shown in Eq. (2.5)

(vz)2 + [2P,3X - E2] V24 p2x? [1 n ﬁz] -0 2.5)

This can be used to plot the P-V curve, that is using the solution of Eq. (2.6)

—[2PBX — B2 \/[2PBX — B2 —4[1 + p7]
2

V= (2.6)

By varying P and B we can plot P-V curves. A specific case is shown here for
power factor = 0.95 lagging, X = 0.5 pu and E = 1 pu. The positive solution
corresponds to the “+4” and the negative solution corresponds to the “-” of the “+”
in Eq. (2.6). The variation of P and V is shown in Fig. 2.2.

From a given point to the point of saddle-node bifurcation, the power is called the
voltage stability margin or the loading limit of the system for the given operating
conditions. Researchers have established that voltage instability is mainly caused
due to the saddle-node bifurcation in the system [4-9].
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Q-V Curve for the 2-Bus System for E=1pu, X=0.5pu, P=1.0pu
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Fig. 2.3 Q-V curve for the 2-Bus case for P = 0.1, E =1 pu, X = 0.5 pu

Using the solution from Eq. (2.6), for a given P, the angle 6 can be calculated
from Eq. (2.1) and using that, we can calculate the Q from Eq. (2.2). This results in
a Q-V curve shown in Fig. 2.3.

The Q-V curves are typically used for a particular location of interest for locating
a synchronous condenser or other reactive power sources. These can be typically
drawn with a power flow program. These are typically easier than plotting P-V
curves, because in case of P-V curves, at the saddle-node bifurcation point, the
power flow solution cannot be solved. The Q-V curve needs one power flow solution
and the variation in voltage establishes the amount of reactive power injection
required.

2.3 Power Flow Divergence and Instability

The power system is a nonlinear dynamical system. The details of the dynamics
and stability are dealt with in great detail by researchers in [4-9]. A bifurcation
is an acquisition of a new quality by the motion of a dynamical system, caused
by small and smooth changes in its parameters. A power system when undergoes
a bifurcation, generally evolves into undesirable states. A saddle-node bifurcation
occurs when there is disappearance of an equilibrium caused due to a zero
eigenvalue, i.e., an eigenvalue at the origin.
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Consider the dynamical power system representations in the mathematical form
of differential algebraic equations given by Eq. (2.7)

i=E(Lz,A)

2.7)
0=G (x.y.4)

In Eq. 2.7),

x represents the state variables of the system like generator rotor angle, speed,
dynamic load variables, etc.

y represents the algebraic state variables like voltages and angles at each bus in
the system.

A represents the real and reactive power injections at each bus.

The function F represents the differential equations for the dynamic components
in the power systems.

The function G represents the power flow equations and few other algebraic
equations in the power system.

The unreduced Jacobian of the system represented by Eq. (2.7) is given as:

| Ex Fy
Ioar = [QX Qy] @9
X A
[%} — Ipaz [zﬂ (2.9)

Assuming G is non-singular, we may reduce Eq. (2.9) by eliminating Ay, which
results in the reduced Jacobian matrix and is a Schur’s complement. Eq. (2.10) and
(2.11) are a result of this elimination of Ay in the Ax expression:

At =[Fy- FyGy'Gy | Ax (2.10)

A= [EX - Fy Q;IGX ] (Schur/s Complement) (2.11)

From Eq. (2.10) we can clearly see that singularity of G, causes bad things to
happen. Therefore, singularity of Gy is directly associated to instability. The power
|:D1 Dy

D3 JrF
special cases, the Gy is reduced to the power flow Jacobian J; r and singularity of
the power flow Jacobian directly indicates the instability of power system.

Section 8 of reference [5] provides a detailed explanation that the singularity
of the power flow Jacobian is an indication of the instability of the system. The

flow Jacobian Jyr is part of Gy; Gy = ] Reference [5] explains under
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determination of the point of singularity of the power flow Jacobian is not a trivial
problem and continuation methods were applied to determine the point of instability.
Development of continuation power flow method helped to determine the point of
maximum loading [6].

2.3.1 Continuation Power Flow Applied to Determine Voltage
Stability Margin

There are many methods applied for voltage stability margin dependent, and one of
the most standard methods is the continuation power flow method.

To understand the continuation method, let us consider the following system
equation:

g(x,2)=0 (2.12)

In Fig. 2.4, we see if we want to move from solution 1 (x1, A1) to solution 2
(x2, X2), there are multiple ways to accomplish this:

1. We can use a simple straight-line predictor by changing X to A, and use Newton’s

method to compute the value of x; with x| as the initial solution.

8o (x1.72) x Ax' = —g (x'. 1) 013

2l =Xt 4 Ax! ’

Geometrically, this amounts to approximating the curve first by a straight-line
predictor and then correcting it at A = A;.

Tangent
_________ Prediction

g A2
Parameter (1)

Fig. 2.4 Methods for prediction of the next solution for a change in parameter A
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2. We can use a tangent predictor shown in Fig. 2.4 to arrive at a tangent prediction
at A = A,. And then correct it. In this case, as seen, the correction is much smaller
than the correction in the straight prediction case.

The continuation power flow method for voltage stability margin assessment uses
the second method to determine the maximum load increase parameter Apax.

2.4 Parameter Sensitivity in VSM Assessment

The main parameters that affect the voltage stability margin are the nature of load,
losses in the system, and generator limits (generator capability). The fundamental
purpose of the power system is to ensure there is electrical energy/power delivered
to the load. Due to voltage instability, the power transferred to the load becomes
limited and at the voltage collapse, the system is unable to supply power to the
load. The long-term voltage stability assessment is directly related to the transfer
of power from the generator to the load end. The loads in the power system are
located at the far end of the distribution feeders and so it is important to account
for the distribution system for this analysis. Let us Consider a 2-bus system with a
transmission line, a generator, and a load as shown in Fig. 2.5.

We will vary all the parameters to see how they affect the voltage stability margin
of this simple extended:

Rr+jXr =003+ ;03pu

Base Load =30+ j 10 MVA

2.4.1 Static Load Models

The nature of load is one of the most important aspects in voltage stability
assessment. The load models for long-term voltage stability assessment are mainly
static load models like the constant power loads (P), constant current loads (1), and
constant impedance loads (Z). There can be combination of these load types as well
which are in the form of ZIP loads.

Fig. 2.5 2-Bus system with a 1 2
load connected to a generator Gen | Transmission Line | Load

O | D

Ry + jXt
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Equation (2.14) represents the ZIP load models. It can be seen from the ZIP
load models that the constant impedance loads are proportional to the square of the
voltage fraction, the constant current load is proportional to the voltage fraction,
and the constant power is not dependent on the voltage. As the voltage decreases,
the constant impedance load reduces maximum and then the constant current load
and the constant power does not vary.

(5)+»)
(2.14)
v

Pzip = Po (PZ(VO) +
Vo) + P)
Where,

v
Qzip = Qo (QZ(W) + O0;
Py, Qo— base real and reactive powers of the load
Pz, Oz —constant impedance fraction of real and reactive power
P;, O —constant current fractions of real and reactive power
Pp, Op —constant power fractions of real and reactive power

— §|<

Pz+P+Pp=0Q0z+0;+0p=1

[ZIP] =[Pz P; Ppl=[0z Qi OFr]

Therefore, as the load is increased, the voltage drops, and this has an impact
on the voltage-dependent loads in turn. However, for the constant power load, as
the line voltage drop increases due to higher load, it results in lower voltage at the
load which means the line current increases causing the losses to increase further.
Therefore, it is expected that the constant power load results in the lowest voltage
stability margin (VSM) keeping all other parameters constant and the highest margin
will be for the constant impedance load. Under ideal case, the constant impedance
will have an infinite margin. To understand this better, let us consider the system
shown in Fig. 2.5. We will model the load as ZIP load and consider three ZIP
Profiles: ZIP1 =[0.8 0.1 0.1]; ZIP2 =[0.1 0.8 0.1]; and ZIP3 = [0.1 0.1
0.8]. We will use the continuation power flow to understand the influence of nature
of load on VSM. Figure 2.6 shows the P-V curves for the load modeled with
different ZIP profiles and the corresponding maximum load increase parameter

)\max .

2.4.2 Network Impedance

The impedance is responsible for the losses in the system and the transfer of power is
directly influenced by the losses. Higher losses imply lower capability of transfer of
power from the generator to the load. We will vary the transmission line impedance
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Influence of Nature of Load on VSM
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Fig. 2.6 Influence of nature of load on VSM for the extended 2-Bus system

Influence of Line Resistance Change on VSM
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Fig. 2.7 Influence of line resistance on VSM for the extended 2-Bus system

by varying the resistance and reactance separately. And see how they affect the VSM
of the system. We will model the load with a ZIP profile of [0.4 0.3 0.3] for all
the cases.

We will now see the influence of change in Line reactance on VSM.

From Figs. 2.7 and 2.8, we can see that the change in the line reactance has
more influence on the VSM. The reactive power losses are important for voltage
stability and since transmission lines usually have low § ratios, the real loss impact
is lower in the transmission systems compared to the reactive power loss. However,
it is important to capture the real and reactive power losses in the systems with
significant § ratios.
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Influence of Line Reactance Change on VSM
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Fig. 2.8 Influence of Line reactance on VSM for the extended 2-Bus system

Influence of Generator Q Limit on VSM
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Fig. 2.9 Influence of generator Qfimit on VSM for the extended 2-Bus system

2.4.3 Generator Limits

So far, the reactive power limits of the generator were kept at =500MVAR. We
will modify the reactive power limits of the generator in this section to understand
how this influences the VSM assessment. The reactive power limits of the generator
directly affect the loading limit as the reactive losses have to be met as the loading
increases, the reactive losses increase and if the generator reactive power limit is hit,
it is unable to meet the demand of the load any more. The generator reactive power
limit is reduced to 200MVAR 100MVAR and the corresponding A — V curves are
shown in Fig. 2.9. We can clearly see that the VSM of the system is lower for the
case with lesser Qjimi; in the generator.
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2.4.4 Effect of Transformer Taps on VSM Assessment

For the simple 2-Bus system shown above, we add a transformer with taps before
the load. The transformer secondary is equipped with taps to help restore the voltage
in the distribution system as the load increases for the P-V curve tracing. Figure 2.10
shows the modified system:

For the system shown in Fig. 2.10 the load is increased to draw the P-V curve
for VSM assessment. In this case, the load is modeled as ZIP load with ZIP profile
[ZIP] = [0 O 1]. The response of the Tap changer depends on many aspects of the
system. A simple case is shown here where the transformer taps are located on the
load side and it is similar to an on-load tap changer (OLTC) that helps to restore
the voltage on the distribution system side. The taps have a dead-band for voltages
and if the voltage is going beyond the dead-band, the taps operate to maintain the
voltage within the dead-band.

For this test case, the dead-band of voltages on the load side is 0.9-1.1 pu. The
transformers usually have limited taps. In this case as the load is increased, the
voltage decreases and since the taps are located on bus 3 and after a certain amount
of load increase, the voltage tends to go below 0.9 pu. 0.9 pu is the lower limit of the
dead-band, therefore the taps try to restore the voltage back to 0.9 pu by increasing
the number of turns. And this is done for further load increase until the maximum
number of turns are reached.

Figure 2.11 shows the P — V curves for the cases with tap changer enabled and
disabled with the voltages at Bus 2 and Bus 3 for both the cases. The response of the
taps is important to be understood in the context of the load models, location for the
taps, and location of the controlled bus. The tap positions and the corresponding

Gen 1

2 _‘g 3
~ Transmission Line |E D
O R +jXy | 3 fasd

Fig. 2.10 Modified 2-Bus system with taps on the secondary of the substation transformer
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Fig. 2.11 Effect of OLTC tap change on VSM
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variations can be captured only through accurate simulation models and correct
forms of representing the power flow equations.

As it is seen from Fig. 2.11, even though the taps are enabled, they do not start
operating until the voltage has reached the lower limit of the dead-band of the
voltage, i.e., 0.9 pu in this case. The taps trying to restore the voltage that enables
a higher amount of load increase in the system in this configuration. The taps play
an important role in VSM assessment. Reference [8] provides lots of detailed case
studies that address the importance of tap changers in VSM assessment.

2.5 Effects of T&D Interactions on Voltage Stability

The recent decades have seen many changes in the way consumers interact
with the power grid. The distribution system has seen the integration of various
distributed energy resources (DERs). These include electric vehicles, roof-top solar
installations, small capacities of distributed wind in the distribution system, battery
storage, flexible load, price responsive demand response, etc. as shown in Fig. 2.12.

It is important to understand that modeling distribution system can significantly
impact the voltage stability of the system. Traditionally, the distribution systems
have been aggregated as a simple load at the load bus in the bulk power system.
This is a very drastic method to model the complete distribution system especially
for voltage stability studies. Since voltage issues are usually local and require local
control, it is important to understand when we model the load and increase the
load for voltage stability margin assessment; What does it mean in the real physical
world?

The load is located at the terminals of the distribution system feeders. Integration
of the DERs in the distribution system has led to situations where there can
be two-way power flow in the distribution systems. This is a concern not only
for the distribution system operators but also a concern for the transmission
system operators as this is largely driven by the renewable uncertainty that causes
significant errors in the net-load seen by the transmission system compared to
the predicted net-load. This can cause serious issues that are unexpected in the
transmission and distribution systems.

o A EED
ot o TTwTT

Power Distribution System

Power Transmission System | | Substation

Fig. 2.12 Tllustration of various grid-edge technologies (DER Fleet) in the power distribution
system
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2.5.1 Importance of Modeling Distribution Networks for VSM
Assessment

Majority of the DER technologies are integrated into the power system at the
distribution level. As discussed earlier, traditionally, the bulk power system studies
aggregated the distribution system in the form of a simple constant power load.
This is a drastic assumption considering the large number of changes that have
occurred