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Abstract. In the present work, we describe the development of a Facial Expres-
sions Recognition (FER) system able to recognize cognitive emotions in a distance
education context. In this case, many research works show that the recognition
of basic emotions is not enough and that recognizing emotions more related to
the presence/lack of engagement and flow would be more appropriate. Therefore,
we developed a FER system able to classify the following cognitive emotions:
enthusiasm, interest, surprise, boredom, perplexity, frustration, and the neutral
one. After several experiments, we tested which was the best combination of fea-
tures and the best algorithm for our classification problem. Results show that the
combination of Action Units and gaze and a Multiclass Support Vector Machine
achieves the best accuracy on the dataset. Results are encouraging and we plan
to integrate the system into an e-learning platform to create a more personalized
educational environment.
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1 Introduction

Emotions play a critical role in the learning process thatmay influence in a criticalway the
student’s performance. Emotions have an influence on cognitive processes by affecting
student learning and achievements [1, 4]. Recently, especially due to the need of taking
advantage of distance education because of the COVID-19 emergency, there has been
a lot of interest in detecting emotions during learning in distance education contexts
where the automatic assessment and monitoring of students’ emotions may provide
information about their wellbeing and help in understanding problems and difficulties.
This information can thenbeused for providingpersonalized support through appropriate
interventions [41].

Emotional processes are directly linked to the learning process [2, 3], in particu-
lar, Pekrun et al. [3] highlighted that positive emotions are related to reflection and
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creative thinking, whereas negative emotions are more associated with lower levels of
performance. The hypothesis underpinning our work is that the detection of emotions in
distance education can be used to develop an emotional profile of the students not only
to detect a specific emotional issue in a particular moment during the lecture, but also
to monitor the evolving of the situation over time, and identify relevant changes.

Given the importance of detecting and monitoring emotions, advances in the field
of computer vision made possible the recognition of emotions from facial expressions
[5]. Many research works proposed to use facial expression analysis for detecting and
interpreting students’ emotions during e-learning [6, 7]. However, many of them focused
on the recognition of basic emotions (anger, disgust, fear, happiness, sadness, and sur-
prise) [8] that, in this application domain, is not sufficient since, basic emotions are quite
infrequent during short e-learning sessions [27] Moreover, they do not allow to under-
stand the user’s mental state during the learning process [9]. Instead, affective states
such as engagement, boredom, confusion, frustration, happiness, curiosity, and anxiety
are much more frequent in this context since they are related to goals achievement, state
of flow, the understanding of the learning material.

Since most software available for emotion recognition is trained to recognize only
primary emotions, we developed a computer vision module for the recognition of the
cognitive emotions that typically arise during the learning process. In the present work,
we describe the development of a Facial Expressions Recognition (FER) system to rec-
ognize cognitive emotions in the context of distance education from facial expressions.
Our FER system classifies the following cognitive emotions that were found to be more
related to presence/lack of engagement andflow: enthusiasm, interest, surprise, boredom,
perplexity, frustration, and the neutral one.

This module will be integrated into e-learning systems to create a more personalized
educational environment inwhich the systemdetects andmonitors, besides the evaluation
of the students’ performance based for instance on tests, also their emotional states
allowing to reason on their wellbeing during the learning process.

2 E-Learning and Cognitive Emotions

Emotion and cognition are related, and these relations become even more important in
the context of online education [9]. Several studies investigated the kind of emotions
and experiences that are present in e-learning activities.

Loderer et al. [28] identified three kinds of emotions in technology-rich learning
environments: positive activating emotions (i.e. enjoyment), negative activating emo-
tions (i.e. anxiety), and negative deactivating emotions (i.e. boredom). Duffy et al. [29]
indicated that, in particular, positive emotions such as enjoyment and negative activating
emotions such as anxiety as the most strongly experienced ones in e-learning contexts.
Recently, D’Errico et al. [17] found a positive correlation between academic self-efficacy
and the experience of positive emotions during e-learning activities, and that self-efficacy
was negatively associated with negative emotions. In other words, when students experi-
ence positive emotions in e-learning contexts, can be interpreted as a positive experience
of self-efficacy since they can feel the fact that they live a positive experience in inter-
action with the class. The focus of the present paper is to automatically recognize the
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cognitive emotions that in Scheffler work [38] can be considered as the “emotional filters
through which we view the world, interpret its objects and evaluate its critical features.
They involve seeing things as beneficial or harmful, promising or threatening, fulfilling
or thwarting” (p.45). In addition, the acquisition of new knowledge/skills elicit cognitive
emotions that usually monitor incoming content [30] and thus they can operate a central
role in the learning process. Cognitive emotions can be also associated with the student’
“flow state”, that is a positive mental state associated to enjoyment and concentration
during a stimulating activity [43]. In our perspective thus, observing the cognitive emo-
tions can be a way to monitoring a more general state of the students, including his/her
sense of control or enjoyment, toward the learning process. In this sense, the recognition
of cognitive factors, at the basis of the emotional processes, can be a way to understand
learner’s beliefs, expectations and goals [31] that are strictly linked to learning and con-
tent delivery. For instance, in terms of real time appraisal process, the emotional state
of excitement can be strongly linked to a new acquired information (relevant for the
student); or a state of frustration and confusion can be interpreted as negative feedback
that the new information is in contrast with the previous ones. Speaking about psycho-
logical factors implied in the learning process, recent works showed the relevance of the
self-efficacy in the academic adjustment, particularly considering the performance and
the well-being (for a review see [17]).

The psychological features of the self-efficacy concern the students’ beliefs of being
able to plan, control, and direct their learning activities. Thus, it implies cognitive strate-
gies of (a) planning learning actions, (b) assessing learning activities, and (c) reflecting
in order to modulate learning actions even in case of difficulties.

In particular, in e-learning environments, the cited study showed a different the
cognitive emotions considering younger adults and adult students when they interact
with teacher (chat or video activities). Results indicated that in the case of younger
adults’ self-efficacy was linked to positive emotions, as in the case of interest, and
also to academic adjustment and well-being. In parallel, in older adult students’ feeling
negative cognitive emotions like, frustration and boredom, can be also an emotional
signal of lower levels of self-efficacy and also low levels of academic adjustment [32].
On the contrary, for older students, weak academic self-efficacy could increase personal
distress resulting in negative emotional states during online learning processes. This
could probably be related to their low levels of self-control in returning to study and
feeling difficulties as an impossible situation to face during online learning processes, for
example. In other words, during e-learning activities, on one hand, young adult students
with high self-efficacy could reach the ‘state of flow’ in which cognitive effort can be
most likely promoted by the willingness to develop and to build one’s own professional
pathway. On the other hand, older students with low self-efficacy could feel states of
frustration and boredom, probably related to the awareness of the difficulties that need
to be overcome to manage the academic tasks that they have to perform and to face.
Indeed, these older students expressed emotions such as boredom, which could attest
that an academic task is perceived as too simple for them or not interesting given their
past experiences and knowledge. Another possible emotion could be frustration. In this
case, frustration could indicate the presence of a task perceived too difficult for them. The
co-presence of these negative states highlighted that for the older students the state of
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‘flow’ is more difficult to achieve. This difficulty seems related to their low perceptions
of efficacy in controlling academic tasks and self-regulate in academic online setting.

We also detected by face the relation between cognitive emotions and personality
traits [18]. This previous study partially confirms findings in classical literature of emo-
tional expressions since results show that for young students’ emotions like perplexity
during the video lectures are negatively associated with energy and openness to expe-
rience. In the case of adults instead the energy trait and the emotional stability were
associated with boredom and frustration. Moreover, the extroversion of young students
is positively associated with positive emotions in the chat interaction with a tutor. In
adult students, instead, energy and emotional stability are related to less presence of
negative emotions like boredom and frustration, during the interaction in the online chat
with the teacher. Instead, adult learners with low levels of emotional stability can easily
lose the state of flow during the learning process.

In addition, for adult students, neuroticism can be related to more vulnerability with
respect to negative emotions. For adult students with high levels of neuroticism, negative
emotions could be provoked by an absence of new stimulus, when they feel boredom,
or by a presence of problematic and complex information, when they feel frustration.
Moreover, adult students with high levels of neuroticism show more negative emotions
in all e-learning settings that have been examined. Finally, it is interesting to note that for
adult students another significant personality trait to consider is conscientiousness.More
Conscientious adult students feel low negative emotions, such as frustration, perplexity,
and boredom, when they interact by chatting with peers.

3 Emotion Detection from Facial Expressions in E-Learning
Context

To assess students’ emotional state, most of the times, self-report measures are used. In
this case, the emotional state is usually collected with specific questionnaires in which
students report their own perception of what they felt during the learning session. How-
ever, even if questionnaires are useful to collect subjective evaluation of the student’s
state and to relate automatic measurements to self-assessment of being in a particu-
lar affective state, they have some limitations. First of all, they do not link the actual,
expressed emotions of students to the particular moment of the learning task. More-
over, answering a questionnaire may take time and may result boring and disturbing for
students.

Since in this context learning is performed using a digital environment, it is feasible to
adopt an approachbased on automatic analysis of the student behavior during the learning
process. Emotions can be detected automatically from the analysis of a student’s behavior
frommultiple communication channels. For instance, in [38, 39] facial expressions have
been used to detect the student affective state. In [40], besides facial expressions, other
data have been used for the same purpose. However, facial expressions are the most
commonly used communicative channel to display emotions and facial features are also
the most commonly used for automatic emotion recognition since their detection does
not require the adoption of expensive or intrusive hardware since webcams are present
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on many devices and the user does not have to wear sensors or particular devices. Then,
we focus on facial features to detect affective states.

Several research studies recognize the emotional state of students in e-learning envi-
ronments by analyzing facial expressions [19–21, 44]. Ashwin et al. [19], in their multi-
user face detection-based e-learning system, used a SVM (Support Vector Machine)
to classify emotions. Al-Alwani et al. [20] classify moods from facial features using
a neural network for improving students’ involvement in e-learning platforms. Neural
networks have been used in Magdin et al. [22] to evaluate in real-time the emotional
state of the user through a webcam with a good accuracy. An approach based on a deep
learning Convolutional Neural Network model for identifying students’ attentiveness
from facial expressions is proposed in Tabassum et al. [26]. However, much of the work
on emotion detection from facial expressions has focused on the emotions of anger, fear,
sadness, happiness, disgust, and surprise. However, the results of the analysis reported
in [27] indicate that basic emotions are quite infrequent during learning sessions with
technology. In particular, they analyzed five studies concerning automatic monitoring
and detection while users were performing conceptually difficult tasks. The analysis of
results indicates that, in this context, emotions such as anxiety, boredom, confusion,
curiosity, engagement, frustration, and happiness were much more frequent than basic
ones.

In the proposed work we aim at developing a new FER system which recognizes in
real-time the cognitive-emotional states of students in e-learning systems.

4 The FER System for Cognitive Emotion Recognition

Recognizing facial expressions from images requires the implementation of a pipeline
involving different modules. Figure 1 illustrates the schema of the one used in our work
in which, after a pre-processing phase, the faces present in the input image are detected
and then they are cropped and registered [5]. These preliminary operations are necessary
to get a similar position for the components of the face. Then, the feature extraction task
is performed and the extracted features can then be used to classify facial emotions.

Fig. 1. A schema of a typical pipeline of a FER system.
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4.1 Dataset

To train the classifier a dataset is needed with examples of the target emotions. As far as
our knowledge goes there are not available validated datasets for the above-mentioned
cognitive emotions with enough examples for each class to properly train a classifier.
For this reason, we mixed up examples in the existing dataset with a set of images found
on the web.

The first portion of the dataset was collected by taking images fromdifferent datasets:

• EU-Emotion Stimulus Set [10],
• Yale Face dataset of the UC San Diego,
• Japanese Female Facial Expression (JAFFE) of the University of Kyushu [11],
• Senthil IRTT database [12].

In particular, we selected a set of 200 images whose distribution is the following:
enthusiasm (34), interest (28), surprise (32), boredom (32), perplexity (24), frustration
(18), and neutral (32).

Then we selected by searching on the web other images for these emotions. We
excluded images containing very exaggerated expressions. The selected images (210 in
total) of facial expressions were clear and as frontal as possible, moreover, we excluded
images of elderly people and without a beard to be as close as possible to the images
taken by the validated dataset.

This new set of images was validated by three expert human raters andwe considered
the inter-annotator agreement by evaluating the Fleiss’ kappa [13]. The average value
of the kappa calculated for all the images examined was equal to 0.81, then there was
an almost perfect agreement among the raters.

Then the obtained final dataset wasmade up of 410 images in total with the following
distribution: enthusiasm (60), interest (66), surprise (56), boredom (58), perplexity (58),
frustration (58), and neutral (54).

4.2 Preprocessing, Face Detection and Cropping

The input of the implemented pipeline is a single facial image that it is converted in
grayscale. Subsequently, the face in the image is detected with a Multi-task Cascaded
Convolution Network MTCNN [45] and cropped. Figure 2 shows an example of this
face.

Fig. 2. Face detection and cropping.
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4.3 Classifying Facial Expressions

The emotion recognition system is based on machine learning, specifically on the clas-
sification task. The input of the classifier is a set of features extracted from the face.
These sets of features should be created to characterize the facial expression. Due to the
low numbers of examples for each class in the dataset, we did not consider approaches
based on deep learning.

To decide which type of features to use to train a classifier for facial expressions
we considered HOG (Histogram of Oriented Gradients, [14]) descriptors, AUs (Action
Units [15]) and AU plus gaze direction.

HOG features have been considered since facial expressions result from muscle
movements that generate a kind of deformation. Considering that HOG features are
sensitive to object deformations and have been used widely as features in FER systems,
they have been selected for our experiment.

As features, besides HOG (we considered 4464 HOG descriptors), we considered
the presence and intensity (expressed as a float from 0 to 5) of 17 facial AUs (AU01r,
AU02r, AU04r, AU05r, AU06r, AU07r, AU09r, AU10r, AU12r, AU14r, AU15r, AU17r,
AU20r, AU23r, AU25r, AU26r, AU45r and the presence of the facial action unit AU28c)
and estimated orientation of the subject’s gaze (x, y and z coordinates of the left and
right eye gaze directions). Even, if the gaze is not part of facial expressions, the direction
of the gaze may help in improving the recognition of certain affective states since they
are related to cognitive processes and not necessarily to an answer to a stimulus [33].

To extract these features, we used OpenFace 2.0 [16] a freely available tool capable
of accurate facial landmark detection, recognize a subset of Action Units (AUs), and
gaze tracking and head pose estimation. The selected AU are those that are possible to
estimate with the OpenFace software.

Figure 3 illustrates an example of a facial analysis made with the Openface software.
It is possible to notice that on the left side of the figure the visualization of the extracted
facial landmarks, gaze direction and head pose is shown. In the middle of the figure, it
is possible to visualize the cropped face and its HOG representation. On the right side,
the presence of AUs and their intensity is shown.

For selecting the most accurate classification model we tested the performance
of three classification algorithms (Multi-SVM [23], Random Forest [24], MultiLayer
Perceptron [25]) on three different sets of features: HOG, AUs, and AUs + Gaze.

To test the performance of the proposed approachwe used the k-fold cross-validation
with k = 10. In Table 1 the results of the testing phase are reported.
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Fig. 3. Face analysis with OpenFace.

Table 1. A summary of precision rate and F1 scores of each feature set (HOG, AUs, AUs +
GAZE) for the three algorithms (Multi-SVM, Random Forest, MLP).

Features Algorithm Precision F1

HOG Multiclass SVM 0.558 0.561

Random Forest 0.485 0.491

MLP – –

AUs Multiclass SVM 0.764 0.764

Random Forest 0.867 0.864

MLP 0.754 0.753

AUs + GAZE Multiclass SVM 0.916 0.914

Random Forest 0.787 0.778

MLP 0.885 0.884

We can notice that theMulti-SVM classifier (cost= 1000 e gamma= 0.001) reached
the best precision rate usingAUs+Gaze features. RandomForest classifiers onAUs and
MultiLayer Perceptron (MLP) on AUs+ Gaze have achieved a slightly lower precision
than the Multi-SVM but it was still quite high.

Figure 4 shows an example of emotion recognition of a student’s facial expression
as boredom during an e-learning session.
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Emotion: Boredom

Fig. 4. Recognition of a facial expression as “boredom” during an e-learning class.

5 Conclusions

This paper presented our research in the context of emotions and their relation to the
learning process in distance education contexts. In particular,wedeveloped aFERsystem
able to recognize cognitive emotions from facial expressions in real-time.

In previous studies, we obtained results that indicate that emotions can be used
as indicators of the quality of the student’s learning process [17, 18]. We plan to use
the cognitive emotion recognition module for analyzing the emotional profiles during
distance education courses (MOOCs, e-learning) and to reason on the possible causes
of positive and negative experiences during learning, so moving from recognition to the
interpretation of the student’s mental state. In particular, we are planning a user study
for monitoring the student’s mental state during the learning process and enhancing the
student’s learning experience in real-time through the use of gamification strategies [34],
a virtual tutor [35] or a robot [36].

References

1. Damasio, A.R.: Descartes Error: Emotion, Reason and the Human Brain. G.P. Putnam Sons,
New York (1994)

2. Pekrun, R.: The control-value theory of achievement emotions: assumptions, corollaries,
and implications for educational research and practice. Educ. Psychol. Rev. 18(4), 315–341
(2006). https://doi.org/10.1007/s10648-006-9029-9

3. Pekrun, R., Goetz, T., Frenzel, A.C., Barchfeld, P., Perry, R.P.: Measuring emotions in stu-
dents’ learning and performance: the achievement emotions questionnaire (AEQ). Contemp.
Educ. Psychol. 36(1), 36–48 (2011)

4. Picard, R.W.: Affective Computing. MIT Press, Cambridge (1997)
5. Del Coco, M., Carcagnì, P., Palestra, G., Leo, M., Distante, C.: Analysis of HOG suitability

for facial traits description in FER problems. In: Murino, V., Puppo, E. (eds.) ICIAP 2015.
LNCS, vol. 9280, pp. 460–471. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
23234-8_43

6. Khalfallah, J., Slama, B.H.: Facial expression recognition for intelligent tutoring systems in
remote laboratories platform. Procedia Comput. Sci. 73, 274–281 (2015)

7. Shen,L.,Wang,M., Shen,R.:Affective e-learning: “using emotional” data to improve learning
in pervasive learning environment. J. Educ. Technol. Soc. 12(2), 176 (2009)

8. Ekman, P.: Basic emotions. In: Dalgleish, T., Power, M.J. (eds.) Handbook of Cognition and
Emotion, pp. 45–60. Wiley, Hoboken (1999). https://doi.org/10.1002/0470013494.ch3

https://doi.org/10.1007/s10648-006-9029-9
https://doi.org/10.1007/978-3-319-23234-8_43
https://doi.org/10.1002/0470013494.ch3


26 B. De Carolis et al.

9. O’regan, K.: Emotion and e-learning. J. Asynchronous Learn. Netw. 7(3), 78–92 (2003)
10. O’Reilly, H., et al.: The EU-emotion stimulus set: a validation study. Behav. Res. Methods

48(2), 567–576 (2016). https://doi.org/10.3758/s13428-015-0601-4
11. Lyons, M.J., Akamatsu, S., Kamachi, M., Gyoba, J.: Coding facial expressions with gabor

wavelets. In: 3rd IEEE International Conference onAutomatic Face andGesture Recognition,
pp. 200–205 (1998). http://doi.org/10.1109/AFGR.1998.670949

12. http://www.geocities.ws/senthilirtt/Senthil%20IRTT%20Face%20Database%20Version%
201.1

13. Fleiss, J.L.: Measuring nominal scale agreement among many raters. Psychol. Bull. 76(5),
378–382 (1971)

14. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: IEEE Com-
puter Society Conference on Computer Vision and Pattern Recognition, CVPR 2005, vol. 1,
pp. 886–893. IEEE (2005)

15. Ekman, P., Friesen, W.: Facial Action Coding System: A Technique for the Measurement of
Facial Movement. Consulting Psychologists Press, Palo Alto (1978)

16. https://github.com/TadasBaltrusaitis/OpenFace
17. D’Errico, F., Paciello, M., De Carolis, B., Vattani, A., Palestra, G., Anzivino, G.: Cognitive

emotions in e-learning processes and their potential relationship with students’ academic
adjustment. Int. J. Emot. Educ. 10(1), 89–111 (2018)

18. De Carolis, B., D’Errico, F., Paciello, M., Palestra, G.: Cognitive emotions recognition in e-
learning: exploring the role of age differences and personality traits. In: Gennari, R., Vittorini,
P., De la Prieta, F., Di Mascio, T., Temperini, M., Azambuja Silveira, R., Ovalle Carranza,
D.A. (eds.) MIS4TEL 2019. AISC, vol. 1007, pp. 97–104. Springer, Cham (2020). https://
doi.org/10.1007/978-3-030-23990-9_12

19. Ashwin, T.S., Jose, J., Raghu,G., Reddy,G.R.:AnE-learning systemwithmultifacial emotion
recognition using supervised machine learning. In: IEEE Seventh International Conference
on Technology for Education (2015)

20. Al-Awni, A.: Mood extraction using facial features to improve learning curves of students in
elearning systems. Int. J. Adv. Comput. Sci. Appl. 7(11), 444–453 (2016)

21. Krithika, L.B., Lakshmi Priyya, G.G.: Student emotion recognition system (SERS) for e-
learning. Procedia Comput. Sci. 85, 767–776 (2016)

22. Magdin, M., Turcani, M., Hudec, L.: Evaluating the Emotional State of a User Using a
Webcam. Special Issue Artif. Intell. Underpinn. 4(1), 61–68 (2016)

23. Roli, F.: Multiple classifier systems. In: Li, S.Z., Jain, A. (eds.) Encyclopedia of Biometrics,
p. 1843. Springer, Boston (2009). https://doi.org/10.1007/978-0-387-39940-9

24. Ho, T.K.: Random decision forests. In: Proceedings of 3rd International Conference on Doc-
ument Analysis and Recognition, Montreal, Quebec, Canada, vol. 1, pp. 278–282 (1995).
https://doi.org/10.1109/icdar.1995.598994

25. Rumelhart,D.,Hinton,G.,Williams,R.: Learning representations by back-propagating errors.
Nature 323, 533–536 (1986). https://doi.org/10.1038/323533a0

26. Tabassum, T., Allen, A.A., De, P.: Non-intrusive identification of student attentiveness and
finding their correlation with detectable facial emotions. In: Proceedings of the 2020 ACM
Southeast Conference (ACM SE 2020), pp. 127–134. Association for Computing Machinery,
New York (2020)

27. D’Mello, S.K., Calvo, R.A.: Beyond the basic emotions: what should affective computing
compute? In: Brewster, S., Bødker, S., Mackay, W. (eds.) Extended Abstracts of the ACM
SIGCHI Conference on Human Factors in Computing Systems (CHI 2013), pp. 2287–2294.
ACM, New York (2013)

28. Loderer, K., Pekrun, R., Lester, J.C.: Beyond cold technology: a systematic review and meta-
analysis on emotions in technology-based learning environments. Learn. Instruct. 101162
(2018)

https://doi.org/10.3758/s13428-015-0601-4
http://doi.org/10.1109/AFGR.1998.670949
http://www.geocities.ws/senthilirtt/Senthil%20IRTT%20Face%20Database%20Version%201.1
https://github.com/TadasBaltrusaitis/OpenFace
https://doi.org/10.1007/978-3-030-23990-9_12
https://doi.org/10.1007/978-0-387-39940-9
https://doi.org/10.1109/icdar.1995.598994
https://doi.org/10.1038/323533a0


Recognizing Cognitive Emotions in E-Learning Environment 27

29. Duffy, M.C., Lajoie, S.P., Pekrun, R., Lachapelle, K.: Emotions in medical education: exam-
ining the validity of the medical emotion scale (MES) across authentic medical learning
environments. Learn. Instruct. 101150 (2018)

30. Castelfranchi, C.: Affective Appraisal versus Cognitive Evaluation in Social Emotions and
Interactions. In: Paiva, A. (ed.) IWAI 1999. LNCS (LNAI), vol. 1814, pp. 76–106. Springer,
Heidelberg (2000). https://doi.org/10.1007/10720296_7

31. Miceli, M., Castelfranchi, C.: Expectancy and Emotion. OUP, Oxford (2014)
32. Di Mele, L., D’Errico, F., Cerniglia, L., Cersosimo, M., Paciello, M.: Convinzioni di effi-

cacia personale nella regolazione dell’apprendimento universitario mediato dalle tecnologie.
Qwerty-Open Interdisc. J. Technol. Cult. Educ. 10(2), 63–77 (2015)

33. Pecchinenda, A., Petrucci, M.: Emotion unchained: facial expression modulates gaze cueing
under cognitive load. PLoS ONE 11, e0168111 (2016)

34. Cassano, F., Piccinno, A., Roselli, T., Rossano, V.: Gamification and learning analytics to
improve engagement in university courses. In: Di Mascio, T., et al. (eds.) MIS4TEL 2018.
AISC, vol. 804, pp. 156–163. Springer, Cham (2019). https://doi.org/10.1007/978-3-319-
98872-6_19

35. De Carolis, B., Ferilli, S., Novielli, N., Leuzzi, F., Rotella, F.: Social attitude recognition
in multimodal interaction with a pedagogical agent. J. E-Learn. Knowl. Soc. 8(3), 141–151
(2012). https://doi.org/10.20368/1971-8829/649

36. Malerba, D., et al.: Advanced programming of intelligent social robots. J. E-Learn. Knowl.
Soc. 15(2) (2019). https://doi.org/10.20368/1971-8829/1611

37. D’Errico, F., Paciello, M., Cerniglia, L.: When emotions enhance students’ engagement in
e-learning processes. J. e-Learn. Knowl. Soc. 12(4) (2016)

38. Bosch,N.,D’Mello, S.K.,Ocumpaugh, J., Baker, R.S., Shute,V.:Using video to automatically
detect learner affect in computer-enabled classrooms. ACM Trans. Interact. Intell. Syst. 6(2),
Article 17, 26 (2016). https://doi.org/10.1145/2946837

39. Whitehill, J., Serpell, Z., Lin, Y.-C., Foster, A., Movellan, J.R.: The faces of engagement:
automatic recognition of student engagement from facial expressions. IEEE Trans. Affect.
Comput. 5(1), 86–98 (2014)

40. Zeng, Z., Pantic, M., Roisman, G.I., Huang, T.S.: A survey of affect recognition methods:
audio, visual, and spontaneous expressions. IEEE Trans. Pattern Anal. Mach. Intell. 31(1),
39–58 (2009)

41. Temdee, P.: Smart learning environment: paradigm shift for online learning (2020). https://
doi.org/10.5772/intechopen.85787

42. Scheffler, I.: In Praise of the Cognitive Emotions. Routledge, New York (1991)
43. Bassi, M., Steca, P., Delle Fave, A., Caprara, G.V.: Academic self-efficacy beliefs and quality

of experience in learning. J. Youth Adolesc. 36(3), 301–312 (2007). https://doi.org/10.1007/
s10964-006-9069-y

44. Chen, S., Dai, J., Yan, Y.: Classroom teaching feedback system based on emotion detection.
In: 9th International Conference on Education and Social Science (ICESS 2019), pp. 940–946
(2019)

45. Zhang, K., Zhang, Z., Li, Z., Qiao, Y.: Joint face detection and alignment using multitask
cascaded convolutional networks. IEEE Sig. Process. Lett. 23(10), 1499–1503 (2016)

https://doi.org/10.1007/10720296_7
https://doi.org/10.1007/978-3-319-98872-6_19
https://doi.org/10.20368/1971-8829/649
https://doi.org/10.20368/1971-8829/1611
https://doi.org/10.1145/2946837
https://doi.org/10.5772/intechopen.85787
https://doi.org/10.1007/s10964-006-9069-y

	Recognizing Cognitive Emotions in E-Learning Environment
	1 Introduction
	2 E-Learning and Cognitive Emotions
	3 Emotion Detection from Facial Expressions in E-Learning Context
	4 The FER System for Cognitive Emotion Recognition
	4.1 Dataset
	4.2 Preprocessing, Face Detection and Cropping
	4.3 Classifying Facial Expressions

	5 Conclusions
	References




