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Abstract. In the 90s, Q-routing assisted by reinforcement learning was
introduced by Boyan and Littman with interesting results in terms of
quality of service. Some recent works continue to promote the idea
through improvement of the algorithm or specialized extensions. In
this paper, we propose a simple modification to workaround the greedy
behaviour of Q-routing by considering epoch notion. In comparison with
the original Q-routing and the standard OLSRv2 under Qualnet simu-
lator, we show that our extension provides an interesting improvement
in terms of packet delivery ratio on the original irregular grid of Boyan
and Littman with wireless links.

Keywords: Ad-hoc networks · Q-routing · Wireless networks ·
Qualnet simulator

1 Introduction

In the 90s, two new approaches appears to solve routing problem: i) bio-inspired
algorithm and ii) reinforcement learning based algorithm. Q-routing [2] is one
of the reinforcement learning based routing algorithm appeared. In their paper,
Q-routing shown promising results. On their personal simulator, Q-routing offers
a better average end-to-end delay than the Bellman-Ford protocol in high load
condition. In fact, in congestion state, the Q-routing proposes alternative route
based on the end-to-end delay while Bellman-Ford protocol is focused on the
shortest path in terms of hops count. Those results have many potential appli-
cations especially for mesh and mobile ad-hoc networks (MANET). From their
original work, many derived works has been proposed. A part of those are
improvements of the algorithms such as AQFE [9]. Most of them are evalu-
ated on home-made simulator. But, there are also specializations of Q-routing
for specific applications such as mobility or cognitive radio.

In this paper, we demonstrate how a short congestion can potentially degrade
performance of Q-routing. So, we propose to integrate to Q-routing an epoch-
inspired mechanism. Epoch mechanism is a method from machine learning to
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prevent some side effects of greedy behaviour such as local optimum problem.
We evaluate our modified Q-routing with epochs on several scenarios on ad-hoc
wireless networks. We compare it to the original Q-routing and nuOLSRv2, an
implementation of OLSRv2 [3]. Our results show that our modification improved
slightly the performance of Q-routing. It offers better performance than nuOL-
SRv2 in most our scenarios.

The organization of the paper is the following. In Sect. 2, we summarize
some previous works about Q-routing. In Sect. 3, we detail the implementation
of our distributed Q-routing protocol. Section 4 defines the experimental setup.
Section 5 provides results in terms of QoS and a discussion as well. The last
section concludes the work and draws some perspectives.

2 Related Work

In this section, we see in more details Q-routing algorithms and other related
works.

2.1 Q-Routing

Watkins and Dayan [12] created a reinforcement learning algorithm called Q-
learning in 1994. Two years later, Boyan and Littman [2] proposed to integrate Q-
learning in routing algorithm. They named their algorithm Q-routing in reference
to Q-Learning. In this algorithm, each node x looks for the lowest Q-value,
defined using the Q function. The estimated delivery time from node x to node
d by node y is noted: Qx(d, y). They define Q-value of function Q as:

ΔQx(d, y) = η(q + s + t − Qx(d, y)) (1)

where η is the learning rate (usually 0.5 in [2]) q the unit of time spent in node
x’s queue, s the unit of time spent during the transmission between x and y and
t as

t = min
z∈neighbour of y

Qy(d, z). (2)

In this case, the effective delivery time is the reward R and defined as: R =
q+s+t. At the beginning, the Q-values are initialized with the value 0. Q-routing
has a greedy strategy, so the first choice is very important. In order to make the
first choice equitably, an exploration phase is needed to discover all the choices.
During this phase, the Q-value is not updated.

Several networks topologies are tested in their work including an 6× 6 irreg-
ular grid. The authors argue that only local information is used to proceed. The
presented results of [2] concern only the 66 irregular grid. Q-routing is com-
pared to Bellman-Ford’s shortest path algorithm. In their works, Q-routing is
not always able to find the shortest path under low network load. Neverthe-
less, the latency is similar to the shortest path in low load condition. Q-routing
clearly outperforms the shortest path in high load condition (even if the high load
condition is not well-defined in [2]). However, when the traffic load decreases,
Q-routing keeps the high load policy. The original approach is thus not adapted
to dynamic changes.
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2.2 Q2-Routing

The original Q-routing considers only the latency. Q-routing will select a low
latency route even if the path loss more packets. Recently, Hendriks et al. [7]
proposed an extension of Q-routing considering also the packet delivery ratio and
the jitter. Their algorithm is called Q2-routing. They adapted the Q function to
include these QoS metrics:

Qx(d, y) = (Cd × Cj × Cl)((1 − α)Qx(d, y) + αr) (3)

where C are coefficient depending on the traffic QoS requirement, α is the learn-
ing rate and r is q + s + t in (1).

In their paper, they evaluated Q2-routing on a topology composed of 3
paths on ns-3. It compared to an implementation of the original Q-routing and
AODV [5]. Packets loss and delay appeared during the simulation on different
paths in order to test Q2-routing features. According to their results, Q2-routing
outperforms AODV and Q-routing in most of the test cases in terms of PDR,
average delivery time and jitter. However, their scenario is designed to advantage
Q2-routing as the simulation event can only detect by Q2-routing and some of
them by Q-routing.

2.3 AQ-Routing

Q-routing is a greedy algorithm. The mobility can easily degrade the perfor-
mances. Serhani et al. [11] proposed an extension for Q-routing in order to
improve performances in mobility scenario. They named their extension Adap-
tive Q-routing (AQ-routing). AQ-routing takes several concepts from OLSR [4]
such as HELLO packets but also ETX metric [6]. Unlike the original Q-routing,
AQ-routing doesn’t use latency as routing metric. It uses a metric based on link
stability:

Qmetricij = αij · ϕ(MF j) + (1 − αij) · λETXij (4)

where MF is the Mobility Factor, α the learning rate, ϕ(MF j) is defined as:
ϕ(MF j) = a

1−e
−MFj

b

. In their paper, they compared AQ-routing to OLSR (stan-

dard and with ETX metric version) on ns-3. On static test case, AQ-routing
offers the best PDR but the worst average delivery time. On mobility test case,
AQ-routing provides a stable average delivery time and the best PDR. Start
to 4 m/s, the average delivery time is better with AQ-routing than with OLSR
ETX. To obtain this performance, Serhani et al. have increased the complexity
of Q-routing especially the computation of the reward.

2.4 Other Extensions and Derived Works

There are many other extension and derived works of Q-routing. For example,
Kavalerov et al. [8] have improved Q-routing “Full Echo” with Adaptive Q-
routing Full Echo (AQFE) and Adaptive Q-routing Random Echo (AQRE).
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AQFE improved the stability Q-routing Full Echo by adding a second dynamic
learning rate. AQFE outperforms Q-routing on the original test cases of Boyan
and Littman [2]. After the learning phase, AQFE can become unstable under
some conditions. In order to reduce this instability, AQRE doesn’t send update
to all neighbours but to a set randomly chosen. Finally, they proposed Adaptive
Q-routing with Random Echo and Route Memory (AQRERM) [9], an improved
version of AQRE. However, AQFE and its derived have only been tested on
home-made simulator. So, other quality of service metrics such as PDR are not
evaluated.

Besides improvements, specialized extensions have been made. For example,
Paul et al. [10] created an extension of Q-routing for cognitive radio. Zhang and
Ye [13] made a Q-routing optimized for optical networks-on-chips.

3 Q-Routing Implementation Details

In this section, we describe our implementation of Q-routing fully distributed
and deployable on wired and wireless networks.

3.1 Implementation Overview

We do not implement Q-routing from scratch, but our implementation is based
on the Bellman-Ford basic implementation of Qualnet simulator. This basic
implementation is bare-bones, there is no auxiliary function as we can have
in OLSR [4] for example. We redefine the maximum route length (16 hops),
the timeout delay (120 s), the maximum number of routes per packet (32 routes
per packets), and the periodic update delay (10 s). Nodes have access to local
information only. Additionally, we add the parameter η from Eq. (1) and the
exploration phase duration. The routing table has been replaced by the func-
tion Q inspired of Eq. (1). The two next subsections describe how we totally
distributed our implementation of the Q-routing protocol.

3.2 Latency Measurement and Header Format

Q-routing aims to minimize the average delivery time. The Q function uses the
duration of the transmission and the duration in-queue. To measure these times,
we extend the header of the routing packet. The header of the routing packet
contains a timestamp. Thanks to this information, the receiver can estimate the
delay. The delay is sent back during the next update. This method has a little
network overhead but needs two assumptions to work correctly. The latency
is computed by the difference between the timestamp in the header and the
moment when the packet is received according the local clock. So, the clock of
the nodes needs to be synchronized to compute this difference. As the reward
uses the latency in micro-second, the synchronization need optimally to be of the
order of the micro-second. In fact, the synchronization can be less precise, but
the difference between the clocks has to smaller than the lowest latency. This
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is the first assumption. This mechanism can be replaced by using the “echo”
function of ICMP.

The second assumption concerns the number of queues. Nodes need to have
only one queue. If a node has more than one queue, the measure of duration
in-queue will depend on the number of queues, the quantity and the priority of
packets in the queues and finally the scheduler. So, in order to not depend on
these parameters, the measure of the duration in-queue is more accurate when
nodes have only one queue.

3.3 Route Update Mechanism

As nodes have only access to local information only, our protocol needs a mecha-
nism to update their routing table. We propose to reuse the routing management
to propagate routes. There are two types of update: periodic and triggered. Dur-
ing a periodic update, all nodes broadcast all their routes to their 1-hop neigh-
bourhood. Periodic updates occur every 10 s. As broadcast a new route will be
too slow with periodic updates, there is triggered and asynchronous update. To
broadcast a new with periodic updates only, it needs in the worst case 10 s per
hop. For example, on a topology in line of 6 nodes, the new route will broadcast
from an end to the other in 50 s in the worst case. Triggered update happens
when a new route is available, or a route has been modified. A triggered update
is not sent if a periodic update will be sent in less than 150 ms.

We define a route as triplet value: destination, mask and next hop. We com-
plete the structure by adding a timestamp, the value of the t from (1) and the
current latency. The timestamp comes from the last timestamp of the routing
packet of the destination. A new route is accepted if the distance is less than
16 hops. As we explained, the routing packets are timestamped. The timestamp
is also integrated to data structure of the original route and acts as sequence
number. A route update is always accepted if the timestamp of the update is
newer than the current timestamp. If the timestamp of the update is equal to
the current timestamp, the update is only accepted if it minimizes the Q-value
of Eq. (1).

3.4 Epoch Mechanism

In order to limit the greedy behaviour of Q-routing, we propose to add epoch-
inspired mechanism. Epoch mechanism is a concept from machine learning in
order to reset reward periodically and workaround the problem of local optimum.
We define arbitrary the duration of the epoch to 300 s. At the end of the epoch,
Q-routing creates a new empty Q-table. Q-routing starts an exploration phase,
in which the new Q-table is filled. During this phase, the current Q-table works
normally. At the end of the learning phase, the new Q-table replaces the current
Q-table. This mechanism helps also to purge stale routes.
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4 Experimental Set-Up

In this section, we describe the complete experimentation set-up and the results
of our simulation. Our experimental plan concerns two wireless topologies:
one simple with two main paths and the adaptation of 66 grid of Boyan and
Littman [2]. The Table 3 sums up the different parameters. We benchmark three
routing protocols: our implementation of Q-routing, our Q-routing with epoch
mechanism and nuOLSRv2 (OLSRv2 [3] Niigata University implementation).
OLSRv2 is the successor of OLSR, it is standardized routing protocol special-
ized in mobile ad-hoc networks (MANETs). We use Scalable Qualnet 8.2 as
network simulator. 30 seeds are used for each combination of parameters.

Fig. 1. Our wireless toy example.
Numbers correspond to the node ID.

Fig. 2. Adapted wireless irregular grid.
Numbers correspond to the node ID.

4.1 Q-Routing and Its Greedy Behaviour, a Toy Example

Before evaluating Q-routing and Q-routing epoch on a complex topology, we
evaluate them on a simple test case as depicted on Fig. 1. Our test CBR is
between node 1 and node 4 which are the source and the destination respectively.
In this simple network, large background traffic appears on the shortest path
between node 2 and node 3. In order to have two distinct paths, we move path
away each other. The CBR source starts sending at 60 s and stop 60 s before the
end of the simulation. The interval between two messages is 10 ms. To be sure
that the routes are stables when background traffic appears, it starts after 8 min
of simulation.

Scenario 1: One Second Congestion. For the first test, the background
traffic appears at 8 min and stopped just a second after. The background traffic
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throughput is 5120 kb/s. The objective is to demonstrate the disadvantage of
the greedy behaviour of Q-routing. In order to observe the clear change of the
average hop count, the simulations run over 30 min. We benchmark Q-routing
and our Q-routing epoch.

Scenario 2: Alternative Path. The goal is simply to verify that our Q-routing
implementation prefers the longer path (through node 5) as soon as congestion
occurs. The background traffic start at 8 min and stop one minutes before the
end of the simulation. The simulation time is 15 min because it is enough for this
simple test case. We benchmark Q-routing, our Q-routing epoch and nuOLSRv2.

4.2 Adapted Wireless Irregular Grid

In [1], we used the irregular 6×6 grid in [2]. But, when we replaced basically the
wired link by wireless link, the irregular grid becomes a regular grid. We changed
the location of some nodes. The topology is composed of two grids 4 nodes by 3
linked by two paths. Four nodes have been removed compared to the wired grid
to keep the irregularity property. The Fig. 2 illustrates this topology in a logical
and compact form. For example, the node 9 can only communicate with nodes
3, 10 and 8. We benchmark Q-routing, our Q-routing epoch and nuOLSRv2.

Scenario 3: Located Congestion. In this case, there are 4 CBR streams on
the adapted irregular wireless grid. The CBR streams start one minute after
the beginning and stop one minute before the end of the simulation. All the
CBR streams have the same throughput. The location of the CBR streams is
detailed in Table 1. This test case shares the same idea of the tests on the toy
example. The goal is to verify that Q-routing can balance CBR streams between
two paths. The simulation time is 15 min.

Table 1. CBR streams location on the wireless grid (scenario 3)

Source (Node ID) Destination (Node ID)

35 5

4 34

9 27

26 8

Scenario 4: Diffused Traffic. In this case, there are 15 CBR streams on the
adapted irregular wireless grid. The location of those CBR streams has been
defined randomly. Their starting time and their stop time have been defined
randomly but the CBR streams must start after one minute. All CBR streams
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have the same throughput. The settings of the CBR streams are defined once
and don’t change between the simulations. The location of the CBR streams
is detailed in Table 2. The goal is to evaluate Q-routing and Q-routing epoch
on the adapted wireless grid with non-constant traffic. The simulation time is
30 min.

Table 2. CBR streams location on the wireless grid (scenario 4)

Source (Node ID) Destination (Node ID) Start (s) End (s)

19 12 62 721

28 9 175 537

31 35 217 1262

28 22 371 665

2 5 463 1088

14 15 632 951

25 6 832 1714

7 15 1006 1653

26 8 1168 1212

30 9 1241 1713

3 32 1303 1569

21 4 1592 1683

6 32 1613 1715

21 14 1661 1755

20 7 1705 1762

5 Results

In this section, we present the results of the experimentation. We focus on three
metrics: the average end-to-end delay (or average delivery time), the packet
delivery rate (PDR) and the jitter. All those metrics are measured at the appli-
cation layer (layer 7). Disordered messages are dropped by the receiver. Only
the messages received and accepted contribute to the average delivery time and
the jitter. The throughput of the CBR streams is expressed at the application
layer.

5.1 Toy Example

Scenario 1: One Second Congestion. For this first test case, we benchmark
Q-routing and our modified Q-routing with epoch. We focus on the average hop
count for the CBR stream. The Fig. 3 shows the box plot of the average hop
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Table 3. Simulation parameters

Feature Parameter Value

Network Link Wireless IEEE 802.11a 9 Mb/s link

IEEE 802.11e link layer

Topologies Ring and irregular grid

Node Number of queues 1 FIFO queue

Mobility No

CBR Message size 512 bytes

Start 1 min (scenario 2 and 3)

End 1 min before the end (case 2 and 3)

Simulation Seed 30 different seeds

Duration 15 min (scenario 2 and 3)

30 min (scenario 1 and 4)

Q-routing Exploration 15 s (scenario 1 and 2)

45 s (scenario 3 and 4)

η 0.9

count for Q-routing over the time. Start to the congestion, the average delivery
time increases. Q-routing uses the longer alternative path and stills use it after
the congestion up to the end of the simulation. According to the Fig. 4, Q-
routing epoch uses also the longer alternative path, but unlike Q-routing, it
finally returns on the shortest path. This little test case shows the advantage of
the epoch-inspired mechanism. It makes Q-routing less sensitive to very short
congestion. The reactivity of Q-routing could be increased by decreasing the
epoch duration.

Fig. 3. Average hop count for Q-
routing (scenario 1).

Fig. 4. Average hop count for our Q-
routing with epochs (scenario 1).

Scenario 2: Alternative Path. On this second test, we benchmark Q-routing
and our modified Q-routing epoch and nuOLSRv2. We focus on the packet deliv-
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ery ratio (PDR), the average delivery time and the jitter. The background traf-
fic doesn’t contribute to the average delivery time, the PDR and jitter. The
Fig. 5 shows the packet delivery ratio in function of the background traffic
for Q-routing, Q-routing epoch and nuOLSRv2. According to our results, Q-
routing and nuOLSRv2 have the same performance up to 3.5 Mb/s. Q-routing
with “epochs” is less stable, the standard deviation is higher. nuOLSRv2 and
Q-routing with “epoch” have a singularity between 4.5 Mb/s and 4.8 Mb/s.
From 4 Mb/s to 4.55 Mb/s, the packet delivery ratio falls suddenly to 70% and
increased up to 72% between 4.55 Mb/s and 4.8 Mb/s. From 4.2 Mb/s, nuOL-
SRv2 drops a large part of the packet. The packet delivery ratio falls under
70%. With Q-routing, the average PDR is higher (over 70%), but the standard
deviation is quite high. Q-routing epoch offers the better average packet delivery
ratio than nuOLSRv2 from 4.8 Mb/s. The two versions of Q-routing outperform
nuOLSRv2 in PDR only under high load condition (above 4.55 Mb/s). The
Fig. 6 shows the average delivery time in function of the background traffic for
Q-routing, Q-routing epoch and nuOLSRv2. According to our results, the three
protocols offer a comparable average delivery time up to 3.4 Mb/s. With nuOL-
SRv2, the average delivery time increases from 3.4 Mb/s up to peak at 260 ms at
3.56 Mb/s. It decreases after 3.56 Mb/s but the number of packets contributing
to the metric decreases also. There is a singularity for nuOLSRv2 and Q-routing
with “epochs” around 3.8 Mb/s. The singularity between 4 Mb/s and 4.8 Mb/s
present in PDR is also present in average delivery time. With Q-routing, the
average delivery time increased from 3.56 Mb/s to 3.9 Mb/s. It peaks at 60 ms
on average. Q-routing offers the best average delivery time except on singular
points. The Fig. 7 shows the average jitter in function of the background traf-
fic for Q-routing, Q-routing epoch and nuOLSRv2. The three protocols offer a
comparable average jitter up to 3.4 Mb/s. The Q-routing with “epochs” has a
better jitter than the original.

Our Q-routing epoch doesn’t improve performances in terms packet delivery
ratio and in average delivery time. It improves slightly the jitter on a range of
background traffic throughput compared to the original. Q-routing delivers the
best performance in terms of PDR and average delivery time under high load
condition (above 4.5 Mb/s). The high standard deviation can be explained by
the instability of the measured latency in wireless communication. This leads Q-
routing making some wrong routing choice. This scenario by design puts nuOL-
SRv2 in difficulty as the best solution is to use the alternative path for the CBR
stream.

5.2 Adapted Wireless Irregular Grid

We evaluate Q-routing, Q-routing epoch and nuOLSRv2 on the wireless grid on
the two tests cases. The average delivery time, the packet delivery ratio and the
jitter are the average of all the CBR streams.

Scenario 3: Located Congestion. The four CBR streams contribute to the
average delivery time, the packet delivery ratio and the jitter. The Fig. 8 shows



New Results on Q-Routing Protocol for Wireless Networks 39

the packet delivery ratio following the throughput per CBR stream for Q-routing,
Q-routing epoch and nuOLSRv2. Q-routing outperforms nuOLSRv2. The PDR
with Q-routing is up to 44% (at 410 kb/s per CBR) better than with nuOL-
SRv2. There is no significant difference between Q-routing and Q-routing epoch.
The Fig. 9 shows the average delivery time in function of the throughput per
CBR stream for Q-routing, Q-routing epoch and nuOLSRv2. Q-routing provides
low latency under low load condition (up to 820 kb/s). The latency increased
up to overtake the latency with nuOLSRv2. There is no significant difference
between Q-routing and Q-routing epoch. The Fig. 10 shows the jitter following
the throughput per CBR stream for Q-routing, Q-routing epoch and nuOL-
SRv2. nuOLSRv2 has the worst average jitter. Q-routing outperforms nuOL-
SRv2. There is no significant difference between Q-routing and Q-routing epoch.

Fig. 5. Packet delivery ratio on the toy
example (scenario 2).

Fig. 6. Average delivery time on the
toy example (scenario 2).

Fig. 7. Average jitter on the toy example (scenario 2).

The two versions of Q-routing outperforms under low load condition because
Q-routing can more easily balance the CBR streams. The CBR streams (4, 34)
and (35, 5) can use the “upper” path even if the path is longer. nuOLSRv2
uses the upper path only for the CBR stream (5, 35) in the best case. As the
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link between the nodes 16 and 22 is saturated, nuOLSRv2 loses packets, but
also increases the average delivery time. Interestingly, when the throughput per
CBR increased, Q-routing loses its advantage in terms of average delivery time
face to nuOLSRv2.

Fig. 8. Packet delivery ratio on the sce-
nario 3

Fig. 9. Average delivery time on the
scenario 3

Fig. 10. Average jitter on the scenario 3.

Scenario 4: Diffused Traffic. The 15 CBR streams contribute to the average
delivery time, the packet delivery ratio and the jitter. The Fig. 11 shows the
packet delivery ratio following the throughput per CBR stream for Q-routing, Q-
routing epoch and nuOLSRv2. The three routing protocol have the same shape.
The packet delivery ratio decreases when the throughput per CBR increases.
Q-routing epoch offers the best packet delivery. However, the difference with
Q-routing and nuOLSRv2 is limited. There is 8% between Q-routing epoch and
nuOLSRv2 and 3% between the two Q-routing in the best case (at 820 kb/s). The
Fig. 12 shows the average delivery time in function of the throughput per CBR
stream for Q-routing, Q-routing epoch and nuOLSRv2. As the packet delivery
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ratio, the curves of the average delivery time have the same shape. On average,
nuOLSRv2 is the slowest of the three protocols. Q-routing is up to 1 s faster. Q-
routing epoch improve slightly this metric. The Fig. 13 shows the jitter following
the throughput per CBR stream for Q-routing, Q-routing epoch and nuOLSRv2.
nuOLSRv2 has the worst average jitter. Q-routing epoch offers the best average
except between 1.6 Mb/s and 2.7 Mb/s where there is an instability.

Fig. 11. Packet delivery ratio on the
scenario 4.

Fig. 12. Average delivery time on the
scenario 4.

Fig. 13. Average jitter on the scenario 4.

This scenario is the less static in terms of traffic so the performance of Q-
routing was quite unexpected due to its greedy behaviour. Q-routing epoch pro-
vides a slight improvement but less than expected. The difference of performance
between Q-routing and nuOLSRv2 can be explained by the unneeded verbosity of
nuOLSRv2. In fact, nuOLSRv2 broadcasts more packets than Q-routing. Those
packets are useful in mobility scenarios but this one.

5.3 Discussion

The tests over a simple wireless topology were very encouraging. Q-routing epoch
gives the results expected. It returns on the shortest path when the congestion
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is finished. It also chooses the alternative path to bypass the congestion. Q-
routing outperforms nuOLSRv2 and Q-routing in PDR and in average delivery
time up to 4.8 Mb/s. For the jitter, the improvement is not so obvious. On
the wireless grid, the difference between Q-routing and Q-routing epoch is very
slight, even on the scenario designed to favour Q-routing epoch (scenario 4).

Q-routing epoch has a higher computational cost and memory requirement
than Q-routing. During the exploration phase, it has to maintain two Q-tables.
The size of the Q-table is proportional to the number of 1-hop neighbour and
the number of destinations. However, Q-routing epoch can remove staled routes
from the Q-table at the end of the exploration phase. The size of the Q-table
has an impact on update. On the wireless grid, each node broadcast up to 4
packets per update, so the routing overhead is high. This routing overhead can
be reduced but at cost of a computation overhead. Those observations are agreed
to [7] on difficulties for Q-routing to scale to large networks.

Another point concerns nuOLSRv2. The different scenarios are not designed
to advantage nuOLSRv2. They don’t include mobility. Their size in number
of nodes is quite limited. For example, the wireless grid is composed of only
32 nodes. nuOLSRv2 implements advanced draft of OLSRv2. But, nuOLSRv2
is not totally compliant with the rfc7181. However, we think reasonably that
the performance of nuOLSRv2 reflects the performance of a rfc7181-compliant
implementation.

6 Conclusion

In this paper, we present an evaluation of our modification of Q-routing on
the wireless standard IEEE 802.11. We experienced it on the professional
packet driven simulator Qualnet on several scenarios. Q-routing epoch reacts
as expected on the first scenario. The second scenario shows that our modifica-
tion doesn’t improve the performance of Q-routing. However, Q-routing epoch
give a slight improvement on the wireless irregular grid compared to the original
Q-routing. The two versions of Q-routing outperforms in PDR nuOLSRv2 in all
our tests. Except the scenario 2 where the results are similar, they also clearly
outperforms in average jitter nuOLSRv2. Nevertheless, the results in average
delivery time depend on the scenario. We show that Q-routing doesn’t need to
be modified to give good results on our wireless grid even with diffused and
changing traffic. However, our implementation of Q-routing doesn’t have the
auxiliary function of OLSRv2 and can’t scale like it. So, our results can hardly
generalize on specific scenarios or bigger topologies.
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