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Preface

Cyber-Physical Systems (CPS) are characterized by the intrinsic combination of
software and physical components. Inherent elements often include wired or wire-
less data communication, sensor devices, real-time operation, and automated control
of physical elements. Typical examples of associated application areas include,
among others, industrial control systems, smart grids, autonomous vehicles and
avionics, medial monitoring, and robotics. The incarnation of CPS can therefore
range from considering individual Internet-of-Things devices through to large-scale
infrastructures.

Against this backdrop, it is easy to recognize an inherent requirement for security,
protection, and trust. CPS will readily exhibit the standard security requirements that
are established elsewhere—the need for confidentiality of data, integrity of data and
operation, and the overall availability of the data and services being provided. They
also require resilience against both failure and attack. However, the context in which
they are operating often means that the importance of these aspects is amplified. The
impact of a breach may be more significant, particularly in the scenario where failure
or compromise of CPS could lead to loss of life. Moreover, the nature and importance
of the systems themselves can increase their desirability as targets of attack. Here, it
is important to note that as CPS are ingrained into every aspect of our lives, public
trust in them becomes of utmost importance. Only if we can trust the CPS, we will
be able to reap all potential benefits that they can bring. However, trust starts with
assuring highest possible levels of security and protection.

As a consequence, the protection of Cyber-Physical Systems has become a recog-
nized theme within the domain of cybersecurity, with a growing body of knowledge
being established around the topic. However, as with cybersecurity in other contexts,
the issue is far from solved, and CPS have essentially broadened the landscape in
which ongoing attention will now be needed. As such, issues such as recognizing
risk, designing resilient architecture, and combatting attacks remain fertile areas for
new research and further contribution. It should be also stressed that, on the meta-
level, CPS are a coherent whole, but when it comes to individual application areas,
domain-specific security and protection requirements have to be formulated and dealt
with.
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The purpose of this book is to fill in the gaps in the security of Cyber-Physical
Systems literature, by providing cutting-edge research findings. The book covers
both strategic security research such as security frameworks and risk assessment,
and technical security research like intrusion detection, where different case studies
are presented. The volume introduces a collection of ten chapters written by experts
in the fields that cover strategic and technical security domains. Furthermore, the
material has been prepared in a way that makes each chapter independently readable
from the others, while still contributing a collective overall insight into the topic area.

The book begins with a chapter authored by Haque et al., which introduces a
conceptual analysis of cybersecurity frameworks for improving the knowledge and
understanding of the defense-in-depth security architectures. In doing so, it provides
ameta-level state-of-the-art reflection on the area. Specifically, the authors conducted
acomprehensive analysis of security and resilience frameworks proposed by different
governing bodies. Besides, the realization techniques for the most common resilience
frameworks and security practices are proposed. According to the NIST Cyber-
security Framework, risk assessment is the first phase toward building any secu-
rity perimeter. It is also demanded to integrate best practices and standards to
manage emerged security risks. The chapter gives sufficient information for under-
standing the available frameworks, which, if being considered, should facilitate the
interoperability between existing and developed attack countermeasures.

The resilience of CPS against security attacks can be partially achieved through the
common Confidentiality, Integrity, and Availability (CIA) security triad. Deploying
cryptographic algorithms in resource-constrained systems is still a challenge that
needs further research. The key establishment can also be a problem or weak-
ness that faces any cryptographic mechanism, where security failure may result
from a successful attack compromising the security key. Chapter “Key-Establish-
ment Protocols for Constrained Cyber-Physical Systems”, written byLara-Nino,
Diaz-Perez, and Morales-Sandoval, tackles the key establishment problem by intro-
ducing three alternative protocols for resource-constrained CPSs, where Wireless
Sensor Networks (WSNs) are used as an application domain. Two Elliptic Curve
Cryptography-based (ECC) protocols are reviewed, analyzed, and improved. As a
result, a novel key-establishment protocol that uses the implemented enhancements
of ECC-based solutions, but employs quantum-safe cryptographic algorithms, is
proposed. The proposed protocol is theoretically valid, however, further empirical
research such as security testing, cost calculation, and under attack evaluations need
to be carried out.

In connection with the WSNs, the Internet-of-Things (IoT) plays a major role
in building any CPS, such as autonomous vehicles, smart homes, and industrial
systems. The wide diversity and the nonhomogeneity of the [oT devices make the
IoT traffic different from the normal network one. Chapter “Empirical Characteriza-
tion of Network Traffic for Reliable Communication in IoT Devices”, authored by
Bebortta and Senapati, tries to reveal the myth, by studying IoT traffic at the packet
and flow levels, toward efficient IoT traffic management. Of course, understanding
the characteristics of IoT traffic offers better control over IoT networks and precise
identification of IoT devices via, for example, device profiling. It also opens doors
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for using Artificial Intelligence (Al) in developing proactive security mechanisms
via detecting well-known attack patterns and predicting unknown ones.

Security analytics is a timely trend in Cybersecurity that uses Al tools for
analyzing data to produce proactive security measures. Network traffic is a type of
data that can be fed to Al or Machine Learning (ML) algorithms for attack detection
and forecasting. Chapter “Machine Learning for Fostering Security in Cyber-Phys-
ical Systems”, written by Dhiman, Gupta, and Sharma, discusses the usability of
ML techniques for enhancing CPS security. A general overview of ML notions is
provided, alongside applications of ML in risk assessment and the use of ML for
detecting anomalous behavior. The autonomous vehicle system is used to reflect the
role of ML in providing security in the device layer, network layer, and applications
layer of CPS. The autonomous vehicle system is used to reflect the role of ML in
foresting security in the device layer, network layer, and applications layer of CPS.
The chapter serves as a good overview of ML applications in CPS security, which
can be taken forward toward developing ML-based security measures.

Proceeding further with security measures, we find Chapter “A Model for Auditing
Smart Intrusion Detection Systems (IDSs) and Log Analyzers in Cyber-Physical
Systems (CPSs)”, authored by Nehinbe, which introduces a model for auditing the
smart Intrusion Detection Systems (IDSs) and log analyzers, for improving the effi-
ciency of IDSs in terms of, for example, identifying false alarms. Furthermore, the
auditing process should help detect any misbehavior of IDSs, such as disabled rules
and policies, which can happen intentionally, or as a consequence of a successful
attack of the IDS itself. The introduced audit model serves as a guide to human
elements in CPSs for auditing IDSs. The chapter covers an important security concept
where security measures should not only be deployed, tested, and operated but also
should be continuously monitored for detecting any self-suspicious behavior.

Given the complex interactions between the physical and cyber components,
the detection of attacks in CPS has been approached in various ways. Chapter
“Model-Based CPS Attack Detection Techniques: Strengths and Limitations”,
authored by Athalye, Ahmed, and Zhou, compares different attack detection mech-
anisms, and evaluates them using a defined set of metrics. Model-based attack
detection methods comprise statistical change monitoring (CUSUM and bad-data
detectors) and a device fingerprinting technique. Several types of attacks were simu-
lated, to experimentally analyze the performance of the detection methods. Here,
two real-world case studies, namely a smart water treatment plant and a water distri-
bution plant, have been used to facilitate realistic environments to assess the security
measures.

The remaining four chapters of the book deal with security in individual appli-
cation domains. Reading them illustrates how different, while similar, key security
concerns are when CPS materializes in environment monitoring, smart grid, gas
pipelines, and autonomous vehicles. Here, the first three areas are deployed on a
daily basis across the world, while the latter one is likely to become of extreme
importance in the near future.
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The first CPS case, as considered by Hajder, Hajder, and Nycz in Chapter “Secu-
rity of Cyber-Physical Monitoring and Warning Systems for Natural and Technolog-
ical Threats”, facilitates regional environmental monitoring. It is a resident-focused
application, which delivers alerts on the basis of information gathered from an area
surrounding a small city. In the considered scenario, a mixture of “state-owned” and
“private” sensors (weather stations, in particular) is used. Material presented in the
chapter outlines issues related to security and protection in a mixed public-private
ecosystem and proposes the functional organization and architecture of a trustworthy
environmental monitoring system. In this context, methods and means of counter-
acting security and accessibility threats are discussed and evaluated. Presented work
is based on an implementation of an actual monitoring system, which has been
installed in a small town adjacent to a larger agglomeration.

The second application of interest is the functionalization of CPS in Smart Grids
(SG). Recently, to facilitate uninterrupted and reliable transmission, generation, and
distribution of electricity, two trends can be observed: First, the increased use of
renewable energy, which requires more intelligence in the grid; Second, responding to
this and other needs, the conventional power grid is being upgraded to become a smart
grid CPS. Here, Chapter “Risk Identification and Risk Assessment of Communication
Networks in Smart Grid Cyber-Physical Systems”, written by Jha et al., is focused
on the identification of risk factors for communication networks in smart grid CPS.
Further, risk assessment strategies for applications that are being developed for such
environments are formulated, with a detailed discussion. Presented work is grounded
in real-world examples for multiple, different, smart grid CPS applications.

The third application domain is somewhat similar to the second one. It is
also focused on a critical infrastructure, but this time, instead of the smart grid,
natural gas networks are considered. The operation of natural gas pipelines relies
heavily on Industrial Control Systems and Supervisory Control and Data Acquisi-
tion Systems. These systems introduce additional vulnerabilities, which materialize
only in their presence. Interestingly, work presented by Wang, Zhao, and Blum in
Chapter “An Overview of Cybersecurity for Natural Gas Networks: Attacks, Attack
Assessment and Attack Detection” is one of the few that addresses vulnerabilities in
gas pipeline infrastructures. Here, the authors describe the gas pipelines, approached
from the point of view of CPS. They also provide an overview of models, theo-
ries, and representative detection approaches. Using real-life-based examples, the
damage caused by three cyber-physical attacks on natural gas systems is analyzed.
The discussion also illustrates the performance of representative attack detection
approaches.

The final chapter presents the forward-looking context of Connected and Auto-
mated Vehicles (CAVs), seen as a large class of CPS. CAVs have recently emerged as
an interesting approach to (limited) car autonomy, which aims to improve safety, fuel
consumption, road throughput, and driving comfort, by forming so-called vehicle
platoons. However, their actual viability in the long time remains to be estab-
lished. Nevertheless, Basiri, Azad, and Fischmeister introduce a Secure Distributed
Nonlinear Model Predictive Control (Secure-DNMPC) algorithm, which allows the
secure control of vehicle platoons. The proposed approach is investigated in different
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communication topologies, under Denial of Service (DoS) attacks. Moreover, the
security of platoons, where arbitrary vehicles perform cut-in and/or cut-out maneu-
vres, is considered. In this work, DoS attacks are conceptualized by introducing
varying time delay into the data transmission, and simulation results then demonstrate
the fruitfulness of the proposed method.

The book as a whole clearly evidences the security challenges of cyber-physical
systems, as well as proposals for how to address them. Of course, the highly hetero-
geneous nature of CPS themselves means that a one-size-fits-all solution does not
exist (and is not likely to be created in the future). However, the individual approaches
and findings will nonetheless highlight ideas and directions that can help in various
circumstances, as well as support the understanding of the CPS security landscape
as a whole. As such, we hope that readers will find the book interesting and relevant
as a contribution to the body of literature in this important area.

November 2020 Ali Ismail Awad
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Luled, Sweden

Al-Azhar University
Qena, Egypt
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Nottingham, UK
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Polish Academy of Sciences
Warsaw, Poland

Sudhir Kumar Sharma
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Realizing Cyber-Physical Systems )
Resilience Frameworks and Security L
Practices

Md Ariful Haque, Sachin Shetty, Kimberly Gold, and Bheshaj Krishnappa

Abstract Cyber-Physical Systems (CPSs) are complex systems that evolve from
the integrations of components dealing with real-time computations and physical
processes, along with networking. CPSs often incorporate approaches merging from
different scientific fields such as embedded systems, control systems, operational
technology, information technology systems (ITS), and cybernetics. Major cyberse-
curity concerns are rising around CPSs because of their expanding uses in the modern
world today. Often the security concerns are limited to deriving risk analytics and
security assessment. Others focus on the development of intrusion detection and pre-
vention systems. To make the CPSs resilient, it needs a thorough understanding of
the current cybersecurity frameworks proposed by different governing bodies in this
domain. Itis also imperative to realize how these frameworks are applying established
security practices. To address the gap in understanding the defense-in-depth security
architectures and achieving them within the CPS domain, we analyze the cyberse-
curity frameworks and the challenges in applying them. To give some background
information, we start a discussion of the differences between ITS and CPS. We then
present a state-of-the-art review of some of the existing cybersecurity frameworks
for risk and resilience management. Finally, we propose formal techniques to realize
the frameworks and security practices in the CPS domain by providing quantitative
resilience analytics.
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1 Introduction

In the modern world today, we observe a steep increase in the usage of Cyber-
Physical Systems (CPSs). For example, critical infrastructures (i.e., energy delivery
systems, oil and gas industry, healthcare systems, transportation systems), industrial
manufacturing plants, autonomous vehicles, smart cities, etc. profoundly use CPSs.
CPS is a class of complex systems of systems that integrate cyber operations with the
physical processes. In CPSs, we use computing and networking devices to perform
computation and communication. The networked devices also control the underlying
instrumental processes. We need the communication network to monitor and control
the physical devices’ operations and performances in real-time, some of which may
base on remote field locations.

In the broad sense, CPSs consists of the cyber domain (or, the information tech-
nology systems (ITS)), and the physical domain (or, the operational technology (OT)
network). The cyber section consists of servers and hosting devices for organization-
wide communications. On the other hand, the physical domain contains the field
devices and the industrial control systems (ICS), which again comprise sensors,
actuators, control functions, feedback systems, etc. We need the OT network for
handling the production processes and the ITS for the business communications.
The advancements in monitoring and controlling the production processes bring
the risk of malicious cyber attacks on these systems. The increment in risk comes
from the integrated interconnection between the cyber components and the physical
elements, more precisely, the amalgamation of ITS and ICS.

The CPS’s security concerns are often addressed by focusing on the development
of intrusion detection and prevention system (IDS/IPS) and generating security met-
rics for risk assessment. While the IDS and IPS are necessary for mitigating the attack
impact and quick recovery of the system, we cannot overlook the concern regarding
systems’ resilience and reliability. The resilience posture indicates the overall system
security and guides network administrators for developing effective and optimized
mitigation strategies and remediation plans.

To make the CPS cyber resilient, regulatory bodies and researchers propose sev-
eral frameworks and provide essential instructions in standards. The standard bodies
that we are referring are the National Institute of Standards and Technology (NIST),
the North American Electric Reliability Corporation critical infrastructure protec-
tion (NERC-CIP), and the Industrial Control Systems Cyber Emergency Response
Team (ICS-CERT). The open question is how to apply those frameworks and secu-
rity practices as comprehensively as possible without affecting the regular business
operations.
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In this chapter, we address the implementation challenges of the theoretical frame-
works. We discuss the threats and vulnerabilities that CPS is facing today. We also
cover how the security frameworks, recommended defense architectures, and stan-
dard practices can help design and develop resilient CPS. This chapter aims to mathe-
matically realize the frameworks and security practices using established theoretical
analysis methodologies. Significant contributions of the chapter are:

A detailed discussion on the CPS threats, vulnerabilities, and cyber resilience

A comprehensive review of cybersecurity and resilience frameworks and recom-

mended defense-in-depth security practices for CPS

e A proposed qualitative approach for quantifying cyber resilience using analytical
hierarchy process (AHP)

e A quantitative realization of defense-in-depth security architectures using a multi-
level directed acyclic graph modeling technique

e Critical and cyber vulnerable assets identification using the vulnerability graph
model

e A concise discussion on the mapping of CPS security, resilience, and operational

domains.

We organize the rest of the chapter as follows. Section 2 presents a brief descrip-
tion of CPS and components of CPS (i.e., IT network, supervisory control and data
acquisition (SCADA), and OT network), and cyber resilience. Section3 provides
a state-of-the-art review of the cybersecurity and resilience frameworks. Section4
discusses some of the critical security guidelines presented by the standard bod-
ies. Section 5 proposes different mathematical techniques for the realization of the
frameworks. Section 6 highlights the challenges in mapping CPS security, resilience,
and operational domains. Finally, Sect. 7 concludes the chapter with some significant
takeaways.

2 Cyber-Physical Systems

Cyber-Physical Systems (CPSs) represent a composite class of engineered systems
consisting of physical processes and computational resources. The National Institute
of Standards and Technology (NIST) CPS Public Working Group (CPS PWG) defines
CPS as “smart systems that include engineered interacting networks of physical and
computational components” (Griffor etal. [1]) . CPS technologies continue helping to
transform people’s approaches to interact with engineered systems. Advances in CPS
bring extended capability, adaptability, and usability, making them crucial in many
industries. Today we observe CPS are in use to implement most modern technologies
such as the Internet of Things (IoT), industrial internet, Industrial Control Systems
(ICS), smart devices, etc. In this chapter, we sometimes use the phrases CPS and ICS
interchangeably to mean the same systems.

We present a conceptual representation of the Cyber-Physical Systems in Fig. 1.
We divide the discussion area into feedback systems, application domains, system
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security, and system challenges. CPS consists of control and feedback systems, which
are highly interconnected and heterogeneous. The control systems are either net-
worked or distributed and include physical processes such as sensors and actuators,
which operate in real-time. There may be human and environmental interactions
involved in the process.

We illustrate the CPS here by using the example of the power systems as
researchers consider the power systems as cyber-physical power systems (CPPS)
[2, 3]. The power system’s physical domain consists of the generation and distribu-
tion devices such as generators, transformers, electric buses, etc. The physical part
also comprises ICS devices. There are different ICS devices in use based on require-
ments such as the phasor measurement units (PMU), intelligent electronic devices
(IED), the programmable logic controllers (PLC), and remote terminal units (RTU),
etc. To monitor and control the field devices’ performances, we need the supervi-
sory control and data acquisition (SCADA) systems. As we know, SCADA is the
central control system used to monitor and control the equipment in the industrial
production systems. In general, SCADA contains the master terminal unit (MTU),
human-machine interface (HMI), and input/output (I/O) devices, etc. The field ICS
devices such as RTU sends real-time system performance data to MTU. The oper-
ators in SCADA observe the performance measures, compare those values with
desired values, and, if necessary, issue control commands through HMI. The com-
mands issued from HMI control the system to function at the desired service level
(Macaulay and Singer [4]).

Due to the complicated operational requirements, the CPS itself has challenges
such as modeling the underlying physical processes and real-time behavior, modeling
interconnectivity, and interoperability in the heterogeneous SoS, secure integration
of different components of CPS, etc. The CPS needs to handle the analysis of spec-
ification, design methodologies, scalability and complexity, and overall verification
and validation of the systems from the modeling & simulation perspective. On the
other hand, because of the amalgamation of the IT and OT domains, CPS needs to
handle many cyber threats. Thus, understanding the proposed cyber frameworks and
applying the recommended practices in developing a resilient system are integral
parts of CPS security analysis.

We start with a short discussion on the primary differences between ITS and CPS
in the next subsections. We then gradually proceed to CPS threats, vulnerabilities,
and cyber resilience to smooth transition to the cyber framework analysis.

2.1 Primary Differences Between CPS and ITS Security

Today, the extensive access of ITS devices into the control systems makes CPS
vulnerable to cyberattacks. Cyberattacks are different than physical attacks on several
points. In the physical attacks, the defenders are aware of the system units under the
target, the impact is immediate, and there are policies to handle such attacks. On
the other hand, cyberattacks are remote, repeatable, and can occur over extended
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periods. Cyber intruders can execute cyberattacks, with the objective of a long-term
intrusion and identification of potential attractive targets (e.g., advanced persistent
threat). The impact can be less intense for the time being but can lead to disastrous
consequences in the long run. We provide a summary of the fundamental differences
between ITS and ICS/CPS security in Table 1.

Overseeing cybersecurity in the CPS domain is far more daunting than control-
ling the same in the information technology context. The reason lies on the ground
that CPS has unique operational requirements than ITS. Firstly, for CPS, real-time
availability and operational continuity are of utmost importance. But for ITS, data
confidentiality and integrity are crucial. Momentary downtime in ITS does not ham-
per any production processes (see Macaulay and Singer [4]). Secondly, it is easy
to apply patching through anti-malware and anti-virus software in ITS, and they
often automatically download and install the necessary security patches or updates.
But ICSs are generally old proprietary technologies intended for functionality (not
focus on security issues). ICSs have limited memory and other processing capacities.
These hardware-level limitations make it hard to install anti-malware or anti-virus
solutions, which consume a lot of memory for automatic updates and delay moni-
toring and controlling the production process. Thirdly, ICS operates in diverse fields
such as in the oil, gas, and electric industries. So the application of security measures
should be adapted to fit the structure of these sectors.

2.2 CPS Threats and Vulnerabilities

This section starts with a brief definition of vulnerability and threat, as we find in
the literature to facilitate the audience with the necessary information for the next
discussion. In information systems, a vulnerability is a flaw in the software program
or system that an intruder may exploit to gain unauthorized access to a cyber asset.
NIST defines vulnerability as “weakness in an information system, system security
procedures, internal controls, or implementation that could be exploited or triggered
by a threat source” (see Johnson et al. [7]). On the other hand, a threat is anything
that “can exploit a vulnerability, intentionally or accidentally, and obtain, damage, or
destroy an asset” (Cyware [8]). The Joint Task Force Transformation Initiative defines
threat as “threat is any circumstance or event with the potential to adversely impact
organizational operations and assets, individuals, other organizations, or the Nation
through an information system via unauthorized access, destruction, disclosure, or
modification of information, and/or denial of service” (Blank [9]). Lewis [10] defines
vulnerability and threat as “the probability that a component or asset will fail when
attacked” and “the probability that an attack will happen”, respectively.

We have already highlighted that CPS consist of physical, control, and communi-
cation layers. CPS threat vectors can come from adversaries in any of those layers. In
the physical layer, the availability of the field devices’ services and functionalities are
of utmost concern. There is the risk of information alteration by modifying the phys-
ical device codes (e.g., PLC logic codes). In the control layer, most attacks occur in
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Table 1 Primary differences in operations and security in ITS and CPSs/ICS

Category

Information Technology Systems
TS)

Cyber-Physical Systems
(CPSs/ICS)

Performance constraints®

e High throughput demanded
e Non real-time response is ok

e High delay and jitter are tolerable

e Modest throughput is allowable
e Real-time response in essential

e Delay and jitter over certain
threshold are not tolerable

Resource constraintsb

e Updated hardware and software
products are used

o Systems have enough memory
and processing capabilities

e Regular security updates are
maintained through patching

e Old and less secured proprietary
products are used

e Products are designed with low
memory and processing
capabilities

o Often security updates and
patches are not implemented to
avoid system unavailability due to
reboot requirements after
configuration changes

Confidentiality, integrity, and
availability

e Data confidentiality and integrity
are critical

e Temporary unavailability is
tolerable

o Confidentiality and integrity is
not important

e High availability is required.
Momentary downtime may not be
acceptable

Communication protocol

Standard communication protocols
(i.e., TCP, UDP, etc.)

Proprietary protocols (i.e.,
MODBUS, DNP3, etc.)

Patch and change management®

o Software updates and patching
are applied regularly according to
the organization’s security policy

e Rebooting the system to
re-initialize the hardware or
software devices is acceptable

e Any configuration changes need
to test, and deploy in test mode
before committing the changes to
live system to avoid unexpected
outages

e Unplanned rebooting of the
system is not acceptable

Password and authentication®

e Multi-factor authentication is
possible to deploy

e Passwords need to change after
certain time

e Security is enhanced through
encryption mechanisms

e Sometimes lack of any sort of
authentication requirement

o Passwords are hard-wired in
legacy ICS and cannot be changed
e Lack of encryption mechanisms
in message communication

Component lifetime and technical
support?

e Lifetime generally spans from 3
to 5years

e Ample technical support
available from either own IT
experts or diversified managed
services

o Lifetime varies between 15 and
20years

o Support solely vendor dependent.
Some product supports may be
ceased by the vendor due to
lifetime expiry

Operational command and control

Mostly central monitoring

Distributed field operations, but
central monitoring through
SCADA

4Stouffer et al. [5]
bColbert et al. [6]
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the form of distributed denial of service (DDoS), eavesdropping (man-in-the-middle
attack), jamming, selective forwarding, etc. Threats in the communication layer can
lead to leaking of confidentiality, stealing credentials, unauthorized access to the
system, social engineering, etc. Based on the type of threats, we classify them in the
discussion below, as pointed out by Haque et al. [11].

External Threats: By external threats, we mean any cyberattack coming from out-
side of the organization. External threats arise from different rival groups, including
nation sponsored hackers, terrorist organizations, or industry competitors. Cyber
intruders may launch an advanced persistent threat attack, where the goal is to theft
crucial data and login information (e.g., password) on the network’s assets with-
out getting caught. One such example is the Stuxnet attack on the Iranian nuclear
centrifuges in the year 2010 (see Chen and Abu-Nimeh [12]).

Internal Threats: The internal threat comes from either within the organization or
from the affiliated parties. Today, the industry’s operating processes are segmented
and done by third-party vendors or contractors. Thus organizations need to share sys-
tem information with outside business partners to some extent. Sharing the network
information (e.g., network design documents) makes the CPS/ICS system vulnerable
to potential cyber threats. There is also the risk of insider attacks from the organiza-
tion’s employees as some employees have authorized access to the ICS network for
managing the network operations. This type of insider threat falls in the category of
credentialed ICS insider attack [13, 14].

Technology Threats: Even today, most ICS systems run on old technologies, where
the primary concern is the matching of protocol-level message communications
among different ICS products from other vendors. Thus, many ICSs lack strong
authentication and encryption mechanism (see Laing [15]). Some ICS use authen-
tication procedures, but the weak security mechanisms (e.g., insecure password,
default user accounts, and inadequate password policies) are not enough to protect
the system from intelligent adversaries [13, 14].

Integration and Inter-connectivity Threats: In the enterprise networks, business
units are interconnected. Due to the interconnection of the corporate network with
the control system network, ICS devices become vulnerable to cyberattacks. This
vulnerability arises because part of the corporate network is open for communication
over the internet, and ITS hosts and servers contain vulnerabilities. Merely putting the
ICS devices behind the firewalls do not necessarily protect the ICS components [13].

Next, we discuss the cyber resilience from the CPS perspective to understand how
to protect the CPS form the threats discussed above.

2.3 Cyber Resilience: What Does It Mean for CPS?

Some of the early definitions of resiliency had concentrated on disaster resiliency.
From the disaster resilience perspective, Bruneau et al. [16] had proposed a concep-
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tual framework to define seismic resilience. In another work, Tierney and Bruneau
[17] later introduced the R4 framework for disaster resilience. The R4 model [17]
comprises of four metrics: robustness, redundancy, resourcefulness, and rapidity.
‘Robustness’ means systems’ ability to function and provide services even under
degraded performance, probably with reduced quality of services. ‘Redundancy’
means identifying substitute elements that satisfy functional requirements in the
event of significant performance degradation or service disruption. ‘Resourceful-
ness’ is to initiate solutions by identifying the required resources based on the conse-
quence, nature, or depth of degradation by prioritizing problems that need to solve.
‘Rapidity’ indicates the ability to restore functions within the required time-stamp.

The National Academy of Science (NAS) defines resilience as “the ability to
prepare and plan for, absorb, respond, recover from, and more successfully adapt to
adverse events” (see National Research Council [18]). The National Institute of Stan-
dards and Technology (NIST) defines the information system resilience as follows.
Resilience is “the ability of an information system to continue to: (i) operate under
adverse conditions or stress, even if in a degraded or debilitated state while main-
taining essential operational capabilities; and (ii) recover to an effective operational
posture in a time frame consistent with mission needs” (see Ross [19]).

A lot of research works are going on the cyber resiliency study of CPS. We
mention a few of them here which deal with frameworks and security guidelines.
The NIST provides a framework (Sedgewick [20]) for improving the cybersecurity
and resilience of critical infrastructures that support both ITS and ICS. NIST pro-
vides another framework specifically for Cyber-Physical Systems (Griffor et al. [1]).
We elaborate on the frameworks in Sect.3.2. Haque et al. [21] illustrate the gap in
resilience analysis and propose a cyber resilience framework to quantify resilience
metrics. The framework considers the physical, technical, and organizational aspects
of cyber operations to assess ICS’s cyber resilience. Haque et al. also introduce a
qualitative cyber resilience assessment tool [22] based on the framework.

In the ICS domain, Stouffer et al. [5] provide detailed guidelines for ICS system
security. The policies cover secure ICS architecture and the methods for applying the
security controls to the ICS environment. Barker et al. [23] propose resilience ana-
Iytics for social networks that depends on each other. The metrics describe how risk
analysis can help in the modeling and quantification of systems resiliency. DiMase
et al. [24] present a systems engineering framework for Cyber-Physical Systems
security and resiliency. The paper focuses on CPS security and relates to resiliency
to handle integrated and targeted security measures and policies. We would cover
some of the frameworks in Sect. 3 and thus omit the detailed discussion here to avoid
repetition.

In the modeling context, Haque et al. [25] highlight ways of modeling resilience
in CPS by considering the criticality of the cyber asset. Haque et al. [26] present
cyber modeling techniques by utilizing the critical system functionality for energy
delivery systems specifically. In the resilience analytics, Clark and Zonouz [27]
present intrusion resilience metrics for Cyber-Physical Systems by segregating the
cyber and control layers of CPS. In another work, Haque et al. [14] explain the
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challenges in resilience assessment in CPS and discuss ways to develop a simulation
platform for resilience assessment.

Wei and Ji [28] discuss a model named the resilient industrial control system
(RICS). The authors mentioned the following characteristics of resilient ICS:

e Capability to reduce the unexpected consequence or impact of a cyber incidence
to as minimum as possible

e Capability to mitigate a major portion of undesirable events

e Capability to recover normal operations within an expected time frame.

The R4 metrics [17] presented above are in line with the resilient characteristics pro-
vided by Wei and Ji [28]. Most of the above works address resilience by developing
security frameworks and deriving quantitative analytic for the CPS or ICS. In this
chapter, we want to focus on understanding the cybersecurity frameworks and stan-
dard practices proposed by the governing bodies; That discussion follows in Sect. 3
and Sect. 4, respectively.

3 State-of-the-Art Review of Cybersecurity Frameworks

In this section, we cover four crucial cybersecurity frameworks applicable to CPS.
These are (1) NIST framework for improving critical infrastructure cybersecurity,
(2) NIST framework for Cyber-Physical Systems, (3) NIST risk management frame-
work for information systems cybersecurity, and (4) cyber resiliency engineering
framework of MITRE Corporation. We consider these frameworks for our analy-
sis as researchers consider these frameworks as mostly adopted frameworks in the
cybersecurity domain. We also provide a comparative analysis of several other cyber-
security frameworks in Sect.3.5.

3.1 NIST Framework for Improving Critical Infrastructure
Cybersecurity

The NIST cybersecurity framework (Sedgewick [20]) version 1.0 provides broad
guidelines to manage cybersecurity risk and resilience. It has three main sections:
core, implementation, tiers, and profiles. It can also help to identify operations needed
to reduce risks and enhance resilience. The NIST framework identifies and proposes
five security functions. These functions help managing systems cybersecurity, as we
illustrate in Fig. 2.

The core piece of the framework provides actions to achieve specific results in
the cybersecurity area. The element “Functions” organize necessary cybersecurity
activities at the uppermost level. These functions are to identify, protect, detect,
respond, and recover, respectively. These functions help organizations in managing
cybersecurity risk and resilience. Here, the ‘identify’ function implies developing an
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Cyber Resilience Functions and Categories
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ey protect Detect =
- Asset management - Access control - Anomalies and events - Response planning - Recovery planning
- Business environment - Awareness and training - Continuous monitoring - Communications - Improvements
- Governance - Data security - Detection processes - Analysis - Communications
- Risk assessment - Information protection - Mitigation
- Risk management strategy processes and procedures - Improvements
- Maintenance
- Protective technology

Fig. 2 NIST cybersecurity framework core functions and categories. We present here only the
core functions and categories adapting from the initially proposed framework by Sedgewick [20]
to explain the essential ideas

understanding of system risks and managing assets, data, capabilities, skills, etc. The
‘protect’ function deals with developing necessary defensive measures and imple-
menting those to ensure the continuity of services. Detect realizes the capability to
capture the occurrence of a cyberattack incident. The function ‘respond’ refers to
taking actions regarding a detected cyber breach incident. Lastly, the recovery means
restoring any damaged capabilities or services due to a cyberattack incident.

The framework presents a high-level risk and resilience assessment. It guides what
to do during a cyber attack event. However, the model framework lacks pointing on
how to implement those actions. Also, the model needs to consider system differences
among different critical infrastructures. For example, if the same attack happens in the
energy and water sectors, the methodologies and actions to be taken, as mentioned,
are the same, which may not consider the system differences.

We adapt the resilience curve presented by Wei and Ji [28] and map the graph
with the five functions offered by the NIST framework. The curve is similar to

System normal

System normal
performance level A

performance level

N

N System start to System performance

degrade recovered completely

Performance
recovery continue

Performance
degrading continue

System start
to recover

Minimum degraded
performance reached

System Functionality ———

Plan

>
i APSOrD i Analyze/Respond | Recover : .

Time () —08  —M H I

Adapt

Fig. 3 CPS cyber resilience graph with different phases of action. We adjust the graph from the
original graph presented in RICS model by Wei and Ji [28] to incorporate the resilience phases
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the duck curve in energy systems reliability analysis. In general, a resilient sys-
tem goes through five stages during an adverse event. These are plan/prepare,
absorb, analyze/respond, recover, and adapt (Linkov et al. [29]). In Fig. 3, we present
the resilience curve applicable to CPS by mapping it with the NIST functions.
The resilience curve indicates system behaviors during a cyberattack incident. The
resilience graph presents different phases of cyber operations as a function of sys-
tem functionality over time. The five stages complete the resilience cycle, and the
area formed by the enclosed curve is the quantitative measure of the system’s cyber
resilience.

3.2 NIST Framework for Cyber-Physical Systems

Griffor et al. [1] propose a framework for CPS that captures the generic CPS func-
tionalities. The framework focuses on the activities required to support conceptual-
ization, realization, and assurance of CPS. The framework requires identifying CPS
domains, facets, aspects, concerns, activities, and artifacts [1]. Here, ‘domains’ repre-
sent the CPS application areas; ‘concerns’ are concepts that drive the CPS framework
methodology. Activities within the facets address the ‘aspects.” And ‘aspects’ consist
of a group of related concerns. There are nine defined aspects. These are functional,
business, human, trustworthiness, timing, data, boundaries, composition, and life-
cycle (see Griffor et al. [1]). ‘Facets’ encompass identified activities to perform in
the systems engineering process within the CPS. Each facet contains a set of well-
defined activities and artifacts (i.e., outputs) for addressing the concerns. In Fig.4,
the middle rectangular box layer shows what to do at each facet step. The bottom
parallelograms indicate the outcomes (i.e., artifacts) of the facet steps.

In Fig.4, we observe the three identified facets: conceptualization, realization,
and assurance. ‘Conceptualization’ means things to perform. These are the group
of actions that constitute a CPS model. ‘Realization” means how things are to make

CPS Framework Facets

- Use case setup - Detailed design - Claims

- Requirements analysis - Produce - Argumentation

- Functional decomposition - Test - Evidence

- Model design - Operate - Estimate of confidence

CPS Model AT

Fig. 4 Main facets of the NIST framework for Cyber-Physical Systems [1]. We have adapted the
figure from the original framework to focus only on the important ideas. Here, conceptualization,
realization, and assurance are the three facets, as proposed in the framework
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and operate. Realization encompasses the group of measures that create, deploy, and
manage a CPS. ‘Assurance’ is to achieve the desired level of confidence that the
system will work as planned. This facet includes the group of actions that provide
the belief that CPSs work as intended.

The CPS framework is still in first draft format and yet not fully established. The
CPS framework’s primary goal is to be actionable. From the critics’ point of view,
the framework is nothing but a systematic approach for realizing CPS’s process.
The three main facets on which the framework is sitting upon require activities that
depend solely on the expertise from subject matter experts. The framework hardly
illustrates how to handle cyber and physical challenges from design, modeling, and
security perspectives. Defining the CPS aspects and updating the facet activities and
artifacts would differ from domain to domain. They would require gathering a vast
amount of data and expertise from system administrators or subject matter experts.
Overall, the framework does not explain how to handle the security, reliability, and
resilience issues of the complex CPS.

3.3 NIST Risk Management Framework for Information
Systems Cybersecurity

In collaboration with the US Department of Defense, the Office of the Director
of National Intelligence, and the Committee on National Security Systems, NIST
has developed the Risk Management Framework (RMF) [30]. The RMF has con-
ceived to improve information and data security in a networked environment. The
RMF encourages sharing data and information among organizations and strengthens
risk and resilience management processes. The RMF has considered a three-layered
pyramid-shaped approach to handle and manage risks within the organization. The
bottom layer is the information systems layer. The middle layer deals with business
or mission processes. Finally, the topmost layer handles the organizational processes.
Here we only analyze the core processes as proposed in the framework.

Figure 5 illustrates the RMF steps in the risk management process flow. We explain
here the seven steps involved in the comprehensive risk assessment in brief.

1. Prepare: The preparation step incorporates essential tasks at all the three levels
of the enterprise network. The ‘prepare’ step is to keep the organization ready
to manage risks associated with its security and privacy. The three levels that
we are referring are the organizational level, mission and business process level,
and information systems level.

2. Categorize: The categorization step classifies the system based on the impact
analysis. Here the classification of the categories considers the study of the
amount of information processed by the system. The categorization also takes
into consideration the volume of data stored and transmitted by the system.

3. Select: This step guides the organization to choose an initial set of baseline
security controls. The security controls come from the analysis of the security
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Fig. 5 Steps in NIST risk
management framework for
information systems system
cybersecurity [30]. It
consists of seven steps: (1)
prepare, (2) categorize
system, (3) select controls,
(4) implement controls, (5)
access controls, (6) authorize
system, and (7) monitor
controls. The steps need are
to follow sequentially,
although the preparation
phase needs to consider the
constraints in other stages.
The figure is adapted from
the proposed framework [30]
to help in realizing the
discussion
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categorization. This ‘select’ step handles managing and rectification of security
controls standards as needed. The baseline standard comes from the study of the
organization’s risk conditions assessment.

4. Implement: This implementation step emphasizes on the execution of the secu-
rity controls from the operational perspective. The step also incorporates docu-
mentation of the controls.

5. Assess: This step is to assess the security controls using the right measures to
estimate the extent of the correctness of the implemented controls. It consid-
ers whether the system is operating as planned. The step also evaluates if the
implemented actions produce the expected outcome considering the established
security requirements.

6. Authorize: This authorization step is to authorize system operations when there
is an identified risk. This risk is directly related to organizational assets and
operations. The operation of the system goes on if the assessment outcome finds
that the risk is acceptable.

7. Monitor: The last step is to monitor and assess the implemented security mea-
sures regularly. This monitoring includes evaluating the effectiveness of the
implemented security control and documenting any operational environment
changes. Other tasks, such as conducting impact analyses of the security alter-
ations and reporting to appropriate personnel, are part of the monitoring process.

This framework is one of the advanced cybersecurity frameworks existing today
to address cybersecurity and cyber resiliency concerns. The seven sequential steps,
as previously mentioned, are possible to tailor depending on the CPS domain areas
with the help of subject matter experts. One of the framework’s primary focus is to
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Cyber Resiliency Engineering Goals & Objectives

Withstand § Recover | 4 7 Evolve
. Understand

. Understand . Understand . Understand
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5 Constrain 6 Reconstitute 8 Re-architect

Fig. 6 MITRE cyber resiliency engineering framework [31]. We only present here goals and
objectives, adapting from the proposed framework to help in realizing the essential ideas

monitor and assess the security control mechanisms and evaluate the impact of any
cyberattack incident. We think the framework addresses that concern conclusively
and comprehensively.

3.4 MITRE Cyber Resiliency Engineering Framework

MITRE Corporation has proposed a cyber resiliency engineering framework (see
Bodeau and Graubart [31]). The framework consists of cyber resiliency goals, objec-
tives, and cyber resiliency practices. It also incorporates threat models associated with
cyber risk and resiliency. The framework focuses on characterizing cyber resilience
metrics. Figure 6 illustrates the framework. The elements of cyber resiliency consist
of four goals: (1) anticipate, (2) withstand, (3) recover, and (4) evolve [31]. There
are eight objectives: (1) understand, (2) prepare, (3) prevent, (4) continue, (5) con-
strain, (6) reconstitute, (7) transform, and (8) re-architect. The framework consists
of fourteen practices that intend to maximize cyber resiliency. These are (1) adap-
tive response, (2) privilege restriction, (3) deception, (4) diversity, (5) substantiated
integrity, (6) coordinated defense, (7) analytic monitoring, (8) non-persistence, (9)
dynamic positioning, (10) redundancy, (11) segmentation, (12) unpredictability, (13)
dynamic representation, and (14) realignment. In this framework, the different goals,
objectives, and practices may work together or operate separately.

Although the NIST frameworks presented earlier deal with cybersecurity in broad,
the MITRE framework focuses specifically on the cyber resilience engineering and
assessment. The goals and objectives guide us to take the correct action under each
step of the resilience management cycle. The proposed goals align with the NAS
resilience definition, which includes the plan, absorb, recover, adapt [18]. The frame-
work offers several practices which, with careful consideration, apply to ICS/CPS
domain by adjusting the rules considering the system constraints and design method-
ologies.
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3.5 Comparison of the Frameworks

A close look at the above frameworks reveals that the frameworks consider man-
agement of cyber risk and resilience from the following perspectives to handle the
cybersecurity and cyber resilience for the infrastructure or the systems.

e Plans, goals, objectives, practices, and strategies (risk and resilience perspective)
e Identify, protect, detect, respond, recover, and adapt (resilience perspective)
e Anticipate, recover, withstand, and evolve (resilience perspective)

In Table 2, we present a structured comparison among a couple of crucial cyber-
security and cyber resilience frameworks proposed by different standard bodies and
research organizations. If we look in-depth, we find that most of the frameworks dis-
cuss some common areas. These are identifying critical assets, securing the network
through multi-level access controls, and assessing cyber risks on the business and
organization as a whole. Finally, the frameworks propose techniques to safeguard the
critical system functions or services by developing mitigation plans and strategies.
What is a lack in those frameworks is to formalize those guidances using established
mathematical methods. In this work, we understand the need for formal approaches,
and we address that need to develop mathematical techniques for risk and resilience
assessment in detail in Sect. 5.

4 Cyber Standards and Recommended Practices for CPS

In this section, we briefly discuss control system specific recommendations suitable
for ICS or CPS. The ICS-CERT provides the following critical control system specific
cyber recommendations that give a solid baseline regarding what to do and how to
prevent cyberattacks in ICS.

e Developing cyber forensics plans for control systems: Developing a cyber foren-
sics program is challenging for control systems environments. The challenges arise
because of the system limitations, such as nonstandard protocols, old designs, and
irregular proprietary technologies. Cornelius and Fabro [32] address the chal-
lenges of traditional forensics to ICS and provides detailed guidance to develop a
cyber forensics program through identifying system environment and uniqueness,
defining context-specific requirements, and identifying and collection of system
data.

e Applying defense-in-depth strategies to improve industrial control systems cyber-
security: The ICS defense-in-depth strategies (see Fabro et al. [33]) provide
comprehensive guidance for improving cybersecurity in control systems such as
CPS/ICS.

e ICS security incident response plan: The standard [35] primarily focuses on the
preparation and response mechanisms for a cyberattack incident on the ICSs net-
work. The policy has four segments. The first segment concentrates on planning
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for a potential cyber event. This part also incorporates establishing a response
team and setting up a response plan for cyber incidents. The plan should include
policies, procedures, and personnel as per the organization’s established standards.
The second segment focuses on incident prevention. The third segment is incident
management, which again subdivides into four operations: (1) detection of poten-
tial threats; (2) containment of the event (e.g., quarantine malware installed on the
servers); (3) remediation including the eradication of the risk (e.g., malware); and
finally (4) recovering from the event and restoring the system to its full-service
capability. The fourth segment deals with the post-event analysis. This analysis
includes determining the root cause, access path, vulnerability, and other necessary
information to understand the incident better. The review would help to prevent
the system in the future, including cyber forensics and data preservation.

e Patch management for control systems: There is no “one size fits all” solution
that adequately addresses the patch management processes of IT and OT networks.
There are some differences in implementing the patches in information technol-
ogy systems and industrial control systems, as discussed earlier in Table 1. The
recommended practices (see Tom et al. [36]) provide a detailed explanation of
the patch management program (e.g., backup, testing of a patch, disaster recovery,
etc.), patching analysis (e.g., vulnerability analysis), and deployment in the control
systems environment.

e Updating Antivirus in industrial control systems: Antivirus has widely used in
information technology than the ICS. The application of antivirus software is to
comply with the defense-in-depth strategy in ICS. Thus antivirus software and
patches need to keep updated periodically in ICS. These recommendations [37]
guide how to update the Antivirus in the control system environment without
impacting the OT production systems.

Again, most of these standards are very generic and may vary from system to
system, depending on the area of applications. In this chapter, we want to provide
quantifiable resilience assessment methodologies that would help make informed
decisions by incorporating the security guidelines.

5 Formal Approaches for Realizing CPS Resilience

One way to realize the frameworks and security practices within the CPS domain is to
provide quantitative cyber resilience analytics. The quantitative cyber resilience ana-
lytics could help network administrators and operators in two ways: (1) It can help in
assessing systems and evaluating the weak areas and (2) assist in developing optimal
mitigation strategies. Researchers utilize both qualitative and quantitative model-
ing approaches for deriving quantitative cyber resilience metrics. In this section, we
present formal mathematical methods and procedures to quantify cyber resilience for
the CPS. We first offer a subjective approach for quantifying cyber resilience utilizing
the analytical hierarchy process (AHP) in Sect.5.1. We then propose a quantitative
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resilience assessment approach using a multi-level vulnerability graph model utiliz-
ing the graph properties in Sect.5.2. Next, we offer a plan for critical cyber asset
identification utilizing the technique for order of preference by similarity to ideal
solution (TOPSIS) method in Sect.5.3.

We know that we need to choose only specific aspects from the frameworks for
formal modeling within this chapter’s context. That is why we model here network
criticality, system functionality, and cyber resilience analytics for the CPS utilizing
the system’s vulnerabilities. We also provide methods to rank critical assets.

5.1 Cyber Resilience Quantification by Subjective Evaluation
Using Analytical Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP) is an organized technique for analyzing
complex decisions based on mathematical and psychological comparison (Saaty
[38]). AHP has been in use in the cybersecurity domain to assess security metrics
for a long time because of its ability to combine mathematical objectivity with the
psychological subjectivity to evaluate information and help make decisions [39, 40].
We use AHP to quantify cyber resilience analytics using the subjective evaluation
method based on specific questionnaires. First, in the next paragraphs, we present
the mathematical process involved in AHP. Then we discuss a case study to assess
the robustness metrics for a hypothetical ICS network in Sect.5.1.1.

In AHP, we form the hierarchy by setting a goal to evaluate, criteria to meet that
goal, and available possibilities or options or alternatives. Here we illustrate the AHP
procedures for the cyber resilience analytics following Haque et al. [21]. We collect
subjective judgment data from N subject matter experts (SME). We compare m
criteria pairwise and form a comparison matrix P of dimension m x m. An element
P;; in P represents the subjective comparison between the two criteria P; and P;. We

provide the pairwise comparison matrix P in Eq. (1) below where P; = PL

1 Py Py
1
po|P P 1)
1 1
mm 1

We then derive the normalized comparison matrix N¢yp from the original com-
parison matrix P above where Neyp(i, j) = %.
i=1"Yy
Newp(1, 1) Nemp(1,2) -+ Neyp(1,m)

Nemp(2,1) Nemp(2,2) -+ Neyp(2, m) 2)

Ncup =

Neyp(m, 1) Neyp(m,2) -+ Neyp(m, m)



20 M. A. Haque et al.

Each criterion has a weight. We compute the weights of the criteria using the
normalized matrix N¢yp. The weights are none other than the normalized right
eigenvector of the pairwise comparison matrix P.

Wi

W,

W= 3)

Wi
where, W; = % (Z'}’:l Nemp(i j)). We also need to check the consistency of the

pairwise comparison. We can do that by computing the consistency ratio, C R by using
the expression CR = %, where R is the random index, and C/ is the consistency
index. We calculate C1 by utilizing the principle eigenvalue A,,.,, as given in Eq.
. N |
CI — max (4)
m—1

Here, we compute A, by

)‘-max = Z (Z Pt_'/') * Wi (5)
j i=1

J=1

We find the value of random index R1 from Table 6 of the article by Saaty [38]. We
accept the comparison if the consistency ratio CR < 0.1 (this means that out of 10
sample responses 9 responses are consistent to each other). Table 3 provides default
R1 values for the corresponding m values for cases m < 10. Next, in Sect.5.1.1, we
present an illustration of assessing robustness metric.

5.1.1 A Hypothetical ICS Network ‘Robustness’ Assessment Using
AHP

To explain how the mechanism of the AHP applies in cyber resilience assessment,
we provide here an illustration using the ‘robustness’ metric (one of the broad four
resilience metrics of R4 model [17]). Let us consider a hypothetical ICS network, and
our goal is to evaluate the cyber robustness metric for that ICS network quantitatively.
Here, we utilize the robustness metric’s decomposition, as illustrated by Haque et al.

Table 3 Values of the random index (RI) for small problems (m < 10)

m-factor® |2 3 4 5 6 7 8
Random | 0.00 0.58 0.9 1.12 1.24 1.32 1.41
Index (RI)

4See Table 6 of Satty [38]
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Maximize
(2) Criteria Physical Technical Organizational
Robustness Robustness Robustness
(3) Sub ICS Security Access Control ICS Product I\:I‘i:tisgj:tliikn
criteria (IDS/IPS) (Firewall Policy) Diversity Strategies
(4) Alternatives High Medium Low

Fig.7 Decomposition of ‘robustness’ metric for ICS using the AHP process hierarchy. Robustness
is one of the four broad categories of cyber resilience metrics in R4 model

Table 4 List of possible values for each of the sub-criteria

Alternative values Interpretation of the options

High (H) Specialized security measures are already implemented in the ICS for
the associated sub category

Medium (M) Some or partial security measures are implemented in the ICS for the

associated sub criteria

Low (L) No or very few measures are implemented in the ICS for the
corresponding sub criteria

[22]. As shown in Fig. 7, the robustness metric has three assessment criteria: physical
robustness (C), technical robustness (C5), and organizational robustness (C3). Each
criterion has four sub-criteria SCy, SC,, SC3, and SCy4. SC| is ICS security (e.g.,
using IDS/IPS or physical security), SC, is access control (e.g., using firewall policy),
SC51s ICS product diversity, and finally, SCy is ICS risk mitigation strategies. Finally,
to be aligned with the Common Vulnerability Scoring System (CVSS) (Mell et al.
[41]), we design each sub-criteria to take values among three alternative options:
high (H), medium (M), and low (L). We present the meaning of high, medium, and
low in Table 4.

We first use the Likert scale to set up the pairwise comparison. In comparison,
having equal importance is the lowest parameter with a numeric value of 1, and
having extreme importance is the highest-ranked parameter with a numerical value
of 9. We present a sample assessment question in Fig. 8. We prefer to use the same
Likert scale numerical scores to align with the Likert range used by Satty [38].

We then utilize the subject matter experts to assess the questionnaires. We have
conducted the survey and collected a total of N = 15 sample data sets from which
we exclude N’ = 5 because of inconsistency (CR < 0.1) in responses. Table 5 con-
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O With respect to robustness, what criteria do you think the most important between physical and technical?
QO Pnysical

O Technical

O Based on your previous response, choose the importance of your selection on the Likert scale (1~9) below.

Equal Moderate Strong Very strong Extreme
importance importance  importance importance importance
1 3 5 7 9
Importance
of selection O O O O O

Fig.8 Sample pairwise comparison between the physical and the technical criteria for the ‘Robust-
ness’ metric using Likert scale

Table 5 Pairwise comparison matrix and eigenvector estimation for maximizing robustness with
respect to the three considered criteria: physical, technical, and organizational

Pairwise comparison Evaluated score
Criteria Physical (Cy) Technical (C3) Organizational Normalized
(C3) eigenvector
Physical (C1) 1 0.11 0.20 0.0578
Technical (C») 8.95 1 5.101 0.7383
Organizational 4.89 0.20 1 0.2039
(C3)

tains the aggregated pairwise comparison matrix that we have computed from the
consistent data set for the three criteria Cy, C,, and C3. From the normalized right
eigenvector of Table5, we find the robustness as a function of the physical (C)),
technical (C5), and organizational (C3) criteria as given in the Eq. (6):

Robustness = 0.06 x Physical + 0.74 x Technical + 0.20 x Organizational
or,

R, =0.06 x C; +0.74 x C, +0.20 x C;

(6)
Similarly, we have made pairwise comparisons for sub-criteria and alternatives.
We derive the weights of each criterion from the normalized eigenvector correspond-
ing to the options at the lower level of the hierarchy in the AHP model. Figure 9 shows
a sample pairwise comparison illustration between options high (H) and medium
(M). Equation 7 provides the numerical values that we have obtained for the weights
and the normalized eigenvector for the four sub-criteria and three alternatives in the

matrix form.

ICS Security 04 '
Access Control 102 and MIchl(lgLilngIé)w = 8; -
ICS Product Diversity 0.1 Low (L) o

ICS Risk Management 0.3
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O With respect to access control sub-criteria, which options do you find the most important between High (H) and Medium (M)?

QO High (H)
QO Medium (m)
O Based on your previous choice, evaluate the importance of your selection on the Likert scale (1~9) below:
Equal Moderate Strong Very strong Extreme
importance importance  importance importance importance
1 3 5 7 9

Importance
of selection O O O O O

Fig. 9 Sample pairwise comparison between the options high (H) and medium (M) for the access
control sub-criteria using Likert scale

This way, we can assess the four broad cyber resilience metrics one at a time
using the AHP, and then combine the assessment to reach a consolidated value for
the resilience metric.

5.2 Cyber Resilience Assessment Using Multi-level Directed
Acyclic Vulnerability Graph Model

As we have already stated, our goal within the context of this chapter is to apply
the frameworks and security practices to evaluate the quantitative cyber resilience
metric. In this section, we describe a multi-level vulnerability graph model to assess
the cyber resilience quantitatively. We find graph-theoretic security analytics is one
of the most common methods to address cyber risk and resilience. Next, we present
the background information necessary to understand the cyber resilience modeling
approach.

5.2.1 Background Information for Graph-Theoretic Modeling and
Analysis

This section discusses the graph-based modeling approach to provide the readers with
the necessary background information about our resilience quantification method-
ology. Some of the definitions we have taken from one of our recent works [26].
We frequently refer to SCADA systems for illustration purposes as we formulate the
mathematical models by keeping in mind the energy delivery systems (EDS) as an
example of CPS. Readers may consider SCADA as a monitoring and control system
for the physical field devices. We find that researchers commonly refer to cyber-
physical power systems (CPPS) [2, 3] when it comes to the discussion of energy
systems cybersecurity. That is why we take the power systems’ case to illustrate the
model that applies equally to other CPS.
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Vulnerability graph: We define a vulnerability graph as a directed acyclic graph
(DAG). In general, a vulnerability graphis a type of attack graph. Mathematically,
we represent the vulnerability graph as G = (N, E, W), where N is the set of
vertices; E is the set of edges where E C N x N; and W is the weight matrix
of the graph. If there exist and edge e = (i, j) between vertex i and j, then the
vertex i and j are adjacent to each other. An adjacency matrix A of a graph
G = (N, E, W) with |[N| =nisann x n matrix, where A; = W;,if (i, j) € E
and A;; = 0 otherwise. The weight value W; between the edge (i, j) is coming
from the CVSS vulnerability base score (see Mell et al. [41]) of the node j. The
multi-level vulnerability graph is the same as the vulnerability graph, but here
different layers (as per the defense in depth security strategy) model themselves
as separate graphs. There can be single or multiple perimeter devices between the
layers, such as a firewall that connects the two consecutive layers. We encourage
readers to explore more about the multi-level vulnerability graph in the article
by Haque [42].

Network topology: In a CPS network, the network design follows specific system
architecture and security policies (e.g., firewall rule-sets). In the CPS, as per
the NIST guidelines (see Stouffer et al. [5]), ICS firewalls control the allowed
protocols or message communications among the field devices through the rule-
sets or policies. We consider that the adjacency matrix is sufficient to represent
the network connectivity in the vulnerability graph.

Control function: We consider a control function a logical connection that carries
(or transmit) the data from the field devices to SCADA and controls commands
from SCADA to the field devices. These functions perform specific tasks such
as voltage regulation adjustment, etc. Formally, we define a control function
CF(, j) between node i & j as {CF(i, j)=e(i,j) | e(,j) e E, Aj#
0 & W;; > 0}, and thus, basically, the edges represents the control functions in
the vulnerability graph. As we utilize the CVSS base scores, this edge weight
or importance indicates the possible exploitability and impact of exploiting the
particular control function. We do not consider the degree of operability of
the control functions in this model as described in FDNA [43], because that
brings a different research question of modeling and incorporating the functional
dependencies in the cyber resilience assessment.

CVSS base, exploitability, and impact scores: CVSS [41] defines the exploitabil-
ity and impact metrics for every known vulnerability. The national vulnerability
database [44] provides the CVSS scores for all the reported (i.e., known) vulner-
abilities. The exploitability metric comprises three base metrics: access vector
Ay, access complexity Ac, and access authentication Ay . Similarly, the impact
metric is also composed of three base metrics: confidentiality impact /¢, integrity
impact I, and availability impact 4. CVSS computes the exploitability E; and
impact [; of a vulnerability i using Eq. (8).

E; =20 x A}, x Al x A},

) . 4 3
L =1041 x (1 — (1 = IL)(1 = I)(1 = I}))
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&)

(6)

The measurement of exploitability, impact, and base scores are on a scale of
0-10. The higher the value, the higher the exploit capability or consequences.
To define the base score, CVSS define an impact function as given below:

0 ifl; =0
f(1;) = 9
( ) 1.176 otherwise ©)

Finally, CVSS computes the base score (BS) of vulnerability i using the below
equation (see [41]):

BS; = roundTolDecimal (((0.6 x I;) + (0.4 x E;) — 1.5) x f(I;)) (10)

Multi-edge to single edge transformation: In a network, if a node has multiple
vulnerabilities, the graph becomes a multi-digraph. The number of paths from
source to destination increases exponentially and creates scalability problems for
large networks. To avoid this, we transform the multi-edged directed vulnerabil-
ity graph to a single-edged directed graph (simple graph) using the composite
exploitability score. As the severity of the exploitability and impact are differ-
ent for different vulnerabilities, we use a severity-based weight approach (see
Table 3 of [25]) to incorporate the severity level of the vulnerability. The com-
posite exploitability score (ES), impact score (IS), and base score (BS) for node
J, having vulnerabilities i = 1 ~ n is defined in Egs. (11), (12), and (13).

"ol < EY
Es; = Ziz Wi X B an
J n Jj
Zi:lwl
R )
1S = M (12)
J n Jj
Zi:l w;
" wl x BS/
BS; = Lizi i X BS] (13)

Jopi gl
Here, w;, E;, I;

7, and BS{ are the severity weights, exploitability score, impact
score, and base score of vulnerability i of node j. We find BS{ from NVD
database [44] or using Eq. (10), and we compute BS; using Eq. (13) which
refers to the composite base score of node j.

Computation of edge weight: We utilize CVSS base scores in computing the
edge weights using Eq. (13). This way, we consider both the exploitability and

impact of a vulnerability in our edge weight. The weight matrix is as follows.

(14)

W BS; if(i,j) € E
Y710  otherwise, ie., if (i, j) ¢ E
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(7) Betweenness Centrality (BC): Betweenness Centrality (BC) is a graph-theoretic
metric that measures the number of times a node acts as a bridge along the shortest
paths between two other nodes. If we translate a network into a graph-theoretic
model, then the BC of a node indicates the possibility of attack progression
through that node. Mathematically, BC of node » (i.e., B,) is as follows:

o5 (1)
Bi= ), —o (15)
sFEnFEt §

Here, oy, = total number of shortest paths from source node s to target node ¢
and o, (n) = number of paths that pass-through node n among those shortest
paths.

(8) Katz Centrality (KC): Katz Centrality (KC) is another graph-theoretic parameter
that gives the importance of the node considering the network structure and node
position in the network. KC quantifies the number of nodes connected through a
path, while we penalize the contributions of distant nodes. Mathematically, we
define KC of node i as given in Eq. (16), where § is an attenuation factor and
0<p=1L

Crar() =Y > BP (AP )i (16)

p=1 m=1

The following subsections present the derivation of system critical functional-
ity and resilience metrics, as shown by Haque et al. [26]. We utilize network
criticality to formulate system functionality.

5.2.2 Critical System Functionality (CSF)

System critical functionality is the level of minimum functionality maintained by a
system during any adverse scenario. It depicts the extent to which the system’s typical
performance can degrade. While discussing resiliency, Arghandeh et al. [45] illustrate
resilience as a multi-dimensional property, which requires managing disturbances of
the network performance. This disturbance may originate either from physical or
cyber devices malfunctions or failures or due to a cyberattack incident. Arghandeh
et al. also describe critical system functionality as maintaining the system’s minimal
required services in the presence of unexpected extreme disturbances. In another
study, Bharali and Baruah [46] define average network functionality using the net-
work criticality metric. Bharali and Baruah consider random network failures while
determining network functionality using a graph-theoretic approach. We extend the
analysis of Bharali and Baruah [46] for the case of random cyberattacks on the CPS.
We think removing an edge in the vulnerability graph makes a service unavailable
or deactivates a control function due to disconnecting the logical connection. Here
we consider the same average network functionality metric as the system’s criti-
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cal functionality. This is the level of functionality maintained by the CPS under a
cyberattack.

Let us denote the original graph before any attack incident happens by G, = G,
and the graph obtained by removing the edge e during an attack incident by G, =
G\e. Let us also consider t and 7, be the network criticality of the graphs G, and
G.. Then we define the critical system functionality by considering the effect of the
edges removed from the original graph as given by Eq. (17).

_q_ 1 =)+ I (1 — ) —
n—l—mZ[’ (=TT 1 (=) } (17)

2n
ecE T + m

where m denotes the number of edges in G, u is the smallest non-zero eigenvalue of
G,, It (x) = lifx > 0and 0 otherwise, and I ~ (x) = 1ifx < 0and 0 otherwise. For
a connected graph G, u = u; is the algebraic connectivity of G,. Here,0 < n < 1.
Thus, n indicates the system functionality of the CPS under cyber attack events, i.e.,
the functionality or services available during the attack event considering the impacts
on the links. A higher value of n means a higher degree of system functionality
is maintained. We discuss the computation process of the network criticality 7 in
Sect.5.2.4.

5.2.3 Cyber Resilience Metric

Deriving resilience analytics requires understanding and incorporating system behav-
ior (linear or non-linear) during the recovery phase. It also needs to incorporate critical
system functionality while generating resilience metrics. Roberson et al. [47] define
resilience from the bulk power system perspective, where the authors consider that
the safeguarding and restoration of the system functionality subject to perturbations
are key elements of resilience. We compute the CPS’s cyber resilience by utilizing the
system performance or recovery curve, as given in Fig. 10 incorporating the critical
system functionality metric. Typically, during an adverse event, the recovery behavior
of a system is non-linear. This recovery is a function of the system (§) under consid-
eration, duration of recovery (7'), recovery rate (r), time (¢), and the functionality
level (). Zobel [48] addresses the power system recovery behavior from disaster
resilience and proposes several functional forms to model the recovery over time. In
this work, we utilize the inverted exponential form of the recovery curve from Zobel
[48], which considers the non-linearity and suitable to model the resilience for the
CPS. We model the time-dependent system recovery behavior Q,(¢) by following
the Eq. (6) of Zobel [48] to demonstrate the quantitative resilience metric under any
adverse event. Here the impact is equivalent to the loss of system performance or
1 —nwhere) <n<1.

(T’(”’i”))’ﬂ(n) _ i
0,() = (1 —n)(l _e(*f) +w> (18)
n
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Fig. 10 System performance recovery curve during a cyberattack incident i on the CPS. We use

the graph from Haque et al. [26], which is a modified form of the resilience graph presented in Wei
and Ji [28]

Table 6 Notations used for resilience modeling

Notations Explanation of notations

0, Time-dependent system recovery behavior

tf i Time instance of initiating system recovery for incident i

1" Time instance of complete recovery of system functions for attack incident i
T =t —1t i The period of recovery

T* System-dependent maximum allowable time for the recovery

n (in Eq. 18) The level of concavity of the inverted exponential curve

We provide the notations used in Eq. (18) in Fig. 10 and Table 6. Here, T* is the
system-dependent maximum allowable time to recover. Typically, system adminis-
trators or designers select 7% as the maximum acceptable time for the system to
recover. The area under the points e, a, d represents the amount of losses in system
functionality over time due to the cyberattack incident i. Thus, the area enclosed by
the marks a-b-c’-d’ is the area of system resilience. To compute the resilience metrics,
we first calculate the area enclosed by the points e-a-d. We then can compute the
area covered by the points e-a-d as follows:
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Y (D S
T (= e A = P

n

Simplifying the above equation, we find the following reduced form as in Eq. (20).

Acama =1 =TI (20)

-1 n 1 ]
nln(n)  2n
From Fig. 10, e-b-¢’-d’ is 1 * T* = T* and the area of e-a-d is defined by Eq. (20).

Thus, the cyber resilience of the CPS system is the area under the curve enclosed by
the points a-b-c¢’-d’ over period T* as given in Eq. (21).

e _aopr(ior2t 21
g_F[ ( m < nin(n) E)] @D

The term (1 —

—1 1 . . .
- w T E) is a constant term for specific n, and is denoted by

y. Thus, Eq. (21) becomes § = %[T* -1 - n)Ty].

5.2.4 Network Criticality

As we have seen earlier, to compute the CSF, we need the criticality metric. Bharali
and Baruah [46], and Tizghadam and Garcia [49] proposed a graph-based network
criticality metric. We apply the same here to measure the criticality of the overall CPS
network. We use the Moore-Penrose inverse of the Laplacian matrix L to compute
the network criticality 7. As we are using the directed weighted graph, we define the
Laplacian matrix L as per Chung [50] as given in Eq. (22). In Eq. (22), P is the graph
transition matrix, W is a matrix with the Perron vector of P in the diagonal and zeros
in all other matrix elements.

L:I—(\pépw%‘erp%PTqJ%)/z (22)

We can also derive L is by using the normalized graph Laplacians Ly, and random
walk Laplacian L,,, as below.

Lyn=D2LD> =1 —-D>WD~
’ (23)

Lrw = D%LsymD%
D is a diagonal matrix formed by the degree of the nodes. We define it as D =

diag(d,,d,, ...,d,). Here d; = ZT:I W;;. We use Bernstein [51] to compute the
Moore-Penrose inverse of the Laplacian matrix (L), 1.e., L™ as we provide in Eq. (24).
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L+=(L+—> ! 24)
n n

where J is an n X n matrix whose entries are all equal to 1. We then define the
network criticality metric T by Eq. (25).

T = 2n * trace(L™) (25)

Here, n is the number of nodes, and frace(L*) = Y_!_,(L");;. The larger the
value of T means the network is more vulnerable from the exploitability perspective.

We can apply the above vulnerability graph-based resilience analytics derivation
approaches in the CPS context to assess the overall network functionality, criticality,
and resiliency. Next, we present a process to identify and rank the critical cyber assets
using the TOPSIS method in Sect.5.3. We consider the ranking an essential step
towards realizing the security guidelines as identifying critical assets of the network
is among the criteria in the recommended defense-in-depth security measures.

5.3 Ranking Critical Assets Using TOPSIS Method

Determining criticality for the network devices is a multi-attribute decision analysis
(MADA) problem. Haque et al. [25] have identified some of the crucial parameters
for ranking the critical devices in the power system network from a cyberattack
perspective using the vulnerability graph model. Here we apply the TOPSIS method
as a MADM (Multiple-Attribute Decision Making) technique to rank the critical
devices in a CPS network.

Assessment Parameters: Here, we consider four parameters to assess each device’s
criticality, although it is possible to take N parameters into the decision-making
process. The parameters are (1) device’s asset value represented by Katz centrality,
(2) device’s briding capability, which we model using betweenness centrality, (3)
attack occurrence exploitability, and (4) potential attack impact. One can compute
the attack exploitability and attack result on a device using Eqs. (11) and (12). Also,
we find the BC and KC using Egs. (15) and (16). For details on the meaning of asset
value, exploitability, and attack impact, we encourage readers to check the article
by Haque et al. [25], which we omit here to narrow down our focus to the specific
problem under consideration.

TOPSIS Method for Device Criticality Assessment: The Technique for Order of
Preference by Similarity to Ideal Solution (TOPSIS) is a MADM technique. It builds
on the concept that the chosen alternative should have the shortest geometric distance
from the positive ideal solution and the longest geometric distance from the ideal
negative solution (see Hwang et al. [52]). Kim and Kang [53] use and illustrates
TOPSIS to determine the device criticality. Here, we briefly present the TOPSIS
method’s steps for facilitating an understanding of the ranking process.
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Step I: At first, we form an m x n matrix with m criteria (i.e., parameters) and n
alternatives (i.e., nodes/devices), with the intersection of each criteria and alter-
native contains a value y;;, where Criteria; and Alternative; are the ith criteria
and jth alternative.

Alternative; Alternative, --- Alternative,
Criteria) i Yi2 . Vin
Criteria, Va1 Va2 e Von (26)
Ym xn —
Y3n
Criteriam Ym1 Ym2 e Ymn

Step II:  In this step, we normalize the matrix Y, «, to form a normalization matrix
Ryxn = (Rij)mxn using the below equation.

Yij
Ri= T 27
NaReE @7

Step III:  Here, we calculate the weighted normalized decision matrix 7 as below.
We need to compute the weights using AHP. We illustrate an example in the
Sect.5.3.1.

T = (tij)mxn = (WiRij)anv ] = 1’ 2: s (28)

Step IV:  We determine the worst alternative A,, and the best alternative A,.

Ay, ={(max(#;1j =1,2,...,nli € I_),

. : : . (29)
(min(#;1j =1,2,...,nli e 1)} ={twli =1,2,...,m}
Ap = {{(min(t;|j =1,2,...,nli € I_),
. b {(. (1) . | ) (30)
(max(t;|j =1,2,...,nli e 1)} ={twli =1,2,...,m}
where I, = {i = 1,2, ..., m|i} represents the criteria having a positive impact
and I_ ={i = 1,2, ..., m|i} represents the criteria having a negative impact.

Step V: ' We compute the L2-distance between the target al.ternative j and the worst
condition A,,.

diw =

Z(fji — )% ji=12,...,n (31)
i=1

The distance between the alternative j and the best condition A, is:

D i - j=12,....n (32)

i=1
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where d,, and d;, are L2-norm distances from the target al.ternative i to the worst
and best conditions, respectively.

Step VI:  Finally, at this stage, we compute the criticality of device j (alternative
Jj) using Eq. (33):

dj,

=" 0<pn,<lj=12....n 33
intdy ; (33)

nj

Using the device criticality metric, we can identify and rank the critical network
devices.

5.3.1 Illustration of Ranking Critical Cyber Assets Using Vulnerability
Graph and TOPSIS Method

We illustrate an example of the application of TOPSIS in CPS network asset ranking
using the vulnerability graph of Fig. 11. Here, we consider Fig. 11 as a vulnerability
graph representation for a CPS with ten devices. We apply TOPSIS to determine the
criticality and illustrate the same for the nodes (or devices) 3—8 only using Fig. 11
because of space constraints. The edge score contains two parameters: exploitability
score and impact score. Table 7 shows the weights of the criteria and the parame-
ter values of the nodes. Table 8 shows the corresponding TOPSIS computation. In
Table 8, the bold italic underline value is the maximum of the criteria, and the bold
only value is the minimum of the criteria. Here we find that the most critical devices
are 4 and then 7 and 3, respectively, and the least critical one is § among the six nodes
that we have considered. Again, this is a sample illustration of how we can apply the
TOPSIS by choosing some criteria and corresponding weights using a vulnerability
graph representation of CPS.

Fig. 11 A sample

vulnerability graph with L—— (76,35 —& 2
arbitrary edge Weights:. We S 5 &
represent the edge weights as e, o,f" I
(exploitability score, impact oo i
score). The number of nodes 3 — (79,64 —b 4——(43,7.8)—b 5
used in this il.lustration i.s t.en. N " N N
The edge weights are within .~ £ o)ﬁ' N
the range of 0~10 to keep Q R\ &
.. B 4 B B
similar to CVSS scores 6 — (31,52 —b 7 — (2.5,8.9) —& 8
/ vz
QI 55\ s
. 591 \qﬂf‘ ‘o’v)
~ P Za
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Table 7 Device criticality assessment parameters and values

Parameters Weight (w,) Devices (nodes)

3 4 5 6 7 8
Exploitability 0.25 7.9 4.3 5.7 3.1 2.5 4.6
Impact 0.5 6.4 7.8 34 5.2 8.9 32
Betweenness centrality | 0.15 0.1273 0.0671 0.0231 0.0417 0.1018 0.1111
Katz centrality 0.1 0.3243 0.3299 0.3010 0.3004 0.3635 0.3643

Table 8 TOPSIS device criticality metrics computation

Parameters/Metrics Device (j)

3 4 5 6 7 8
Exploitability 1.978 1.075 1.425 0.775 0.625 1.15
Impact 32 39 1.7 2.6 4.45 1.6
Betweenness centrality 0.019095 |0.010065 | 0.003465 | 0.006255 |0.01527 0.016665
Katz centrality 0.03243 0.03299 0.0301 0.03004 0.03635 0.03643
djy 2.4546 2.7866 0.9708 1.4577 3.30 0.6917
djp 1.2523 1.1196 2.8202 2.2469 1.4251 2.9887
n;j 0.6622 0.7134 0.2561 0.3935 0.6984 0.1879
Criticality rank 3 1 5 4 2 6

The bold underline is the maximum of the criteria and bold only is the minimum of the criteria

6 Challenges in Mapping of CPS Resilience with Security
Concerns and Operational Domains

The frameworks and recommended practices that we cover in this chapter provide a
solid background on designing and implementing an effective cyber resilient strategy
for the CPS. By correctly understanding and applying the guidance posted by the
frameworks and security practices, we can transform the challenges into opportunities
by using the mathematical analysis models. This section briefly discusses how to map
the standards and procedures into CPS security and operational resilience.

We think that cybersecurity and cyber resilience are viewed better in a three-
dimensional (3D) representation with the CPS domains (i.e., cyber, cyber-physical,
and physical), as illustrated in Fig. 12. The three CPS domains, cyber, cyber-physical,
and physical, have their independent security requirements. There are security con-
cerns (i.e., threats, vulnerabilities, cyberattacks, etc.) for each domain. There are
access control policies, organizational security policy, and overall security strategy
in place to address the security concerns, which varies from system to system and
domain to domain. The security policies and strategies evolve based on the organi-
zation and business mission and situational knowledge and awareness.

On the other hand, the resilience of the systems from cyber incidence largely
depends on the organizational implementation of the policies and defense strategies
according to different stages of cyber resilience (i.e., plan/prepare, absorb, recover,
and adapt). Researchers utilize another set of resilience functions: identify, protect,
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CPS Security
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i Strategy
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Cyber CPS Resilience

CPS Domains

Fig. 12 Mapping of CPS resilience with the security concerns and operational domains

detect, respond, and recover for the same functionality. The frameworks presented in
Sect. 3 provide concrete references for the organizations to understand the security
requirements and develop cybersecurity models and strategies according to the sys-
tem needs. The recommended practices and the defense-in-depth policy, as illustrated
in Sect. 4 provide practical knowledge and implementation experiences required to
build resilient CPS.

The overall challenge in implementing the defense-in-depth strategies into CPS
is to map them to the particular system under considerations based on the functional
area. For example, if the functional domain is an autonomous vehicle system, then
the challenge would be to map the recommendations and strategies with the vehicle
system design and specifications under consideration. Thus, with a thorough under-
standing of the system design specifications, devices, protocols, communications,
system limitations, etc. With the help of the recommended practices and mathemati-
cal modeling, one can design and implement resilient strategies for control systems,
critical infrastructures, etc. It is also imperative to utilize the formal analyses that we
have presented in Sect. 5 to evaluate the system’s criticality and cyber resilience to
have an overall assessment of the resilience poster of the whole system.

7 Conclusions

This article discusses cyber resilience in the context of available frameworks and
recommended practices proposed by the different standard bodies and cyber orga-
nizations. At first, the paper presented an in-depth analysis and review of existing
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cyber frameworks and recommended security guidelines for CPS systems to han-
dle the resiliency. Then the article discusses ways to transform the challenges into
opportunities by understanding and realizing the security standards and instructions.
The chapter provides a three-dimensional graphical illustration among CPS security,
CPS components, and CPS resilience by mapping those with the frameworks and
standard practices. The article also presents formal mathematical models to assess
and quantify cyber resilience analytics for CPSs to help network administrations and
researchers make informed decisions. Overall, the paper would guide the researchers
in the CPS domain to gain a good understanding of the relevant frameworks, CPS
security measures, and modeling and simulation (M&S) constraints to overcome the
challenges and utilize the opportunities within the frameworks and guidelines.
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Carlos Andres Lara-Nino, Arturo Diaz-Perez, and Miguel Morales-Sandoval

Abstract Cryptographic keys are critical components when deploying efficient
and strengthened security solutions for confidentiality, integrity, and authentication
in different computer application domains. In this Chapter, we present three key-
establishment protocols that are well-suited for constrained cyber-physical systems
(CPSs), using wireless sensor networks (WSNs) as the particular application scope.
The focus was on two-party and balanced protocols suitable for the heterogeneity and
nondeterministic characteristics of WSNs. The protocols under study offer different
security features that might be attractive for different applications depending on the
information sensitivity and computing capabilities of the underlying devices. We
studied two lightweight key-establishment protocols based on elliptic-curve cryp-
tography (ECC), enhanced by the use of other cryptographic constructions, such as
ciphers, hash functions, key derivation, and physically unclonable functions (PUFs).
We also present a novel protocol for key establishment constructed on isogeny-based
key-encapsulation mechanism SIKE, well-suited for operating in CPSs in the context
of a post-quantum computing scenario.

1 Introduction

Cyber-physical systems (CPSs) offer multiple opportunities for deploying applica-
tions that have a direct relation with the physical world. As detailed in [1], the core
idea of CPSs is the monitoring and controlling of physical objects through inter-
connected software systems. The idea of CPSs is tightly related to the concepts of
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ubiquitous computing, sensor networks, and the Internet of Things (IoT). The main
difference is that CPSs focus on the interaction of the objects with their environment
[1].

CPSs are of great relevance for applications such as the navigation and control
of autonomous vehicles, the management of water resources, power systems, and
smart grids, the supervision and control of oil and gas distribution systems, and
remote healthcare monitoring.

Some of these applications demand the miniaturization of the devices in order
to either reduce manufacturing costs, such as in management and monitoring, or to
improve the user’s perception of the technology, which is desirable in healthcare
applications. Downsizing devices and reducing their manufacturing costs tend to
impose stricter restrictions on the platform. The use of processors with lower spec-
ifications, smaller memories, and low-cost power supply translates into constraints
for applications running on the device.

By constrained devices, we understand a network participant that must adhere to
physical restrictions given by the application or environment where it is used. Such
constraints might come in the form of performance, storage, bandwidth, or energy
limitations. Consequently, a constrained environment is defined as a computational
system of multiple elements that can be homogeneous or heterogeneous, and which
contains devices of limited capabilities: constrained devices.

Examples of constrained devices are wireless-sensor-network (WSN) motes and
radio-frequency-identification (RFID) tags. As a consequence, WSNs, RFID, and
similar applications are considered constrained environments. Our work focused on
WSNes, as illustrated in Fig. 1, a key enabler for CPSs [1].

A constrained CPS tasked with managing sensitive data requires at least the same
security services as those of a conventional network, although these devices have
less processing power [2]. In some CPS cases, constrained devices are deployed
under hostile environments. This implies that an attacker can have physical access
to the network. Additional security measures should be considered to patch these
vulnerabilities. In big-data scenarios, the high data volume from sensors, even if
it is not inherently sensitive, can be exploited for inferring knowledge about the
monitored systems. Due to these reasons, all messages transmitted through sensor
nodes must be provided with information security.

Resilience against the intentions of malicious actors can be obtained by providing
the data with security services. Confidentiality can thwart eavesdropping; integrity
and authentication are used to corroborate the veracity of a message; availabil-
ity ensures that the data can be accessed on-demand. These precepts are enforced
through the use of cryptographic algorithms. However, most of these cryptosystems
require that the participants in the communication exchange share a common data-
denominated key. As stated in [3], key management is one of the fundamental issues
in CPS security.

CPS characteristics must be considered in the design of security systems: het-
erogeneity, real-time operation, extended threat models, interoperability, and sur-
vivability. These particularities make the design of efficient security solutions quite
challenging.
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Fig.1 WSN comprises abase station and multiple sensor nodes. Nodes that are more geographically
separated from the base station must employ multi-hop links to transfer their messages to it. The
network topology is nondeterministic, and sensor nodes are powered with batteries

According to [1], the great potential and envisioned benefits of CPSs stand in
stark contrast to the different security threats that limit the widespread adoption of
the technology by reducing the user’s trust in these systems. The authors identified
the divergence with the client-server model of the Internet stack as the main chal-
lenge. Thus, solutions developed for the Internet cannot be directly applied to CPSs.
This poses challenges and opportunities in seeking new security solutions for these
applications. Furthermore, the evolving nature of these technologies, the increment
of their features, and the emergence of new ways of interaction depend on a constantly
expanding threat model. The authors of [4] noted that understanding and addressing
these threats is a critical challenge in order to improve a user’s acceptance of the
technology, which would in turn further the development of these systems.

In the past decade, the study of security solutions for constrained devices has
gained popularity. Cryptographic algorithms have played an important role in pro-
viding constrained systems with the required security services for data confidentiality,
integrity checks, and authenticity by means of encryption, authentication codes, and
digital signatures. These cryptographic and lightweight solutions for networked envi-
ronments are constructed from symmetric or asymmetric (public-key) cryptography
primitives. In these scenarios, key security is critical for system safety.

Some of the challenges that must be solved by lightweight key-establishment
solutions for constrained CPSs are reducing the complexity of underlying operations,
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decreasing storage costs, mitigating lengthy processing delays, and adapting to the
relentless advance of attack threats and vulnerabilities.
The main contributions of this work are twofold:

1. We study the suitability of different solutions for providing key establishment to
constrained cyber-physical systems.

2. We provide three two-party balanced key-establishment protocols that are well-
suited for constrained cyber-physical systems (CPSs).

This Chapter is structured as follows. In Sect. 2, we discuss the different charac-
teristics observed on key establishment protocols and how these make them more
or less suitable for the application scope of WSNs and thus CPSs. Section 3 elabo-
rates about notions on security services and cryptographic principles that are used in
this chapter. Section4 presents an analysis of relevant works from the literature. In
Sect.5, we describe and analyze two key establishment protocols based on elliptic
curve cryptography; we explore their characteristics, assess their communications
and processing overheads, and study their security properties. Section6 presents a
novel key establishment protocol created to operate with quantum-safe encapsulation
mechanisms on two-party scenarios; this protocol is also evaluated and compared
against the solutions described in Sect. 5. Lastly, Sect. 7 summarizes our findings and
concludes this chapter.

2 The Problem of Key Establishment

Standards such as IEEE 802.15.4 [5] specify mechanisms for obtaining confidential-
ity and authentication on low-rate wireless-personal-area networks (LR-WPANs) by
using standardized cryptographic algorithms. However, these cryptosystems require
that link participants have a shared key. This can be challenging for constrained CPSs
like WSNss or related technologies.

Given that the topology of a WSN is nondeterministic, it can be expected that
each of its nodes is capable of creating a secure link with any other node in its
proximity. A straightforward approach for key establishment consists of storing a
master key in each device in the network; however, if an attacker manages to retrieve
this information, the security of the whole system would crumble. On the other hand,
if each node must store a session key for linking up with every possible device in the
network, then the device’s memory requirements would exponentially grow with the
number of network participants.

The key-establishment problem (KEP) lies in the difficulty of enabling a group
of two or more network participants to establish a shared piece of information in
a secure fashion. As mentioned before, this key is fundamental for securing the
communication channel and providing network messages with security services.
Key-establishment protocols are algorithms created for solving this problem.

As a goal-driven process, key establishment can be broadly divided into key
transport and key agreement. According to [6], these are defined as:
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e A key-transport protocol or mechanism is a key-establishment technique where one party
creates or otherwise obtains a secret value, and securely transfers it to the other(s).

e A key-agreement protocol or mechanism is a key-establishment technique in which a
shared secret is derived by two (or more) parties as a function of information contributed
by or associated with each of these, ideally so that no party can predetermine the resulting
value.

Key-predistribution schemes are a particular class of key agreement, where shared
keys are completely determined a priori by using some primordial keying materials.
In this case, the key is fixed or static, and in some instances, such as for WSN, it can-
not be modified post-deployment. In contrast, dynamic key-establishment schemes
are those where the key can be established by the participants on subsequent exe-
cutions. Given that the key can be constructed by employing secret materials from
all participants or generated by some coordinator, either key-agreement or -transport
solutions can be classified as dynamic.

Another useful classification for key-establishment protocols was proposed in [7].
In this case, the discriminant characteristic was the method employed for establishing
the keys. In that work, four main classes were identified:

1. Key predeployment of:

e global key: a single key that is preloaded to all sensor nodes in the network;

o full pairwise key: in a network of n nodes, each node has to store a key for each
of the other n — 1 nodes, thus having to store ”("T_” keys; and

e random key set: each node is loaded with a set of keys chosen randomly from
a key pool.

2. Key derivation from pre-deployment information:

e using a transitory master key that expires after some event; and
e using a keying root that serves as provisional trust.

3. Key-management schemes based on hard mathematical problems:

e solutions based on symmetric cryptography;
e solutions based on asymmetric cryptography; and
e hybrid approaches.

4. Over-the-air key-establishment protocols that:

e extract secret keys from received signal strength; and
e leverage channel anonymity for generating pairwise secret keys.

In most cases, dynamic key-exchange mechanisms represent the most viable solu-
tion for KEPs by enabling a node to establish shared secrets with nearby devices after
deployment.

InIEEE 802.15.4, the mechanism for network participants to establish shared keys
is not specified; this is also the case for other norms. Even though key establishment
is an old problem, and that there are multiple standardized solutions available, most
of these solutions were designed for general applications and do not consider the
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multiple limitations of constrained devices. Envisioned solutions for cryptographic-
key establishment on constrained CPSs must be carefully designed for incurring low
overheads in terms of processing, storage, and transmission costs.

Of the described KEP solution approaches, those that employ cryptographic algo-
rithms are generally preferred. Symmetric cryptography approaches tend to be more
efficient, but have shortcomings for networked environments, which can be addressed
with the use of asymmetric cryptography [8]. From this class of algorithms, solu-
tions based on elliptic curves have the main advantage of needing lower memory and
processing overheads for the underlying system [9].

3 Security Notions

Providing information security greatly depends on assumptions made about attacker
capabilities and system vulnerabilities. Security services ensure that certain data
characteristics are protected. As introduced in previous sections, the most basic of
such services are confidentiality, integrity, and authentication.

Data confidentiality implies that only authorized parties have access to the infor-
mation. When an attacker gains access to the data, its confidentiality is broken, as the
privacy of the information cannot be guaranteed. If the attacker’s goal is to modify
a message, this represents an attack on the information’s integrity. Authentication is
a particular case of integrity where data origin is also verified.

Most key-establishment protocols rely on these basic security services for con-
structing or distributing secrets in a safe manner. The strength of a protocol relies on
the resilience of its building blocks against cryptographic attacks.

A data cipher is a cryptosystem formed by an encryption function £ and a decryp-
tion function D. The main purpose of these algorithms is to ensure privacy by means
of the confidentiality service. During its operation, £ employs a key K from key
space K to map plaintext P from message space M into a ciphertext C in C, the
ciphertext space. Decryption function D and a decryption key K p, also in K, are
necessary to retrieve P from C.

If K is the same as K p, it is said that the cipher is symmetrical. On the other hand,
if K differs from Kp, the cipher is considered asymmetric; in this case, K g would
be of the public domain, while K , would have to be kept private. The public key of a
network participant is used by third parties to encrypt messages that only the private
key holder can retrieve. The public key K is obtained from K by using one-way
functions that rely on hard mathematical problems so that K, cannot be retrieved
from Kpg. These asymmetrical key systems conform to public-key cryptography
(PKC).

Ensuring the integrity and authenticity of a message or its sender requires that the
exchange participants gain an information advantage over a potential attacker. These
data are either pre-distributed over a trusted channel or derived from some session
data that are unknown to the adversary. Message authentication codes (MACs) are
tags appended to a message so that the receiver could verify that tag and corroborate
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the relevant security properties. These codes can be obtained through the use of MAC
functions. These cryptosystems incorporate a generation engine 7 and a verification
function V. To generate T, generator 7 employs an authentication key K from key
space KC, and the input message, preferably a ciphertext C, so that T = 7 (C, Kr).
The verification function V employs received tag 7', received message C’, and its
verification key Ky for computing 7' = 7 (C’, Ky); if T = T’, the verification is
valid, and C can be decrypted; else, a nonalphabetic symbol is produced. When K7
is the same as Ky, the MAC function is symmetric, for example, a cipher with an
authentication mode or an HMAC. If these keys are different, then the MAC function
is called a signature, where Ky is derived from K with a one-way function. In this
case, Ky is public, and K7 is private. The signer uses its private key for creating a
MAC that anybody can verify by using Ky .

There are multiple ways in which the protocol itself can lead to unseen vulner-
abilities, even if the underlying ciphers and MACs are secure. In [10], the authors
reflected that “it is quite easy to propose protocols in which subtle security problems
later emerge”. Some of these problems arise from common issues:

e It is unwise to derive a shared secret from the result of a key-establishment mech-
anism by truncation. Even if retrieving the whole shared key could be a computa-
tionally intractable problem, an attacker might still be able to retrieve a reduced
portion of it. The indirect use of the shared key also shields it from information
leaking; revealing partial information about the key can lead to faulty protocols.

e In practice, an attacker can not only listen to the channel but also inject data into
the line. This is the difference between passive and active attacks. The latter is
closer to real-world scenarios.

e Itshould be assumed that a device is capable of maintaining multiple link instances
with different network participants. Even if one of these keys is leaked, this should
not compromise the other instances.

e The fact that a protocol is logically correct does not imply that it is secure.

e It is necessary to specify what exactly the problem being solved is. Providing a
model of adversarial capabilities and a definition of security is critical for deter-
mining if a protocol is secure.

These points are relevant in the design of secure key-establishment protocols. In
the particular case of constrained CPSs, such as WSNs and the 10T, additional factors
must be considered:

e These networks can be deployed in nonstructured environments. In such scenarios,
the availability of network infrastructure such as stable links and trusted third
parties cannot be guaranteed.

e The rapid deployment of the networks and mobility make it impossible to have
a defined topology. Each participant should be able to establish a secure channel
with another participant at any given time.

e The evolving nature of the networks and the diversity of tasks performed implies
that their composition is heterogeneous. The computational load of the protocols
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needs to be even so that even the most constrained participants can consistently
establish secure links.

e The wide areas where these networks are deployed and their proximity to the
physical world grant attackers physical access to the devices. This is a unique
characteristic of some CPS networks.

e Most network participants are under some type of processing, bandwidth, or energy
constraints. Hence, protocol complexity should be kept to a minimum.

In order to outline the scope of this work, the following notions from [10] were
employed:

1. The goal of key distributions considered is for the parties to simultaneously authenticate
one another and come into possession of a secure, shared session key.

2. An active adversary attacks the network. The adversary controls all the communication
among the players: it can deliver messages out of order and to unintended recipients,
concoct messages entirely of its own choosing, and start-up entirely new instances of
players. Furthermore, it can mount various attacks on a session key [...]

However, given the particular conditions of CPS networks, adversarial capabilities
need to be enhanced:

2a. The adversary has physical access to the network participants.

This critical condition implies that the protocol must account for the potential
capture, displacement, impersonation, and cloning of devices. These challenges are
not trivial when the physical restrictions of the network participants are considered.

4 State of the Art

Solving the problem of key establishment between participants of a CPS network is
regarded as the main security concern in this area [11]. As reviewed in Sect. 2, these
mechanisms are classified according to four main strategies:

1. keys are preloaded;

2. challenges are employed on the basis of prior available information;

3. cryptographic algorithms are required for deriving or transmitting shared secrets;
and

4. information from the channel is used to generate a key.

These solutions can also be classified depending on the general structure of the
protocol. If any pair of devices can establish a shared secret, we denominate such
proposals as distributed (D). Conversely, if a device requires the intervention of a
central entity for joining the network, such protocol is said to be centralized (C).

Other characteristics that are relevant in the study of key-establishment protocols
are:
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e security fundamentals: underlying principle for assuming solution security;

e application: a particular environment for which a solution is conceived, where
application constraints can guide the design process of this solution; and

e network assumptions: suppositions regarding the network composition or infras-
tructure that are fundamental for a particular solution and tend to restrict the
solution scope.

In the following, we examined different works that proposed key-establishment
solutions for CPSs.

4.1 Literature Review

In [12], the authors introduced a modified-matrix-based pairwise key-establishment
scheme for wireless mesh networks. In their approach, each node was preloaded
with a key seed that, together with a public matrix, was used to generate a column
of a secret matrix. This matrix was created and broadcast by a network router, so
any adjacent pair of nodes could obtain a key pair by selecting the respective matrix
column. The main assumption of this work was that mesh routers are more powerful
than the nodes; hence, offloading some matrix computations reduces storage and
communication at the nodes. The computation cost for the nodes was equivalent to
performing a polynomial evaluation, while the communication costs of employing a
large matrix as public key were not addressed.

The authors of [13] proposed a hybrid key-distribution scheme by employing
chaotic maps for key generation, and a zero-knowledge-proof protocol for authenti-
cation. The proposal claimed to provide authentication, integrity, and confidentiality.
According to the authors, the protocol was less complex and required fewer message
exchanges than previous schemes did, while improving security.

A key-establishment approach based on ambient wireless signals and symmetric
cryptography was proposed in [14]. The authors stated that the heterogeneity of
CPS manufacturers makes key-predistribution models impractical. They proposed
to use a key-derivation method by [15] in order to generate a trusted root with
the central authority (CA) of the network. Following this authentication step at the
physical layer, the node obtained a set of credentials from the CA that were used in
higher layers. One of the main concerns with this approach is the assumption from
[15] that an attacker cannot obtain a trusted root unless it is in close proximity to
authentic nodes. However, CPSs are often deployed in unstructured environments,
so an attacker could gain physical access to the network.

Some CPSs, such as those used in automotive applications, have particularities
that demand the design of ad hoc security solutions. In [16, 17], an authenticated key-
establishment protocol for automotive CPSs was proposed. The described approach
employed high-security asymmetric and symmetric cryptography algorithms such as
ECDSA, AES, and SHA-3 for providing key establishment, confidentiality, integrity,
and authentication to vehicular networks. It was assumed that only intravehicle elec-
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tronic control units (ECUs) were valid network participants. These nodes were mul-
ticore processors with multithreading capabilities in charge of different systems of
the vehicle. One of the main concerns of the proposal was fault tolerance, which
was solved by performing redundant computations. The authenticity of the ECUs
was resolved with the use of public-key certificates. However, since the network was
assumed to be intravehicular, dynamic key-establishment mechanisms would not be
required. The number of participants was also limited; hence, key-predistribution
approaches were also be used. The authors justified their use of public-key cryp-
tography in potential key-recovery attacks and vulnerabilities on the generation of
master keys, but these could be addressed with less costly approaches, such as the
use of physically unclonable functions (PUFs). While the network participants could
shoulder this security overhead, more computations also convey a greater risk of
operational faults.

For WSNs, the authors of [18] proposed a key-predistribution scheme based
on polynomial pool-based key predistribution and random key predistribution. The
approach required to preload each sensor with a set of random polynomial shares and
a set of random keys. This generated better chances for nodes to establish a viable
network while reducing the impact of node capture by an attacker. Nonetheless,
the security and viability of the scheme still depended on node memory availabil-
ity. Then, that solution was as effective as random key-predistribution models since
preloaded keys were not removed from the devices after deployment. Furthermore,
the proposed approach considered three mechanisms that could be used by each node
upon device discovery. This not only increased the possibility of introducing unseen
vulnerabilities but as the authors acknowledged, “path-key establishment is a com-
plicated procedure. It requires more communication and computational overhead for
the establishment of path keys between neighboring nodes.” This contrasts with the
also acknowledged “constrained memory, energy, and computational capabilities of
sensor nodes”.

In [19] the authors proposed a solution for authentication and key-establishment
in cloud-assisted CPSs within the context of a smart grid. The protocol was designed
to provide mutual authentication between user and cloud service, and between smart
meters and the cloud. When the parties in any of these cases were mutually authen-
ticated, a trusted authority was tasked with enabling these actors to establish session
keys. The security of this scheme relied heavily on ECC, enhanced with biometrics
on the user’s end of the protocol. To prevent replay attacks, the authors considered
that all the participants were synchronized with a clock. This protocol was further
studied in [20], where the authors claimed to have found deadlocking errors and vul-
nerabilities against reply and denial-of-service attacks. The scheme was corrected in
that work at the cost of increasing computation and communication costs.

For a conventional smart-grid model, the authors in [21] proposed an authenti-
cated key-establishment protocol. This solution relied on the availability of a trusted
actor for validating the authenticity of the parties. The protocol employed ECC and
symmetric-cryptography algorithms for providing basic security services to the net-
work.
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Table 1 Characteristics of surveyed key-establishment proposals for cyber-physical systems

(CPSs)
Year References Strat. Struc. | Fundamentals Application Network
assumptions
2013 [12] 2 D Matrix arithmetic | Wireless mesh The routers are
networks more powerful
than the clients
2017 [13] 3 D Chaotic Environmental Availability of
Chebyshev monitoring Machine to
polynomials, Zero Machine
Knowledge Proof communication
2017 [14] 4 C Ambient wireless | Generic System authority
signals, symmetric | Cyber-Physical available.
cryptography Systems Attackers have
restricted physical
access
2018 [16, 17] 3 D Asymmetric and | Automotive CPS | The networks are
symmetric intra-vehicle. The
cryptography nodes are
multi-core
processors with
multithreading
capabilities
2018 [18] 1 D Bivariate t-degree | Wireless Sensor The devices have
finite field Networks sufficient memory
polynomials resources to
implement a
functional
configuration of
the solution
2020 [19] 3 C Biometric Cloud-assisted A trusted authority
authentication and | Smart Grid is available.
asymmetric Parties are
cryptography synchronized with
a clock
2020 [21] 3 C Asymmetric and Smart Grid A certification

symmetric
cryptography

agency is available

Table 1 provides a summary of the characteristics of the different works from the
literature.

The key-establishment protocols proposed in this work employ a hybrid approach
by combining symmetric and asymmetric algorithms. Their aim is to enable any pair
of devices to establish a shared secret in a secure way without extended network
assumptions. The target application is WSNs; therefore, the proposed adversarial
model was extended as defined in Sect. 3.
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5 Lightweight Key-Establishment Protocols Based
on Elliptic-Curve Cryptography

In 1976, Diffie and Hellman [22] proposed a key-establishment solution on the basis
of the hardness of the discrete-logarithm problem (DLP) defined over multiplicative
group Z7:

Definition 1 Let a prime p and a generator G € Z;, be parameters of the public
domain. Given X = G*, compute x.

In the Diffie-Hellman (DH) protocol, let x, y, two random elements in Z;, be
the private keys of exchange parties A and B, respectively. The order of the group
determines the complexity of computing the DLP, and consequently the security
strength of key establishment.

To obtain a shared secret, A selects x € [1, p — 1] at random and computes its
public key X = G*. This value is transferred to interlocutor B. Then, B selects
y € [1, p — 1] at random and computes its public key ¥ = G?, which is transferred
to A. Parties A and B then compute K4 = Y~ and Kp = X, respectively. Note that

Y =(G")' =G = (G") = X”; (1)

thus, the exchange participants then share a common piece of information that can
be used as a precursor for deriving cryptographic keys.

For a large group Z7, the security of the DH protocol relies on the difficulty for
an attacker of solving the Diffie-Hellman computational problem (DHCP):

Definition 2 Let a prime p and a generator G € Z7, be parameters of the public
domain. Given G* and G” for x, y chosen at random from [1, p — 1], compute G*”.

Or the Diffie-Hellman decisional problem (DHDP):

Definition 3 Let a prime p and a generator G € Z7 be parameters of the public
domain. Given G*, G, and G* for x, y, z, chosen at random from [1, p — 1], decide
whether G* = G*.

As discussed in [10], although the DLP is considered a computationally hard
problem, there is no hard proof that the DHCP can only be solved through computing
discrete logarithms. Nonetheless, over the years, no such attack has been found; thus,
the DHCP is also considered intractable for a computer. The corollary of this is:

The Diffie-Hellman key exchange is secure in the sense that a computationally bounded
adversary cannot compute the secret key shared by the participants.

Alternatively, gain some information advantage in distinguishing the shared key
from a random string. The cost for the network participant is to perform modular
exponentiation (G* € Z;).
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Over the years, a reduction in the computation bound for adversaries has required
that the length of p be increased up to a few thousand bits. This has impacted the time
complexity of the modular exponentiations that are fundamental in the exchange.

In order to improve the efficiency of this algorithm, a modification was proposed
in 1986 for replacing the DH multiplicative group with abelian elliptic-curve groups
[23]. This came to be known as the elliptic-curve Diffie-Hellman exchange (ECDH).

One of the main changes introduced with the use of elliptic-curve groups in
the DH exchange is that the main operation, which had previously been modular
exponentiation, was replaced by scalar multiplication. In the ECDH, this operation
represents the consecutive addition of k — 1 instances of the group generator or base
point, where this addition is defined over the elliptic-curve group. In the following,
this operation is illustrated by using the - operator.

Let g a large prime defining finite field ;. Let E an elliptic curve over I,
whose set of points E (IF,,)—affine coordinate pairs (x, y) € ]Ff] solving for E(x, y) €
E (IF,)—together with a point at infinity O, form an abelian group of order n. Let G a
generator for this group; the public key of ECDHis P = k - G, where k € [1,n — 1]
is the secret key.

Definition 4 Given adequate domain parameters (g, E, G, n), so that n is large, and
the resulting value of P = k - G, compute k.

This is known as the elliptic-curve discrete-logarithm problem (ECDLP), and it
is considered intractable in polynomial time for a computationally bound adversary.

Let A and B two parties that agree on the common domain parameters: (g, E,
G, n). Suppose A and B want to establish a shared key. Party A randomly chooses
a € [1,n — 1] and computes P4 = a - G, while B follows the same procedure and
obtains Pg = b - G. A and B publicly exchange these intermediate results. Upon
receiving Pg, A computes

Pe=a-Py=(axh)-G. @)
Now, B obtains the same result as
Py =b-Py=(Mbxa)-G, 3)

so, they are both in possession of a group element Px that can be used for creating
a shared key. The interaction diagram for the basic ECDH protocol is illustrated in
Fig.2.

Due to ECDLP, a or b cannot be computed given {P4, G} or {Pp, G}, respec-
tively. Due to ECDH, Pk cannot be retrieved from P4 or Pg, employing the same
computational and decisional notions of DH. As a protocol, the problems that an
attacker must solve are the DHCP or the DHDP [9].

The computational advantage of ECDH over DH is that it allows for selecting
q < p.Intheelliptic-curve case, field length ought to be only some hundred bits long
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Public parameters:
Lightweight elliptic curve system (F,, E(F,), G, n, h)

Step 1. Initialize Step 1. lzitialize
private: d, private: dg
public: QpdyG Step 2. g’”""“’s‘ public: Q5. dyG
A

—_—
Step 5. Step 3.
solve P =d,Qg Step :2 Reply solve P =dgQ,

-

Step 6.

shared key = KDF(P)

Proof.
P=dxQg = dady'G = dgdsG = dg-Qy=P

Sensor Node A

Sensor Node B

Fig. 2 Interaction diagram for the basic elliptic-curve Diffie-Hellman exchange (ECDH) protocol.
In this scheme, parameters F,, E(F,), and P are publicly known

for providing equivalent security to convectional DH instances, which would require
a few thousand bits. This leads to performance improvement for scalar multiplication
over modular exponentiations.

5.1 Problem of Authenticity

In the described key-establishment solutions, a critical concern is that users assume
that the public keys they are receiving are legitimate. In the adversarial model
employed in this Chapter, however, an attacker can take an active role in the channel.
This can lead to man-in-the-middle-type attacks where one of the parties is imper-
sonated. As stated in [10], “the real problem of key establishment is to exchange a
key in an authenticated manner”.

Network participants require some sort of information advantage to defeat active
attackers. This is some data unknown to the adversary but shared by the exchange
parties, a secret, or a way to verify the integrity of the message and the sender’s
authenticity—a tag. The first option brings us back to the main issue of key establish-
ment in some kind of loop. The latter, as studied before, can be achieved with MAC
functions, but these also employ a shared secret.

A popular approach is to offload the authentication problem to a third party that
is trusted. This actor can either function as an auditor in the exchange or as a public
registry of trusted parties.

In [10], the authors provided multiple examples of secure authenticated protocols.
However, their scenarios supposed that a trusted actor was available for performing
some of the computations or publishing an index of trusted parties. As mentioned
before, our work did not make assumptions about the CPS network infrastructure.

The issue is the need to have a common piece of information agreed upon before-
hand by the parties. Here, the main drawback of using a preshared secret is that,
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if the secret is the same for each participant in the network, a single leak would
compromise the security of the whole system. Conversely, a shared secret for each
possible combination of participants would require massive storage capabilities in
each device.

A solution approach proposed in the literature [24] is to employ a master session
key for the establishment phase and discard it before time # has elapsed. This threshold
is given by the expected time for an attacker to retrieve the master session key from
a compromised device. This initial trust can then be used for building simple and
efficient authenticated key-establishment protocols.

5.2 Lightweight Authenticated Key Establishment

In [24], the author described a lightweight key-establishment protocol for WSNs
based on ECC. Their solution combined a conventional ECDH framework with the
use of symmetric algorithms and a hash chain. The author claimed that the protocol
is efficient, scalable, and elastic.

The protocol used an ephemeral master key as initial trust that facilitated the
authentication of the parties. This key was combined with symmetric-cryptography
algorithms for enhancing ECDH with mutual authentication. The employed hash
chain was part of a node rejoin scheme that addressed the network variability of
WSNs. Figure 3 illustrates the interaction diagram for this protocol.

In [24], the system model was that the network was single-hop, the nodes could
communicate with each other, and the link was symmetrical. When both parties
perform the same scale of computations, it can be said that the protocol is balanced.

The author proposed that there is a time threshold 7, defined as the time required by
an adversary to retrieve K, from a captured node according to the current technology.
That is, before ¢ is elapsed, any node in possession of K, is considered authentic.

The protocol has three steps:

1. Initialization. A shared key K, is preloaded to each node. This is used as initial
trust and represents the last element of ahash chain K = {K, K>, ..., K, }, where
K;+1 = H(K;),and H is a hash function. A node that has K, is considered secure
within a timeframe ¢. Time ¢ is derived from the required time for an attacker to
retrieve keying materials from a captured node. During ¢, every node uses ECDH
to link with other devices.

2. Key establishment. Two nodes use the initial key to perform pairwise key estab-
lishment. The work proposed to utilize two modes of operation, new and old.
These serve as tags to indicate the type of security utilized in each message.
When the key establishment is complete, all nodes should operate in old mode.
In this phase, each node broadcasts a message that contains a security tag, sender
ID, and an encrypted payload containing the sender ID, its public key, and the
initial encryption key K,,. The advanced encryption standard (AES) was used to
encrypt the message using the starting key K,,. Both, the ID on the header and the
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Fig. 3 Interaction diagram for the key-establishment protocol described in [24]

encrypted ID are used to authenticate the message. Once a pair of nodes exchange
their public keys, they can establish a common secret using the ECDH.

. Node join phase. When a new node tries to join the network, it broadcasts a

message containing the security header, its ID, and an encrypted payload that
contains its ID, its public key, and secret key K,_;. The receiver verifies the
new node by decrypting the message by using K, calculating H(K,_;), and
comparing this result with K,,. Once the identity of the joining node is verified, it
is possible to establish a shared secret using ECDH.

5.3 Revisiting Ju’s Protocol

The key issue with Ju’s protocol lies in the provided authentication service. As
stated in [10], the implicit authentication of encryption should not be used to replace
message authentication codes. Moreover, in their work, only a small portion of the
ciphertext was used for authenticating the sender. If the appropriate encryption mode
is not employed, this can compromise the security of the system.

For key establishment by itself, encryption is not required when public-key algo-
rithms are used. What is needed is a way to ensure that the received public key is
authentic and that the integrity of the message is not compromised. A MAC function
can be used for this end.
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Fig. 4 Operation of the proposed key-establishment protocol based on Ju’s work

Another improvement lies in enforcing the use of a key-derivation function (KDF)
for obtaining the session key. In this case, a pseudorandom function (PRF) in the
form of a PUF [25] was proposed. The use of a PUF prevents device cloning and
impersonation attacks.

We found the broadcast system proposed in [24] is adequated for WSNSs, as their
topology is uncertain, and nodes should be able to collect multiple keys from any
devices in their vicinity. The use of initial trust is an efficient way to ensure that MAC
tags can be validated as long as ¢t was not reached.

In our proposal, only the initialization and key-establishment steps were consid-
ered, whereas Ju’s protocol has a node join phase. This phase was discarded since
the proposed model does not consider that some new nodes could be introduced into
the WSN.

The master key was not derived from a hash chain since it was not needed to
recompute future master-key values. Once a time ¢ had elapsed, the master key
was discarded. Even if these data were eventually retrieved after ¢, this would not
compromise the integrity of the network, as, at that point, the trust on this root would
have expired.

The interaction diagram for the updated lightweight authenticated key-
establishment protocol is provided in Fig.4. This algorithm has an initialization
phase when nodes compute their key pairs and a key-establishment phase when the
network is formed.
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5.3.1 Considerations

Each deployed node i has an identifier I D;, a master key K,,, and a private key k;,
derived from a PRF. Each node computes a public key P; € E(IF,) as k; - G upon
deployment. All participants possess the same information. Elliptic-curve domain
parameters {E(IF,), G, n} and description of MAC function {7, V} are of public
knowledge.

5.3.2 Steps

Based on the two first steps from Ju’s protocol, the protocol consists of two steps:
initialization and key establishment.

Initialization

Every sensor node i is loaded with an ID; and an initial trust K,,,. Each node derives
a private key k; from a PUF with associated public key P; = k; - G.

Key Establishment

During this phase, the participants perform two key tasks. First, they construct a
message containing their ID, their public key, and the MAC for these two values.
There is no need to provide confidentiality for the payload since none of these data
is secret. These messages are then broadcast to any device on their neighborhood.
The second task consists of listening to the channel for incoming broadcasts. The
receiver must verify the authenticity and integrity of these messages by means of the
accompanying MAC tag. The security of this scheme relies on the secrecy of K,
uptor.

When authentication is successful, the receiver device generates a session key for
the device with I D;, and indexes this session key and their public key in an I Ds
directory. Logically, if the incoming-broadcast authentication was successful, then
the sender device should have followed the same steps and indexed the receiver.
This can be corroborated with an acknowledgement message per common network
operation (ACK).

5.4 Security Analysis of Proposed Elliptic-Curve Protocol

The use of a symmetric component enhances a conventional ECDH and results in
an efficient and simplified design. Here, K,, acts as a source for authentication,
preventing man-in-the-middle and denial-of-service (DoS) attacks during network
formation. These are two critical ECDH problems.

Key-establishment protocols that completely rely on symmetric components are
vulnerable to node capture. This is addressed by using ECDH and discarding K,
after ¢ has elapsed. Any captured node, by definition after ¢, does not compromise
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the network, as the only retrievable information by an attacker is at most a small
index of session keys.

The use of a PUF as a precursor for the private key of the node provides additional
security protections against physical attacks like cloning. Enhanced security can be
obtained by using the PUF value and a KDF for creating the private keys.

Even though the use of a master key with a time-bound ¢ provides some advan-
tages for creating a lightweight protocol, this time ¢ also prevents further exchanges
to update the session key. To obtain forward security, the devices should adopt a
refreshment system in order to update the session key.

6 Key Establishment in the Post-quantum World

Up to this point, the reviewed key-establishment solutions are considered secure on
the difficulty of computing discrete logarithms with appropriate restrictions. This
is a challenging problem for classical computers. However, that is not the case if
quantum processors are involved.

In 1997, Peter Shor published quantum algorithms for computing prime factor-
ization and discrete logarithms in polynomial time [26]. The main implication of
that work is that a significant part of modern cryptography will become obsolete if a
large enough quantum computer is built [27]. Banking, government, healthcare, com-
merce, and virtually any application deployed over the Internet would be affected. As
stated in [28], cryptography has entered a race against time to adapt to this new threat.
Adapting cryptography for resisting quantum attacks while maintaining low-enough
overheads for constrained CPSs is a particularly difficult task.

The extent of the power of quantum computing is an open discussion. Theoreti-
cal understanding of quantum algorithms and their application to classical problems
have only started receiving attention in the past decade. As aresult, the reach of appli-
cations for quantum computers is still unclear. One of the few points of agreement
is that quantum computing is believed to be unable to solve classical NP-complete
problems. Nonetheless, quantum computers can solve problems that were believed
to be unsolvable in polynomial time, such as DLP and ECDLP.

This has prompted the question of whether authenticated key-exchange protocols
exist that are tailored for constrained environments that are not vulnerable to potential
quantum adversaries. So far, the answer has been no. This issue is addressed in the
following.

6.1 Proposed Approach

In classical cryptography, the key agreement is achieved thanks to the Diffie-Hellman
key exchange (DH) and its variations. The main trait of this algorithm is to allow
for two parties to establish a shared key with equal contributions in a way in which
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Step 1. Public parameters
SIKE (Fy, Eo €, P, Qy Ry F, G, H)
Step 2. Generat%
private key: dg * K
public key: Qg=isogen(dy)

Step 2. Generate
private key: dy £ K
public key: Qy=isogens(d,)
Step 3. Transmission

Qg
Step 4. D —
A computes:
mim
r=G(ml|Qg)
(co ¢1) = Enc(Qg, m, 1) Step 5. Response
K= H(ml|(c, c)) (co €))
Step 6.
B computes: Sensor Node B
m' = Dec(dg, (co, C;))
r'=G(m'l|Qs)
o' = isogeny(r')
if co' = Cqt
K =H(m'll(co ci))
Shared key:
Sensor Node A H(mlI(co, c1)) = H(m'l (co, c1))

Fig. 5 Interaction diagram for the supersingular isogeny key-encapsulation (SIKE) algorithm

neither party could individually predict the resulting shared secret. However, very
few quantum-resistant algorithms have the required commutability for creating DH-
like constructions. Only the ding key exchange [29] and systems reliant on isogenies
between supersingular elliptic curves [30, 31] offer this advantage. However, the
security understanding of these constructions is still limited.

Key-encapsulation mechanisms (KEMs) are systems proposed for achieving key
establishment with the use of public-key-encryption (PKE) algorithms. The Fujisaki-
Okamoto (FO) [32, 33] and the Hofheinz-Hovelmanns-Kilts (HHK) [34] transforms
are two constructions that were conceived for this end. The main characteristic of
these systems is that they allow for converting a CPA-secure PKE into a CCA-secure
KEM with tight security—see [35] for the description of these security notions. The
limitation of these solutions is that, compared with DH-like exchanges, only one of
the parties is responsible for creating the session key. This secret is then encapsulated
and transmitted to the second party.

The supersingular isogeny key-encapsulation (SIKE) suite proposes a CPA-secure
PKE system and then uses a variation of the HHK transform for obtaining a CCA-
secure KEM [36]. Their modification of the HHK construction allows for reducing
the complexity of the final validation step in the KEM. Figure 5 illustrates the key-
establishment procedure of a SIKE KEM.

In the protocol from Fig.5, Node A was entrusted to generate a secure session
key m. Additionally, Node A assumed that the public key received from Node B was
authentic, as no additional checks were performed. General applications can employ
standardized authentication techniques or rely on trusted parties for corroborating
the authenticity of the public key and its sender. However, constrained devices can-
not afford to implement such solutions. This is a problem that has so far not been
addressed in the literature.
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The CCA security of SIKE KEM allows for reusing a public key in multiple
exchanges without additional vulnerabilities due to reaction attacks. This can be
advantageous for constrained devices since the public key can be calculated offline
and then stored in the device. Furthermore, the public key does not need to be
protected and can be stored in external memory.

6.2 Protocol Design

A modification of SIKE for obtaining an authenticated key exchange with mutual
key derivation is proposed. This protocol is illustrated in Fig. 6.
The protocol is composed of two main steps:

1. Initialization. This process can be carried out offline, each device is assigned an
ID, a master key computes a secret key from a physically unclonable function,
and uses this secret key to obtain a public key with the public generators and base
curve of SIKE.

Node A Node B
3 D, IDg
5| & K,
3 é d, <+— KDFpyg, dg +—KDFpyg
£ Q, = isogens(d,) Qp = isogen;(dy)

M, =1ID,||0,l ‘TKW(IDAHQA)
M,

o | 0 M0 -1

m= EdB(IDAHIDB)

r=G(m||Qy

=
é (cy c1) = Encg (m, 1)
% v |KBA = H(ml||cy||c;||IDg] ‘IDA)l
g *— Mg = IDg||ID,||cyl|c/|| Tk, (IDg||ID.y)
&y
S|V (T (UDAID ). MAIDA D) = 1
m' = Decy (cql|c,)
r=Gm'|0y
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iff /¢!y == ¢,/
[Kus = H(m'l|collc [ [IDs]|ID.y)|
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Fig. 6 Key establishment achieved with the proposed protocol. In this scheme, functions in purple
are those specified in SIKE. The shared key is derived from a hash computation
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2. Key establishment.

e A device broadcasts a message containing its ID, its public key, and a MAC
tag generated using the master key. This serves to authenticate the device with
nearby devices. Unlike DH-like variants, SIKE follows a challenge/response
approach; thus, the protocol ought to be performed once for each pair of par-
ticipants.

e The node that receives the broadcast authenticates the message with the MAC. If
verification is successful, the receiver performs the encapsulation of the shared
secret; this shared secret or session key is derived as the ciphertext of both
devices’ IDs employing the private key of the receiver. The issuer generates a
new message with the ciphertext resulting from SIKE encapsulation and the
respective MAC tag. The session key for the participant is generated as a side
product of the encapsulation.

e The broadcast issuer, upon receiving a reply, verifies its integrity with the cor-
responding MAC. It then decapsulates the secret and verifies its authenticity
through partial re-encryption. If the SIKE ciphertext is valid, the device com-
putes the session key. The new node is then authenticated and starts issuing a
broadcast to allow for more nodes to join the network.

This protocol provides mutual authentication and key agreement for any pair of
devices in the network. The authentication of the system relies on the difficulty of
forging a MAC tag or a forensics attack for recovering the master key. Considering
that the fastest of these procedures require a time ¢, it follows that the scheme is
secure up to ¢. During this time, the network should be consolidated.

The proposed protocol requires encapsulation and decapsulation functions from
the SIKE specification. These functions use the underlying public-key encryption
scheme specified in [36]. In these procedures, the core functions perform the compu-
tation of public keys (isogen,) and shared keys (isoex,). These are the most expensive
operations, and two of each are performed in the envisioned protocol.

6.3 Security Analysis of Proposed Post-quantum Protocol

First, systems based on supersingular isogenies can offer commutability. So, in prin-
ciple, it is possible to create a Diffie-Hellman-like key exchange. Such an algorithm
exists and is described in [30]. This SIDH algorithm allows for two parties to obtain
shared secrets that are derived by using information from both participants. For this
reason, it can be classified as a dynamic key-agreement protocol. However, the secu-
rity of SIDH is limited to the CPA scenario. The main implication for a device using
this algorithm is that the public key must be renewed for each new session. This
involves additional storage and processing costs that are detrimental to constrained
CPSs.

By employing a transformation derived from Cramer-Shoup due to [33, 34], SIDH
can be transformed into the CCA-secure KEM known as SIKE. In this process, the
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cryptosystem acquires adaptive security under the random oracle model at the cost
of becoming a key-encapsulation system. This implies that SIKE is a dynamic key-
transport protocol, which might be vulnerable to key-generation faults.

The first aim of the proposed enhanced SIKE is to restore the key-establishment
characteristic of the protocol, that is, the session key is derived with contributions
from both parties. For this, taking Fig. 6 as a reference, party B derives the session
key m as the result of encrypting the identities of both parties under its secret key;
here, assume that B acts in good faith. In the SIKE specification, m had a length
of 128 and 256 bits, which had a good relationship with the block length of most
standardized ciphers.

The identity value is recommended to be at least equal to cipher block size ¢, so
that at least two cipher blocks are processed; by doing so, the protocol is resilient
against birthday attacks. The security of m relies on the strength of the selected
cipher with an appropriate confidentiality mode behaving as a PRF. The length of the
proposed m is then 2¢, which poses a challenge for SIKEp434, where m = 128 if
¢ = 128. This does not affect the calculation of shared key K, since it is the result of
a hash but must be considered on deriving ciphertext c;; truncating m is not advised,
so the implementer has the choice to employ an additional hash for reducing m to the
appropriate length, or compute ¢; = h @ my, @ m;, where m = my,||m;. The identity
values are also included in deriving the session key K by hashing; this part enforces
that both parts act in good faith.

The second enhancement confers SIKE with the mutual authentication feature.
In the general Internet scenario, authentication servers and trusted parties are readily
available to validate the authenticity of a public key and the integrity of a message.
However, in the envisioned application scope, relevant to constrained CPSs such as
WSNs, assumptions regarding network infrastructure cannot be made. Hence, parties
should be able to authenticate each other by themselves.

This is achieved by employing the ephemeral-master-key strategy from [24].
Every exchanged message during the key-establishment stage of the protocol car-
ries a generated MAC using the ephemeral master key. This MAC function can be
implemented by using the main block cipher of the device under an appropriate
authentication mode to improve the efficiency of the system. This MAC must exhibit
unforgeability and collision resistance under the Chosen Message Attack model so
that the exchanged public keys and identities are trusted. In the broadcast reply, the
MAC tag does not cover the SIKE ciphertext. This is done for efficiency reasons since
ciphertexts alone are already authenticated by the partial re-encryption of SIKE.

Since the ephemeral master key is not used for providing confidentiality, the issue
of forwarding secrecy does not need to be addressed. However, network elasticity is
restricted, since no more nodes are allowed to join after ¢; this also implies that drastic
changes in the network topology might compromise WSN operation capabilities.

Although the initial topology of a WSN is not given, it does not usually change.
Other types of networks better represent problems associated with mobile targets,
for example, vehicular ad hoc networks (VANETS). The main source of topology
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disruption can be attributed to reallocation attacks, but it can be argued that, if the
attacker could access a large enough number of nodes, these would be subtracted
rather than relocated. The use of PUFs can deter any attempts of sequestering or
cloning the nodes.

6.4 Application Scope

The post-quantum protocol proposed in this section is aimed at filling a niche where
constrained CPSs require long-term security. Even with the most optimistic forecasts
for the development of real large-scale quantum computers, we are looking at a
good decade-long window where modern PKCs would remain secure. However, as
mentioned before, the concern lies in those applications whose data need to remain
safe for longer periods.

Some of these applications include healthcare monitoring, which protects personal
data, vehicular networks where exchanged messages within the network contain
proprietary information critical to the product, and mobile military networks where
the transmitted information by devices can be classified to protect national security
interests. In these scenarios, we are looking at a good 20-50-year window where
information must remain secure.

Arguably, devices used in these applications exist on the high-end profile for CPSs,
but they are still bound by performance and energy constraints. The availability of
solutions that can work standalone without a given topology and offer long-term
security is critical for protecting sensitive data with due care and diligence. Herein
lies the relevance of our work.

7 Conclusions, Final Remarks, and Future Work

The main goal of CPSs lies in connecting the cybernetic and physical worlds. These
technologies offer significant advantages for applications of the management and
control of public infrastructure, distribution systems, supervision of remote tasks,
and healthcare. Therefore, they are intricately connected with the human world. Any
data being collected, processed, and transmitted by interconnected devices must be
safeguarded. This is a difficult task for constrained CPSs such as WSNs. One of the
most effective approaches for ensuring information security is cryptography, which
commonly relies on the use of cryptographic keys. Thus, key establishment is the
main component when securing current and future CPS applications by employing
cryptographic algorithms.

In this chapter, three alternatives of two-party, balanced key-establishment pro-
tocols for constrained CPSs were described. The solutions under study were ana-
lyzed under fair assumptions, and they rely on proven cryptographic principles. Two
elliptic-curve-based solutions that are simple and efficient for solving the problem at
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hand were first reviewed. We revised the appropriateness of using these systems in the
envisioned application scope of WSNs and proposed improvements for enhancing
the security of an initial solution of interest in order to derive the second algorithm.
We then addressed the possibility of a threat model involving quantum adversaries
by proposing a novel key-establishment protocol that inherits the efficiency enhance-
ments of ECC-based solutions but employs quantum-safe cryptographic algorithms.

The work presented here is a first in the area of security in constrained environ-
ments for modern computing scenarios and needs further study to corroborate the
pertinence of the assumptions and security claims required for constrained CPSs.

Multiple challenges and opportunities can be addressed in future work. First,
while it was shown that the proposed algorithms are correct, and informal security
assumptions were claimed, it is necessary to demonstrate that the proposed protocols
are secure through formal analysis. Second, it is necessary to quantify the operational
costs for these solutions to delimit the prospective application domains where they
can be used. Lastly, efficient realizations of these algorithms need to be obtained so
they can be implemented in actual CPS applications.
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Abstract The massive growth in the popularity of Internet of Things (IoT) and
hence expansion in the number of IoT devices has led to network control issues. The
heterogeneity observed in the generated data from each device has further contributed
to latency delays and network traffic concerns. An integral part of current network
research encompasses the monitoring of network activities, device identification,
and secure exchange of information between different devices. The recognition and
administration of these persistently increasing [oT devices have posed major chal-
lenges in various fields of their application, like Cyber-Physical Systems (CPSs).
Hence, the management of network traffic flow between these devices has become
a concerning issue. The prolonged inconsistency in cybersecurity systems and con-
strained computational capabilities have further made IoT devices more vulnerable
to adversarial threats. To this end, the preservation and administration of network
activities become crucial to manage. In this chapter, we address the network traffic
administration issue for different IoT devices. We focus on the efficient characteri-
zation of inter-arrival rates of data generated from IoT devices for packet-level and
flow-level analysis. Thus, making identification and management of IoT devices
exceedingly significant for securing stable functioning of network activities. We also
discuss some influential works conjectured to IoT devices and network analysis.
The empirical results obtained from real-world network flows have been reported
to provide a precise understanding of our observations. Finally, the strengths and
weaknesses of some state-of-the-art technologies are discussed along with relevant
future scopes.
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1 Introduction

The Internet of Things (IoT) has found tremendous applicabilities in a plethora of
sectors over the last decade. However, the deployment of smart sensory devices has
witnessed phenomenal existence in many real-life applications, whether it may be
the medical informatics sector or the industrial revolution [2]. The increased usage
of these services along with some communication protocols like Zigbee, Z-wave, or
Bluetooth, has made them popular for smart homes as well as public spaces. These
interconnected smart devices usually lack in their computational capabilities and
provide a secure software platform to the devices, making them more vulnerable to
security and network adversaries [3, 10]. Towards this end, software defined networks
(SDNi5s) have proven to be the right choice in achieving a centralized control over the
network activities. This technology has found large-scale applications in data centers
for monitoring and redirecting any suspicious traffic flow [4, 6, 17]. However, these
models have also faced a substantial amount of limitations over their use inaccurately
and securely characterizing network infrastructures.

Network analysts and administrators are using several network traffic analysis
tools for capturing the network traffic flow between different IoT devices [29, 30].
Wireshark, OpenWRT, NetFlow are some popular network analysis tools that assist
in capturing the traffic flow data between different devices through wireless access
points. In [1], techniques for the isolation and regulation of IoT devices was proposed
to preserve these networks against attacks. However, these techniques entail some
challenges like computational complexities and latencies associated with evaluating
massive traffic flows. In [32, 33], some modern strategies based on port identification
protocols were employed to detect any malicious activities in the network. Cisco was
a frontier in the field of network traffic analysis, which first came up with the network
flow characterization technique for IP based applications [5]. Cisco’s NetFlow tool
provided a diverse set of traffic flow analysis and monitoring services, including
network planning, network usage accounting, network security analysis, monitoring
Denial of Service (DoS) attacks, and many more. Till the present day, the NetFlow
tool continues to be a popular choice for analyzing and measuring network traffic
flows.

Considering the diverse number of devices and the disparate addresses pertaining
to each device, the network traffic data are usually vulnerable to provide poor classi-
fication while working with traditional classification algorithms. In this view, we dis-
cuss strategies for identifying loT devices using different state-of-the-art approaches.
We provide a descriptive framework for network traffic analysis in [oT based environ-
ments by exploring the dynamics of IoT networks for analyzing traffic flow between
each connected device. It gives the network administrators and network engineers
more control over network activities and traffic flow between the networked devices
for maintaining an account of increasingly growing IoT devices. The recent day
dense IoT networks are vulnerable to several challenges like network congestion,
device authorization issues, data theft, etc. This requires proactive characterization
for identifying the streaming data originating from IoT devices and detecting any
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security breaches in the network for efficient and secure functioning of the network.
Thus, towards this end, we exploit the capabilities of different network analysis
approaches for characterizing information flow between different IoT devices. The
primary motive is to obtain a high-level knowledge of the amount of data stream-
ing between different devices and to identify the authenticity of the communicating
devices and their device type. This would provide a robust framework for many real-
life scenarios like defense agencies and government organizations for the efficient
administration of IoT devices. The compliance of the framework discussed in this
article is shown for real network traffic data originating from different IoT devices.
The empirical results corresponding to real-world sober network traffic flow environ-
ment have been presented. An insight on some more recent and evolving technologies
which can be used in convergence with the conventional models for further escalating
the performance of IoT systems is provided. Some important real-world application
areas of the network traffic characterization are addressed. We also focus on some
of the grueling challenges encountered with existing frameworks and suggest appro-
priate countermeasures for overcoming them.

1.1 Motivations

The large-scale growth in the networking devices and IoT applications has induced
the exchange of heavy network traffic between the devices. This has imposed an enor-
mous load on the computing systems and network management resources [2]. Thus,
prompt strategic considerations are required for monitoring and characterizing the
flow type and network devices involved in these wide-spread environments. Towards
this end, we discuss the applications of different statistical tools and learning method-
ologies that can provide proactive measures for efficiently characterizing the network
traffic flow. This can also assist in administering the associated network applications,
thereby providing secure and delay-free communication. The network flow entails a
high-level characterization of different networking devices, mostly communicating
through internet connections. However, do not carry any information regarding the
actual data being transmitted. Hence, capturing and evaluating the network flow is
more vital for understanding the logical dynamics of the network, which may lead
to a better interpretation of any violations or misconfigurations in the system for
network controllers. This would be beneficial for most real-life applications like the
military, business, healthcare, and government sectors where the reliability and secu-
rity of communication networks are highly inevitable. The approaches discussed in
this study can significantly mitigate the latencies associated with these traffic intense
communication networks. Apart from this, statistical methods can also curb most of
the limiting factors associated with existing techniques commonly caused due to low
sample size and intricate features.

The organization of the chapter is as follows: Sect. 2 provides a detailed discussion
of some vital studies made in the direction of network traffic analysis and monitoring.
In Sect. 3, the IoT based network flow monitoring framework is discussed. Section4
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deals with the application areas of network traffic characterization. The empirical
results obtained for a real-world network traffic scenario is provided in Sect.5. In
Sect. 6, the strengths and limitations of the discussed network traffic monitoring
strategies are provided. Section7 provides the future research scope and possible
improvements that can be used for addressing some of the limitations of existing
approaches. Finally, in Sect. 8, the conclusive remarks are provided.

2 Background Study

In this section, different network analysis tools, and techniques for characterizing
the network traffic are presented. A comprehensive account of some relevant studies
using machine learning approaches, statistical methods and software defined network
(SDN) based approaches for capturing the network traffic generated from IoT based
devices and applications are discussed. Figure 1 provides a generalized high-level
architecture for the network traffic flow mechanism between different devices.

2.1 Tools for Network Traffic Monitoring

IoT has found enormous applications in diverse fields including healthcare, industrial
automation, smart homes, smart cities, agricultural industries, as well as government
organizations [23-28]. The IoT devices used in these diverse environments are usu-
ally low powered and IP-connected. These devices often suffer from security and
design challenges making them vulnerable to privacy and security breaches. In [10],
a novel technique for managing and controlling IP-enabled IoT devices was pro-
posed. The data from a total of 27 different IoT devices were collected over a Kali
Linux system using OpenWRT and Open VSwitch (OVS) for redirecting the traffic
flow between the client devices and fingerprinting the connected devices respec-
tively. A K-fold cross validation scheme was used for evaluating the data captured
from all the devices using the random forest (RF) classifier. Further, the proposed
device fingerprinting scheme was validated against different performance parame-
ters like network latency, CPU utilization, and so on. In [29], a distributed network
traffic analysis scheme was proposed. The study used two network traffic acquisi-
tion and analysis tools namely, TOPAS and Wireshark. Here, a real-time network
analysis framework was proposed which was used for monitoring and configuring
the devices responsible for transmitting data packets in a network. A network centric
strategy for privacy preservation of IoT devices against different adversarial and vul-
nerability attacks was provided [30]. A device monitoring framework acronymed as
“Honeyscope” was proposed which provides a fine grained control in administering
communication of IoT devices in a network. This architecture uses a virtual decep-
tion scheme which is also referred to as honeypot to identify potential attackers in
the network.
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Fig. 1 An overview of the network traffic flow between various devices

Network traffic monitoring tools can also benefit network administrators in con-
trolling and identifying devices that tend to misbehave. In [31], a strategy for identify-
ing suspicious traffic flows between IoT devices was proposed which was acronymed
as “IoTGuard”. This framework uses a semi-supervised fuzzy C-mean learning algo-
rithm for identifying malicious and benign devices. The model was validated by
considering 39 features captured from IoT network logs using OpenWRT tool. The
algorithm used in this study was further used to obtain clusters from the supplied
featureset for benign and malicious behavior of devices. A collaborative, seamless
and adaptive sentinel for IoT acronymed as COSMOS was proposed in [34]. Con-
sidering the challenges faced by existing network infrastructure, the work provides
a sentinel shield based approach for protesting the IoT devices against attacks. The
framework has been implemented over Raspberry Pi, and has been experimentally
proven to achieve better performance even under heavy network traffic conditions.
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2.2 Statistical Models for Network Traffic Characterization

In order to administer the massively growing IoT networks, several statistical as well
as predictive models have been employed. Most of these models are concerned with
the identification of the devices connected to these networks. An integral part of
network traffic classification is to identify the network services and manage com-
munication flow between devices. However, network traffic characteristics are still
crucial to many applications as they may largely influence the QoS parameters of
communication channels. In [35], the issues for automatic network anomaly detec-
tion were addressed. This work modeled the network traffic flow parameters as a finite
Gaussian mixture model. The variations in the network characteristics in context to
the presence of anomalies was studied for local area networks (LANs). Consider-
ing the network parameters obtained using the proposed mixture model, the normal
baseline operations were differentiated from the malicious activities from the net-
work traffic data. Further, a real-time online algorithm was employed for detecting
anomalies. This work provided low false alarm rates and timely detection of anoma-
lies. An entropy based detection of network information was proposed in [36], this
study considered network features corresponding to short-term network statistics.
The chances of compromises in the network induced due to anomalies are localized
using adaptive Wiener filtering model and auto-regressive moving average (ARMA)
approach. This allows network administrators to easily capture and analyze the sta-
tistical traits of network anomaly. The work has been validated against the real-time
network data. It has been observed that the network features follow probability dis-
tributions similar to Gaussian distribution. In [37], a theoretical hybrid framework
using telescoping graph approach with noncentral t-distribution was used for mod-
eling the network traffic data. It was observed that the noncentral t-distribution can
capture heavy tails and skewness in the traffic flow data much accurately. This leads
to reduction of false alarm rates, as the probability of network anomalies can be better
accommodated by considering heavy tails. Numerous studies have focused on the
role of family of probability distributions with heavy tail behavior for IoT as well as
wireless communication channels [38—40]. The prime goal is to entail any chances
of compromise in the network or identifying network intrusions. A statistical frame-
work for anomaly detection in cellular networks was proposed in [41]. The feature
distributions corresponding to data collected for 3G cellular networks was derived.
This work used a change detection algorithm for analyzing each distribution for the
presence of anomalies determined by observing the deviations from the empirical
distributions. The relative entropy measure was used for determining the deviations
between the distributions for identifying anomalies.
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2.3 Machine Learning Models for Network Traffic
Classification

The real-time characterization of network traffic for large-scale communication net-
works is a vital research area which can significantly enhance the network security
management strategies, the network size, and QoS parameters. Several conventional
traffic classification tools have considered port numbers of the connected devices
and packet payloads for addressing some of the above issues. However, with the
increase in IoT devices and complex encryption schemes, these techniques have
suffered some disadvantages. In [9], a hybrid architecture using machine learning
algorithms, network classification tools, and heuristic based co-clustering was pro-
posed. It involves the identification of port numbers and inspection of the packet
payloads transmitted between the devices. This technique violates the users’ privacy
constraints and increases the computational workload. A machine learning based
mobile application fingerprinting strategy for IoT environments was suggested in
[11]. The study provided strategies for identifying device type and ambiguous traffic
flow across different devices. The framework achieved an accuracy of approximately
96% in precisely classifying a collection of 110 applications. In [12], a supervised
machine learning framework for classification of network traffic was proposed. Here,
Wire Shark tool was used for capturing the network flow traffic originating from dif-
ferent remote devices. Four supervised learning algorithms viz., Naive Bayes (NB),
BayesNet, Support Vector Machine (SVM), and C4.5 based decision tree were used.
The C4.5 algorithm was experimentally observed to provide highest classification
accuracy of 78.91%.

IoT based devices mostly rely on application programs at the back-end for fur-
nishing a control mechanism to the IoT devices. These applications are typically
used for obtaining sensory data and other notifications regarding the sensed events.
With the popularity of IoT, software applications associated with them have also
considerably increased. This imposes certain challenges for the identification of
applications and traces of traffic flow from these applications. In [13], a machine
learning approach was suggested for identifying malicious network activities and
applications. It was experimentally observed that most of the traffic generated from
malicious applications was benign whereas only few were categorized as malicious.
This leads to the class imbalance issue, which was addressed by using the synthetic
minority oversampling technique (SMOTE). The balanced dataset was tested using
SVM classification technique, cost sensitive SVM and cost sensitive C4.5 algorithm.
In [14], a high precision network traffic classification framework was developed. The
network traffic generated from mobile applications was considered and was mirrored
over the access point to server where the analysis was performed. The C4.5 super-
vised machine learning technique was used which provided a detection accuracy of
97.89% in identifying malicious network activities. In [15], an optimal strategy for
the selection of feature sets from network flow traces was provided. The model uses
the information gain ratio to estimate imbalance in the feature set. This scheme can
increase the robustness of network traffic classification methods by handling unsta-
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ble features. A real-time classification scheme for multimedia traffic was proposed
in [16]. The work addressed some of the issues associated with manually capturing
the network traffic data which often results in noisy and mislabeled datasets. An
unsupervised feature selection and instance purification scheme was introduced for
classification of the flow fragment corresponding to different features. The frame-
work was validated using six well known UCI machine learning repository datasets.

2.4 SDN Based Network Traffic Classification

With the increase in demand for advanced IoT based information acquisition and
dissemination techniques, the networked IoT devices have witnessed challenges in
efficiently integrating these services and monitoring information flow across large
networks. To this end, the software defined networks (SDNs) have been proven to
provide a centralized control over the networked devices and for dynamically moni-
toring the network traffic flow between these devices [17]. In [4], the authors provided
the convergence of deep learning models viz., recurrent neural networks (RNN) and
convolutional neural networks (CNN), for classifying network traffic flow between
different Internet devices. Their proposed framework was further compared with dif-
ferent deep learning models to identify frequently occurring features in the network
traffic. This framework achieved an overall accuracy of 96.32%. To overcome some
of the limitations in wireless sensor network (WSN) frameworks, the SDNs were
introduced as a paradigm for achieving more tractability and reliability in managing
the network traffic and flow statistics. However, due to some of the intrinsic chal-
lenges associated with SDNs, the WSNs suffer several major drawbacks [6]. In this
perspective, a close scrutiny into some of the existing network traffic classification
techniques was provided in [7]. Further, the limitations posed by machine learning
techniques for network traffic classification was provided and some possible emerg-
ing techniques for efficient classification of these traffic was presented. In [8], some
exploratory techniques for identification of IoT devices were discussed. Their pro-
posed model used knowledge inferred from the servers regarding IP addresses and
DNS names corresponding to different IoT devices. These techniques can preserve
the safety of the network against different adversaries.

In [18], a comprehensive study of SDNs for handling traffic based anomalies
and unauthorized activities on-demand at the data centers was provided. In order
to provide a better utilization of network resources and to achieve high quality of
service (QoS) a network traffic engineering framework was proposed in [19]. Ini-
tially a reference framework based on SDNs was proposed which focused on traffic
intensity monitoring and measurement. This facilitates the real-time acquisition of
network traffic, granular traffic scheduling and controlling. The framework is highly
influenced by the packet forwarding mechanism in communication networks for
improving capabilities of traditional network applications. In [20], a machine learn-
ing model was used for detection of distributed denial of service (DDoS) attacks.
Here, SDNs served as the central controlling mechanism for the network to monitor
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the threat vectors. A multiclass SVM classifier was used for classifying attacks in
the network traffic flow. Six different learning classifiers viz., random forest (RF),
SVM, radial basis function (RBF) classifier, NB, C4.5, and Bagging were used, out
of which SVM provided an accuracy of 95.11% in predicting the attacks. A con-
troller clustering based framework for multi-controller SDN networks was provided
in [21], which was used for handling DDoS attacks in these networks. This frame-
work is organized into three phases where the first phase is responsible for identifying
overloaded controllers, the second phase elects the best controller for initiating the
DDoS control process, and finally the third phase is responsible for minimizing the
effects of attack by using operational controllers. This scheme was experimentally
claimed to reduce 52.39% CPU usage as compared to some benchmark traffic flow
based DDoS attack mitigation strategies. In [22], the authors provided a strategy to
estimate network traffic matrix from traffic traces for end-to-end traffic flow. The
authors used fractal interpolation scheme for reconstructing granular network traffic
for SDN applications. Further, the weighted geometric average method was applied
to the model for improving the reconstruction accuracy.

Considering the above studies, a descriptive framework for the characterization
of network traffic flows for 10T based environments has been provided in this arti-
cle. This framework can be useful for attaining an extensive analysis of the network
traffic generated from large-scale IoT based systems like industries and government
agencies. It is observed that the use of statistical models have largely benefitted in
characterizing the network adversaries as well as any possibility of compromises
arising in the network due to irregular flows. Apart from this, several machine learn-
ing approaches as well as SDN based network monitoring approaches have also been
employed to derive a precise knowledge of the chances of compromise, or for local-
izing the anomalies in the communication networks. Although most of these models
are effective till date and usually rely on extensive network statistics for their analysis,
however some of these models entail some limitations due to the lack of appropriate
real-time network traffic datasets. Further, it is also evident that most conventional
models fail to capture the large number of variations that occur in densely populated
networks due to the large correlation between the perceived data, thus the use of sta-
tistical models would prove to be a robust approach for such situations. In this study,
we provide strategies for capturing and monitoring heavy network flow data. We also
provide some empirical results corresponding to real-world scenarios for illustrat-
ing the effects of network anomalies leading to compromises in the communication
networks.

3 Network Flow Monitoring and Analysis Framework

The growth in the popularity of networked devices providing information exchange
over large-scale communication channels have induced the requirements for network
monitoring and device profiling techniques. [oT has served as a central paradigm for
facilitating communication over long-haul links extending information flow of large
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network boundaries [3, 10, 32]. These communication may consist of traffic flows
originating from different remotely located sensory devices. Hence, the characteri-
zation of these flows is crucial to understand the intrinsic properties and composition
of data packets. An extensive analysis of the network flows can also provide network
engineers knowledge regarding the devices connected to the network and individual
devices responsible for forwarding the packets. The QoS of the network infrastructure
is highly dependent on the connected devices and applications associated with them
[26, 39]. Network measurement strategies are important to identify any anomalous
behavior giving rise to network compromise. These behavior causing compromises
in communication networks may include unusual, or voluminous traffic flow between
devices, packet routing issues, DDoS attacks, and so on. Apart from this some other
dominant issues for which network measurement strategies may be inevitable are
providing on-demand services to meet the users’ requirements, for deciding pricing
constraints, for endorsing and configuring new network models, and many more.
This also allows the service providers to keep a track of their customers’ behavior
considering their network activities. In context to these factors, we discuss two impor-
tant active network flow analysis and monitoring strategies which are important for
capturing traffic in real-time IoT based environments.

3.1 Packet Level Analysis

IoT based transmission networks may constitute of several data packets accumu-
lated from multiple IoT devices. These data may entail significant amount of users’
information like health status, location, biometrics, and other sensitive information,
hence making them vulnerable to malicious activities and privacy breaches [17, 24].
Therefore, the individual packets being transmitted through these networks require
some thorough measurement strategies to identify the points, or devices across which
the packets travel. This requires fine grained knowledge of the underlying network
infrastructure as well as the demographical characteristics of the connected devices
like their IP addresses, duration of transmission, the ISPs connected to them, port
numbers, and so on. Several popular tools like Ethereal, WireShark, TCPdump,
Network Packet Monitor (NPM), WinDump, etc., have been widely used as packet
sniffing tools to capture the network traffic [54, 55]. These tools are eminent for net-
work analysts and network engineers to assess the networks’ performance against
anomalies and identify the underlying issues. These tools mostly depend on APIs for
capturing the network traffic corresponding to different operating system platforms.
The Unix based tools leverage the pcap libraries, whereas the Windows based tools
provide 1ibpcap libraries. Figure2 provides a generalized network traffic moni-
toring architecture for IoT environments. The architecture constitutes of IoT devices
from which the data packets are generated across different platforms. The traffic is
channelized through the IoT gateways to measurement routers, from where the data
packets are captured by the packet sniffing tools and are stored over a database. These
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Fig. 2 The network traffic flow capturing and collection mechanism for IoT based devices

databases may either be located on a local device, or may be remotely located which
can be used by network administrators for traffic analysis.

3.2 Flow Level Analysis

The analysis of the traffic flow between the IoT devices provides a high-level view of
the network dynamics [50, 55]. In this approach, the individual data packets generated
from different sources are concentrated into composite traffic flows. Here, it would
be vital to consider aggregation schemes at the network traffic monitoring end to
capture the flows across different network models. The network traffic flow data
entails flow based attributes like the duration of flow, inter-arrival rates of individual
flows, bitrates, and so on. Some popular tools used to capture network traffic flow
include Cisco’s NetFlow, J-Flow, sFlow, and so on [54]. The traffic flow capture is
similar to that illustrated in Fig.?2, except that the network monitoring tool is only
concerned with the analysis of the traffic flow rather than the data packets. At this
point, it would be vital to mention that device identification is highly influenced
by traffic monitoring strategies, as in order to profile the devices connected in a
network one needs to characterize the traffic generated by these devices after which
an efficient classification of the devices can be made. In the flow level analysis,
the flow information captured using flow analysis tools are stored into the database
for future reference. Unlike in packet level analysis, the flow analysis tools need
not always require to be connected to the routers as it is independent of traffic
measurements.
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4 Applications of Network Traffic Characterization

IoT based traffic characterization has become quite challenging due to the advance-
ments in communication protocols like Zigbee, Z-wave, LoORaWAN technology, and
so forth, which have provided increased network capabilities. It provides an exten-
sive knowledge regarding the composition and dynamics of network traffic. Network
traffic characterization for IoT environments extends the capabilities of bandwidth
management, regulate network capacity, ensure the secure delivery of data pack-
ets, improve network security, and ensure QoS to the clients, or end-users. Below
we discuss some applications of network traffic characterization in context to IoT
networks.

4.1 Information Flow Monitoring

The devices involved in an IoT network are heterogeneously scattered over different
remote locations. Hence, there is little knowledge of the devices from which the
traffic is generated and the remotely located ISPs. Therefore, it is essential to know
the information flow between the devices for estimating network flow capacity and
identifying malicious traffic flow. Considering a specific network, network traffic
data statistics can be used to identify IoT devices involved in the network. The inter-
arrival time between the incoming traffic flow, transmission rate, flow size, etc.,
can facilitate the network administrators to identify malicious activities within the
network. Furthermore, network analysis tools provide the administrators an account
of IP addresses corresponding to the recipient and the source device from which the
data was originally generated.

IoT enabled environments require real-time network analysis as these devices are
mostly used for performing active sensing activities. This requires the traffic monitor-
ing tools to continuously capture dynamic changes in the network traffic flow. Mostly
these real-time network monitoring tools are used for assessing the fault tolerance
of the network, identifying vulnerabilities, and for conducting network performance
tests. At this end different statistical and machine learning approaches can be used
for characterizing the traffic flow dynamics. For improving the performance of the
network both real-time as well as historical data can be analyzed. However, most [oT
networks require a real-time analysis to quickly probe into a network issue.

4.2 Efficient Bandwidth Utilization

Itis essential for the network administrators to track the usage of network bandwidth,
so that the users have optimal experience. Attackers may illicitly consume your
network bandwidth, resulting in outages while performing crucial operations. For
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instance in IoT based business organizations high bandwidth services are required to
facilitate the transmission of massive business data. In this case, bandwidth hogs may
lead to the failure of crucial processes. Hence, the network administrator needs to
have an in-depth knowledge of the users utilizing the bandwidth, their authorization
details, and the time for which they use the bandwidth. Packet sniffing tools can
prove to be a good choice for this scenario as they may trace into wireless access
points and client side ports to accurately footprint the utilization of bandwidth. These
tools also resolve some of the routing problems to facilitate secure delivery of data
packets to their respective destination.

The efficient management and planning of network traffic can also lead to the better
utilization of bandwidth. Route planning can also be implemented by considering
some QoS aware routing protocols [43], to make optimal usage of the bandwidth.
This prevents the network from being overwhelmed with traffic flows and facilitates
quick transmission of data packets for serving most real-time applications.

4.3 Device and Application Identification

Most IoT applications encompass low-cost sensory devices for carrying out the sens-
ing operations. These devices are mostly IP based devices and are usually overlooked
in terms of the security and implementation aspects. The weak infrastructure and lack
of firmware updates may make such devices prone to vulnerabilities such as firmware
attacks, or DDoS attacks. Further, the presence of such devices in the network may
also induce potential vulnerabilities in the normal functioning of the network. Hence,
such devices need to be identified and isolated to prevent the network and it’s con-
nected devices from threats. In large-scale IoT networks these issues are crucial
for enforcing regulatory measures over the vulnerable devices and mitigating the
chances of network compromise.

Several incidence of hacking smart devices and applications have been witnessed
in recent times. As an exploratory strategy Avast hacked a smart coffee maker and
also turned it into a ransomeware for using it as a gateway to reach all the Wi-Fi
connected smart home devices resulting in hacking the entire home network [42].
This proves how a single flaw could result in affecting an entire range of devices
connected to the network.

4.4 Monitoring Network Performance

The present day IoT based data networks are drastically distinct from telephone
dial-up networks, as these networks posses high network capacity. As far as the
network performance is concerned, these networks require high network traffic con-
trol capabilities to manage the continuous flow of traffic across heterogeneously
located devices. Different revolutionary networking approaches have been proposed
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for enhancing the performance of these networks and for minimizing the network
loads [35, 38, 39]. The ubiquity of IoT devices further adds to the complexity of traf-
fic features which are essential to be analyzed in order to achieve better understanding
of multifaceted features pertaining to the traffic’s dynamic behavior. By capturing
the actual behavior of the network traffic, a precise prediction of the network’s per-
formance can be achieved. Network monitoring tools like NetFlow, J-Flow provide
the users some essential network statistics which can be utilized for analyzing the
performance of the network.

In [44, 45], network performance techniques using synthetic traffic injection were
suggested. All the flows constituting the traffic were identified prior to the experi-
ment. The traffic traces were then verified for possible vulnerabilities using different
inference rules. The network performance assessment is crucial to many real-world
applications including assessing the network traffic for identifying usage of appli-
cations, detecting network anomalies, identify the network’s performance against
realistic workloads, and so on. These applications are critical to both the network
operator as well as the users since the security and integrity of the data packets is
involved. Therefore, in order to assess the quality of a network, different parameters
are to be considered like choice of a proper reference baseline network, trustable
network monitoring tools, and so forth.

4.5 Addressing Security Aspects

In IoT environments the ubiquity of IoT devices leads to the generation of a volu-
minous amount of outbound network traffic, which could make them susceptible to
attackers. Considering the flaws in the firmware of IoT devices and lack of imple-
mentation benchmarks, the attackers may dig into the network and may use other
IoT devices over the network for generating malicious traffic to the network. These
issues may last to the severity of causing failures in the network due to overload if not
handled timely. Hence, an accurate and complete monitoring framework is required
which can segregate and identify such flaws to prevent complete outages.

The most obvious solution to this is using complete protocol parsing techniques. In
[46], a Markovian process based network protocol parsing technique was proposed.
However, these techniques have several disadvantages like these protocols may pre-
vent packet sniffing tools from working, additional computational complexities may
be introduced for parsing the network protocols for individual users connected to a
network, and so on. These techniques may provide promising results when used with
less computationally intensive tools.
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4.6 Role of Network Traffic Analysis for Cyber-Physical
Systems

In order to facilitate uninterrupted connectivity among physical world devices and
other IoT based computational objects, it is essential to provide a secure commu-
nication infrastructure between these devices and the networking processes. The
cyber-physical system (CPS), is one such collaborative framework which combines
interconnected computing devices as well as the physical world entities. Some pop-
ular examples of CPS include robot assisted surgery, autonomous vehicles and so
on. A CPS leverages pervasiveness in handling autonomous processes, like those in
IoT based industries, to facilitate an intelligent control mechanism for smart envi-
ronments.

The CPSs are mostly dependent on Internet technology for facilitating exchange
of information and control signals between the connected objects. This may make the
system susceptible to malicious attacks arising from the propagation of malwares.
The severity of such attacks may span from delay in transmission to major system
failures. The transmission delays are mostly caused due to flooding of network band-
widths caused as a consequence of flooding attacks in such networks. Further, some
attacks may also be imposed from the physical environment. Hence, this makes CPS
more prone to attacks which in turn may intercept the appropriate functioning of
CPSs. Several attack control mechanisms have been implemented for CPSs, which
mitigate the chances of attacks over such systems. This prevents complete or partial
failure of the components associated with these systems. Towards this end, network
traffic analysis plays a crucial role in identifying the propagation of malware and
malicious traffic flows in the network.

S Empirical Results and Discussions

In this section, the empirical results corresponding to a real-world network traffic
data are provided. The data has been acquired from publicly available data bases.
The data was collected over a duration of three months for 10 local workstations.
Almost half of the data was subject to some sort of network compromise arising due
to botnet attacks. Figure 3 provides the count for remote ISPs connected to local IP
based workstations. They are allotted device IDs ranging from 0 to 9 accounting to
a total of 10 IP based workstations with heavy traffic flow data. These workstations
further have different computing devices connected to them, resulting in heavy traffic
flows, which perform computations and exchanging data packets. It is essential for
most large-scale IoT based organizations to keep an account of the number of ISP
connections to ensure efficient connectivity throughout the transmission session. In
this view ISP monitoring tools can prove to be vital for achieving an elementary idea
regarding network traffic. This is also essential for managing the router configura-
tions remotely for implementing customized network policies. The more number of
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Fig. 3 Different remote ISP counts corresponding to 10 local IP based devices

ISPs indicate greater transmission speed and volume of data being transmitted. With
the transformation of traditional traffic infrastructure, to highly composite network
model the requirement for more number of ISP connections is becoming inevitable
to facilitate transmission of greater traffic payloads across heterogeneously scattered
clients [47]. Many network performance monitoring applications require to account
for ISP traffic links and the ISP connections across the network to asses network per-
formance metrics like latency, secure delivery of data packets, service outages, and so
on. Table 1 provides a summary of 10 IP based workstations along with the connected
devices and the minimum and maximum number of connections associated with each
workstation represented as “Min. Connections” and “Max. Connections”. In Table 2,

Table 1 An example of connection counts along with the minimum and maximum connections
between different devices

Device IDs No. of connections Min. connections fMax. connections
0 105177 1 5059
1 195691 1 4718
2 195713 1 5214
3 4904 1 313
4 1175417 1 784234
5 5780 1 322
6 6674 1 530
7 35362 1 1057
8 120203 1 7902
9 108777 1 1027
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Table 2 An example of remote ISP counts along with the minimum and maximum remote ISPs
between different devices

Device IDs Remote ISP count Min. ISP count Max. ISP count
0 47323625 4 39834
1 24244232 3 40028
2 31618621 3 39484
3 13016730 3 40028
4 19041250 3 39484
5 12954638 4 40028
6 14748130 3 40028
7 28033353 3 36856
8 24001599 3 40092
9 36472764 3 36856

the total number of remote ISPs associated with each workstation are provided along
with the minimum remote ISP count represented as “Min. ISP count” and maximum
ISP count represented as “Max. ISP count”. In Fig.4, the device connection counts
for different IP flows (between 0 and 9) are provided.

The traffic flow analysis is crucial for identifying attacks in a network with heavy
traffic flow. This provides more convincing insights towards identification of devices
in the network, which may further assist in identifying vulnerable devices. Figure 5
summarizes the traffic flow analysis performed corresponding to the number of
devices considered in the dataset. The flows for each device represent the total num-
ber of data packet flows analyzed for botnet attack environment. The peak traffic flow
values in the analyzed data indicate network compromises arising due to unusual traf-
fic flow in the network. It can be observed that local IP devices 1, 7, and 9 realized
much frequent peak values for the traffic flow. These abnormal flows are induced
due to botnet attacks which is common to most IoT environments. It is observed
that botnet attacks usually include DDoS attacks where the attacker may implement
some malicious instructions for targeting the devices’ IP address [48]. Further, the
vulnerable device may generate a high amount of traffic causing network overload.
The traffic flow behavior observed by our analysis could be efficiently used in con-
vergence with many statistical and machine learning models for constraining the
attack instances.

6 Strengths and Challenges

The recent state-of-the-art studies have considerably addressed some of the ris-
ing issues for large-scale network traffic analysis and device detection. This has
assisted in influencing the network traffic flow and packet monitoring mechanisms
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Fig. 4 Representation of different IP flows corresponding to different connection counts

immensely. Such mechanisms involve the capture, storage and analysis of network
traffic flow and data packets for deducing inferential knowledge regarding the under-
lying network infrastructure. IoT based applications are highly heterogeneous and
require real time traffic analysis schemes. Hence, traditional centralized traffic mon-
itoring systems cannot efficiently capture malicious activities across these networks.
Therefore, a highly dynamic, scalable, decisive and real-time monitoring technology
is required. Strategies for network level identification of vulnerabilities in IoT envi-
ronments using network traffic characteristics were addressed in [8, 49]. These traffic
capturing mechanisms enhance the accountability, scalability, and performance of
network management scheme. Further, in [50] a botnet detection framework for
preventing DDoS attacks was presented.

As the 10T devices continue to grow and generate voluminous data, it becomes
difficult for network administrators to keep track of the connected devices. Such
instances pose threats for IoT devices, network assets and users leading to data
theft, violation of network privacy policies, generation of malicious network traffic,
and so forth. In [9, 31, 35, 49], different IoT device identification schemes were
proposed considering the network flow statistics. These models mostly concentrated
on statistical and machine learning based predictive models for categorizing and
identifying the devices for a specific network. It was observed that these frameworks
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Fig. 5 Traffic flow for different local IP based devices

performed consistently for capturing the traffic demographics and precisely analyzing
the underlying statistics. Further, different inferential rules were developed using
these strategies for identification and isolation of vulnerable devices in heterogenous
IoT environments.

Although these models can efficiently handle the current network monitoring
and device identification requirements; however some more holistic approaches are
required for meeting the future network perspectives. The constantly changing net-
work infrastructures, and introduction of protocols and devices have posed several
challenges on the present network monitoring frameworks. Some of these challenges
include increased network workload, high computational demands, limited storage
capabilities, scalable resources and analysis tools, contemporary application soft-
wares, increased security demands, and so on. Furthermore, effective aggregation
and filtration techniques are required to be implemented at network traffic acquisi-
tion level for specifying more accessible traffic statistics. In this scenario, machine
learning models have proven to be a good solution, however with the lack of appropri-
ate training featuresets the predictions provided by these models is imprecise. Also
the selection and processing of individual traffic features may be time consuming
and computationally intensive.
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In dynamically growing IoT networks, the volume of data generated is usually
associated with high storage costs. Hence, some more adaptive futuristic mechanisms
are required for scaling down these costs by only considering the most relevant traf-
fic features for analysis. This can also improve the analysis outcomes, since it is
beyond the scope of traditional database systems to process such voluminous data.
Most studies rely on packet level analysis as it provides a more logical insight for
device identification. This technique however imposes additional CPU workloads
and resource outages in highly constrained computing environments hence result-
ing in potential integrity deterioration of the captured packets. Further, user privacy
issues also intercept in achieving a real-time and complete idea of the network traffic
characteristics. Hence, most researchers confine their experimentations only to sim-
ulated, or synthesized traffic data which does not provide consistent and complete
results in understanding actual characteristics of the underlying network.

7 Future Research Scope

Several researchers and standards developing organizations (SDOs) have suggested
various solutions towards characterization and mitigation of network attacks. How-
ever, attackers unceasingly find new techniques for distorting the network infras-
tructure. A significant advancement in network traffic analysis involves deep packet
inspection (DPI) technique for implementing extreme packet capture capabilities
and network analytics. DPI tools usually employ sensors deployed at the Internet
gateways or Wi-Fi access points for efficiently monitoring the network activities.
Traditional network monitoring tools provide only a network level analysis consid-
ering the data packets and traffic flow between devices. However, DPI tools go much
beyond them, providing application and port level analysis of the connected network
devices. This is most suitable for [oT based environments like large business organi-
zations, industrial application, smart cities, smart energy grid lines, etc., to facilitate
network performance and security. NetFort (https://www.netfort.com/), is a popu-
lar DPI tool for large-scale commercial applications, which provides organizations
an integrated platform to monitor user activities, analyze network performance and
accountability, report network intrusions, and so on.

Some recent studies have suggested the use of signature based network traffic
monitoring for characterizing botnet induced DDoS attacks in IoT environments
[48, 51-53]. This technique provides more flexibility for traffic analysis by trigger-
ing customized actions for identification of network adversaries. Further, the use of
machine learning approaches in convergence with statistical sampling techniques
has proven to be vital in most scenarios for monitoring network traffic as well as for
identifying IoT devices. Emergence of network monitoring and analysis tools like
NetFlow, Wireshark, TCPdump, etc., have assisted significantly in deriving statis-
tical inferences regarding the port addresses, device type (i.e., IP based, or non-IP
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based), traffic flow characteristics, network capacity, and so on. Considering these
outcomes several futuristic models can be developed which can satisfy the real-time
requirements of [oT environments.

8 Conclusion

The substantial growth observed in IoT has largely revolutionized the inception of
several smart societies globally giving rise to new IoT enabled perspectives like smart
industries, smart cities, smart governance and enterprises. However, due to the lack
of traceability and visibility of IoT devices and underlying network infrastructure,
network administrators face difficulty in analyzing the network characteristics and
chances of network compromise arising due to vulnerable devices. Towards this end,
a descriptive framework encompassing the different network monitoring tools and
strategic measures for identifying vulnerable devices in heterogeneously scattered
IoT networks was suggested. An account of some relevant studies focused towards
network traffic monitoring and IoT device identification was provided. A compre-
hensive discussion on the rising applications for network traffic characterization,
device identification, along with some of their substantial benefits was presented.
The empirical results corresponding to a real-world network traffic dataset were
provided. Some fundamental flow characteristics of these complex network traffic
subject to botnet attacks have been reported. The traffic traces were collected over
a span of three months for different IP based devices operating over remote ISPs.
It was observed that these attacks resulted in network performance compromises
by targeting vulnerable devices in the network. Later, the strengths and challenges
of some state-of-the-art technologies were discussed. Finally, some relevant future
scopes for improving the conventional network traffic data capture, analysis and stor-
age capabilities were discussed. From the above observations and empirical results,
an insight towards improving performance of current network monitoring and traffic
analysis strategies can be conjectured. To this end, some proactive measures can be
implemented for identifying and isolating the network vulnerabilities. This can also
assist in satisfying some crucial network QoS constraints like scalability, reliability,
timeliness, and traceability of resources.
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Abstract Cyber-Physical Systems (CPSs) are developed by the amalgamation that
comprises computing elements in physical systems and establishing an intricate
communication network alongside them. With the rapid advancements in the field,
CPS is being employed in healthcare, grid control systems, autonomous vehicles, and
much more. The fairly new technologies used and areas of its application make it a
favorable target to be exploited. The outcome of leaving its vulnerabilities unchecked
can be detrimental and henceforth demands efficient ways to establish security. A
vast and ever-changing system like CPS demands a modern solution to tackle the
problem of establishing security and that is what brings machine learning (ML) based
methods into the picture. This chapter begins with an introduction towards ML and
explains the motivation towards using ML-based methods to establish security. The
chapter having made the reader familiar with the key terms of ML will then go
on to talk about their applications in fostering security for CPS. This will be done
in two phases of classification, where firstly we will discuss ML methods from
the perspective of the security domain they aim to tackle, i.e. methods of thread
monitoring, mitigation techniques, etc. Then we will talk about ML security based
on the architecture of CPS and explain where various methods sit inside the whole
architecture, consisting of the application, communication, and the physical layers.
The chapter will follow these methods with real-world examples and promising
research of them being used, while also discussing their effectiveness in doing the
same. We then discuss parameters that help decide if ML is applicable for a specific
use-case while also making recommendations regarding the model selection and
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training process. These sections have been designed to provide readers with a start
to explore this domain and hopefully make their contributions in the future.

Keywords Cyber-Physical systems - Cyber security + Network security + Machine
learning - Threat mitigation

1 Introduction

Cyber-Physical Systems (CPSs) are autonomous systems that control real-world
physical processes using computers. This is done using a network of embedded
computers, microcontrollers, and mainframe computers to establish a feedback loop
in which physical processes influence computer systems, which in turn causes them
to influence their surroundings [1]. Done properly they have a wide variety of appli-
cations in the current world, being utilized in fields of automated manufacturing
industries, health care facilities, energy generation fields like grid control systems,
etc. The key drivers for CPS include sensors that take measurements in various
dimensions of the system’s surrounding, a network of interconnected components
which can communicate reliably amongst one another quickly as well as in real-time,
various processing units that are programmed to achieve the goal of the system and
the actuators that finally deliver appropriate responses to the surrounding. Ensuring
the proper functioning of all these components and workflow becomes critical when
designing a CPS.

While working with such a vast amalgamation of different technologies and the
real-time nature of the system, it becomes difficult to simply employ conventional
methods to security and often results in security compromises that were overlooked
by humans or were novel for conventional security methods to easily bypass them.

This chapter will take a look at how Machine Learning (ML) plays an important
role in ensuring the stable functioning and security of a CPS that may augment or even
be better than the conventional methods. ML enables the system to have scalability
and quick real-time response towards anomalies in the CPS and hence provides a
better way to target the issue of establishing security. ML techniques are especially
useful in the fields where the task is too general and vast to simply be done by a
human or even by automated programs. Moreover, ML enables us to take advantage
of continuously generated data by the CPS to provide us with real-time analysis for
any kind of anomalous behavior, while also providing a rapid course of action in case
of a discrepancy. Therefore, it becomes important for us to first understand some key
terminologies and demands of ML, which in itself is a growing field used in many
areas besides security like modern agriculture [2], medical industries [3], etc. This
chapter will first discuss basics in regards to ML and then it will dive deeper into its
application for security in CPS. The chapter’s main aim and contribution are to stand
as guidance for Cyber-Physical System design teams looking to integrate defenses
to their systems, which are enabled via the power of Machine learning, by carefully
written case studies, such as that of Vehicular ad-hoc networks, which is a real-time
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critical environment prone to disasters if it is left vulnerable to external intrusions,
we aim to demonstrate the power of Machine learning and how it is currently being
employed in such production environments and being heavily relied upon for safety
protocols. No two CPS can be identical and hence the defenses employed need to be
different, hence the chapter aims to tackle ML application in the field of CPS in the
most generalized way as possible, helping Machine learning engineers understand
how they could employ their skills into designing such a system. The chapter aims to
categorize this domain in a two-pronged approach, the first being based on security
type, which takes a blend of the cybersecurity domain and helps cybersecurity experts
understand what are the different contexts of using machine learning, such as its
application in direct security intrusion, or anomalous behavior tracking. The second
approach is to study the generalized three-layer approach followed by most CPS,
which helps readers build upon a strong example for them to realize how Machine
learning could not only theoretically be used but is being practically implemented.

The chapter starts with an overview of the basics of Machine learning, under-
standing the metrics used to quantify the precision and accuracy of our predictions,
which is followed by a brief introduction of standard Machine learning Algorithms,
which are more importantly relevant to the applications of ML being discussed in
the subsequent sections, hence providing with a basic foundation to understand the
further discussion carefully. In the following section, we discuss the application of
Machine learning Algorithms in the context of Security Types, such as direct security
threats such as malware and intrusion, Predictive Analysis, and anomalous behavior,
as well as Risk and Damage Assessment. This section is followed by understanding
the application of Machine learning from a system design approach, where we discuss
categorically how Machine learning defenses employed in Autonomous Vehicle at
namely three layers which also form the basis for most CPS designs today, those
being the application layer, network Layer, and the physical layer. While the chapter
enthusiastically looks forward to the future of Machine learning in CPS defense, in
our last sections, we focus on informing the users a clearer picture of the current chal-
lenges faced in this domain, to make sure that readers take an informed and realistic
decision, this is followed by our last section which talks about certain guidelines we
recommend to follow for CPS designers to keep in mind, when aiming to integrate
ML-powered defenses into their CPS.

2 Machine Learning

Machine learning comes under the widely known umbrella term that is Artificial
intelligence. It is a data analysis technique to perform predictive analysis on a given
dataset. Essentially it is a technique that tries to model a mathematical correlation
function between two correlated quantities, namely, features (X) that are used as
input to the model and the labels (y) that are the correlated values one expects to find
in the presence of those particular features. Notice here that X does not have to be
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single-valued, it can very well be and is most of the time a collection of carefully
chosen n-dimensional features that allows us to produce a reasonably good model.

2.1 Overview

Modeling can be created by a variety of different methods, all under the domain of
ML. In general, these include starting with a random approximation of the function
to be modeled and iteratively improving upon its variables by comparing the output
that it generates with the actual label associated with the data into consideration. This
comparison is adequately captured by what is termed as a loss function, the value
of which determines how the parameters of our models are adjusted, there are many
different loss functions at our disposal allowing us to fit our model most accurately
based on the dataset at hand. This type of ML technique is called supervised learning;
examples of this include regression models, Support vector machines, Naive Bayes
classifier, etc. Contrary to this we also have unsupervised learning algorithms where
we model a mathematical function that tries to find natural correlations or classes
or patterns within our dataset, examples of this include association and clustering
algorithms. Another class of ML that is worth noting is of the reinforcement learning
algorithms which works on the principles of game theory where we have an artificial
agent trying to achieve a goal that yields the best reward out of a reward function, this
function can be programmer-defined or defined using another ML model (Table 1).

Quantifying a model performance is just as critical as creating a model. It allows
us to measure and compare different models rigorously and allows us to in turn get
relevant information about the best correlation and features to look for in our dataset
for predictive analysis. Hence the discipline of ML provides us with many ways

Table 1 Important Metrics

Metric Formula Use case
TP+TN
Accuracy TPITN+FPIFN Net Performance
Precision (Positive Predictive TPT+7PFP Measures accuracy of true
Value, PPV) positive prediction over
classified positives
Recall (True Positive Rate, % Measures accuracy of true
TPR) positive prediction over real
positives
Specificity (True Negative Rate, % Like recall but for negatives
TNR)
False Positive Rate (FPR) 1—TNR Measures amount of false
prediction over real positives
F1 score The harmonic mean of PPV, Measures false prediction
TPR accuracy
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Table 2 Confusion matrix
Actual Classes

True Positive False Positive
(Error - 1)
Predicted
Classes
False Negative True Negative
(Error - II)

of doing so. To understand deeper concepts, we need to grasp the concept of the
confusion matrix. Simply put, it is a tabular representation of the relations between
true values and the predicted values. It is illustrated in Table 2.

An ML model can generate predictions which when compared with actual cases
give us a confusion matrix. The Quantities listed inside Table 2 can then be used to
generate meaningful evaluation metrics shown in Table 1.

2.2 Important Techniques

At this point, it would be beneficial for us to talk about a few ML algorithms that are
used throughout this chapter and which might help us in the design of CPS security.

2.2.1 Linear Regression

It is perhaps the simplest model we can discuss. As the name suggests this model is
used to formulate a simple linear relation between output values and input values as
can be seen in Fig. 1. Mathematically the dependency is shown in Eq. 1.

W-X+b=Y (1)
Here X is the feature matrix, Y is the label vector, and weights (W) and bias (b)

are trainable factors. At the start of each training iteration, the trainable factors are
initiated randomly, based on these random factors a hypothetical label prediction (Y)
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Fig.1 Demonstrating how Linear Regression works

is calculated, this is compared with the original Y and a loss function is determined,
an example of such a loss function is given in Eq. 2.

C(W,b) = (Y - ?)2 )

This cost function is then minimized in the process of training the model, following
a specific technique of optimization. One method of optimization is called gradient
descent in which weights are updated as given in Eq. 3.

aC
W=W-=—n — 3
n oW 3

2.2.2 Support Vector Machines

A Support vector machine (SVM) is primarily used when a programmer aims to
deal with classification-based problems or for outlier detection. It works by finding
a linear equation that represents a hyperplane able to separate different classes of
labeled data, see Fig. 2. You may notice its resemblance with the previously discussed
Linear Regression model, both of them try to model a linear equation albeit for
different purposes. The linear regression model tries to fit the linear equation along
with the dataset, while SVM tries to use this linear equation to create a separation
between two different classes present in our dataset. The difference is conveyed using
a different loss function to be minimized. It is given in Eq. 4.

max(0,1 =Y - (W-X—=b)+C-||W]|]? 4)

Here Y = {1, —1}, the correctlabel, C is a special parameter that adjusts the margin
of separation between classes, the larger its value the smaller the margin. SVM works
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Fig. 2 SVM classifier over SVM Classifier
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great in higher dimensions and hence oftentimes lower-dimensional data is mapped
into higher dimensions via preprocessing to increase the effectiveness of SVM.

2.2.3 Neural Networks

Neural Networks can be thought of as a connection of multiple linear models with
nonlinear activation at every node, this allows us to theoretically model any complex
nonlinear relation between different quantities. It is optimized based on the back-
propagation of error and gradient descent. Simple Artificial Neural Network (ANN)
contains 3 layers, the input layer which intakes the dataset for training testing and
predictions, the hidden layer which acts like a black box, and the output layer which
provides the outcome of predictions. If a neural network contains more than 3 hidden
layers, it is considered a Deep Neural Network (DNN). They can be further special-
ized by the use of convolution layers to create CNNs [4] or by using feedback layers to
create Recurrent Neural Networks [5] which are fairly good for time series analysis.
Figure 3 denotes a simple Neural Network.

2.2.4 Decision Trees

A decision tree assumes that data can be differentiated one way or the other, based
on rigid rules. The model then tries to apply these rules to identify special properties
of data, manifesting these decisions in a tree-based data structure. For simplicity, it
can be thought of as automatically creating an excessive amount of if-else conditions
to classify data. A decision tree can further be augmented by using multiple decision
trees to cover up for the shortcomings of any single decision tree or by applying
regression methods. These approaches give rise to random forest classifiers [6] and
boosted decision trees [7].
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Fig. 3 Demonstration of a typical neural network with 3 layers and 2-3-1 node sequence

2.2.5 Naive Bayes Classifier

This supervised learning model has been developed on the principle of Bayes theorem
[8] as well as the “naive” assumption that there does not exist any correlation between
the input features. It gives us the probability of occurrence of each label given a unique
set of observations. Mathematically its prediction can be written as a decision rule
given in Eq. 5.

§ = argmaxyy (P(Y)- [ ] P(x;1Y)) ®)

This equation associates a given output with the features that result in the highest
probability of occurrence of that output.

2.2.6 KNN

K Nearest Neighbor or KNN is primarily used as a classification method or an outlier
detector. It is more of an estimation technique in which a data point of the unknown
class is compared with k closest neighbor in its surroundings to decide which class
this unknown datapoint may best fit in.
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3 Security in the Domain of Cyber-Physical System

In the introduction section, we discussed the basic components of a Cyber-Physical
System and sought out to explore the applications of Machine learning in securing
Cyber-Physical Systems, before moving forward into the applications, it is important
to understand why this domain is essential to talk about, the reader should understand
the criticality of mass-scale Cyber-Physical Systems being setup and operated around
the world by Governments and major industries, and how exploitable vulnerabilities
have had an impact or can have an impact on human capital, more importantly, human
life. It is important to note that there is no one way when it comes to exploiting a
system, hackers tend to choose to inflict change to a system that could provide them
with the desired impact, for instance, falsifying data fed to a sensor to get the desired
result from a CPS, or in the case of time-critical CPS, inducing a delay of seconds
could help achieve the attacker’s objective of causing harm to the system or the
environment the CPS’s actuators and sensors interact with. This section discusses
such cases that show the impact of exploitative vulnerabilities in the past as well as
experiments that show how external hackers can critically disrupt a CPS environment.

Jeep Cherokee. This is probably one of the most talked-about examples in recent
years when it comes to exploitable system vulnerabilities in a smart car. In 2015,
two researchers Charlie Miller and Chris Valasek were able to remotely gain control
of essential controls of a Jeep Cherokee via its connection to the Internet. They
were able to control the acceleration, braking, and steering of the vehicle. What is
interesting to note is how these hackers were able to indirectly take command of these
functionalities via exploiting the self-driving features of the vehicle. For instance, in
the case of Jeep Cherokee, they exploited Jeep’s cruise control features to perform
acceleration, and use its automated parking tools to turn the steering wheel of the
vehicle, where they essentially illusioned the system to be in the parking mode, while
it was cruising at highway speeds. The security researchers used the same approach
and found the ability to manipulate Electronic control units (ECU) of other internet-
connected vehicles such as the Toyota Prius and Ford Escape. This experiment is
important as it gives us insight into the kind of approaches hackers can employ to
get their way through a system. The first thing to understand is that as technology
in the automotive industry is working towards self-driving and internet-connected
cars, the threats will eventually increase on the roads, if attackers can find the right
vulnerabilities, we can imagine how one car malfunctioning on a highway can cause
a chain of reaction at such high speeds and suddenly turn into a catastrophe causing
harm to infrastructure and human life. The second important point to understand is
that attackers tend to find innovative ways to indirectly impact the system, here we
can see how cruise control and automated parking tools, and others such as braking
systems are being exploited and can be the cause of fatal accidents on the road.
Hence, we get to see the intricacy of the Cyber-Physical System, and how important
it becomes to safeguard every point of attack that can be exploited by an attacker
since any such vulnerability could lead to fatal consequences. This is just one domain
we have talked about since our world is moving towards the age of Cyber-Physical
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Systems as it is possibly the way to go in the coming years, such opportunities will
keep on increasing and hence automated security defenses like Machine Learning
will gain more prominence in the coming years.

Baku-Thilisi-Ceyhan pipeline (BTC). This is an example of just how failing to
secure a CPS in the past has been used to the advantage of Cyber-Terrorism. The
1100 miles BTC pipeline, once considered the most secure pipeline in the world, with
robust infrastructure and camera surveillance covering it. The hackers infiltrated the
system, disabled alarms, and communication systems, and then subjected the oil
in the pipeline to extremely high pressures. They were able to get past the camera
networks, after the attack, they were able to erase any proofs that could help the
security officials trace it back to the attackers. This example clearly shows how
important it is to safeguard a CPS not only from one end, but both, the owners of this
massive undertaking tried to safeguard the pipeline from a physical security point of
view, but they did not give due importance to the Cybersecurity end of it. When it
comes to CPS, a comprehensive analysis of the security measures become important
in the right context, there have been many cases where a non-holistic evaluation has
led to the inability to safeguard these systems. It also helps the reader observe the
consequences of such attacks on a political level that could destabilize a region and
indirectly on a global level.

Stuxnet. The Stuxnet Cyber-attack on Iran nuclear facility is another example of how
highly critical infrastructures like a nuclear facility, with layers of military security
and Cybersecurity to safeguard it, can be broken down, as the attacker just needs
one point of attack to gain access to the system. The Stuxnet Worm is said to be
developed in 2010, while the origins of the virus have never been identified neither
any government nor other organizations have taken responsibility for its development,
it is said that Stuxnet was developed for the sole purpose of disrupting Iran’s nuclear
program. As many as 15 Iranian facilities were attacked by Stuxnet, the Stuxnet
infiltrated the systems by the USB of a worker which was plugged into the facility’s
systems, through that one point of entry, it was able to spread through the internal
network of these facilities, which did not have any external network connectivity in
the first place, to avoid compromising the systems, hence a physical medium was
chosen to conduct the attack, via a USB plug-in.

4 Application of ML-Based on Security Type

For a CPS or any system per se, security can mean multiple things, more specifically
it can exist in multiple domains, namely:

e Direct security threats like intrusions and malware, which are concerned with
malicious users trying to exploit a CPS.
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® Anomalous behavior of the CPS itself might suggest a direct security threat or a
complication within the elements of the system which may increase the risk of
critical failure.

e Risk Assessment and Damage Control is concerned with quantifying the likeli-
hood of a system getting compromised and providing the best course of action in
case it does eventually fail.

In this section, we will focus on the application of ML for these topics in detail.

4.1 Direct Security Threat Detection

When we consider the security of any system, we mainly think about direct security
threats. Exploitable bugs in our system that a mal-intent user might take advantage of.
Such a user would typically try to find entry points unintentionally introduced due to
bugs in the system and try to get into the system using various intrusion techniques.
If they succeed, the next course of action would be to exploit from within the system
to gain full root access, this can typically be done by using malicious software
commonly called malware, which is further developed over the vulnerabilities of the
CPS. The pressing priority for an ML system employed to ensure security becomes
to monitor, classify, and prevent intrusion attempts, and to classify different software
operating within the system as benign or malicious. Here we only discuss the principle
concepts, Sect. 5 will have a much more in-depth analysis of these along with their
associated examples.

Before considering the ML approach for any problem it is a good idea to assess
the shortcoming of the heuristic approach. A heuristic method [9] of intrusion detec-
tion would focus on finding rigid rule-based abnormal patterns of interaction with
the System. These include allowing only certain protocols to be operational within
different communication channels, limiting communication between specific nodes
in the system, etc. All these heuristic methods should be updated regularly because
systems are updated from time to time. This task is performed by humans making
it a slow and tedious process while also leaving room for mistakes; on top of it
all, we always get rule sets that are not flexible. The heuristic approach towards
malware detection also works in a similar sense where we typically keep records of
every known malware and anomalous behavior and try to look for their presence in
our system. This focuses on finding specific malware more so than the behavior a
malware typically exhibits and thus is not much effective towards detecting zero-day
exploits. ML excels in such tasks because of its characteristic to generalize well.

The methodology to perform malware analysis can be done in two primary ways.
First is static analysis of the structure of any software, looking into its metadata
data, or disassembled executable and tracing out unusual patterns in the structure
itself. These would include critical permission requirements or a dangerous obfus-
cated sequence of instructions. The second method for malware analysis is dynamic
malware analysis looking at ways of how the software affects the overall system
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or what potential it possesses to affect the system. Authors in [10] used a semi-
supervised ML algorithm using K-means clustering and deep learning for performing
static file analysis. With K means clustering we identify clusters of benign and malign
software and extract the distances of observation from the cluster center, using these
as inputs to a deep learning algorithm we create a generalization of patterns to iden-
tify malware with 97.15% Accuracy, 96.17% recall score, and 96.27% F1 score.
More practical methods along with examples of their application are discussed in
detail in Sect. 5.

4.2 Predictive Analysis and Anomalous Behavior

Security is not just about protecting a system from the most imminent threat but rather
also involves the prediction of a possible attack before it happens. This comes under
the field of Anomaly detection. Anomaly detection is however slightly different than
regular pattern recognition. ML for pattern recognition requires a dataset of fairly
equal bias for making an appropriate classification of say a threat-based behavior and
a benign behavior, but the complication arises when the system has to deal with novel
vulnerabilities, even with a large amount of malicious training behavior we cannot
guarantee our ML model will be able to classify malicious activity, hence we reframe
our problem statement to not train the model for simple binary classification but rather
train it to predict the future state of the system based on current data, now if the
future prediction keeps on following the trend that the system is following than most
likely the system is stable and no malicious or abnormal behavior has taken place,
however, if the trend seems to diverge we might want to have a closer examination on
the system. This is called Time series analysis or Forecasting. These are done using
specialized deep neural networks which are known as Long Short-Term Memory
(LSTM) [11]. LSTMs have a feedback loop based deep learning architecture where
parameters in the previous iteration influence the current parameters, thereby creating
a persistent memory of the past within the model.

Looking into the features to do time series analysis, malware tends to influence
basic system-level processes the most and hence some features to look out for while
training the ML model include daemons (background processes), Active nodes in the
entire system, Total network connections, bandwidth and communication channel,
CPU/Memory consumption of each process, etc.

LSTM is however not the only method of doing future prediction, observing the
recent research papers we can see many other methods as well. Authors at [12]
used a clustering method called DBSCAN as well as Bidirectional Recurrent Neural
Network (BRNN) [13] for fault detection. In DBSCAN we consider all the features
as dimensions of an n-dimensional vector space, now we plot each observation inside
of this vector space, DBSCAN allows us to group various data points as belonging
to a single class based on how far apart points are from all the other points, and
how many points are surrounding any given point, see Fig. 4. These two qualities
can be adjusted according to the designer’s satisfaction, the goal is to realize that
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Fig. 4 DBSCAN to detect outliers, green represents core points of the cluster, yellow represents
non-core part of the cluster, and red represent outlier. The radius of the circle and the number of
neighbors

an abnormal data point would deviate from clusters of standard data points and
will be isolated without a unique cluster. Then in the same paper BRNN, a special
kind of neural network with regularization to prevent overfitting is used to create a
generalization of various anomaly patterns based on the abnormal data points. One
hot encoded representations of faulty data points are fed into a 3 layered BRNN with
tan(h) activation at a hidden layer. This approach results in an accuracy of 99.7%
in clustering and 93.13% accuracy for generalization, which according to the paper
is state of the art. Authors at [14] tried to improve the reach of this approach as
it becomes difficult to cluster data in higher dimensions. They accomplished this
by using Principal Component Analysis (PCA) which is an ML-based dimensional
reduction scheme. PCA enables us to find the most essential features of the given
data. PCA takes normalized data as input and tries to find an arbitrary axis by the
process of linear regression that maximizes the spread of the range of the data, it
does this as many times as there are dimensions in the original dataset but for each
axis that it finds they are automatically sorted from the best to the worst, i.e. axis 1
obtained from PCA would be the most crucial, then axis 2 and so on. Hence after
obtaining all the datasets we can decide which ones to consider for our classification
and which one to discard with minimal loss.
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4.3 Risk Assessment Using Machine Learning

Another way to foster security comes from the risk analysis of a given system. Here
by risk analysis, we mean how likely is the system to be compromised. Typically,
humans would do a manual risk assessment, going through every component that
has the potential to be exploited. Again, it becomes obvious that not only is this time
consuming but also lacks accuracy as humans often create mistakes. We can again
take advantage of ML to do risk assessment automatically. Here we discuss some of
the ways of doing exactly that.

Authors at [15] discuss the application of an Artificial Neural Network for best
feature selection in software for fault-prone prediction. They identify a set of metrics
on modules of NASA’s Metrics Data Program data repository. It contains software
metrics and associated error data for several projects. A simple feed-forward ANN
was used as a proof of concept rather than to find optimal parameters. Using the
said optimal features the authors then go on to classify modules. This classification
is binary (error-prone, no error) and is done using SVM to achieve an accuracy of
87.4% on the validation dataset. The reason to use SVM stems from the fact which
is also acknowledged by the authors, include the ability to model non-linearity, able
to need fewer data points to converge, able to work in higher dimensions easily, and
its natural architecture to be able to perform well in a classification task.

Methods involving Adversarial Neural Network are fairly novel yet effective ways
of tackling the task at hand. In such methods, we create 2 agents operating over a
network of nodes. The task of one is to identify and exploit vulnerabilities in these
nodes while the task of the other agent is to identify and fix these vulnerabilities.
These two agents compete with each other and try to optimize their functionality
to outshine the other, the condition of optimization is simple—to succeed in their
task as much as possible. The end result of training a security system based on this
model is a robust and self-regulating way to deal with vulnerabilities. This method is
discussed in [16] where they associated the cost of exploiting nodes, attack strategies,
and defensive measures. The goal then becomes to optimize these numerical values
based on different optimization algorithms. The authors discuss and measure the
effectiveness of various optimization techniques involving Monte Carlo, Q-Learning,
and Neural Network.

It often happens that the elements creating the most risk in a system are not related
to the underline system design as much as the users that interact with it. It is often
noted in security that the weakest link to exploit is the human in the system and hence
it becomes vital for us to explore some methods that would be useful to identify risk
associated with the same. Authors at [17] proposed a way to identify risk based on
the user of the system. The research quotes using 20 different models with the best
performance obtained from an ANN having 16 input layers, 14 hidden layers, and 2
output layers, the output layer having exponential activation function, and the model
compiled on Broyden Fletcher Goldfarb Shanno algorithm [18]. Features as input
included categorical features like age, education level, computer expertise, etc. These
parameters can be used to assess humans in the loop components.
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Some other noteworthy mentions include—The Naive Bayes Model [19] for
Scrum-based Software development and Deep Neural Network discussed here [20].
All of these methods are primarily discussed for software development processes but
with appropriate modification can be extended in the design of CPS.

S Application of ML-Based on System Design

The general categorization of a CPS is usually done into three layers, namely the
application layer, network layer, and the physical layer. Figure 5 shows the diagram of
a classic generalization of a CPS. A general CPS is bound to have all its components
easily classifiable into these 3 components. Autonomous vehicle systems are no
exception to this train of thought. The level of automation has been developing at a
rapid pace and recent exploration has been encouraged in the direction of Connected
Autonomous Vehicle (CAV) [21], which has focused on an additional information
collection source by forming Vehicular ad-hoc Networks (VANET) [22]. A VANET
enables information sharing between the connected vehicles and enables what is
popularly known as Vehicle to Vehicle communication (V2V). As expected, a new
arena of networking capabilities brings with it more opportunities for vulnerabilities
for attackers to exploit.

5.1 Application Layer

In CPS, the application layer comprises the computing core of the whole infras-
tructure; it is instrumental in gathering data from sensors via networking layers. It
comprises various software that possesses the required algorithms for processing the
data collected and generating control commands that help in the execution of func-
tionality by actuators for various applications of the CPS in question. We shall read
about sensors and actuators later when we discuss the physical layer. In the context
of a CAV, the application layer of a CAV consists of a plethora of software, which is
dependent on the functionalities required to be performed via the Electronic Control
Units (ECU) [23], such as Anti-braking systems, Cruise Control, Lane management,
Parking Assistance and so on.

When the application layer is taken as an attack vector via malicious parties, they
can indulge in false code injection attacks, or introduce Viruses such as the Trojan
horse [24], introduce Malware [25] that could compromise the system security or
other ways depending on the category of vulnerability exploited. Figure 6. [llustrates
various security threats to the application layer. In the context of a CAV, we take
the instances of possible application-layer attacks and state of the art ML methods
that are currently being employed in autonomous driving systems or from a different
domain but have a scope of implementation given the similarity in use cases.
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Cooperative Adaptive Cruise Control. By taking VANET into the scope of discus-
sion in this chapter, we can discuss an upgrade to the existing Adaptive Cruise Control
Systems that took input from the inbuilt sensors supported by the vehicle to make
velocity and acceleration variation decisions, VANET allows the CACC to take into
account the vehicles in their vicinity as they communicate the physical state of the
vehicles among each other to further optimize the decisions. It is highly apparent
how a falsification attack on CACC is not only harmful to the vehicle in question but
the whole stream of traffic in the network. Fuzzy decision-making systems [26] have
a huge upside in this case as braking mechanisms cannot be initiated on a singular
pivot point but require a buffer for activation, which is it’s the basic advantage over
Boolean logic and hence is popular in the automation driving domain. The authors
of [27] proposed a neural network-based fault detection scheme followed by a deci-
sion support system implemented via fuzzy logic, the scheme of which has been
illustrated in Fig. 7.

It is important to understand that the course of action taken after a successful False
Data Injection (FDI) [28] attack by the intruder is fault detection followed by attack
response or mitigation which readjusts the vehicle speed and ensures maintaining
the appropriate gap required. The neural network’s core algorithm was also modeled
after a fuzzy decision-making system.

Malware detection. In-Vehicle infotainment systems running on embedded Android
or other OS can be vulnerable to malware attacks via malicious code introduced via



108 A. Dhiman et al.

Follower
False \\::elhrc_re Discrete DS"""M >
4 L Velocity | peed
Leading Controller Measured . Ci;ntrol Unit
vehicle Speed 7| \Actuation
Leading data Desired Signals)
Vehicle —» Brance >
Velpdlty = Measured
u
NN | Speed Error | Distance
i lgorith ica
False Data Injection > a[g?rpl‘grn Fuzzy decision maker
i ks y >
via attacker detection Disance

Error

Fig. 7 Scheme for the proposed FDI attack detection and attack recovery scheme [27] for
Cooperative Adaptive Cruise Control

hacked mobile devices plugged in by the unaware user or driver of the vehicle.
The authors of [29] introduced an ML method aimed at anomaly detection on the
data flowing from the user mobile into the in-vehicle infotainment system, as shown
in Fig. 8. It aims to prevent malicious attacks aiming to send false commands to
the ECU accessible to the infotainment system, the attack flow of which has been
illustrated in Fig. 9. The proposed model is based on the efficient preprocessing of
data; by initially employing a 10 cross-fold validation method based on correlation
measuring methods. This validated dataset is used in Improved Feature Selection
(IFS). A train-test split of 3:1 is applied to the dataset and used to train 6 different
classification models using scikit-learn [30]. Table 3 shows the F1 scores of various
algorithms employed on the given dataset. The F1 score was obtained via a newly
proposed score function that could evaluate while the model trains to make the
detection algorithm feasible in a real-time scenario where the speed requirements
are often in milliseconds(ms). Two test cases were observed, case 1 consisted of two
classifications of malicious content as well as benign. Case 2 ignored the malicious
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Table 3 Performance evaluation of various algorithms employed on the improved feature set (IFS)
obtained in the given malware detection scheme

Machine learning | Multi-class Estimated time (s) Binary classification
algorithm classification
F1 score F1 score Estimated Time (s)
Random forest 0.938 1.94 0.920 1.82
Gradient boosting | 0.83 256 0.883 3.98
Bagging classifier | 0.817 1.93 0.919 1.82
K-Nearest 0.813 6.10 0914 12.91
neighbors
Decision tree 0.810 0.32 0.912 0.29
Extra tree classifier | 0.782 010 0.906 0.10

content classification with a lesser ratio of the total dataset (0.8%). The Random
Forest algorithm turned out to be the most efficient in terms of its F1 score (93.8%)
as well as a low elapsed time (1.94 s) in the Multi-Class classification scenario (Case
1). In case 2, we observe that Extra Tree Classifier is the preferred choice of ML
algorithm with an optimum accuracy (90.6%) which is in the vicinity of the highest
precision accuracy (92%), it is preferable because of the significant advantage of
estimated time over the little decreases in accuracy.

5.2 Network Layer

This layer can be easily considered as one of the most essential components of CPS
since it can be credited for the integration of the computational capabilities and
decision logic of the application layer with the sensors and actuators of the physical
layer, and ML plays an important role in not only its security but also architectural
design and logic as well [31-33]. They enable real-time communication between the
various nodes of the system. The range of networks can depend on the use case, be it
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a Body Area Network (BAN) that is seen in wearable devices to connectivity spread
across the globe via Wide Area Network (WAN), a popular example of WAN being
the internet. Figure 10 illustrates the various security threats to the network layer.
In our example of a CAV, interestingly there are two networks at play essential to
the setup. The first being the VANET as introduced previously, which is responsible
for the inter-vehicle connectivity which facilitates information sharing. The second
being the intra-vehicle communication facilitated by the Controller Area Network
(CAN) bus, which is responsible for the communication between the ECUs, sensors,
and actuators. The security threats to a network layer have far more catastrophic
consequences in comparison to the application layer, the reason being that it can
have a distributed impact on various components of the system. This stands as a
purely cyber-security breach domain, and most documented famous network attacks
like DoS, DDoS, man-in-the-middle attacks, or signal jamming are applicable here.
In our example case of a CAV, extensive research has been conducted on securing
VANETS by the application of ML in Network Intrusion Detection Systems (NIDS)
[34]. We shall discuss the core attack vectors and some applied ML methodologies
in these fields. The attack vectors are as follows.

Intrusion Detection System. The authors of [35] deployed an immunity algorithm
for efficient data preprocessing followed by the SVM approach to detect any network
intrusion. The immunity algorithm provides a better result after combining with
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Fig. 10 Security threats to network layer
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SVM in comparison to plain SVM implementation, the reason being that redundancy
in datasets can result in reduced performance. The immunity algorithm facilitates
the preprocessing and extraction of important characteristics from the data. This
state-of-the-art approach provides a tremendous improvement in comparison to the
conventional use of SVM as the former gave a recognition rate of 95.8% while the
latter managed a recognition rate of 81.4%.

Denial of Service Attack. The authors of [36] proposed a DoS attack detection
methodology comprising two components as illustrated in Fig. 11. The first is
a triangle-area-based multivariate correlation analysis (MCA) [37] method which
extracts the hidden correlations in the features of the training dataset geometrically,
which helps in improved feature selections and better characterization of the data.
This is followed by an anomaly detection method that could detect DoS in cases
where the attack pattern is already known to the algorithm as well as the unknown
attack patterns. It was observed that when normalized data were used, the accuracy of
detection was as high as 99.95% and more for the various DoS attacks. These obser-
vations were compared with two other approaches, the first being the nearest neighbor
approach with an accuracy of 92.15% and a Euclidean map-based approach which
had an accuracy of 99.87%. The data normalization step is important considering
that without it, the detection accuracy in the proposed method falls to 95.2%. DoS
is very common with CPSs involving opportunistic networks, and some methods,
involving fuzzy logic and game theory, to prevent them are also worth looking into
[38—40].

Jamming. The authors of [41] proposed a model that was implemented via multi-
agent reinforcement learning (MARL), which has been derived from Q-learning [42],
a popular reinforcement learning technique. The model was instrumental in coun-
tering the attacks carried out by a sweeping jammer as well as optimum utilization of
the spectrum ensuring that any unintentional inferences from other nodes are avoided.
It has been employed in Wideband Autonomous Cognitive Radios (WACR) [43]. To
understand the area of application, we should know that the purpose of cognitive
radios is the maximum utilization of the spectrum via Dynamic Spectrum Sharing
(DSS) and WACR are upgraded classes of Software Defined Radios that build upon
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Fig. 11 Multivariate Correlation Analysis based Feature Generation Scheme for detecting DoS
attacks
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CRs. The transmission by a node performs spectrum sub-band switching to ensure
the transmission is uninterrupted via any interference or sub-band jamming for the
longest time possible. The success of the model can be understood properly by the
test case which is as follows. Two nodes are taken in this test case which communi-
cates over a bandwidth of 200 MHz, divided into 5 sub-bands of 40 MHz A sweeping
jammer is taken as the adversary that takes 0.25 ms to detect transmission in each
sub-band which sweeps the total bandwidth from lower to higher frequencies. For
instance, as shown in Fig. 12, if the jammer starts sensing and jamming the 4th sub-
band, the transmission from a node should occur on the 3rd node, since the jammer
will sweep up to the Sth band and then start back from the lower end of the bandwidth
up to the 3rd band. In this process taking 1 ms which is the maximum time, a node
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Fig. 12 Optimum Spectrum Ultilization Strategy is employed by the proposed MARL ant-
spamming method, when unintentional interference is not considered
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can perform uninterrupted transmission. By MARL implementation, it was found
that 75-90% of the maximum time was able to be utilized as uninterrupted trans-
mission. In contrast, algorithms that randomly selected sub-bands for transmission
of data, only about 60% of the maximum time was obtained, which corresponds to
an average time of 0.6 ms as calculated via tests.

Spoofing attacks. The authors of [44] proposed an Intrusion detection system that
introduced a new parameter of input, that being Position Verification using Relative
Speed that was analyzed by extracting information from both the application layer
as well as the physical layer of an Electric Vehicle (EV). We account for data such
as Received Signal Strength Indicator (RSSI) and Signal-to-interference-plus-noise
ratio (SINR) which is obtained from the physical layer of the vehicle. We also incor-
porate Geo-positioning data and relative speed that is consolidated via the application
layer. The models were trained on a 7:3 train to test split. K-Nearest Neighbors and
Random Forest Algorithms were employed against a dataset accounting for PVRS
and the results showed a significant over a test scenario where it was not implemented.
While the accuracy achieved for both models was found to be the same (91.3%), the
AUC scores displayed a higher performance via the RF algorithm which was 0.986,
as compared to the KNN algorithm that achieved a score of 0.935. This technique
is significant as it is an excellent example of how the application layer and physical
layer abilities are being synchronously used together to defend the network layer.
The maximum accuracy achieved among the two algorithms when trained on a
conventional unmodified dataset is 85.6%, achieved by the RF algorithm. Note that
both the models used lie under the category of Supervised learning.

5.3 Physical Layer

Now we talk about the last layer of a CPS, the physical layer. This layer facili-
tates the interaction of the CPS with its surroundings. Earlier in the chapter, we
mentioned sensors and actuators that belong to this layer. These are the two classi-
fications of physical layer components. Sensors are the components that take input
from the real world followed by feeding it to the application layer for processing
via communication enabled by the network layer, while actuators are the physical
components that enable physical functionalities of the CPS by executing the compo-
nent control commands received from the application layer via the network layer.
In the context of a Continuous Autonomous Vehicle, these sensors and actuators are
of utmost importance since essential applications and software heavily depend on
the data sent by the sensors for estimating the required dynamic state of the vehicle
and actuators are essential for meeting these requirements. The sensors in the CAV
include Cameras, SONAR, RADAR, and LIDAR sensors. An Autonomous vehicle
has Electronic Control Units (ECU) which are responsible for receiving commands
from the Controller Area Network (CAN) Bus and further facilitates actuators such
as motors to perform required functions. Figure 13 illustrates the various threats to
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the physical layer. We will discuss ML methods for physical layer security in two
important domains, the first being authentication control and the second being Fault
Detection Isolation (FDI).

Authentication. We focus on Wireless Sensor Networks (WSN) [45], in research
work done in this area, we find the main objective of the sensors and the actuators
to be authenticating received messages from the sender node. Classic cryptographic
methods such as RSA [46], DSA [47] which are key-based digital signatures as
well as methods which depend on time-efficient stream loss-tolerant Authentication
(TESLA) [48] can pose a challenge in terms of implementation in the physical layer
components since these nodes are not equipped for such computationally intensive
algorithms. Hence the approach taken is the utilization of the spatial and temporal
properties of the channel between two nodes which is unique and can act as a key,
better known as the Channel State Information (CSI). It has been observed that
previous research done in physical layer authentication (PHY-AUC) is suitable for
industries with static components, but not in the case of sensors and actuators that
are mobile in nature. The authors of [49] proposed a threshold-free method which
performs binary classification by training models in mobile scenarios using CSI as
the training data in the form of channel matrices derived from CSI to maximize
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data obtained from CSI. Ensemble learning was employed, which is essentially a
combination of other ML-based classification algorithms. Bagged trees (BT) [50] is
an ensemble learning method that uses a cluster of base simple trees. Voting is used
to make the final decision from the consolidated base tree decisions. The conclusion
of the proposed model shows that Bagged Tree (BT) reached 100% accuracy in some
cases with an average accuracy of 0.77, while the prediction time is 5x multiple of
the standard approach, it is well within the vicinity of 10 ms which is considered
suitable in many cases. It is important to note that the distance between the moving
components is inversely proportional to the authentication accuracy of the proposed
model.

Fault Detection Isolation (FDI). The authors of [51] proposed a CNN based LeNet-
5 [52] for fault diagnosis, this ML model is built upon a proposed method which
performs data pre-processing by converting the raw time-domain signals into 2-D
gray images which are used as input for the CNN model proposed. Three datasets
were taken, the first case of the motor bearing dataset which gave a prediction accu-
racy of 99.79%, the second being a self-priming centrifugal pump dataset with an
accuracy of 99.481% and the third is the axial piston hydraulic pump dataset which
gave ideal prediction accuracy (100%). The results of the proposed model were
compared against other traditional deep learning methods and ML methods like SVM,
sparse filters.

6 Limitations of Machine Learning Based Security in CPS

In previous sections, we have stressed deeply about how ML can be instrumental
in CPS security. We have learned in-depth about the wonders an ML algorithm can
do, but this is where many newcomers to the field of ML misinterpret ML as a
one-stop-shop for all solutions in terms of algorithmic requirements. This chapter
is not about promoting ML into every field but is aimed to provide a fair analysis
and communicate the status quo of the current capabilities of ML, which shows that
while significant progress has been made, there is still room for improvement. It is
important to understand that tasks that could be performed easily without an ML
algorithm should not be performed with an ML algorithm. Conventional methods
for computer security including forensics [53] hold their important place and should
not be overlooked in favor of ML.

The extent of Security. We should also observe that multi-front security is not
possible via employing a single ML algorithm, as observed in the case of Continuous
Autonomous Vehicle (CAV) in the previous sections. Although we have discussed
various novel approaches that can act to safeguard various components of a CPS,
it is important to note that there is no CPS that relies solely on ML approaches for
security. As a matter of fact, there can be many industrial CPS that don’t employ
ML and rely on conventional techniques instead. For instances, the BTC pipeline
blast mentioned in the previous sections, while a cyber domain defense was critical
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to avoid that security failure, one cannot simply say that an ML employed solution
could defend it on its own, there still will have been a need of surveillance and
security forces patrolling the stretch of pipeline, as the chapter has mentioned before
how safeguarding every component of a sophisticated CPS is important, the designer
should not focus on only one component of security, but each component possible,
the very advantage of the cyber and physical domain interacting together to form a
CPS is also a potential vulnerability where the interaction between these two domains
needs to be bonded with robust security, leaving no vulnerability behind.

Transparency. While ML algorithms might promise precision and high accuracy
results, they are not only the requirement for an algorithm’s employment in the
domain of security. For instance, while an ML algorithm might provide an accu-
rate classification for a test case to be faulty or not, it might not help the system in
explaining the classification if required. Transparency of a security system is impor-
tant since, without it, there is no accountability of the actions taken by the system,
hence no one will be held responsible if the security systems are flagging activities
that are not illegal due to reasons unknown, this is not new, there have been instances
in the past where machine learning models were found to have racial biases when
it came to credit ratings and face recognition systems. Since there is little trans-
parency in how an ML algorithm works, hence it is difficult to find if such biases
are introduced by the Engineers or not, hence security mechanisms need to be made
accountable and should strive to avoid the introduction of any such inherent biases
into the building of a system.

Computational Costs. We have to also remember that ML algorithms can be compu-
tationally intensive, and it might not be possible to employ these algorithms in the
case of physical layer components such as sensors and actuators since they might
not have the computational required for the same. A cost-benefit analysis becomes
of the essence here where the designer will have to compare if a physical measure
or a Machine learning-powered computationally expensive security defense will be
cheaper. From an economical point of view, the question does not only pertain to
maximizing the security of a sensor by any means possible, the designer needs to
tradeoff between mass scalability of the system and the security if computational
costs become too high, but with the current advancements in embedded systems,
there might be an increasing scope of ML defenses in the coming years.

The uniqueness of Different Attack Scenarios. As iterated upon before, ML is
not a one-stop-shop which can be a solution to all things related to security, which
can be seen by the highly unique models discussed in this chapter, each attack type,
each layer, and each security classification has its requirements and correspondingly
appropriate ML models that are generally employed in the particular use case. As
discussed in the previous section when we took up the example of the hacking of the
Jeep Cherokee, we can see how attackers could approach a target with unconventional
methods, use functionality not exactly designed to drive a vehicle but as autonomous
driving assistance tools, and finding these methods can cause potential damage to
human life. We need to realize the importance of good datasets required for their
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training and how they might act as a barrier in their implementation at large-scale
across various industries. While many ML models proposed in a different field can
find its way here in the context of CPS security, for that matter even cloning models
from one CPS structure to another, this transition would require a system-specific
dataset.

Context-Based limitations. While ML might perform tasks not possible for humans
to do like finding hidden features and correlation in a dataset, there are certain
domains where competing with human intelligence is difficult. For instance, natural
language processing techniques can struggle to account for the context of a given
statement which might lead to misclassification.

Cost of Error. As observed, the error rates always exist in ML. models, because
the basic idea is to predict an outcome based on previous outcomes, which is not
something that can always be possible in a real-world scenario, we should consider
how an ML security protocol employed in highly critical infrastructure might lead
to disasters of unbounded proportions if an error manages to seep in the model’s
prediction, hence it is highly important to see the trade-off between the benefits of
ML and the criticality of a CPS.

7 Guidelines for Application of Machine Learning
in Cyber-Physical Security Systems

Throughout this chapter, we have sought to build a guiding map for the reader to
help them find a starting point to introduce and integrate ML’s capability to provide
security into a CPS. In the previous subsection, we talked about how ML is not
suitable for all environments. It is solely the responsibility of the reader to take note
of the instances where ML can or cannot be applied in the security perspective,
which preferably should be decided via a well thought cost-benefit analysis and a
thorough risk assessment of installing such a safeguard. This section is meant to
provide considerations for readers to keep before designing their models.

7.1 Use-Case Analysis

A designer should always keep in mind the viability of the model they propose,
it can be dependent on what kind of a setup is it being proposed to be deployed
in. As we can understand from the previous section, there is a difference between a
model proposed for academic research and the ones that are applicable for aroll outin
industrial systems. The kind of CPS in question is also a deciding factor. For instance,
nuclear facilities are one of the most critical CPS infrastructures on the planet, be
it nuclear missile silos or nuclear power plants. Their security is a top priority for



118 A. Dhiman et al.

governments around the world and their mere existence is a huge threat in itself.
Understanding the magnitude of the issue at hand, proposing complete automation
for security via a one-layer safeguard provided by ML for such infrastructure seems
dangerous, and additional hardware or software safeguards might be required along
with human monitoring, for instance, the requirement of synchronous key insertion
and unlocking by two individuals for launching a missile. We need to understand
why we prefer these additional safeguards in this example. The first reason is the
Cost of Error discussed in the previous section, the cost of error is catastrophic,
secondly, since this infrastructure is of utmost importance, it also attracts huge crime
organizations or terrorist groups with huge resources and top of the line cyber-
hacking personnel and computing power, which makes it necessary to question if the
ML models proposed to be applied in this case could compete with these situations.
Furthermore, in this example, the incentive of the attackers is extremely high and
they will extensively research for vulnerabilities and try to approach the security with
multiple combinations and attack vectors.

7.2 Scope of Implementation

Itis essential that before the programmer begins with the task of designing the defense
algorithms, they take a clear picture of what problem is their algorithm aiming to
tackle. The designer should know the classification of the attack they are dealing
with. The more the targeted analysis, the higher the capabilities of the ML system as
such analysis helps designers to pursue a new novel approach to make their systems
robust. This assessment should be followed by an unbiased judgment of optimal
security methods that could be implemented to satisfy the safeguard requirements.
The priority of the designer is not implementing ML but to safeguard the CPS with
the optimal approach.

If the optimal method is applying ML, the next step is deciding which specific ML
algorithm is to be employed. The programmer should have a clear reason and valid
explanation for the implemented algorithm in the given use-case. The algorithm
doesn’t need to decide the final algorithm just via theoretical analysis. They can
compare their top contending algorithms and analyses their results side by side, as
done in the case of Malware Detection in Sect. 4.1. The researchers took 6 algorithms
and employed them on their prepared dataset, analyzed the algorithms based on their
F1 score and estimated time, and calculated the optimal algorithms for two different
classification scenarios. Here the time estimation parameter heavily influenced their
conclusions.
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7.3 Balancing Error Rates

We have discussed the cost of error in the previous section and we understand how
the criticality of the system influences it. This calls for detailed analysis for managing
thresholds and which is more acceptable to the system, more False positives while
compromising on operational speeds or higher operational efficiency while lowering
down False positives. While the question posed seems to be an easy one where the
reader might think that the latter option is the obvious way to go about, but it is
important to know that the number of False Positives that seep into the predictions
is threshold-based which is set by the programmer. The idea is that considering the
priority of security over efficiency for critical infrastructure, it is preferable to let
more False Positives cases to be detected while compromising operational speed,
which in turn lowers the number of False Negatives that could have damaged the
CPS significantly.

7.4 Dataset Selection

This step is one of the factors that will determine the integrity and performance of
the finally trained ML model. Hence the programmer should extensively research
for good datasets, higher quality dataset implies better outcomes.

Feature selection can consist of outlining important factors that might affect the
outcome you may require from the system, asking for surveys amongst the stake-
holders, and doing exploratory analysis over the data gathered, similar to what is done
here [54]. Once the dataset is taken, it needs to be carefully analyzed for possible
faults or noise in the dataset, this is followed by undergoing operations suitable to
clean the dataset such as filtering. The size of the dataset is also of importance as it
will determine if the programmer can produce a successful model using the dataset
taken, in the case of lack of datasets the programmer’s bound to use algorithms that
could be trained in even when the dataset lacks enough data points. Hence it is needed
to also account for the total dataset being divided into an appropriate train-test split.

8 Conclusion

CPSs are becoming a part of life more than ever in today’s day and age. Whether
we realize it or not, CPSs influence our day to day activities, be it indirectly through
being used in factories and power delivery services, or by directly being closer to
us as Internet of Things (IoT) devices or home device networks. This raises security
concerns and prompts us to find newer ways of establishing security requirements.
Application of machine learning within the field of cyber-physical system security,
although promising is a novel idea that still requires a lot more exploration. This



120 A. Dhiman et al.

chapter aims at providing an adequate level of knowledge to the reader so that they
become self-reliant towards understanding new and innovative research in the same
field. The chapter quotes examples and explains a multitude of sub-domains within
the field to facilitate the same. It goes on to also highlight some crucial limitations
that we currently face from such defense mechanisms which can themselves become
a topic of research. Finally, it provides guidelines for new researchers trying to get
into the field themselves.
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Abstract Suitable models that auditors can adopt to conduct concurrent audit of
smart Intrusion Detection Systems (IDSs) and log analyzers in Cyber-Physical
Systems that are also founded on sound emperical claims are scarce. Recently,
post-intrusion studies on the resilience of the above mechanisms and prevalence
of intrusions in the above domains have shown that certain intrusions that can reduce
the performance of smart IDSs can equally overwhelm log analyzers such that both
mechanisms can gradually dwindle and suddenly stop working. Studies have also
shown that several components of Cyber-Physical Systems have unusual vulnera-
bilities. These key issues often increase cyber threats on data security and privacy
of resources that many users can receive over Internet of a Thing (IoT). Dreadful
intrusions on physical and computational components of Cyber-Physical Systems
can cause systemic reduction in global economy, quality of digital services and
continue usage of smart toolkits that should support risk assessments and identifica-
tion of strategies of intruders. Unfortunately, pragmatic studies on how to reduce the
above problems are grossly inadequate. This chapter uses alerts from Snort and C++
programming language to practically explore the above issues and further proposes a
feasible model for operators and researchers to lessen the problems. Evaluation with
real and synthetic datasets demonstrates that the capabilities and resilience of smart
Intrusion Detection Systems (IDSs) to safeguard Cyber-Physical Systems (CPSs) can
be improved given a framework to facilitate audit of smart IDSs and log analyzers
in Cyberspaces and knowledge of the variability in lengths and components of alerts
warned by Smart Intrusion Detection Systems (IDSs).
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1 Introduction

Pragmatic studies have recently shown that Cyber-Physical Systems (CPSs) must
be adequately protected with security tools to reduce the rising cases of Cyber-
Physical attacks and the destructive impacts of these attacks on global economy,
international security, digital services and means of livelihood of many ethnic and
social groups across the globe [1-3]. Further studies have shown that components of
Cyber-Physical Systems (CPSs) possess individual vulnerabilities that can endanger
continuous usage of Cyber-Physical Systems (CPSs) [4, 5]. The nature of the prob-
lems with different kinds of threats and cyber attacks on Cyber-Physical Systems
(CPSs) can correlate to severe disasters and complex confusion that may involve
different stakeholders. The motives of some intruders may be complex to understand
if they simultaneously attack the seamless integration of physical components and
the computational elements of Cyber-Physical Systems (CPSs) [6]. The impacts of
some successful cyber attacks in this domain may corrupt or damage Cyber-Physical
data [3, 7]. Some intrusions can leak sensitive information to wider audience via
social media with the aims to extort and discredit victims and service providers of
Cyber-Physical Systems (CPSs) [7].

The complexity and reoccurrence of threats and cyber attacks on the entire compo-
nents of Cyber-Physical Systems (CPSs) have made many organizations to develop
the habit of deploying several categories of Intrusion Detection Systems (IDSs)
within the peripherals and gateways of their connections to the entire Cyber-Physical
systems (CPSs) so that these devices can collect and analyze activities that signify
evidence of intrusions against their corporate networks in real-time [8, 9]. Subse-
quently, analysts can quickly review the reports and respond to the attacks before
they achieve the objectives of intruders that launch them [10]. These issues have
inevitably generated several challenges and concerns regarding the effectiveness of
IDSs and analyzers of logs of IDSs in monitoring complex architectural systems
peculiar to the above domains over the years.

Figure 1 demonstrates one of the two approaches organizations can adopt to
position Network Intrusion Detection System (NIDS) in relation to firewall within
the peripherals and gateways that connect them to the entire Cyber-Physical Systems
(CPSs) [3, 8].

Nevertheless, numerous studies often attest that Intrusion Detection Systems
(IDSs) must always be upgraded to strongly help operators control the new dimen-
sions and rising waves of intrusions against cyber-physical resources across the globe.
One of the pragmatic methods to achieve this security objective is to make IDSs
smarter by connecting them to the Global Systems of Mobile (GSM) communica-
tion so that the toolkits can always send alerts to remote operators such that operators
can promptly respond to cyber attacks at all time [11]. Thus, smart IDSs are IDSs
that are configured such that operators can receive and respond to their alerts through
Short Message Services (SMS) to the GSM or email addresses of the operators of
IDSs in Cyber-Physical Systems (CPSs). However, there are security and business
requirements that underpin the framework upon which smart IDSs reside in private
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and corporate settings [2, 7]. The resilience and capacities of smart IDSs can be
improved if operators can combine the information they gather from audit of log
analyzers with the knowledge of the variability of lengths and components of alerts
that smart Intrusion Detection Systems (IDSs) in the networks have generated. This
can be used to ultimately design and improve the security policy on smart IDSs
in the corporate elements of Cyber-Physical Systems (CPSs) [3, 12, 13]. However,
empirical studies on smart IDSs that specifically focus on audit of smart IDSs and
log analyzers are inadequate over the years.

Basically, empirical studies on smart IDSs in the context of Cyber-Physical
Systems (CPSs) involve pragmatic examinations of specific experiments conducted
with smart IDSs to concurrently correct security concerns and audit issues. These
procedures can assist operators to improve the detection of intrusions against Cyber-
Physical Systems (CPSs) and cloud resources at large. The argument underpinning
this chapter is that logs of smart IDSs should be concurrently audited during IDS
audit. Otherwise, they may not be very useful for post-intrusion reviews. Similarly,
lack of audit of logs of smart IDSs may render them ineffective for in-house training
of newly recruited auditors and researchers exploring issues on identification, anal-
ysis, corroboration and mitigations of threats and security lapses in Cyber-Physical
Systems (CPSs) [8, 14].

Furthermore, smart IDSs are well-known for generating large quantities of alerts
whenever they are configured to detect possible intrusions against Cyber-Physical
Systems (CPSs) [9, 11, 15]. Itis inefficient to manually analyze massive alerts without
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incurring huge overheads and tradeoffs. Hence, data mining is often recommended
as an underlying concept to automate tools that can reduce workload due to alerts
from smart IDSs [15]. Another central issue here is that some companies use the
reports obtained from the logs of smart IDSs to augment their networks security
policies [8, 14. 16]. The necessity to audit smart IDSs alongside with log analyzers
is not mandatory in the existing models for auditing Information Technology (IT).
This generic audit framework seems to subsume IDS audit into security policy on
computers and telecommunications [16-20]. This weakness may eventually lead
to lack of segregation of duties among internal auditors, IDS researchers and IDS
operators. The human elements of the Cyber-Physical Systems (CPSs) may place
emphasize on Firewall and other forms of the Intrusion Prevention Systems (IPSs)
over smart IDSs in the context of the organizational settings in the above settings.
Moreover, it is plausible that some logs of regular IDSs that were archived might
be relatively uninteresting details. One of the three central issues here is that the
IDSs may be configured to send raw alerts to the mobile devices of the operators to
analyze. This means that certain log analyzers that can analyze short messages must
be installed in the Mobile phones of the operators of smart IDSs. Alternatively, remote
log analyzers can send short text messages that indicate processed alerts of smart
IDSs to the operators. Whichever the case, it is imperative to also audit programs that
analyze logs of smart IDSs in Cyber-Physical Systems (CPSs) to regularly establish
the degree of information inherent in the archived logs at each time and to ascertain
the patterns of packets intended to overload smart IDSs at certain period of time in
the above settings [8].

Findings suggest that suitable realistic datasets that can be used to concurrently
audit smart IDSs and logs analyzers are grossly inadequate for researchers due to
security issues [18, 19]. Accordingly, the above domain of IDS audit in the security
of networks and other components of Cyber-Physical Systems (CPSs) continues to
suffer a major setback over the years. Therefore, by using alerts from Snort and
C++ programming language, this chapter presents a comprehensive review of the
above research issues and further proposes a feasible model that professionals can
adopt to lessen the problems. One of the significant contributions of this chapter is
its ability to practically provide clear review and guidelines that experts and trainees
can adopt to ensure perimeter defense of mobile and computer networks. The chapter
uses four datasets to practically illustrate a new framework for concurrent auditing
of smart IDSs and log analyzers within corporations in the entire Cyber-Physical
Systems (CPSs). Also, the chapter broadly justifies the importance of conducting
audit of log analyzers in smart phones together with IDSs audit. The remainders of
this chapter are organized in the following order. Section 2 will present background
research work that relates to IDS auditing. Section 3 explains the scope of IDS audit
in Cyber-Physical Systems (CPSs). Section 4 discusses challenges confronting IDS
auditors in auditing Cyber-Physical Systems (CPSs). Section 5 provides the proposed
methodology for auditing smart IDSs and log analyzers while Sect. 6 concludes the
chapter.
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2 Background Information on Audit of Smart IDSs
and Log Analyzers in Cyber-Physical Systems (CPSs)

Studies have shown that Cyber-Physical Systems (CPSs) are mergers of collabora-
tive networks of automatic systems that are strongly built on sound theoretical and
scientific principles and seamless integration of many disciplines [1, 2, 6]. Some of
the disciplines that contribute to progressive growth and modernize Cyber-Physical
Systems CPSs) over the years include informatics, computer and, mobile systems,
Wireless Sensor Networks (WSNs), cyberspace, system designs, software, process,
robotic, automobile and mechanical engineering [1, 2, 6, 21]. The underlying benefit
of incorporating integrated components to drive Cyber-Physical Systems (CPSs) is
easy connectivity of many devices and systems to Cyber-Physical systems (CPSs)
across the globe. This capability has resulted into wider applications of Cyber-
Physical Resources (CPRs) in the areas of medical services, agriculture, electric
installations, space engineering and other notable facets of human life [6, 21].

Critical issues begin to surface with the inexhaustible growth currently recorded
in this domain in recent years especially on the numbers of service users, service
providers and revenue accrued from sales of products and services that relate to
Cyber-Physical Systems (CPSs) [2]. Empirically, experts have argued that security,
computational efficiencies and degree of helpfulness of complex architectural frame-
work that underlying seamless integrations of physical and computation components
of Cyber-Physical Systems(CPSs) are serious doubts whenever these components
are evaluated on the basis of performance, quality of service, users’ satisfactions and
robustness to counter threats and challenges [5, 14, 22]. Yet, emphasis over the years
has focused on the computational capabilities of Cyber-Physical Systems (CPSs)
but less attention has been paid to the link between the computational and physical
elements of this domain [5]. These flaws have raised series of technical and research
issues on how to forecast traffic flow, optimize Mobile Cyber-Physical applications
and how to achieve high performances of social services and healthcare facilities like
wearable devices that run on Internet of a Thing (IoT) [1]. The correlations between
social settings and industrial applications of cloud-based services that interact with
Cyber-Physical Systems’ designs; innovation and manufacturing of digital resources
continue to generate new paradigms in manufacturing and design’s settings [4, 6].
These necessitate the importance of measures to bridge the gap between the Cyber-
Physical resources and social setting. Collaborative design of embedded systems
and various algorithms that experts have designed to carry out co-modeling and
co-simulation of novel innovations begin to emerge. However, majority of these
algorithms often exhibit invisible flaws [21].

The above issues coupled with the alarming increase of intrusions against Cyber-
Physical Systems (CPSs) have resulted in the needs for organizations to adopt Intru-
sion Detection Systems (IDSs) [5, 8, 10]. These toolkits can then provide auto-
mated ways to monitor, analyze all incoming and outgoing network packets in their
corporate networks, trigger and log alerts on suspicious packets they observe for
security and decision purposes. Nevertheless, most of these mechanisms can only
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detect suspicious packets [9]. They have been criticized for lacking capabilities to
make dependable decisions on suspicious activities of users that may signify secu-
rity breach to Cyber-Physical Systems (CPSs) [23]. Operators must carefully review
alerts they generate to isolate false positives from realistic attacks. Alerts can be
daunting and overwhelmingly difficult to manually analyze by operators. Series of
log analyzers have been proposed over the years to compensate for these weaknesses
[23, 24]. Studies have shown that significant numbers of log analyzers have limited
capabilities required to categorize cyber attacks on the basis of all attributes of alerts
[23]. A few numbers of researches has suggested that, the above devices should be
upgraded so that they can intimate operators with alerts on real-time basis [5, 11].
The rationale is that operators should be able to remotely analyze intrusion logs and
counter attacks on Cyber-Physical Systems without the need to physically .report to
their offices.

These developments have led to the need to audit smart Intrusion Detection
Systems (IDSs) to improve their efficacies. Audit of smart Intrusion Detection
Systems (IDSs) or IDS audit involves comprehensive and thorough examination
of the networking infrastructure and security controls upon which the management
and operations of all smart Intrusion Detection Systems (IDSs) in an organization are
established [17, 18, 25]. Ordinarily, one of the duties of IDS auditors is to thoroughly
scrutinize IDSs, establish and report the efficacies of internal controls that the orga-
nization has implemented to safeguard each detector and resources related to these
toolkits [16]. The evaluation and the reports of this kind of audit can go a long way
to determine the level of compliance and operations of all intrusion detectors in the
company with best global practices. Nonetheless, there are numerous challenges with
research on audit of smart IDSs in corporate setting in the past years [18]. Studies
advise that skilled intruders are common threats that are extremely disturbing corpo-
rate and private users of computer systems in Cyber-Physical systems (CPSs) [3,
7, 10]. Unfortunately, researchers habitually ignore the audit of smart IDSs that
should have established exploitable pathways, audit issues and novel paradigms on
network security and perimeter defense since the inception of IDS technology. This
neglect has countless impacts on digital resources that connect to cyber-physical
resources. This shortcoming is explicitly dangerous because it is generating warning
signals service providers concerning data reliability and quality of service on local
computing resources in many organizations. The impacts of some of these security
concerns may appear negligible while significant numbers of them are grievous and
hazardous to corporate existence considering the capabilities of demoralizing intru-
sions recently reported in some public media. Recently, the neglect of this aspect
of IDS audit and lack of correlation of IDS audit with research findings have begun
to subject sequence of findings from logs analyzers, integrity and compliance with
professional standards and regulatory authorities to series of contentions [6, 22, 26].

Importantly, sudden changes in the classifications and dimensions of intrusions
that often aim to attack computer and mobile services operating within the purview of
Cyber-Physical Systems (CPSs) are global concerns [3, 24]. Intruders have acquired
more skills such that they can launch packets that have short and long datagram to
achieve different motives in cyberspace. Studies of many trace files suggest instances
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whereby intruders have split some inbound and outbound packets into fragments.
Some studies believe that attackers on cyber-physical systems (CPSs) can suddenly
varied the intensities of packets to smartly elude detections. Numerous audit and
networking issues may begin to build up whenever new IDSs are installed in the
perimeters of digital networks to complement existing IDSs that auditors have been
previously audited. There are possibility that audit exercises may exclude auxiliary
issues like log analysis on fragmented packets.

The location of IDSs relative to the firewall in an organization depends on their
security policy. A growing numbers of opinions affirm that organizations can install
Network Intrusion Detection System (NIDS) in the front or back of a firewall for
different intentions [3, 24]. However, models that auditors can adopt to establish suit-
able approach to organizations are very scarce. Furthermore, current model of ICT
audit restrict IDS auditors to the physical security, hardware and software compo-
nents of smart IDSs [25, 27]. Auditors must use simulated attacks to investigate the
initialization, configuration, interface, processing and performances of smart IDSs
and to ascertain the tendency of the toolkits to dwindle after a prolonged usage. They
must also evaluate the available disk spaces for both the toolkits and mobile devices
that receive alerts from IDSs and log analyzers. They must assess the contingency
plans in the organization to establish business continuity and preparedness of the
toolkits to resume surveillance after intruders have attacked them or after downtime.
Auditors must equally evaluate the internal and change controls designed to safeguard
the smart IDSs from computer viruses and intruders. In addition, they will investigate
the signatures, alert’s mechanism, policies and possible rules that have been updated,
their corresponding approvals and authorizers of the approvals to modify them [17,
25]. Nonetheless, the above procedures are flawed in the sense that both the expe-
rienced and inexperienced intruders may obfuscate and evade smart IDSs audited
with the above model. Thus, intrusions on cyber components such as sensing, cyber
communication mechanisms and physical resources like computer hardware, data
center, employees and mobile devices that the detectors should have discerned and
operators would have timely countered often achieve intruders’ missions at long run.

One of the fundamental ways this chapter premises for operators and resident
auditors to lessen the above problems is for both of them to periodically corrobo-
rate research with audit reports on smart IDSs in the perimeters of the organization.
However, IDS audit is quite challenging nowadays because it is clearly different from
the conventional IS audit process [17, 18]. Besides, IDSs audit requires the engage-
ment of qualified IS auditors that also possess wide experience and knowledge in the
above roles. Suitable IS auditors must also have practical experience on the installa-
tions of smart IDSs, logs’ analyzers, reporting and countermeasures. Moreover, there
are acute shortages of operators that also possess auditing skills. Besides, standard
IDS audit templates and models that can serve as guiding principles to IDS audi-
tors and operators in corporate environment in the context of Cyber-Physical Systems
(CPSs) are scarce [17, 18, 25]. Consequently, most IDS operators ignore the research
aspect of their jobs that should be regarded as interim audit and concentrate on IDS
operations.
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Furthermore, approaches that most auditors frequently adopt to conduct IDS audit
with generic Information System (IS) and audit process often exclude evaluation of
the significance of log analyzers in the organization [26]. The dangers of the above
methods are enormous especially if both reviews are inconclusive, unreliable and
unsupported by empirical claims before major infringement occurs in the digital
networks of the organization. Organizations can experience infringements in critical
and less critical areas of their business operations. Intruders may attack resources or
areas of corporate systems that attract little or no attention of I'T managers, inspection
and internal control’s managers with the aims to have enough time to achieve their
objectives and to equally evade detection. Consequently, feelers premise that smart
IDSs should be strategically installed in the segments that will make it difficult
for intruders to bypass them. Smart IDSs that are located at the hearts of huge
inbound or outbound traffic should be thoroughly verified by IS auditors from time
to time. Traffic that migrates across spanning mode can overwhelm smart IDSs that
are technically weak to compromise.

Generally, research findings and related work in the domains of IDS audit and log
analyzers are novel issues in network security and Cyber-Physical Systems (CPSs)
[16, 18, 25]. Conventionally, experts have justified the significance of IDS policy in
the perimeter defense of networks of corporate organizations [8, 13,26]. An empirical
study that examined risk-based systems and process audit method has been carried
out as a strategy to bridge the gap between auditors and architectural designs of IT
resources [18]. The model was able to detect the weaknesses of the process in terms
of risk of material deficiencies and thirteen control patterns. However, the research
was basically a generalized audit process that has a better performance whenever the
model is adopted to audit financial data. Moreover, a study on how to debug Network
Intrusion Detection Systems (NIDSs) has been explored [24]. The proposed model
uses detection rules to debug NIDSs and eradicate defective rules that are well-
known for triggering repetitive alerts. The model can assist IDS operators to reduce
workload. However, the major flaw of this model is that it has the tendency to be
operationally proprietary. The model will require routinely extension and upgrade
before it can broadly relevant to other categories of smart IDSs in the market.

3 The Scope of Audit of Smart IDSs and Log Analyzers
in Cyber-Physical Systems (CPSs)

A systematic review of IDS audit is a methodical review or examination of the oper-
ational conditions of IDSs with the aims to ensure their protection and to guarantee
efficient, effective and reliable IDS operations within the perimeters of computers;
cyber-physical and sensing resources and mobile networks in an organization [13,
17, 28]. The scope of Cyber-Physical Systems (CPSs) varies from organization to
organization. Algorithms are the underpinning mechanisms that control and regulate
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collaborative networks of theories, concepts and embedded disciplines that consti-
tute Cyber-Physical Systems (CPSs) in each organization [21]. Audit review should
reflect components of computer and mobile systems to be audited. It should state
cloud resources such as networks of computers, mobile systems, Wireless Sensor
Networks (WSNs), front-end and back-end of the networks, software, hardware,
human element, work flow and process engineering [6]. Audit of smart IDS can
be performed in conjunction with or separated from the conventional audit exer-
cises in an organization. The audit time table, management, misgivings and repeated
outbreak of intrusions can influence the necessity to conduct IDS audit and its scope of
coverage. For Cyber-Physical Systems (CPSs), the scope of the audit should include
the security of sensing processing, storage of large alerts, performance of hardware
and software and reliability of the systems. It should also extend to validation of
algorithms, automatic systems, theoretical and scientific principles and seamless
integration of disciplines underlying the systems with best practices. Hence, this
type of IDS audit is eventful [15, 18]. Examiners must carefully review and match
the security policy of the organization with the implementations of smart IDS in the
live and test environments to establish areas of compliance and noncompliance with
best practice. Fundamentally, enterprise must have IDS policy. An IDS policy is a
standard document stating a plan of actions an organization adopts regarding the
administration and management of IDSs within their digital networks [8]. Besides,
IDS policy should state IDS procedures, IDS rules and conditions that should be
meant before rules can be activated, updated or deactivated [13]. The main challenge
that IDS auditors often face is that most organizations do not have IDS policy [25].
Findings suggest that some companies do not isolate IDS policy from their security
policies [8]. Hence, rather than separating both policies, some of them embedded a
few sentences about IDSs in their security policies. Consequently, IDS audit and its
ancillaries often lack exhaustive reviews over the years. Therefore, IDS auditor that
wishes to conduct the above IDS audit must have well-established knowledge of IDS
policy and major components of the smart IDSs within the networks.

In Snort for instance, the objectives of the audit must include critical review of
IDS policy, physical security relating to the IDS (Snort in this case), the hardware
component and software components of the toolkit. The audit must also include
packet decoder, preprocessors, detection engine, logging and alerting system and
output modules [8, 13]. Serious audit issues may arise whenever auditors lack strong
knowledge of the above components and how they cooperatively work together to
detect intrusions and to generate output in the required format.

4 Auditors’ Challenges in Auditing Smart IDSs
in Cyber-Physical Systems (CPSs)

Cyber-Physical Systems (CPSs) lack the robustness to counter threats, challenges
and cyber attacks due to weaknesses genetic to individual components that form
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these domains. Hence, there are critical challenges that face auditors and researchers
of smart IDSs regarding IDS auditing and log analyzers in these domains. This
section discusses and categorizes some of these issues into two groups; namely, the
challenges with smart IDSs and challenges with log analyzers.

4.1 Research and Audit Issues on Smart IDSs
in Cyber-Physical Systems

Different types of smart IDSs keep different categories of logs and alerts in different
formats. The default settings of parameters that coordinate alerts of smart IDSs can
enable the toolkits to trigger and log wordy and more explicit warnings than the
setup that customize these parameters [9, 10]. Figure 2 illustrates one of the kinds of
alerts that Snort can generate. The alerts are in comma delimited format because each
attribute of an alert is separated by a comma. Operators of smart IDSs can implement
the formats of alerts they want during implementation and before executing IDSs
like Snort. The major issue is that the preferred formats of alerts cannot be reversed
while the toolkits are working. This can create series of setbacks if operators if the
formats they have implemented do not convey sufficient information operators will
need to decide on the security matters of Cyber-Physical Systems in the organization.
For instance, it is evidence in Fig. 2 that the alerts contain IP addresses to uniquely
identify computers and their domain names on the Internet. The alerts are samples of
comma delimited alerts extracted from Defcon-11 traces. Some of the attributes of
the alerts were Transmission Control Protocol (TCP). However, further information
is still required to ascertain attributes like the names, of the attacks to understand
data transmission and exchange that occurred between sources and destinations of
various attacks.

Figure 3 illustrates conventional kinds of alerts that the Snort would log whenever
its default parameters on logs and alerts are implemented in Cyber-Physical Systems
(CPSs). This format is simple because each alert is explicit to human interpreters.

92.168.2.1,192.168.2_.2.,.16.TCP.240.8.,.43048
92.168.2.1,192.168.2.2.16.TCP,240.0, 41984
92.168.2.1,192.168.2_.2.16.TCP.240.8.41984
92.168.2.1,192_.168.2_.2,16.TCP.240.8,.41984
92.168.2.1,192 _168.2_.2.16_.TCP,.240.08, 34824

+sere too long"

92.168.2.2,192.168.2.1.16_.TCP.64.8.,78664."
too long"

Fig. 2 A sample of alerts from Defconl1 in comma delimited format
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[#x] [125:1:1]1 {ftp_telnet) TELNET CMD on FTP Command Channel [»]
[Py 101 11.1)
d ? i

2.168.2.1:1867
] 83 DF
1'’BA8D92
ND]’ NOI' T

2 ‘lﬂ TO"'.F‘])(lF‘] 1D:8 Ip[.( n:20 DgmLen:66
Seq: BxFBCEEF87 Ack: Bx17BASDB1L Win: Bx7D78 Tcplen: 28
:1:11 (ftp_telnet> TELNET CHD on FTP Command Channel [x]

762 192.168.2.2:21 -> 192.168.2.1:1867
BylEl ID:6519 IpLen:28 DgnL ?5 DF
17BA8SDB1 Ack: F‘l>FBCF FA1l Win: Bx?D78 TcpLen: 32
3> => NOP NOP T Y
1:1]1 <{ftp_telnet> T[I.NIT CMD on [TI’ Command Channel [»%]

Fig. 3 A sample of alerts of Snort in a default formst

For example, the signature generator (Sig_generator) of the first attack in Fig. 3, the
identification number (Sig_id) of the rule that triggered the alert and the number of
times the rule has been reviewed or updated (Sig_rev) were 125, 1 and 1 respectively
[9, 10]. The alerts are samples of default alerts extracted from Defcon-10 traces.
The attack signified telnet’s exploits. In other words, the Intrusion Detection System
(Snort) detected telnet commands on the FTP command prompt or channel. The
attack also indicated that someone used a computer with IP address 192.168.2.2 and
port 21 to transfer file to a computer with IP address of 192.168.2.1 and port 1067 at
10:14 PM on 3rd of August. The problem with alerts that are formatted by comma
delimiters is that auditors would require their documentations to properly understand
them because they are not constantly explicit.

It is imperative for the auditor to establish the directory where the alerts and
systems files of the IDS are kept or recorded in the hardware before the begin-
ning of the audit. By default, shows will Snort log alerts to/vary/log/snort/alerts.
However, the auditor begins to face further challenges if the directory is changed
during implementation contrary to the conventional or documented standard. Addi-
tional challenges can occur due to the noncompliance of the organization to both the
recommended disk space and accepted format for alerts in the IDS policy [8, 10].
The implication is that it will be difficult to compare the sufficiency of the infor-
mation conveyed in the IDS logs and short text messages that are extracted from
different segments of the perimeters of the same organization if they have hetero-
geneous formats. In essence, the above sample of the raw alerts explains the link
between research on smart IDSs and IDS audit.
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4.2 Issues with Detection Rules or Policies of Smart IDSs
in Cyber-Physical Systems

Practical experience shows that the formats of detection rules vary from Intrusion
Detection System to another. The rules within the detection engine of smart IDSs
are many and they are mostly protected by copyright. The rules usually instruct
smart IDSs to discriminate by logging and raising alerts on specific packets that
migrate from specific networks into local subnets. Some rules are also designed to
instruct smart IDSs to indiscriminately log and raise alerts on all suspicious packets
that migrate from any network into local subnets [9]. These rules can also instruct
the toolkit to always trigger an alert whenever the device observes any TCP packet
that contains “USER root” in its header [8]. Rules can be localized, designed or
configure such that they will report suspicious packets heading towards a computer
in the subnets of Cyber-Physical Systems [10]. Several audit issues arise regarding
to best strategies to audit rules or policies of IDSs. These toolkits have several inbuilt
rules or policies. There may be some discrepancies between the rules or policies
that have been implemented in the organization and the security policy driving the
implementation of rules or policies of the smart IDSs in the system. Discrepancies
can also occur if some IDSs in the networks are not configured to operate as smart
toolkits. Professionalism is required in adapting framework for auditing smart IDSs
to audit IDSs that are not configured as smart toolkits in other to adequately safeguard
the entire components of cyber-physical resources in the organization. One of the
reasons behind these challenges is that the security policy of the organization might
not fully reflect the totality of the rules or policies in the detection engines of all
smart IDSs in the networks. The IS auditor needs to evaluate if the IDS policy
actually states specific rules or policies that should be activated or deactivated during
implementations of smart IDSs. It is also necessary for auditors to establish the level
of compliance of the organization with best security practice on the detection rules
or policies approved by the management of the organization [8, 25].

New rules or policies can be added to the smart IDSs in other to improve their
efficacies. However, some rules or policies may generate redundant alerts. Hence,
it is often difficult to immediately establish the criticality of new and old rules or
policies without a critical exploration of log analyzers that process alerts that corre-
spond to these rules or policies. Also, session printable policies or rules are difficult
to recommend for deactivation because they enable the detector to log everything
attackers have typed [8, 10]. It is possible that all sections of the IDS policy will
not fully capture the sensitivity of detection rules or policies in organizations. The
chapter encourages auditors to thoroughly audit available IDS policy to ensure the
policy is providing suitable standard that covers all components of cyber-physical
resources adopted in the organization.
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4.3 Issues with Maintenance of Smart IDSs
in Cyber-Physical Systems

Smart IDSs must undergo regular maintenance so that they can adequately monitor
very high traffic rates migrating into or outside the organization [20, 23, 24]. The
maintenance of smart IDSs is the process of performing system tuning and routine
checks on all smart Intrusion Detection Systems in the organization; the directory
of each configuration file, logs, text messages; available storage size, available disk
space, disk space each toolkit has already utilized and the last time each toolkit
was debugged to establish their readiness to promptly report intrusions that aim to
exploit features of Cyber-Physical Systems that provide opportunities for intruders to
cause havoc without corrupting cyber-physical data or leaking sensitive information
from cyber-physical Networks. Furthermore, constant maintenance of smart IDSs
will enable their operators to correct new and past errors that were not recognized
during the installations, configurations and testing phases of these devices. Usually,
corrective maintenance is desirable because it will enable the operators of smart IDSs
to perfect and improve the operations and performance of smart IDSs [20].

Intruders can compromise the mobile phones and email accounts of operators of
smart IDSs [11, 22]. Therefore, the above maintenance will equally help operators
of smart IDSs to fine-tune the toolkits so that they can effectively work in new
environments and whenever the operators replace their mobile devices or renounce
old email accounts. However, maintenance of smart IDSs requires extra efforts than
the efforts required to configure and analyze their logs. Hence, most operators of
smart IDSs often shy away from carrying out IDS porting, corrective and adaptive
maintenance of these toolkits. From experience, IS auditor can perceive series of audit
issues whenever the IDS policy does not recognize the significance of maintenance
of smart IDSs in the enterprise networks.

4.4 Issues with Configurations of Smart IDSs
in Cyber-Physical Systems

There are hardware and software requirements for each smart IDS to exhibit perfor-
mance that will always conform to best security practices. For NIDSs like Snort,
the toolkit works on operating System like Linux, Windows 2003 Server Enterprise
Edition and Microsoft Windows XP and hardware like Compaq 1600 Pentium III
with dual Processor Server and Pentium IV workstation.

Using Snort as an example [8, 10], this premises that components such as Apache,
Pretty Home Page (PHP), WinPcap and Analysis Console for Intrusion Databases
(ACID) must be audited to ascertain their levels of compliance to best industrial
practice [9]. The combination of Snort, Apache, database and ACID enable the NIDS
to log alerts into a database. Two or more toolkits can be configured to centrally log
alerts to unified database. Conversely, each toolkit may be setup to log its alerts to
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a different database. The above components also enable analysts to visualize and
analyze alerts on web interface [8, 10]. Hence, the database (back-end) that may
be MySQL must also be audited. IS auditors must always refer to the IDS policy
for guidance. It is a good practice to complement the audit process by referring
to the security policy of the organization to gain insightful evidence on degree of
compliance and conformity of both documents.

The dangers are enormous whenever intruders compromise the back-end of the
toolkit. Intruders can crash the entire toolkit, alter its cryptographic keys and render
it bad and unintelligent [22]. Subsequently, they can illegally reconfigure the smart
IDS to log no alerts or to suppress useful alerts [22]. New waves of stealthy attacks
can shutdown IDSs; enable triggers and disable or re-start the back-end databases of
the detectors. In the case of Snort, attackers can suddenly shutdown the Apache upon
which the smart IDS runs. Hence, auditors must establish the level of control that
safeguards all the components of smart IDSs in the firm. Usually, in Snort, Apache’s
server uses configuration file that is stored in the/etc./apache2/apche2.conf [8, 25].
Therefore, auditors must also establish the last date the configuration’s file was
updated. Nonetheless, the above ideas are plausible whenever the auditors possess
the needed skills to critically explore them.

4.5 Issues with IDS Policy and Security Policy
in Cyber-Physical Systems

IDS policy is a document that is approved by top management in an organization [8].
This document reflects and states how all IDSs in the organization are implemented
and managed. The document further reveals types of IDSs and their versions, config-
urations, license fees and expiry date and vendors. The document defines activities
that managements of the organization have agreed to be regarded as normal and intru-
sive activities in their Cyber-Physical Systems. It is expected to reflect the approved
connectivity between log analyzers and logs of smart IDSs. It might be uneconomical
to send overwhelming alerts directly to the operators of smart IDSs. Additionally,
some smart IDSs can encrypt the email reports or alerts they intend to send to the
operators or recipients. However, operators or recipients must install suitable tool in
their mobile phones or computers to decrypt them. Thus, IDS policy should categor-
ically state how the email addresses and mobile phones of operators of smart IDSs
will receive concise and helpful alerts.

The security policy of an organization is the totality of security mechanisms that is
approved by top management of the organization. This broad document usually states
how the security’s architecture of the organization should be deployed, monitored
and managed annually. IDS policy is a segment of security policy. Auditors may
find it difficult to challenge operators of smart IDSs in an organization whereby IDS
policy is subsumed in security policy. In addition, the appropriateness of time that
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the organization must review their IDS policy will be difficult to criticize in this
circumstance.

Most often, some intruders prefer to launch attacks that can probe or scan cyber
networks to compensate for their inabilities to have access to the above policy’s
frameworks [3, 9, 10]. Information System auditors need to assess the security of
the above policies in the organization to establish how they are kept, the custodian
of both documents, access and procedures for granting approvals to the employees
that have the rights to use and rights to know these documents.

4.6 Research and Audit Issues with Log Analyzers
in Cyber-Physical Systems

The quality of information that various log analyzers can derive from different
formats of alerts that smart IDSs generate depend on many factors. Some analyzers
of logs that originate from smart IDSs can process specific attributes such as Trans-
mission Control Protocol (TCP), Internet Control Message Protocol (ICMP), Type
of Service (TOS) and Internet Protocol (IP) length. Intruders that compromise the
TCP and IP of computer networks will distort network conversations or commu-
nications and the exchange of data through application programs [10]. The attacks
will also affect apps that send packets of data from one computer to another. Simi-
larly, the values held in the flags of parameters or attributes of alerts also differ from
one attribute to another. For instance, log analyzer that analysis the parameters of
ICMP in Cyber-Physical Systems intend to discover actions of intruders that have
requested for certain details about the systems [29]. The intention of the intruder
may be to establish computers or mobile devices that signify echo reply and desti-
nation unreachable. The attack may also reveal weaknesses in the configurations
of router within Cyber-Physical Systems (CPSs). The attack can publicize details
of routers, timestamp, timestamp reply; redirect message headers, domain name
request, domain name reply, mobile registration request, mobile registration reply,
errors in the conversion of datagram; address mask request and address mask reply.
Intrusions on trace route can provide trodden paths for Distributed Denial of Service
(DDoS) attacks in Cyber-Physical Systems (CPSs) [29].

In addition, TOS is designed to categorize and prioritize networks’ data so that
digital devices will process critical data packets before they will process data packets
that of less significant. However, intruders have many ways they can check the reli-
ability of the networks. Attacks on TOS intend to undermine the quality of services
rendered by the host and routers in the networks. This category of attacks can indis-
criminately affect the migrations of different kinds of inbound and outbound data
within the networks of Cyber-Physical Systems (CPSs) [3, 7]. Intruders can insert
fake data into the networks given the knowledge of TOS in the networks. The impacts
of this attack can be severe if it occurs at the peak of operations whereby it coin-
cidentally hinders the priority and migrations of data of higher importance than
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data of less importance in the networks. Moreover, attack on TOS can increase
the numbers of fragmented packets that lost in transit. It can also cause significant
delay of packets to complete computer and mobile communications, reassembling
of fragmented packets and routing of multimedia data.

Each of the above attributes of alerts conveys different meanings to different
organizations [9]. The mode that every log analyzer adopts to write their results into
the output files (folders) is very important. Programs that append new records with
old records would require enough disk space than programs that always clear all
the content of old records in the output files during execution. For these reasons,
IDS auditors often face many challenges from company to company in conducting
thorough investigations on outputs of log analyzers and establish the significance of
the output files in accordance to best practice.

4.7 Issues with Theoretical Frameworks for Designing Log
Analyzers in Cyber-Physical Systems

There are several theoretical frameworks that programmers can adopt to design log
analyzers to analyze logs of smart IDSs within Cyber-Physical networks. Studies
show that Statistical techniques, subjective logic, Visualization, Artificial Intelli-
gence (AI), Neural Networks (NNs), Ensemble techniques and data mining have
been used to design log analyzers in recent years [23]. Some analyzers may adopt
priority of alerts, similarity of values held in the attributes of alerts, human observa-
tions, attack scenarios, hierarchical graphs, attacks that overlap, subjective reasoning
and evidence of the damage the attack has caused as underpinning philosophies to
design log analyzers [23]. Auditors must be thorough in this regards because features
of non-related attacks may overlap and this will lead to mismatch of intrusions [16,
26]. The maximum error of log analyzer will increase if it mismatches intrusions.
In other words, reports from log analyzer that mismatches intrusions are misleading
and ineffective to design strong counter measures against intrusions in progress.

In addition, it is necessary for auditors to establish how each analyzer select
minimum similarity and expectation of similarity in other to establish how the toolkits
merge related alerts together. Also, different algorithms and metrics can compute
weighted average of related alerts in different ways. Hence, it is challenging for
auditors to be vast in different algorithms for comparing overall similarity of the
alerts and how various algorithms isolate patterns of alerts that are false positives
from real positives.
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4.8 Issues with Metrics for Designing Log Analyzers
in Cyber-Physical Systems

Programmers can design log analyzers that adopt multiple metrics and different data
mining concepts to analyze logs of smart IDSs [15]. It is easy to compare outputs
of closely related metrics together. IDS auditors must conduct routine research to
ascertain strengths and weaknesses of statistical metrics that programmers have used
to support intrusion detections in corporate organization that is under review. There
are different ways to interpret and improve the quality of alerts from smart IDSs.
Hence, the interface between log analyzer and logs of smart IDSs must be reviewed.
These will enable auditors to establish suitable metrics for cross-correlation of alerts
rather than interpreting uncorrelated attacks with heuristic methods. The instant that
the design will update email addresses and mobile phones of operators of smart IDSs
with new alerts should immediately IDS detects every suspicious event. Security
issues begin to build up whenever there are networks failures such as poor Internet
connection and poor mobile signals.

Auditors must review operational logbooks to determine whether operators of
smart IDSs keep track of cases of networks failures such as poor Internet connec-
tions, inability to access emails and poor mobile signals in the organization. These
will give insightful evidence into the effectiveness of Internet and mobile service
providers that are supporting the organization. The findings in this case may also
guide the auditor in recommending to the organization to sustain or review the
Service Level Agreements (SLAs) they agreed with their service providers. The
new threats to Cyber-Physical resources how to mitigate intrusions that can co-occur
together without sharing the same impacts on the targets. Outputs of log analyzers
may indicate graphical illustrations of alerts [8]. Some operators of smart IDSs may
prefer to adopt visualizations to interpret alerts in the form of histogram, pie charts,
bar charts and simple correlation graphs [8]. Figures 4 and 5 demonstrate graphical
illustrations of alerts from Snort whenever the valued held in the TCP and TOS are
used to analyze alerts from the same dataset.

For these reasons, IDS audit must be able to establish audit issues concerning
attributes and metrics the organization are adopting to differentiate sequences or
patterns of alerts that have tendencies to possess different interpretations from alerts
that have regular patterns even if these alerts are analyzed with different attributes.
Some interpretations of alerts may not impact directly on business operations that
human element of Cyber-Physical Systems (CPSs) transacts on daily basis. In addi-
tion, it is plausible that some intrusions are seasonal threats to Cyber-Physical
Systems (CPSs).

A seasonal rise in successful cases of cyber attacks on corporate elements of
Cyber-Physical Systems (CPSs) can co-occur with a seasonal rise in unemployment
and suspension of skilled workers. Therefore, IDS audit must establish the availability
of inbuilt functionalities and capability of log analyzers in the organization to enable
operators of smart IDSs to timely detect and mine frequent alerts from multiple
sensors. Some IDS auditors can face challenges in recommending simple methods



140 J. O. Nehinbe

TCP of alerts

300

250 | =

2
= 200 -
2
<
.,.6150
o 100 r
-
= ®
50' . .
0.
HNMT MO~ A NMTNONODO ANM
AN M TN OMNOOANMST WV WOMNOWOG o N M
N WO NTONDAMINMNSNOAMIUMNSON T O
= = A AN NN NN N S S ST S
Fig. 4 Log analysis of alerts by values held in TCP of alerts

Log analysis of TOS and Protocol of alerts

| 354,104, @ip_proto -

-100

Fig. 5 Log analysis of alerts by values held in TOS and Protocol of alerts

for graphical interpretations of IDS logs to organizations that do not include methods
they prefer to illustrate intrusions against their Cyber-Physical Systems in their IDS
policy.
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5 Methodology for Auditing Smart IDSs and Log
Analyzers in Cyber-Physical Systems (CPSs)

Log analyzers are defined in this chapter as various programs that are designed
to analyze logs of IDSs in a corporate setting [8]. Log analyzers have different
objectives. The chapter proposes log analyzers that are interfaced with GSM to send
short text messages after they have processed alerts of smart IDSs to operators.
Log analyzers often have different objectives. For instance, log analyzers can be
designed to debug NIDSs in the organization. There are log analyzers that determine
the degree of predictability of attributes and information conveyed by attributes of
alerts. Similarly, there are log analyzers that focus on correlation and aggregation of
alerts. Sources of input data to each log analyzers in the same organization may also
vary.

Some log analyzers may derive their input data from homogeneous logs of smart
IDSs while significant numbers of them may receive input data from heterogeneous
IDSs. By auditing them, operators and IDS auditors will be able to ascertain how
the existing Log analyzers cluster alerts to arrive at the succinct texts they send
to operators. For log analyzers that receive input data from several smart IDSs, it
is necessary for the IS auditors to assess the locations of the contributing IDSs in
relation to the log analyzers that aggregate or analyze their logs. Evaluators should
ask questions like was the input modules of various log analyzers designed to override
old alerts or append new alerts to previous ones and what programming language
was used to design them? The time to upload new alerts to the input modules of the
log analyzers should also be audited.

The results from the above enquiry can determine log analyzers that should be
recommended for upgrade and new development that should be incorporated to
improve intrusion detection in the organization. Figure 6 illustrates samples of execu-
tion of four categories of log analyzers that are designed to support the aruments raised
in this chapter. These log analyzers are implemented with C++ language and they are
based on the attributes of alerts from Snort IDS. The input to three of the analyzers

» lnet )

tp_telnetd FIP re

Fig. 6 A sample of execution of log analyzer of alerts
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Tal?le 1 Log analysis of Dataset Attribute Number of cluster | Gini Index
online trace files
DDOS-1-SIP | Source IP 408 0.998
DDOS-1-DIP | Destination IP 1 0.000
DDOS-2-SIP | Source IP 265 0.996
DDOS-2-DIP | Destination IP 1 0.000

were alerts that Snort triggered on the DATAO1, DATA(02 and DEFCON-10 dataset
in IDS and offline modes. The input to forth analyzer was alerts that Snort triggered
on DDoS datasets supplied by the DAPRA to assist research community. The IDS
triggered 4,919 alerts and dropped 250 packets after analyzing the packet capture
(PCAP) file of the dataset. Typical IDS research can explore many concepts with the
above alerts.

The first log analyzer explores the rules that triggered the above alerts and a sample
of its results is shown in Table 3. The second log analyzer explores the sources
of the intrusions and all the addresses of computers they attacked and categorize
them on the basis of date, time, sequence number, source IP address, source port
number, destination IP address and port number of destination address. The third
log analyzer explores the sources and destinations of the intrusions captured in the
dataset. To ascertain the variability and quality of the alerts, the analyzer went further
to compute Gini Index on the basis of sources and destnations of the attacks to further
classify the alerts as shown in Table 1.

Given the probability of each cluster [p(c;)] and for each attribute (SIP or DIP),
the Gini Index is expressed as [15]:

GIndex(SIP/DIP) =1-)_ (p(c))2 (1)

t=1

The fourth analyzer uses alerts from DATAO1 and DATAO02 to compute the lengths
of alerts and the pattern within them.

5.1 A Model for Auditing Smart IDSs and Log Analyzers
in Cyber-Physical Systems

The auditors of smart IDSs must have audit plan and feasible audit time table.
The audit time table should categorically state the annual frequency proposes for
conducting audit of smart IDSs and log analyzers in the organization [12, 17, 25, 26].

The audit plans can be an annual arrangement or a short-term plan that itemize
the procedures the auditors will adopt to conduct IDS audit in the organization at
the due dates. Figure 7 illustrates the schematic diagram of a new framework for
auditing smart Intrusion Detection Systems (IDSs) and log analyzers in this chapter.
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1. IDS audit Planning 2. Preliminary examination of
to determine the pro- existing controls to safeguard
cedures and resources | smart IDSs and log analyzers
required to audit smart in CPSs

IDSs and log analyz-

ers in CPSs

6. Follow-up after the
completion of audit of
smart IDSs and log
analyzers in CPSs

3. Testing seamless integra-
tions of physical and computa-
tional components and controls
on every smart IDS and all log
T analyzers in CPSs

v

4. Documentation and re-
porting of tests and find-
ings on smart IDSs and log
analyzers in CPSs

5. Exit meeting with stake-
holders to discuss audit re-
ports on smart IDSs and log
analyzers in CPSs; facilitate
future review and the depar-
ture of auditors

A

Fig. 7 A model for auditing Smart IDSs and Log analyzers in CPSs

Accordingly, IDS auditors should preview the entire processes they will follow to
carry out the audit of smart IDSs and log analyzers in advance. This is called the
planning phase. This is the stage at which the auditors must delineate the objectives,
scope, budget and resources they would require to comprehensively accomplish the
audit [12, 14, 25]. The auditors will also need to establish the methods they will
adopt to carryout fact-finding; the duration or time frame they will spend on each
stage and the total time they will generally spend to conduct the review. The IDS
audit team should categorically state the format of the IDS audit reports, potential
challenges they envisage and the period they schedule to conduct exit meetings with
the management of smart IDSs in Cyber-Physical Systems (CPSs).

The second stage of this model is the preliminary examination of smart IDSs’
controls and Log analyzers. In this stage, the IDS auditors ought to carry out initial
assessment of the existing IDS resources, all related components of the IDS; opera-
tional procedures and the controls that were implemented in the enterprise to safe-
guard the smart IDSs and log analyzers. The auditors should interview or send ques-
tionnaires to main employees that are responsible for the management of different
smart IDSs and all log analyzers in the organization [18, 19]. The review should
cover all the IDSs in the organization together with infrastructure in the organization
that relates to them, logical access and physical security of each smart IDS. The
directory of each smart IDS, access to the root directory, procedure to log on to the
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root, permissions granted to read, write, execute and modify files and log analyzers;
operating systems; hardware requirements including security, usage and available
disk space; configuration files (signatures, profiles, etc.) and respective logs kept by
each smart IDS and log analyzer must be requested from the dedicated IDS operators.
The review of the log analyzers and other programs that interface with the logs of
the smart IDS should also be carried out at this stage using simulated attacks.

Furthermore, at the third stage of this model, the IDS auditors begin to critically
examine Service Level Agreement (SLA) on the smart IDSs and verify the SLA for
proprietary log analyzers [18]. They will scrutinize process flow, incident reporting
procedures; relevant features of physical and organizational structures; training and
users manuals in the organization that is using Cyber-Physical System to support their
business operations. They must test and validate the level of security and controls that
have been implemented to counter likely threats and attacks on smart IDSs and related
infrastructure in the networks [3, 13, 17]. Auditors must examine the seamless of
the entire components of the engineered systems and quantify the level of protection
smart IDSs in the organization can render to them. They must review controls and
configurations of operating systems, security of smart IDSs and database access
controls. The review at this stage should include various strategies the organization
has implemented to hardening the host computer(s) and the networks so that auditors
can establish the levels of compliance of operations of smart IDSs in the company
with best practices [14, 17, 22].

In the fourth stage, proper documentation and reporting are critical elements that
auditors must carryout to achieve comprehensive auditing of smart IDSs and log
analyzers [12, 17, 18]. Hence, it is imperative for the IDS auditors to document key
findings they observe at each stage of the audit. This chapter proposes that the IDS
auditors should appoint dedicated scribers among the audit team to document tests
and respective findings as the audit progresses. IDS audit reports should include
executive summary, suitable headings, controls investigated during the audit and
corresponding findings the team of auditors have observed in the organization [19,
25]. They must include remarks, recommendations and practical suggestions on how
IDS operators and designers of existing log analyzer can fix audit issues they have
identified in the review. Thus, this chapter proposes that documentation and reporting
of findings should be incorporated into stage 4 of a comprehensive audit of smart
IDSs and Log analyzers in Cyber-Physical System.

Exit meeting is the fifth stage for a comprehensive audit of smart IDS and log
analyzers in the context of Cyber-Physical Systems. The auditors and audit team from
the organization that is under review must gather together in interactive conferencing
to discuss the audit reports before the audit team will exit the organization [17, 19].
The meetings are avenues for both teams to agree on the date and how various audit
issues raised on the smart IDSs, log analyzers; computational and cyber-physical
infrastructure in the organization will be fixed. The meetings should state the date
the representatives of audit team will revisit the unit of the organization to check that
issues raised in the IDS audit reports have been fixed.

Finally, follow-up is the sixth and last stage of the above framework. The repre-
sentatives of the IDS audit team must revisit the organization to examine documents
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like visitor’s diary and access log to the above resources. They need to also report
on the status of all the issues that have been raised in the audit reports they recently
submitted to the organization [17]. To conclude the audit, the reports of this team
should categorically state audit issues on smart IDSs and log analyzers that have been
fixed, pending issues and reasons behind the delay on audit issues that end-users have
not fixed. We suggest that auditors must advise the organization to develop a suitable
IDS policy whenever they have none.

5.2 Results and Discussions

The attacks illustrated with the DDOS-1 and DDOS-2 datasets in Table 1 did not
vary on the basis of their respective destinations’ IP addresses when compared with
the sources’ IP addresses of the attacks. The results sugest that the entire alerts that
originate from the dataset are mostly repeated information that belongs to one group
of destination’s IP address. Hence, the Gini Index was 0.000.

Therefore, IDS auditors must as well audit codes and Log analyzers to establish
the input data, their functions and capabilities in other to establish the strenghts
and limitations of each analyzer. Such systematic review will enable the auditor to
establish Log analyzers that analysts should optimize either by splitting them or
by merging two or more codes together. Table 2 illustrates cumulative length of
attributes that Snort has used to report 4,919 and 75,390 alerts on DATAOI and
DATAOQ?2 respectively. Table 3 interprets the attacks from the above evaluation and
the rules that detected them. Thus, auditors can adopt information in Tables 2 and 3 to
conduct risk assessments and identify strategies of some intruders in Cyber-Physical
Systems (CPSs).

Figures 8 and 9 illustrate the patterns that lengths of alerts from both datasets can
generate. Thus, the chance that intruders can overload smart IDSs over time depends
on the quantity of alerts the detectors can trigger on daily basis. The results further
suggest that automated strategy for forecasting length of alerts smart IDSs generate is
critical to auditors in conducting audit of smart IDSs in the context of Cyber-Physical
Systems (CPSs). This can assist operators to forecast patterns of attacks, workload
and how human aspects of security and privacy can link to Cyber-Physical Systems
(CPSs).

Table 2 Log analysis of

Dataset Total alerts Total attributes
components of alerts

DATAO1 4,919 345,375
DATAO02 75,390 2,893,183
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Table 3 Log analysis of rules that generate alerts

J. O. Nehinbe

Sig_generator

Sig_id

Sig_rev

Description of alert/attack

Summary of attack

119

2

1

Double decoding attack

The attack was an http
exploit. The intuder
inllegally inspected Hyper
Text Transfer Protocol (http)
to gather information about
application protocol for
distributing hypermedia data
in the networks

119

18

Webroot directory traversal

The attack was an http
exploit. The intuder possibly
accessed data, codes, files,
etc. via root directory of the
web server in the networks

122

TCP portscan

The intuder inllegally
scanned a computer port
with intention to gather
information about open
ports, close ports and
services running in the
computer

125

Invalid FTP command

The intuder used invalid
FTP command to possibly
transfer files in the networks

125

FTP command parameters
were too long

The attack was buffer
overflow exploits with FTP
client. The intruder used
telnet’s client to possibly
transfer files that exceeded
maximum length in the
networks

125

FTP command parameters
were malformed

The intruder used badly
formed FTP command to
possibly transfer files on
FTP client

5.3 Suggestions for Improving Security in Cyber-Physical
Systems

The above models have practical implementations in protecting computational,
human, mechanical and physical components that are fundamental to Cyber-Physical
Systems (CPSs). IDS policy must state the configurations and various types of smart
IDSs in the above settings. This document should state the vendors of Network Intru-
sion Detection Systems (NIDs) and Host-based Intrusion Detection Systems (HIDSs)
installed to safeguard all entities in Cyber-Physical Systems (CPSs). Auditors must
verify whether the policy approves software-based IDSSs or hardware-based IDSs, or
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Fig. 8 Log analysis of lengths of alerts (DATAO1)
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Fig. 9 Log analysis of lengths of alerts (DATA02)

combinations of both detectors. Among other things, auditors should further inves-
tigate this document to ascertain if it contains information regarding license fees,
number of users, expiration date for the payment of license fees and bank accounts
of the vendors of smart IDSs procured in these settings.

IDS policy must reflect operators of smart IDSs responsible for the administra-
tion and monitoring of various smart IDSs and Log analyzers in the organization.
Recently, intruders keenly probe source codes to establish their limitations. There-
fore, itis imperative for IDS auditors to carefully scrutinize IDS policy. The document
must categorically state allowable length of time to train supervised learning algo-
rithms as well as the acceptable level that log analyzers must reduce workload due
to IDS alerts in other to undermine the generality of intrusions IDSs have warned.
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What is the acceptable way to classify similar alerts and similar intrusions? Should
similar intrusions be classified on the basis of temporal relationships, intrusive objec-
tives, capabilities to support subsequent intrusions or values held in the attributes of
alerts? The audit must be able to match IDS policy with the above questions for the
document to be useful for mitigating problems of alert correlations that have raised
serious concerns among security experts in recent time. IDS policy document should
not reflect ambiguity in any aspect. The document should be simple and explicit. It
should also include the incident and reporting team; processes of escalating cases of
intrusions and response strategy approved by the management. In all, it is equally
suggested that IDS policy should include methods for handling public awareness
and lessons learnt in the case of devastated attacks that require the organization to
intimate the general public.

An organization may deploy smart IDSs that run on different operating systems.
The performance of smart IDSs becomes necessary whenever they run on different
operating systems. For instance, experience shows that Bro usually operates in
Linux/Unix, FreeBSD and Solaris’ environment while Snort can run with Windows
and Unix/Linux operating systems. There are different ways to hardening different
operating systems. Therefore, auditors must familiar with different ways to hardening
common operating systems in the industry. Some smart IDSs require installations
of client software on computers in the networks of Cyber-Physical Systems (CPSs).
Hence, auditors must also ensure they audit client software on computers in the
networks that interface with smart IDSs. Uninteresting activities and activities that
are important attacks can vary from organization to organization. Hence, auditors
must be professional at all time. They should professionally handle recommenda-
tions aiming to limit the number of false positives especially while suggesting extra
policy scripts that should be included with existing rules for detecting cyber attacks.

Some toolkits can express their signatures as regular expressions or as fixed strings.
Audit of smart IDSs in Cyber-Physical Systems (CPSs) should establish how signa-
tures are designed in each detector. This information is needed in recommending suit-
able training and professional development to operators of smart IDSs whenever audit
reports suggest that operators lack sufficient knowledge to carry out their daily jobs’
specifications. Auditors of smart IDSs and log analyzers should evaluate the effec-
tiveness of training facilities that are available for conducting in-house training in the
organization. In-house training can be recommended to operators in case the required
facilitators are available in the organization. It is ethical for auditors to recommend
training outside the organization to operators of smart IDSs whenever there are insuf-
ficient facilities to conduct in-house training in the organization [17, 26]. Operational
training should include topics such as network or traffic content, false positives. false
negatives, policy scripting or writing rules or signature, signature-matching, unin-
teresting activities, interesting activities, cyber threats and attacks, security, user
privileges, front-end and back-end of smart IDSs; installation, configuration, main-
tenance and execution of smart IDSs and log analyzers to empower operators of
smart IDSs in Cyber-Physical Systems (CPSs). Auditors should ascertain operators
if smart IDSs that aware or unaware of the official websites of various smart IDSs
in the organization during audit of smart IDSs and log analyzers. The audit should
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establish operators of smart IDSs that subscribe or unsubscribe to news update in the
official websites of IDSs in the organization. The reason is that official websites of
IDSs often contain helpful documentations and new tips about bugs and attacks and
strategies to fix them. There should be no bandwidth limitations in the networks for
most smart IDSs to be effective. Organizations should strictly adhere to the hardware
requirements such as hard disk and processor of host computers; software require-
ment such as operating systems (Linux, Windows and Solaris) and the required
versions of auxiliary tools such as libpcap, Perl and tcpdump that service providers
recommend for smart IDSs to ensure high performance. Audit reports should state
the location of smart IDSs in the organization; other options for location the toolkits
and their respective benefits to enlighten the organization. For instance, smart IDSs
can be installed behind an external firewall in the networks. This will enable the fire-
wall to reduce numbers of suspicious packets that smart IDSs in CPSs will analyze.
Some organizations may install smart IDSs before the external firewall. This method
will enable smart IDSs to detect potential attacks migrating into the networks. The
trade-offs is that smart IDSs will produce high number of alerts for log analyzers
and operators to analyze. Smart IDSs can also be installed inside internal firewall if
the human element in Cyber-Physical Systems (CPSs) aims to detect internal hosts
that are vulnerable to computer worms and computer virus.

Audit reports should specify agencies that require external reports of incidents
from the organization that is being audited. Statistics on incident information can
suggest prevalence of security breaches of Cyber-Physical systems (CPSs) nation-
wide. Auditors can evaluate compliance of the organization to the various require-
ments of regulatory bodies by reviewing information about the frequency regulators
required for submitting mandatory reports to the government and National Agency
for Incident Analysis (NAIA). The formats of the reports may be summary of critical
incidents or all cases of security violations on monthly, quarterly, biannual or annual
basis. Interview with someone who inspects and forwards the reports to the required
external recipients will appropriately establish details of how and when the reports
are due for submission. The reports to agencies should be informative in case they
require the reports in specific formats. Operators should express the date and time
the incident begin and end. The number of each type of incident could be included
in the report period for statistical purpose.

Smart IDSs and log analyzers merely detect suspicious events. They cannot make
authoritative decisions if a suspicious event is an attack or not attack. These mecha-
nisms also lack the intelligence to decide whether an attack is successful attack or a
failed or unsuccessful attack. Therefore, operators and recipients of alerts from smart
IDSs and log analyzers must constantly investigate the reports they receive from the
above mechanisms. Furthermore, IDS audit reports and reports on log analyzers
should be simultaneously made available to the IDS operators in the organizations
to address all audit issues pinpointed in the reports.

Above all, the above audit model is an integral part of the information security
of an organization. Host machines, hardware-based IDSs and repository for storing
reports on smart IDSs should be regularly protected from intruders like burglars.
For software-based IDSs, the logical security of databases of the IDSs; web servers
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and various infrastructural components on the networks such as router, firewall and
location of the smart IDSs in relation to the firewall should be thoroughly reviewed to
ascertain their levels of compliance with best security standards. Segregation of duties
among network engineers, Database Administrators (DBAs), internal control and
operators of smart IDSs in Cyber-Physical Systems (CPSs) is highly recommended.
It is disastrous if the logs are deleted while the toolkit is running. Auditors should
recommend enforcement of strong access controls to restrict illegal logging into the
configurations and logs of smart IDSs as panacea to information leakages and attacks
on smart IDS through the back-end of applications in Cyber-Physical Systems (CPSs)
[2].

The root causes of intrusions are dynamic security and privacy issues in Cyber-
Physical Systems (CPSs). Broad audit should be able to reveal how log analyzers
adopt classification rules to segment logs of smart IDSs in Cyber-Physical Systems
(CPSs) and classify alerts into normal and abnormal events. Without sound under-
standing of data mining procedures, IDS auditors might face difficult challenges to
audit association and episode rules necessary to expose hidden relationship among
alerts that are not obviously related. Research has discovered that sequence of the
intrusions on cyber-physical resources in an organization can occur within different
timestamp. Practically, it is difficult to find the mean of categorical datasets that
have no numerical attributes. Instances whereby the designers of log analyzers have
adopted weighted values to transform alerts in the logs of smart IDSs must be clearly
reviewed during audit. The reports will enable end users to establish limitations of
algorithms that adopt concepts like k-nearest-neighbor (KNN) classifiers and how
to improve on the underpinning concepts for transposing alerts into human readable
form in the organization. Auditors should establish types of Security Information and
Event Management (SIEM) and other threat solutions in Cyber-Physical Systems
(CPSs).

The above results submit that auditors must audit log analyzers irrespective of
whether they are locally designed or they are proprietary models in the organization.
The reports should reveal expert rules that are used to process events’ logs and their
characteristics. Auditors should strongly recommend proper documentations for log
analyzers and other threat solutions in Cyber-Physical Systems (CPSs). Essentially,
the above audit model should establish the existence or absence of audit team in
the organization. Reports obtained from the audit should be submitted to the unit
in charge of monitoring smart IDSs in the organization. Thereafter, auditors should
notify them and management with written reports stating past audit issues that have
been suitably addressed [16, 24]. Otherwise, a terminal date to ensure that all pending
auditissues must be addressed and potential impacts of noncompliance must be issued
to the above stakeholders as well.
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6 Conclusion

This chapter shows that pragmatic studies on audit of smart IDSs in the context of
Cyber-Physical Systems (CPSs) are erroneously taken lightly over the years. This
gap has generated negative impacts in the security of computational components,
cyber and physical resources of Cyber-Physical Systems (CPSs) over the years.
Manufacturers of smart IDSs can design rules or policies that are deactivated by
default because they are not immediately needed to protect Cyber-Physical Systems
(CPSs). Such rules or policies can be completely useless if smart IDSs are not peri-
odically audited. Operators can waste huge resources to redesign inactive rules or
policies due to lack of information about possible threats and cyber attacks in Cyber-
Physical Systems (CPSs) and ignorance of the existence of similar rules or policies
in the detection engines of smart IDSs. Consequently, the chapter demonstrates that
log analyzers can serve diverse objectives in a corporate setting. It has also been
stated that series of intrusions can elude smart IDSs whenever the periodic audit
of smart IDSs in Cyber-Physical Systems (CPSs) is not based on empirical find-
ings. The idea is that smart IDSs and all log analyzers in a corporate setting must
be specially audited and their readiness for packets processing must be routinely
verified to ascertain their compliance with best security practices.

There are several concerns that may arise if the computers hosting smart IDSs
are weakly protected or if they are not protected at all. The toolkit can be compro-
mised by intruders, thereby under-reporting or over-reporting security breaches in
Cyber-Physical Systems in the organization. Intrusions that overpower hosts of smart
IDSs can suddenly shutdown the toolkits without the awareness of operators. The
smart IDSs can begin to generate series of false alerts. These devices can suddenly
stop to trigger alerts if intruders cleverly re-configure them without the awareness of
dedicated employees. Experienced intruders may modify rules or policies of smart
IDSs and compromise the passwords for logging to the root directories of smart
IDSs in Cyber-Physical Systems (CPSs). They may delete logs, modify alerts and
other related components of these toolkits. Some intruders may disable smart IDSs in
Cyber-Physical Systems (CPSs) before they will attacks the networks. The integrity
of the log analyzers that analyze logs of compromised smart IDSs in these circum-
stances will also be subjective. Therefore, smart IDSs and log analyzers in Cyber-
Physical Systems (CPSs) must be periodically audited to establish lapses or hidden
faults in the validity and the strength of the protection that the internal controls offered
to the detectors and to help the company to settle on the cost of ownership of their
smart IDSs.

This chapter has proposed an audit model that should contain significant and
explicit information necessary to guide human elements in Cyber-Physical Systems
(CPSs). The chapter also substantiates the importance of smart log analyzers in
the security of Cyber-Physical Systems (CPSs). These groups of log analyzers are
configured to remotely send brief statements that present the main points about
alerts/attacks and in the form of short text messages to the operators of smart IDSs in
Cyber-Physical Systems (CPSs). The message may include “source IP, destination IP,
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short descriptions and time of occurrence of the attacks”. The above model has also
suggested that audit reports should contain executive summary on audit of smart
IDSs and log analyzers in Cyber-Physical Systems (CPSs); objectives or purpose
and scope of the audit. The reports must also include all proprietary and locally
developed log analyzers that relate to smart IDSs in the review. The reports will
be informative if they convey information about the available resources, challenges
and date of the audit. Columns that outline the serial number (S/N); control tests that
auditors have carried out, findings, risk assessment of each problem, suggestions that
can mitigate the problems; human elements in Cyber-Physical Systems (CPSs) that
should fix the problems and remarks or explicit comments (that will state whether the
problem has been fixed or is still a pending issue) should be incorporated in the audit
reports. Useful explanations regarding the entire phases of the audit, signatories to the
reports and annotations should be included in the reports to clarify and substantiate
the validity of the reports to stakeholders in Cyber-Physical Systems (CPSs).

Furthermore, auditors must periodically verify that logs of smart IDSs and log
analyzers in Cyber-Physical Systems (CPSs) are regularly archived and operators
strictly adhere to the modality for maintaining them. This chapter has further provided
a new pathway on how to investigate the sufficiency of IDSs intelligence and log
analyzers and the degree at which they conform to IDS policy and best security
practices in a real-life environment and in the context of Cyber-Physical Systems
(CPSs). Since empirical studies have shown that IDS policy is a well-established fact
in IDS manuals, similarly, future studies should provide best standards and frame-
works for concurrent auditing of smart IDSs and log analyzers in Cyber-Physical
Systems (CPSs) using non-statistical metrics. Finally, strong cooperation between
organizations, GSM operators and research community can help to lessen issues
and challenges in Cyber-Physical Systems (CPSs) that have been identified in this
chapter.
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Surabhi Athalye, Chuadhry Mujeeb Ahmed, and Jianying Zhou

Abstract Given the intricate interactions between the physical and cyber compo-
nents found in urban cyber-physical systems (CPSs), the detection of attacks in such
infrastructure has been approached in various ways. This work presents an exhaustive
study that compares different kinds of attack detection mechanisms and evaluates
them using a set of defined metrics. Model-based attack detectors are investigated
in this report, which use mathematical system models with the input and output as
the sets of actuators and sensors of the underlying physical processes, respectively.
The detection methods comprise statistical change monitoring procedures (CUSUM
and bad-data detectors) and a device fingerprinting technique. The case studies of
two research facilities, a smart water treatment plant (SWaT) and a water distribu-
tion plant (WADI), have been used to assess these security measures. These testbeds
represent the diversity of CPS infrastructures found in cities today. Several types of
attacks have been simulated on the plants to experimentally analyse the performance
of the detection methods.

Keywords Cyber-physical systems + Water treatment systems * Water distribution
systems - Model-based attack detection - NoisePrint - Statistical detectors

1 Introduction

Comprised of physical infrastructure that is controlled by computation and com-
munication frameworks, a cyber-physical system (CPS) includes a combination of
several interconnected elements. Programmable Logic Controllers (PLCs), sensors,
actuators, a Supervisory Control and Data Acquisition (SCADA) workstation, and a
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Human Machine Interface (HMI) are some of these components, which interact using
anetwork. The PLCs are responsible for implementing the necessary control actions
based on the present state of the system, which is checked through the SCADA. This
directly affects the progress and normal functioning of the plant’s sub-processes.

The network and physical elements of the CPS directly influence the physical
processes, and for their normal operation, it is essential that these units work in
tandem. Such systems comprise information technology (IT) and operational tech-
nology (OT) components that interact with each other to ensure proper functionality
overall. Communication within these industrial IoTs also introduces vulnerabilities
that could be abused by malicious entities [1, 2]. Furthermore, since CPSs could
be hampered via both, the cyber and physical domain, the design of their security
measures becomes more complicated when compared to that of strictly IT systems
[3]. The physical infrastructure of a CPS could be targeted and sabotaged by cyber
attacks. The wireless communication incorporated in an interconnected CPS makes
it susceptible to remote breaches and also attacks [4, 5]. This poses a direct danger
to the communication among the nodes of a CPS, and is detrimental to the infras-
tructure. Physical attacks usually involve damaging the sensors or other components,
which compromises the integrity of the data. Consequently, faulty readings get for-
warded to the PLCs, thus rendering the resulting control actions incorrect or even
harmful. The conventional focus of security research is on anomaly-detection in the
communication network component of a CPS [6]. However, attacks in the physical
domain could be more challenging to detect, for they may not reflect in the system’s
network [7, 8].

In recent years, many different CPSs such as nuclear enrichment plants, power
grids, and water treatment systems have been victims of successful cyber and physical
attacks [9, 10]. This chapter examines water treatment and distribution plants. Lately,
water distribution systems have been reported to be targeted on several instances.
The attacks on the Maroochy Shire Water Services [11] and at the Kemuri Water
Company [12] are well known.

Due to the interdependence of network and physical elements, CPS security mea-
sures can adopt many different methodologies as compared to traditional IT security
approaches. Standard security solutions like verification, access control and message
integrity are not sufficient for adequate protection in the case of a CPS [13]. This
is because such methods are incapable of correlating the sensor measurements with
the respective physical process or control action, implying that they cannot be used
to identify aberrations in the physical dynamics of the systems [13]. Such security
measures typically focus on securing the communication network itself, while oth-
ers are based on validating the integrity of data from the physical components of the
system and the interactions among them. However, a majority of these works have
been done using simulated data or theoretical examples [14, 15]. Hence, a thorough
process-level security study of a real system is necessary.

This work performs case studies on a water treatment and a distribution plant and
takes into consideration model-based approaches for attack detection. These plants
are run under normal operation, and then the corresponding sensor dataset is used
to generate Linear Time-Invariant (LTI) system models. The residual, which is the
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difference between the estimated and actual sensor values, is obtained and the attack
detection methods are then applied on it. A control theoretic-approach is used to
create these models, thereby allowing the dynamics of the physical processes to be
mathematically analysed. This way, anomalies arising due to either cyber or physical
attacks can be identified by comparing the modelled and the actual behaviour of the
plant. The dynamic system models representing the two plants in this study have
been created using two ways, (1) using system identification techniques, and (2)
from fundamental physics principles. The evaluation of the models obtained using
both these approaches is presented.

This chapter evaluates the detection performances of three attack detection tech-
niques. The first method is a standard statistical mechanism called Cumulative Sum
(CUSUM) that s used to detect attacks by monitoring changes in the expected values.
The second one is called bad-data detector and it identifies instances of abnormal data
using empirically determined thresholds. The last technique, called NoisePrint, is a
device identification method that is based on fingerprinting the sensor and process
noise [3].

When accounting for the performances of the attack detection techniques, the
sensitivity of the method is also an important consideration, besides precision. This
implies that the instances of false alarms under normal operation of the plants must be
reasonably low. This is crucial while securing actual industrial systems that comprise
of a large number of physical devices, whereby checking each component could be
tedious. Thus, the evaluation of the detection mechanisms is done under normal
operating conditions as well as when the plants are under attack, in order to review
their performances comprehensively.

The motive behind this work is to carry out exhaustive testing of detection tech-
niques for CPSs on different testbeds, and then compare their efficiency. This chapter
is builds on the preliminary results presented at a conference [16] and gives some
insight on the issues as highlighted below:

1. Effect of Noise on the System Models: One of the problems faced while imple-
menting and verifying the models was that of process noise for each individual run.
The effect of the noise from environmental disturbance causes erratic deviations
from the modelled behaviour.

2. Faults in Sensors: Even when the plants were operating normally, the presence
of some hidden faults in the sensors was noted, thereby hindering the creation
of valid system models. Hence, the components have to be carefully checked to
ensure proper functionality during the data collection.

3. Availability and Reliability of Data: The design and performance of an anomaly
detector are directly affected by data availability. In order to obtain accurate mod-
els, sufficient data must be procured that (a) captures the components’ complete
performance cycles, and (b) represents all the possible modes of operation of the
Industrial Control System (ICS) without temporary glitches and/or outliers. In
this study, the plants were run continuously under normal operating conditions
and the datasets obtained were used to create the models. However, unexpected
results were observed when the models were tested on the plants when they were
not running.
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4. Attack Detection Speed: The anomaly detection speed is a vital consideration for
the safety of the plant, but is often neglected while assessing the performance of a
detection technique [17]. The faster the anomaly is detected, the better the impact
can be mitigated, as it allows the required protective measures to be taken earlier.
Hence, one of the performance attributes that has been evaluated and emphasised
in this study is Time Take for Detection (TTD).

Organization: The chapter henceforth is organized as follows. Literature related to
the work reported in this chapter is reviewed in Sect. 2. The research facilities used
to test the performance of the attack detection mechanisms are described in Sect. 3.
The physical systems in these facilities have been modelled in two different ways,
which are explained in Sect. 4. Section 5 explains the attack detection framework as
well as the three detection techniques that this work focuses on. Subsequently, the
attacker profile is defined in Sect.6, which also elaborates the likely attack cases
and their execution. Section7 presents the performance evaluation of the detection
mechanisms under normal and attack scenarios. Lastly, the results obtained above
are analysed, and the conclusions mapping the above contributions are put forward
in Sect. 8.

2 Related Work

In this section, the research done in CPS security is highlighted. One of the earlier
works on the security of power systems against data injection attacks is detailed
in [18]. It has been shown that a bad-data detector could catch an attack resembling a
fault, but it would miss a stealthy attack. This has also been noted in study on a smart
water distribution in [19]. In these two studies, the models of underlying process
have been generated using simulations and the real testbed, respectively.

Active Defense Some detection techniques combine the modelling of the physics of
the system with active detection mechanisms. The authors of [7] present a sensor
attack detection technique based on challenge-response. This method has been tested
on active sensors in vehicles. Physical watermarking is also an active technique,
which is proposed in [20].

Control Theory/State Estimation The detection techniques that are based on physics
originate in control theory because of the ample literature on the modelling of the
physical processes. The past half-century has seen the extensive study of the detection
of faults in control systems. Many works have reported the use of models for a
physical process [21-24]. Fault detection literature provides ideas for these works,
which have also highlighted the limitations of fault detectors when it comes to attack
detection. Secure state estimation has been exhaustively analysed, towards that end.
The recent research in [25] proposes a search algorithm that is based on Satisfiability
Modulo Theory (SMT) to accelerate the search of potential sets of sensors, followed
by an extended work to model the noisy systems [26].
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Physical Authentication Authors of [27, 28] demonstrate interesting approaches for
authenticating the control logic in a PLC by making use of the physics of the process.
Recently, the authors of [29—-31] were able to uncover an insider threat by exploiting
the physics of the process.

Device Fingerprinting A closely related work [32] proposed to fingerprint sensors
based on the measurement noise. However, the technique works only in specific
states, for example, when the water in the tank is constant. For the extraction of
sensor noise for certain components (e.g. level sensors), the process has to be in its
static mode. In a particular type of ICS (automotive industry), researchers have tried
to fingerprint devices in Controller Area Networks (CAN) bus [33].

Attacks on Water Systems Attack detection in canal networked systems using hydro-
dynamic models has been discussed in [34, 35]. An investigation into the challenges
in the security of control systems when sensor and actuator data are compromised
has been reported in [36]. The general approach in the literature is to study the effect
of specific attacks on a particular system. These attacks include denial-of-service
and deception attacks against a networked control system. A denial-of-service attack
refers to obstructing the availability of resources by jamming communication chan-
nels[37, 38]. In deception attacks, the integrity of the sensor and actuator data is
compromised. Specific types of deception attacks include false data injection, replay,
and stealthy attacks. In[39, 40], false data injection attacks on power networks are
studied while assuming that the attacker has perfect knowledge of the system model.
In[41], authors have demonstrated the effect of replay attacks on the sensor readings
and have proposed a methodology to detect such attacks. Various cyber attacks on
networked control systems are studied in[42] using a quadruple tank testbed. An
anomaly-based methodology for the detection of a wide range of integrity attacks in
cyber-physical critical infrastructure is reported in[19, 43].

Most of the aforementioned related work provides theoretical models and exam-
ples for CPS security. However, research on cyber-security of CPSs through empirical
analysis is lacking. Recently, in [19, 22, 44], researchers reported an investigation
into the effectiveness of another detection scheme that uses the Kalman filter on
an operational water treatment testbed. Experimental study on these kinds of real
testbeds provides insight on how attacks can be launched on such systems. However,
the work presented in this chapter is the first of its kind as it demonstrates the security
testing on CPSs using two different testbeds. Also, it is a novel attempt to compare
the different types of attack detection techniques on the basis of their performance
in terms of accuracy and the detection speed.

3 Testbeds: Our Playground

This work has made use of two operational testbeds, a secure water treatment plant
(SWaT) and a water distribution plant (WADI), that serve as exhibits of urban cyber-
physical systems. The security measures have been implemented on these plants and
their capabilities have been tested.
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3.1 SWaT: A Secure Water Treatment Testbed

The Secure Water Treatment (SWaT) testbed is an operational water treatment plant
scaled down to produce doubly filtered water at the rate of 5 gallons/minute. This
testbed simulates the larger plants found in cities today. In addition to the following
brief overview of this testbed, further details about SWaT can be found in [45].

Water Treatment Process As seen in Fig. 1, the water is passed through six distinct
stages in order to undergo the complete treatment. Each of the stages is controlled
by a dedicated PLC, and the necessary control actions are taken based on the data
from sensors.

A motorised valve in stage P1 controls the inflow of the untreated water into the raw
water tank. From this tank, the water is sent to the next stage P2 for chemical dosing
where it undergoes chlorination. The water is then pumped to the ultra-filtration (UF)
feed water tank in stage P3. The UF feed pump in this stage then transfers the water
to the Reverse Osmosis (RO) feed water tank in stage P4 via the UF unit. In this
stage, an RO feed pump sends the water through an ultraviolet dechlorination unit,
which is controlled by the PLC. If necessary, sodium bisulphite (NaHSOj3) is added
to the water to regulate the Oxidation Reduction Potential (ORP). Following this, the
chlorine-free water is sent to a two-stage RO filtration unit in stage P5. The permeate
tank stores the filtered water from the RO unit while the reject is accumulated in the
UF backwash tank. The membranes of the UF unit are cleaned by activating the UF
backwash pump when required in stage P6.

Communication Network and Vulnerabilities The PLCs in this testbed control the
pumps and valves within their domain by obtaining data from the sensors associated
with their corresponding stages. Communication among the PL.Cs occurs over a sepa-
rate network. The connections between the sensors, actuators and PLCs can be either
wired or wireless. Attackers could exploit the vulnerabilities of the protocol used to
compromise the communication links among the PLCs and the sensor-actuator set.
The PLC firmware, and consequently the PL.Cs themselves, could be the subjects of
attack as well. Gaining control over such vital links, the attacker could use several
strategies to insert fake data to the PLCs, adversely affecting the control actions taken
based on it.
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Fig. 1 Architecture of the SWaT Testbed
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Fig. 2 Architecture of the WADI Testbed

3.2 WADI: A Water Distribution Plant

The Water Distribution (WADI) plant is an operational testbed supplying 10 US
gallons/minute of filtered water [46]. It serves to represent the large distribution
networks in cities that provide water to consumers.

Water Distribution Network As seen in Fig.2, WADI is a three-staged plant with a
primary grid (P1), a secondary grid (P2), and a return water grid (P3). In order to
simplify the architecture, the stage P2 has been divided into three parts, P2a, P2b
and P2c. The return water grid pumps water to the primary grid for recycling. Water
quality analyzers have been installed in the return water grid to check water quality
before pumping it into the primary grid.

Communication Network and Vulnerabilities All of the three stages in WADI have
an individual PLC controlling them. These PLCs use National Instruments Compact
RIO as Remote Input Output (RIO) devices. The communication network comprises
three layers namely, layer-0 (L0O), layer-1 (L1) and layer-2 (L.2). Being at the process
level, layer LO connects the actuators/sensors and input/output (I/O) modules via the
RS485-Modbus protocol. Layer L1 forms the plant control network and has a central
node to which all the PLCs are connected in a star topology. The communication
between the plant control network and the touch panel serving as the Human-Machine
Interface (HMI) occurs via the third layer L2. Penetrating any of the layers gives the
attacker access to manipulate the data and control actions.

4 System Models

The two testbeds are treated as multi-input, multi-output systems, applying the
model-based approach. This section covers the creation and validation of their
system-models.
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A system model is used to represent the dynamics of a physical process as a
mathematical formulation. The example of an Industrial Control System (ICS) is
considered in this chapter. The state of the system is measured using sensors. Actu-
ators are controlled by the Programmable Logic Controllers (PLCs) to affect the
process state and their control actions are determined by the design of the system.
For example, in a water tank, the level of water is taken as its state and is measured by
alevel sensor. Such a state in a water distribution process is dynamic and is governed
by the actuators at the inlet and outlet of the tank, in this case. These actuation signals
are considered as the inputs to the control system while the sensor measurements act
as its outputs. This way, the systems and their underlying processes can be described
using system models.

The models created largely pertain to the physical processes and do not represent
the chemical behaviour of the plants. Hence, the components accounted for are pumps
(Ps), motorised valves (MVs), electromagnetic flow meters (FITs), level sensors
(LITs, LTs) and pressure sensors (PITs), while chemical sensors are excluded.

As explained below, the system models are derived using (a) sub-space system
identification, and (b) basic physics principles. The first method is data-driven while
the second approach is design-centric. When the data-driven procedure is used,
obtaining the model can be generalised for any type of plant, making the model-
based approach applicable to several industrial systems. Deriving the models from
physical principles might not be as straightforward, based on the complexity of the
system involved, but this approach can also be made generic by dividing the plants
into simpler sub-systems. By having system models, the plants’ behaviour can be rep-
resented in a quantitative manner, allowing their operation to be estimated. Analysis
of the deviation from the expected and actual performance gives insight on possible
anomalies and/or attacks in the ongoing processes.

4.1 System Modelling Using Sub-space System Identification

In this approach, the goal is to obtain a model of the following form at any time
instance k for a system with p control inputs (actuators) and m outputs (sensors):

Xkp1 = Axg + Buy + vy,

ey
Yk = Cxp + nk

where x € R" is the system state vector of n states, A € R"™" is the state space
matrix, B € R"*7 is the control matrix, y € R™ is the vector of the measured outputs,
C e R™*" is measurement matrix, and # € R” denotes the system control input. The
system dynamics are captured by the state space matrices A, B and C, which can
then be used to find a specific system state from an initial state. The noise vectors
for the sensor and process are represented by 7, and vy, respectively.
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Such a Linear Time-Invariant (LTI) model can be obtained using sub-space sys-
tem identification algorithms. The objective of system identification is to find these
matrices using the input and output data from the plant. The system state for a phys-
ical process can be modelled with a precise analytical model. The system model can
be used to predict the normal operation of a dynamic physical process, and deviations
from the expected system behaviour can be observed in the case of anomalies. Such
10-state (n = 10) models have been created to represent both the testbeds.

4.2 System Modelling Using First Principles

In this section, a model for the level sensor outputs of two tanks in the WADI testbed
is derived based on fundamental principles of physics. The change in the level of
water in a particular tank across a time interval, as measured by level sensors, can
be estimated to be a linear function of the net flow into that tank using the readings
of the inflow and outflow sensors (Fig. 3).

The net flow into a particular tank (measured as the rate of volume) is given by
the difference in the values of the flow sensors at the inlet and outlet, f;, and f,,;,
respectively:

Af = fin - fout (2)
Hence, the estimated net flow into a particular tank, y, is given as follows:

Ay = K,Af 3)

ﬂn —

fOHI

l ) K,

Fig. 3 Deriving a model for the level of water in a tank using first principles
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Table 1 Models based on first principles for the two tanks in WADI testbed

Sensor Vi1 = S + KaAfi + Ly — 3x)
K, L

1-LT-001 0.01503 0.5

2-LT-002 0.02356 0.5

where K, is an empirically determined constant with a value approximately equal
to the reciprocal of the cross-sectional area of the tank. Therefore, at any time step,
(k + 1), the level sensor estimate for a particular tank, ;. , can be given as follows:

Vir1 = Yk + KaAfi 4

To further improve this model, the error between the actual measurement and estimate
at the current time instance, y; and jy, respectively, can also be taken into account
while computing the level sensor estimate at the succeeding time instance:

Siat = i + KaAfic + L (v — 3x) &)

where L is a linear filter that takes the weighted average of the actual and estimated
values (similar to the Kalman filter-based gain matrix described Sect. 5). The con-
stants in Eq. (5) for the models for level sensors 1-LT-001 and 2-LT-002 in WADI
are listed in Table 1.

4.3 Validation of the System Models

After all the models are created, it is imperative for them to be validated. For the
models generated using the system identification process, the state-spaces matrices
are applied to obtain the estimates of the system output. Next, the real-time sensor
readings are compared to these modelled values. Similarly, the first principles-based
models for the level sensors are implemented and the estimated and actual values are
compared.

The comparison for one of the level sensors in SWaT is illustrated in Fig. 4. The
top pane shows the actual sensor measurements and the model estimate of the sensor.
In the middle pane, the residual vector can be seen, which is the difference between
the actual sensor measurements and its estimate. The probability density function
(PDF) of the residual vector is plotted in the bottom pane. The estimate obtained
from the model converges with the actual sensor measurements to a large extent,
since the PDF of the residual has a very small variance.

The PDF plots for the models of the level sensors in the WADI testbed are shown
in Fig.5. It can be seen that the overall variance of the residuals from both, the
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system identification and first principles-based models, is small. There are some
stray values that are very few in number and are considered to be outliers caused
by unstable measurement instances. Comparing the models for both the sensors in
Fig. 5, the model based on system identification has smaller error variance than the
one derived from first principles. This is a significant observation regarding model
accuracy and its effects would be seen on the attack detection accuracy discussed in
Sect. 7.

Besides the visual validation, the root mean square error (RMSE) is used as a
metric of estimation accuracy. The RMSE value for N readings is given as follows:

Zfil ()’i - 5’!‘)2
N

RMSE = (6)

where y; is the actual i-th sensor reading, and J; is the i-th estimate obtained from the
model. The RMSE value essentially indicates how far the estimated value is from the
real measurement, and (1 — RMSE) represents the model accuracy as a percentage.
According to control theory literature, models with an accuracy of even 70% are
considered to approximate the real system dynamics accurately enough [47].

Table 2 shows the RMSE values of the models obtained using system-identification
for 6 sensors in the SWaT testbed. It can be seen from these results that the model
has high accuracy. In the case of WADI, the two models have been tested, the first
obtained by following the system identification process, while the other is derived
from first principles. As shown in Table 3, the system identification model reports a
higher accuracy than the first principles-based models in the case of both the level
sensors. Comparing the models for the level sensors in SWaT and WADI, it can
be seen from the two tables that the model for SWaT is more accurate. This can be
attributed to noisy measurements in WADI, which are caused by the higher sensitivity
of its components in comparison to SWaT.

Table 2 Validating SWAT model obtained from sub-space system identification
Sensor FIT101 LIT101 LIT301 FIT301 LIT401 FIT401
RMSE 0.0363 0.2867 0.2561 0.0200 0.2267 0.0014
(1-RMSE)*100%]| 96.3670 71.3273 74.3869 98.0032 77.3296 99.8593

Table 3 Validating both types of models for the level sensors in WADI

Sensor System identification model First principle model

RMSE (1 - RMSE)*100% RMSE (1 - RMSE)*100%
1-LT-001 0.2623 73.7729 0.3946 60.5394
2-LT-002 0.2506 74.9446 04111 58.8854
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Based on the RMSE values and the PDF plots, it can be safely concluded that the
models obtained for both the plants are reasonably accurate, and can therefore be
implemented on the testbeds to form the basis for the model-based attack detection
methods.

5 Attack Detection Framework

The attack detection framework is based on validating the live sensor measurements
to detect attacks. The involves (1) applying the models created in the earlier section to
obtain the expected values using Kalman filter-based state estimation, (2) comparing
these to the actual sensor measurements to get the error or residual vector, and (3)
analysing the residual vector to check the source of the sensor readings. The following
attack detection techniques are applied on this vector to determine the occurrence of
an attack:

1. CUSUM detector
2. Bad-data detector
3. NoisePrint.

5.1 Kalman Filter

The state of the system with m outputs at a time instance k is estimated based on
the model matrices obtained from system identification and the available real-time
output y, using a linear filter of the following structure:

R = A + Buy + Li(5x — Ck) @)

with the estimated state given by X; € R” for an n-state system, X; = E[x(#;)], where
ET-]isused to denote expectation, and gain matrix L; € R"*". Equation (7) depicts
the system model where the Kalman filter is being employed for estimation. Using
the previous readings up to x;_; and the current sensor reading y, an estimate for
the current state variable X; is made. In Eq.(7), ¥y represents a generic form for
sensor measurements that might contain the data spoofed by an attacker. Thus, an
error vector can be defined as follows:

€ = X — )?k (8)

where x; denotes the optimal estimate for x; given the readings for all the sys-
tem outputs until the (k — 1)th time step. Let P, denote the error covariance,
Cov(ey) = E[(xx — %) (xx — £¢)T], and I3k|j be the estimate of P, given yi, ..., y;.
The prediction equation for the state variable using the Kalman filter can be written
as follows:
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Kerie = AXkii 9
P = APgwA” + Q (10)

where Xy is the estimate at time step k (using measurements up to the time step k),
and X1k 18 the (k + 1)th estimation based on previous k measurements. Similarly,
Py, 1s the error covariance estimate until time step k. The covariance matrix for the
process noise is given by Q. The time step is updated using the Kalman gain, L;:

Ly = Pyp—1CT(CPyp—1 CT + R)™! (11)
Xeripe = Xeripe + Lk — CXig1ik) (12)
Piaje = (I — LiC) Pesip (13)

where X;11x and }_’k+1 k» are the updates for the (k + 1)th time step using measure-
ments y; from the i th sensor, and Kalman gain L;. The measurement noise covariance
matrix is denoted by R.

Assuming that the system is stable, the initial state for estimation can be selected
arbitrarily, since it eventually manages to converge. For e.g.., the initial estimated
state can be xo with Py = E[(Xo — x0)(Xo — x0)7]. The Kalman gain L, is updated
at every time step, but after a few iterations, it converges and subsequently operates
in a stable manner. The Kalman filter is an iterative estimator and X4 in Eq. (9) is
obtained from Xy in Eq. (12). It is assumed that the system is in a steady state
before attacks are launched. The Kalman filter gain is represented by L in steady
state.

5.2 Residuals and Hypothesis Testing

Model-based fault detection is commonly found in related literature [47]. Use of
the residual vector for fault detection concentrates on a particular structure of the
faults. However, an intelligent adversarial attack is challenging to detect. This study
focuses on the performance of the residual-based anomaly detection schemes against
strategically designed attacks, such as, replay attacks [20, 22]. The performance of
the detection procedures has been assessed for a variety of such attacks.

These procedures are dependent on a state estimator, such as the Kalman filter, to
predict system state. The estimated state is used to obtain the expected output (sensor
value) y; and this is then compared to the actual sensor measurements y;, which may
have been compromised. The sensor measurement y;, for the kth time step is given
as follows:

Yk = Vi + & (14)
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where yj is the actual sensor value and §; represents the attack signal that may or
may not be present at that time instance. Under normal operation, the difference
between this value and the estimate should stay within a defined threshold, else, an
alarm would be triggered. From the state-space matrices, the sensor estimate ¥ for
the kth time step is obtained as follows:

Yk = Cx (15)
Using this, the residual random sequence ry, k € N is defined as:

e = Yk — Yk
= +8) —
= (Cxx +m +8) — Cxi
ry = Cex + mi + 8 (16)

When there are no attacks (§y = 0), the mean of the residue can be computed:

Elrip1] = CElegy1] + Elnis1] = T (17

where 7,,%1 denotes an m x 1 matrix composed of the mean of the residuals under
normal operation, and the co-variance is given by:

Y = Elnr{ 1=CPC" + R, (18)

For the residual, the hypothesis testing is for Hy, the normal mode (no attacks), and
JH,, the faulty mode (with attacks). In this study, the system output is taken as the flow
at the nodes and the water level in the tank. From this data and the state estimates,
the residuals are obtained. Thus, the two hypotheses are state as follows:

| Elre] = Finxas | Elre] # Finxis
:HO'{E[rkrkT]zZ lr:Hl'{E[rkrkT];/'éE

In the later sections, these hypotheses are tested using commonly used change
detection techniques based on the statistics of the residues.

5.3 Cumulative Sum (CUSUM) Detector

The CUSUM procedure, also known as the stateful detector, takes in the residual
vector as an input to its algorithm. This input can be considered as a distance measure
of how far the estimate is from the real measurements. For this work, all the sensors
and actuators are considered together while creating a system model, implying that
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these together form the system output. Hence, the Kalman filter gain is presented in
form of a matrix. A dedicated detector for each sensor is designed.

The index i denotes the sensor/detector, i € J := {1,2, ..., m}, where m is the
number of sensor outputs. Thus, the attacked output vector at the kth time instance
can be partitioned as y; = col(Jx.1, . . ., Yx.m), Where y; ; € R denotes the i-th entry
of y, € R™. At any time step k, the individual attacked output for the i-th sensor, y ;
is given as:

Vii = Cixg + nii + S (19)

where C; denotes the i-th row of C, and 7 ; and 8, ; denote the i-th entries of 7, and
dx, respectively. The residual vector for each sensor can be given as follows:

rei = Ciex + Mii + ki (20)

CUSUM is a standard procedure [48], and is explained using the following equations.

CUSUM: Sy, =0, S;; =0, k" =0, k; =0,

S,:fi = max (0, S,j_,,i +rei — T — ki), if Slj—l,i <t Q1)
Sfi=0and k} = k" +1, if S > 7t
S =min(0, S, ; + 71 — Ti+ 1), if Sicni 2T s (22)
Sp;=0andk; =k +1, S <7

Design parameters: bias «; > 0 and threshold 7; > 0.
Output: alarm(s) = k?‘ + k.

From (21) to (22), it can be observed that the CUSUM values S,jf ; and §;; accumulate
the distance measure ry ; over time to measure how far are the values of the residual
from the target mean (7). This window for error can be tuned using the slack variable
k. This is chosen to be % * o; in this study, where o; is the standard deviation of the
residual vectors for the i-th sensor. The CUSUM threshold t; is computed as follows:

T, = +I * a; (23)

where I" is a multiplier to scale the standard deviation (o) and is usually assigned a
value between 3 and 5[438].

An alarm is raised when this accumulation exceeds the chosen threshold 7; in
its magnitude. The sequence Sy ; is reset to zero every time it becomes negative or
greater than t;. If r¢ ; is tightly bounded and «; is not adequately large, the CUSUM
sequence Sy ; indefinitely grows till the threshold 7; is reached, regardless of how
large 1; is set to be. To prevent such drifts, the slack variable x; must be appropriately
selected based on the statistical properties of the distance measure. Once « is chosen,
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the threshold 7; must be selected to achieve a required false alarm rate A?*. The false
alarm rate for the CUSUM procedure is denoted by A; € [0, 1] and is defined as the
expected proportion of observations which are incorrect alarms raised in the absence
of an attack [49, 50].

The CUSUM values are expected to stay within the thresholds when the system
is operating normally, since the estimates would mostly conform to the actual sensor
values. Whereas, attack conditions would tend to cause the residual values to change
unexpectedly, which would be reflected in the CUSUM values and consequently
raise alarms to indicate the presence of an adversary.

5.4 Bad-Data Detector

The bad-data detector is known to be widely used in the CPS security literature [51].
It has been implemented on the residual sequence ry; of the sensor i at the time
instance k given by Eq. (16) in the following way:

Bad-Data Procedure: ~
If [reil > i, ki=k, i €. (24)

Design parameter: threshold «; > 0.

Output: alarm time(s) k;.

Using the bad-data detector, an alarm is reported if the distance measure, taken as
|rk.i|, exceeds the threshold ;. Analogous to the CUSUM procedure, the parameter
«; is selected to satisfy a required false alarm rate A?.

Similar to the CUSUM detection, the alarms triggered using the bad-data detector
indicate the presence of an anomaly or attack, since the residual values would be
expected to remain within the threshold under normal conditions.

5.5 NoisePrint (Residual and Noise Fingerprint)

In this section a sensor fingerprinting technique called NoisePrint is presented, which
is based on the sensor and process noise [3]. The working principle of this method
is the intuition that when the system is in steady state [52], the residual vector
obtained by applying the system model is a function of sensor and process noise. As

seen earlier, at the kth time step, the residual vector is given as r, = Cey + 1, and
k=2

the error vector can be expressed as ¢y = Y (A — LC) (vg—j—1 — Lng—;—1), where
i=0

vi € R" is the process noise and 1, € R™ is the sensor noise [53]. Using the system
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model to obtain the state estimates, the characteristics of the sensor and process noise
for any given ICS can be extracted. This way, the acquired residual vectors can now
be fingerprinted using pattern recognition techniques like machine learning.

5.6 Design of NoisePrint

The first step of the proposed scheme is the collection of data, which is then segmented
into smaller chunks for feature extraction in the time and frequency domains. A sensor
ID is assigned to the combined set of features. Following this, a machine learning
algorithm is applied for classifying the sensors on the basis of their noise profiles.

Residual Collection: After obtaining the system model for the ICS of the plant, the
residual vector is calculated, as explained in the previous sub-sections. The residuals
are collected for the complete group of sensors in SWaT and WADI testbeds, and
are then inspected to extract sensor and process noise. When the plant is running
normally, the error in sensor measurement occurs due to the presence of sensor and
process noise (for e.g., due to the splashing of water, etc.). The collected residual is
analysed in the time and frequency domains to examine the patterns of noise, and it
has been found that they follow a Gaussian distribution. Applying a machine learning
algorithm on fresh readings, which is test-data from the plants, unique profiles of
sensors and processes can be generated using their variance along with the other
statistical features acquired from the noise vector. Noise fingerprints can be created
at the commissioning phase of the plant or over the course of its usage. Whether the
process is dynamic or static does not make a difference, since these noise fingerprints
are acquired using the system model.

Feature Extraction: Data is collected from sensors at a sampling rate of one second.
Since data is collected over time, the time domain features can be extracted from the
raw data itself. The Fast Fourier Transform (FFT) algorithm [54] has been used to
convert the domain from time to frequency in order to extract the spectral features.
In total, eight features are used to construct the fingerprint, as listed in Table 4.

Data Chunking: After residual collection, the dataset is divided into smaller seg-
ments. In the following sections, it will be seen that for both the testbeds, experiments
have been conducted using datasets collected over a period of several days. Data
chunking is essential for addressing (1) what is the required sample size for training
a machine learning model that performs well, and (2) how much data is sufficient to
reliably confirm the presence or absence of an attack.

The whole residual dataset (with a total of N readings) is divided into m chunks
(each chunk of the size L%J ). The feature set < F'(C;) > is calculate for all the data
chunks. For each sensor, there are m sets of features < F(C;) >;c[1.m]- It has been
empirically found that one-class SVM produced highest accuracy for the chunk size
of L%J = 60 readings. This indicates the size of the datarequired for a machine learn-
ing algorithm and implies that attack detection decisions cannot be made instantly.
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Table 4 List of features used. Vector x is time domain data from the sensor for N elements in the
data chunk. Vector y is the frequency domain feature of sensor data. The vector of bin frequencies
and the magnitude of the frequency coefficients are given by ys and y,, respectively

Feature Description

Mean X= % ZIN:I Xi

Std-Dev o :\/ﬁ ZIN:I (x; — %;)?
Mean Avg. Dev Dz =+ 3N x5 — |
Skewness y = % X:?]:l(xia;)z)3
Kurtosis = L3N (3
Spec. Std-Dev \/ Ik Z(Vf f‘;:’(’f;m ©
Spec. Centroid Cs = 72122':(;:1(;:2'"(i)

DC Component Ym (0)

6 Attacker and Attack Model

The cyber-attacks taken into consideration in this work are on sensor measurements,
as shown in Fig. 6. For the purpose of this study, certain assumptions have been
made about the attacker. The types of attacks carried out on the SWaT and WADI
testbeds are introduced in this section. Following this, the attacker model is discussed,
which outlines the attacker’s intentions and capabilities. The attacker can have a wide
range of motives, which include performance degradation, interfering with a physical
property of the system, or harming a component.

Uk Nk
Actuator 5

§<|—- Process - i))))i

Sensor >
o
up Jk = Yk + Ok
Control [«

Fig. 6 CPS under attack
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6.1 Attacker Model

Given the particular types of attacks considered in this work, the following assump-
tions have been made regarding the attacker:

1. The attacker is able to access yx; = C;xx + ni,; (i.e., the i-th sensor reading at
the time step k).

2. The attacker knows the dynamics of the system, the state-space matrices, the
control inputs and outputs, and the detection method that has been implemented.

Attacks on a CPS can be launched in several different ways. The sensors, actuators
and PLCs in an ICS interface with each other using communication networks. These
links of interaction can be compromised by a classic Man-in-The-Middle (MiTM)
attack [55, 56]. Besides injecting false data into sensor measurements through the
cyber domain, an attacker may also physically tamper with a component so as to
send the ICS into an unstable state. Hence, authenticating the sensor readings being
transmitted to the controller is crucial.

An attacker with physical access to the plants and the components within it is
known as a malicious insider. However, physical damaging of sensors need not be
done by an insider, as critical infrastructure systems like water treatment and power
plants are often distributed over large areas [57, 58]. It is possible for an outsider,
such as the end user, to execute a physical attack on sensors like the smart energy
monitors found in urban regions.

6.2 Attack Scenarios

Data Injection Attacks In these attacks, the real sensor measurement is modified or
fake data is injected by the attacker in order to push the system into an undesirable
state. In the experiments conducted on the testbeds, the following two types of data
injection attacks are considered:

e Bias Injection Attack: The attacker’s motive in this type of attack is to mislead
the control system by falsifying the sensor readings. For e.g., the level sensor
measurements could be increased by the attacker while the actual level in tank
level is stagnant. Considering the attacked values to be true sensor readings, the
controller would keep the pump working till the tank empties itself, causing the
pump to burn out. The attack vector in this scenario is defined as:

Yk = Yk + O, (25)

where §; is the biased value injected by the attacker.
e Stealthy Attack: This attack is extremely difficult to discover using model-based
methods because it is designed to remain undetected by statistical detectors such
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as bad-data thresholds or CUSUM change detectors. The attacker chooses an
attack vector §; for Eq. (25) in a way that makes it inconspicuous when statistical
detectors are used. The residual vector in such attacks may not show substantial
changes or cross the thresholds, which is required for detectors to recognise an
attack. The impact of such attacks has been studied in literature [19]. Such attacks
enable the attackers to hide their data injection while still influencing the system
covertly, therefore earning their name. However, NoisePrint is capable of detecting
such attacks, as will be seen in Sect. 7. An example of such an attack would be
modifying a level sensor measurements by a small value, or spoofing a constant
fake reading which might be same as the real reading from the last instance.

The attacks mentioned above have been simulated on the SWaT and WADI testbeds
and the three detectors have been implemented to analyse their performance.

6.3 Attack Execution

Cyber Domain Data traffic between the sensors and the PLCs is intercepted using a
Man-in-The-Middle (MiTM) approach. These packets are then inspected, and their
payload (sensor measurement) is altered to implement the attack. The false reading
could be injected by the adversary to execute either a bias injection attack or a stealthy
attack.

The attacks carried out on SWaT and WADI for testing the attack detection tech-
niques are shown in Tables 5 and 6. These attacks are of the following types, based
on the manner of their execution:

e Single-point Attack—these kinds of attacks target one point in the system, manip-
ulating its reading and/or severing its communication link.

e Multi-point Attack—in such attacks, several points are simultaneously targeted.

e Stealthy Attack—these are the attacks wherein minute alterations are made to the
data value of a sensor, making it challenging to detect the anomaly.

The multi-point attacks could be single-stage or multi-stage, based on how spread out
the target points are across the different stages in the plant. In the real scenario, these
attacks are usually dependent on the competence, extent of access and intentions of
the perpetrator.

Such operational technology (OT) attacks threaten the normal operation of the
plant by manipulating states of sensors and/or actuators. Using the option provided
by the SCADA system for the SWaT and WADI testbeds to manually alter the
sensor/actuator readings being sent to the PLC, simple bias injection attacks have
been simulated on the plants. Custom-developed Python programs are used that
gradually modify the attack vector to imitate more complicated stealthy attacks. The
researchers at the iTrust Labs have developed custom-coded modules [59] that are
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Table 5 List of Attacks (SWaT)

S. Athalye et al.

Attack Description (Initial state/attack state)
Stage 1

Atk-1-s LIT101 = 659 mm/change level +1 mm/s

Atk-2-s LIT101 = 659 mm/LIT101 = 850 mm

Atk-3-s LIT101 = 659 mm/LIT101 = 210 mm

Atk-4-s LIT101 = 679 mm/LIT101 = 700 mm

Atk-5-s LIT101 = 1029 mm/LIT101 = 700 mm

Atk-6-s LIT101 = 789 mm/LIT101 = 789 mm

Atk-7-s LIT101 = 784 mm/LIT101 = 600 mm
Stage 3

Atk-8-s L < LIT301 < H/LIT301 = HH+

Atk-9-s L < LIT301 < H/change level —1 mm/s

Atk-10-s L < LIT301 < H/change level —0.5 mm/s

Atk-11-s FIT301 = 0 m®/h/FIT301 =2 m?/h

Atk-12-s L < LIT301 < H/water leakage attack
Stage 4

Atk-13-s FIT401 = 0.48 m?/h/FIT401 = Om3/h

Atk-14-s LIT401 < 1000 mm, P401 = ON/LIT401 =

1000 mm and P401 = ON
Atk-15-s L < LIT401 < H, P301 = ON/LIT401 = 600
mm and P301 = ON
Atk-16-s L < LIT401 < H/LIT401 < L
Atk-17-s LIT401 = 1005 mm/LIT401 = 1005 mm

Table 6 List of attacks (WADI)

Attack

Description (Initial state/attack state)

Atk-1-w 1-FIT-001 = 1.71 m3/h/1-FIT-001 = 1.5m>/h
Atk-2-w 2-FIT-001 = 0m3/h/2-FIT-001 = 1.5m3/h
Atk-3-w 2-FIT-003 = 0 m3/h/2-FIT-003 = 1m>/h
Atk-4-w 1-LT-001 = 55%/1-LT-001 = 80%

Atk-5-w 1-LT-001 = 40.21%/1-LT-001 = 40.21%
Atk-6-w 2-LT-002 = 46%/2-LT-002 = 65%

Atk-7-w 2-LT-002 = 71.2%/ 2-LT-002 = 71.2%

able to communicate with the LabVIEW-based' SCADA interface. These have been

used to execute the stealthy attacks.

Laboratory Virtual Instrument Engineering Workbench (LabVIEW) is a system-design software
developed by National Instruments. For attack tool see: https://gitlab.com/gyani/NiSploit.
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7 Performance Evaluation

This section introduces the metrics that have been used to assess the performance of
the three attack detection methods. Next, the testing and efficiency of these techniques
on the testbeds under normal operation and attack conditions are analysed.

7.1 Performance Metrics

A practically efficient attack detection method must be able to achieve both precision
and sensitivity. The detection techniques have been assessed based on the following
metrics, which form the criteria for effectiveness:

e True Positive Rate (TPR)—this is the number of instances whereby the technique
correctly raises alarms (predicts an attack) over the course of the attack.

e False Positive Rate (FPR) or False Alarm Rate (FAR)—this is the number of
instances when the method triggers alarms in the absence of any attack.

e Time Taken for Detection (TTD)—this is the time taken by the method to raise an
alarm after the attack has been launched.

The TPR of the detection mechanism must be as high as possible as it is an obvious
indication of its detection accuracy. The FPR provides insight on how likely the
method is to raise false alarms, which are very inconvenient in practical applications.
Hence, the FPR of the technique should be satisfactorily small. It is rather counter-
intuitive to have a high TPR if the method cannot detect the attack soon enough. In a
realistic scenario, the CPS is responsible for performing vital, large-scale processes
which could be influencing the neighbouring economy directly or indirectly. If the
attack stays unmitigated for too long, it could not only prove detrimental for the
system, but also for its end-users. Therefore, the TTD of the detection method should
be reasonable.

Practical implementations of the detection techniques often aim to achieve a bal-
ance between having a high TPR and a low FPR. The method could end up having a
high FPR but manage to reach a good TPR. Conversely, the design may have a low
FPR, but it could miss some attacks, which would lead to a low TPR. Usually, there
is often a trade-off between these two rates such that a feasible FPR is maintained
while attaining a satisfactory TPR.

7.2 Normal Operation

As highlighted previously, the design of the detection methods must ensure that too
many false alarms are not raised. In order to test this, the detection techniques were
applied on the plants when they were running normally, and their performance was
studied.
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Table 7 False positives under normal experiments on SWaT

Sensor FIT101 LIT101 FIT301 LIT301 FIT401 LIT401
CUSUM detector

Threshold | 0.0149 3.1168 0.2209 0.5529 0.0156 0.5674

K 0.0074 0.3117 0.0276 0.1382 0.0028 0.1135

FAR 5.54% 5.19% 5.34% 4.65% 4.02% 4.03%
Bad data detector

Threshold | 0.0205 1.4100 0.1184 0.4887 0.0108 0.4178

FAR 4.29% 5.32% 4.84% 4.56% 5.41% 5.42%
NoisePrint

FAR 0% 1.29% 8.3% 2.44% 0% 0%

In the case of both the testbeds, the CUSUM and bad-data thresholds have been
tuned to permit an FPR of 5% (or lesser). This allows the brief abnormalities (due to
technical glitches and/or extrinsic disturbances) that occur in actual industrial plants
to be accounted for.

Tables 7, 8 and 9 present the design parameters and thresholds for the detectors for
each individual sensor. These results show that for both the plants, the false alarms
raised were within a reasonable limit around the desired value.

In Fig. 7a, the residue from the system identification-based model for the level
sensor (2-LT-002) in WADI can be seen to mostly remain beneath the bad-data
threshold when the plant is operating normally. Likewise, it can be seen in Fig. 7b that
the CUSUM values do not cross the threshold for 2-LT-002 under normal operation.
Figure 8a, b show that similar results are achieved for the model for a level sensor
(LIT-101) in SWaT when the CUSUM and bad-data detectors are used, respectively.
From these figures, it can be said that the thresholds of the bad-data and CUSUM

Table 8 False positives under normal experiments on WADI (using the system identification based-
model)

Sensor 1-LT- 2-LT- 2-PIT- |2-PIT- |1-FIT- |2-FIT- |2-FIT- |2-FIT-
001 002 001 002 001 001 002 003

CUSUM detector

Threshold 1.109 0.6534 |8.6809 |0.2107 |0.2964 |0.0995 |0.311 1.2972

K 0.3466 |0.2042 |0.8681 |0.3511 |0.0823 |0.0829 |0.0389 |0.1081

FAR 4.61% |3.76% |501% |3.47% |429% |4.13% |4.93% |5.01%
Bad data detector

Threshold 1.122 0.7674 |3.5104 |0.7239 |0.2063 |0.3018 |0.1548 |0.487

FAR 440% |4.19% |4.08% |3.89% |4.64% |3.49% |4.56% |4.80%
NoisePrint

FAR |13.04% |6.95% |21.74% 6.95% |6.08% |11.30% |4.34% |11.30%
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detectors have been designed to meet the requirements and can therefore be feasibly
implemented on the plants when they are being run normally.

As seen in Table 7, the performance of NoisePrint is good when tested on SWaT,
and it reports low or zero FPRs for nearly all the sensors. In the case of WADI,
however, the FPR for majority of the sensors exceeded the desired 5%, as shown in
Tables 8 and 9. This can be attributed to the fact that the components in WADI are
known to be highly sensitive to environmental disturbances, which introduce faults
to the sensor readings.

These tables and figures show that under normal operation, detection techniques
perform adequately well in the case of both the testbeds (Tables 7, 8 and 9).
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Table 9 False positives under normal experiments on WADI (using the first principle-based model)

Sensor 1-LT-001 2-LT-002
CUSUM detector

Threshold 1.5315 1.6286

K 0.2945 0.2036

FAR 3.95% 4.32%
Bad data detector

Threshold 1.1359 0.797

FAR 3.84% 3.89%
NoisePrint

FAR 5.21% 9.56%

7.3 Attack Detection

The SWaT and WADI plants were subjected to different attacks and the three detec-
tion methods were tested under these scenarios. The attacks executed on the plants
are listed in Tables 5 and 6. The system identification- and first principle-based mod-
els were applied on the testbeds to obtain the residuals for all the sensors when the
plants were under attack, and these were then examined using the detection methods.
Tables 10, 11 and 12 present the metrics to gauge the performances of the detectors
for each of the attacks.

Table 10 shows that when applied on SWaT, the performance of the CUSUM
and bad-data detectors is good for many of the bias injection attacks, such as Atk-
11-s, Atk-4-s and Atk-5-s. However, the stealthy attacks Atk-17-s and Atk-6-s are
not caught by these detectors. NoisePrint, on the other hand, succeeds in detecting
all of the attacks, including the stealthy attacks, and its TPR is comparable for other
cases. The attacks that demonstrate poor TPR when CUSUM and bad-data thresholds
are used can be detected more accurately using NoisePrint. But despite its superior
performance, NoisePrint is not able to achieve a fast speed of detection. The CUSUM
and bad-data detectors have a low TTD, which means that they are able to catch
attacks in significantly lesser time as compared to NoisePrint.

The residual of the level sensor (LIT-101) in SWaT under stealthy attack is illus-
trated in Fig. 9a, b. In this attack, the sensor reading is spoofed by the attacker to
remain at the same value as the last known normal measurement, therefore tricking
the controller, while the actual process state keeps progressing differently. It can be
seen in Fig. 9a that this residual never crosses the CUSUM thresholds. Likewise,
Fig. 9b shows that the residual remains below the bad-data threshold during the
stealthy attack. This implies that neither of the two detectors were able to detect the
presence of this stealthy attack. However, NoisePrint catches this attack, as seen in
Table 10.

In the case of WADI, when the residues obtained from the system identification-
based model are examined using the CUSUM detector, it fails to perform well under
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Table 10 Attack detection performance on SWaT testbed
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Attack NoisePrint CUSUM Bad data
TPR |FNR |[TID(s)|TPR |FNR |[TTD(s)|TPR |FNR |TTD(s)

Single point attacks

Atk-8-s 85.72% | 14.28% | 121.22 | 17.46% |82.54% |2 16.75% | 83.25% |2

Atk-9-s 14.50% | 85.50% | 179 88.15% | 11.85% |2 93.18% |6.82% |2

Atk-10-s | 80.64% |19.35% |130.09 |56.30% |43.70% |5 58.48% |41.52% |3

Atk-11-s | 87.50% |12.50% | 89.59 100% 0% 1 100% 0% 1

Atk-12-s | 63.63% |36.37% |117.83 |95.42% |4.58% |6 96.64% |3.36% |6

Atk-1-s 88.88% | 11.12% |32.48 91.16% | 8.83% |2 91.34% | 8.66% |1

Atk-2-s 67.56% |32.44% | 46.90 85.08% |14.92% |1 78.02% |21.98% |1

Atk-3-s 90.91% |9.09% |35.25 98.92% | 1.08% |1 99.08% |0.92% |1

Atk-7-s 88.24% | 11.76% | 57.35 77.58% |22.42% |1 60.62% |39.38% | 1

Atk-13-s | 55% 45% 44.43 32.82% |67.18% |2 13.94% | 86.06% | 2

Atk-16-s | 86.21% | 13.79% |56.26 6.21% |93.79% |1 6.32% |93.68% |1
Multi-point attacks

Atk-14-s | 81.82% | 18.18% |125.59 |16.32% | 83.68% |1 6.76% |93.24% |1

Atk-15-s | 77.78% |22.22% | 105.3 54.68% | 45.32% |2 99.64% |0.36% |2

Atk-4-s 94.73% |5.26% |35.59 99.66% |0.34% |1 100% 0% 1

Atk-5-s 90.47% |9.53% | 44.50 99.68% |0.32% |1 100% 0% 1
Stealthy attacks

Atk-17-s | 80% 20% 67.03 | 0% 100% | ND 0% 100% |ND

Atk-6-s 75% 25% 174.84 | 0% 100% ND 0% 100% ND
Table 11 Attack detection performance on WADI (System Identification Model)

Attack NoisePrint CUSUM Bad data

TPR |FNR |[TTD(s)|TPR |FNR [TTD(s) TPR |FNR |TTD (s)

Single point attacks

Atk-1-w 25% 75% 100 7.89% |92.11% |1 21.74% | 78.26% | 1

Atk-2-w 100% 0% 50 51.28% | 48.72% |2 91.11% | 8.89% |2

Atk-3-w 100% 0% 50 22.22% |77.78% |1 13.16% | 86.84% | 1

Atk-4-w 20.51% |79.49% | 150 1.81% |98.19% |1 3.59% |96.41% |1

Atk-6-w 56.25% | 43.75% | 100 17.67% | 82.33% |1 32.49% | 67.51% |1
Stealthy attacks

Atk-5-w 19.44% | 80.56% | 200 1.40% |98.60% |2 2.51% |97.49% |1

Atk-7-w 100% 0% 50 45.79% | 54.21% 94.02% |598% |1
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Table 12 Attack detection performance on WADI (First Principle Model)
Attack NoisePrint CUSUM Bad data
TPR |FNR [TTD(s) |[TPR |FNR |[TTD(s) | TPR |FNR |TTD(s)

Single point attacks

Atk-4-w 20.51% |79.49% | 150 1.55% |98.45% |1 2.84% |97.16% |1

Atk-6-w 25% 75% 100 0% 100% |ND 0% 100% |ND
Stealthy attacks

Atk-5-w 25% 75% 100 1.12% | 98.88% |2 2.51% |97.49% |2

Atk-7-w 12.24% | 87.76% | 250 0% 100% |ND 0% 100% |ND

all the attacks, as seen in Table 11. The bad-data detector achieves reasonable TPRs
for attacks Atk-2-w and Atk-7-w, while NoisePrint is able to reach 100% detection
accuracy for the attacks Atk-2-w, Atk-3-w and Atk-7-w. These two techniques report
poor TPRs in detecting the other attacks. As is the case for SWaT, NoisePrint has a
considerably higher TTD than that of bad-data detector even for WADL.

The bad-data and CUSUM detection when the system identification-based model
is used on the level sensor 2-LT-002 in WADI is seen in Fig. 10a, b, respectively.
Figure 10a shows that the residual is well above the bad-data threshold during the
attack, implying the detector’s good performance. However, as illustrated in Fig. 10b,
the CUSUM detector does not catch the attack as the CUSUM values stay below the
thresholds most of the time over the course of the attack.

As seen in Table 12, none of the detection mechanisms performed well when they
were used on the residuals obtained from the first principle-based models for the
level sensors in WADI. Attacks Atk-6-w and Atk-7-w remain entirely undetected by
both the CUSUM and bad-data detectors.

The bad-data and CUSUM detection of Atk-6-w on 2-LT-002 in WADI using the
residuals obtained from the first principles-based model is illustrated in Fig. 11a,
b, respectively. The residual of the sensor under attack does not cross the bad-data
threshold, as seen in Fig. 11a. Similarly, the CUSUM values of the residual when the
sensor is under attack remain within the threshold, as shown in Fig. 11b, depicting
that the attack has passed undetected.

From these results, it can be seen that the statistical detectors, bad-data and
CUSUM, succeed in detecting simple bias injection attacks. But these detectors fail
in catching the complicated stealthy attacks. This behaviour is not unusual, because
stealthy attacks tend to ensure that the residuals obtained from the models do not
change noticeably, therefore preventing the thresholds that confirm the presence the
attack from being crossed. Whereas, NoisePrint shows the capability of identifying
these types of attacks, because the attacker might not be able to replicate the sensor
and process noise, which are the basis of detection for this technique. But the added
accuracy of NoisePrint comes at the cost of its slow detection speed.

The applicability of these detection mechanisms in practical critical infrastructure
systems can be questioned, considering the performance and nature of the techniques.



Model-Based CPS Attack Detection Techniques: Strengths and Limitations 183

T T T T T " [—BD Threshold o3l ! ! ! ! ! ! "T— cusums
0.035 Residual g Threshold+
2 002 —— Threshold-
s
s
0.03 { = oof J
3
5 0 1
0.025 1 ol ]
E 0.02F ] 100 200 300 400 500 600 700 800
% " Number of Sensor Readings
¢
0.015 - 1 T T T T T T T [—— Threshold+
» 0031 —— Threshold-
g Residual
0.01+ { 2 002}
5 ooif 4
0.005 /"N {1 2 of ]
- g
/ T o0t} 4
100 200 300 400 500 600 700 800 100 200 300 400 500 600 700 800
Number of Sensor Readings Number of Sensor Readings
(a) Bad-Data detection (b) CUSUM detection

Fig. 9 Statistical attack detection methods (Bad-Data and CUSUM) applied on the residual for
level sensor (LIT-101) estimates from SWaT under stealthy attack

T T T T T " [—BD Threshold sk ) ) ) ) ) T
0.035 Residual F Threshold+.
3 o02f —— Threshold-
s
>
0.03 [ q s 001} 4
2
5 0 1
0.025 1 Conl ]
£ 0.02F 1 100 200 300 400 500 600 700 800
2" Number of Sensor Readings
)
o T T T T T T T
0.015 1 —— Threshold+
o 003 —— Threshold-
g Residual
0.01 - 1 E 0.02
F 001 ]
s
0.005 »//\\ 1 % °of j
/ T 001} 1
100 200 300 400 500 600 700 800 100 200 300 400 500 600 700 800
Number of Sensor Readings Number of Sensor Readings
(a) Bad-Data detection (b) CUSUM detection

Fig. 10 Statistical attack detection methods applied on the residual values from system
identification-based model for level sensor (2-LT-002) from WADI under stealthy attack

—— Residual (Absolute Value) 15.0 — cusum,
1% Threshold cusuM_
5 125 —— Threshold.
2 100 —— Threshold-
2 s
=
1 2 5o
R
" ool T
-
H [ 50 100 150 200 250 300
g ° Number of Sensor Readings
H
s sof | — e
e,
s — Temie
. 300 |
3
3 75
F |
2 &sof |
25 |
0 ~—0rw 0.0 — -
s
3 % . = — — - — =
Number of Sensor Readings
Number of Sensor Readings
(a) Bad-Data detection (b) CUSUM detection

Fig. 11 Statistical attack detection methods applied on the residual values obtained using the
first-principle-based model for level sensor (2-LT-002) under attack (Atk-6-w)



184 S. Athalye et al.

Unlike industrial CPSs, the testbeds studied in this work are scaled down, making
it feasible to obtain their system models. In the case of larger plants, this could be
addressed by dividing them into multiple sub-stages based on the processes taking
place in them, and having individual models for each sub-system.

The longer detection time of NoisePrint is not favourable for CPSs requiring
prompt response during attacks or anomalies, such as power grids. But its accuracy
makes it an efficient detection technique for plants with large number of sensors, and
it is still applicable to CPSs wherein the physical damage due to attacks can take a
longer time to manifest.

8 Conclusions

From the results of the model validation, it can be understood that the models obtained
by employing established system identification algorithms perform satisfactorily
well as compared to the models generated using the heuristic or analytical methods,
that involve the approximation of the process dynamics using first principles. An
important insight is that for the infrastructure and sensors prone to environmental
disturbances (for instance, the WADI testbed used in this study), obtaining a normal
reference model is a non-trivial task.

It can be concluded that the statistical techniques, such as bad-data and CUSUM
detectors, are easily able to catch basic bias injection attacks that resemble sensor
faults. However, in order to detect advanced stealthy attacks, sophisticated methods
such as NoisePrint are required.

From the tests conducted on the plants, it can be concluded that while detection
methods should be able to demonstrate accuracy, the speed at which they detect the
attack is also an essential metric for evaluating its utility in actual critic infrastructure
systems. For assessing the performance of novel security techniques, the time taken
for detection should be given more importance.
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Security of Cyber-Physical Monitoring )
and Warning Systems for Natural and oo
Technological Threats

Mirostaw Hajder, Piotr Hajder, and Mariusz Nycz

Abstract This work describes the use of cyber-physical architectures for the con-
struction of regional environmental monitoring and alert system for residents to the
natural and technological threats. Regional systems are structures covering an area
of several km?. The work focused on ensuring the security of collected and processed
information as well as the continuity of system operation. The base tool to improve its
parameters is the use typical solution for cyber-physical systems, including compo-
nent of Internet of Things. Nationwide, environmental monitoring in most countries
is still based on IT solutions from the early 1980s. In the case of slow-changing
global threats covering large parts of country, this solution works well. However, for
dynamically changing regional threats, using them for early preparation of accurate
warnings is impossible. As a solution for such problem, we are using the data that
comes from weather stations owned by the residents of the monitored area, that was
designed using Internet of Things technology. This approach creates new, unprece-
dented threats to information security and system continuity. In addition to threats
resulting from the use of the Internet of Things, there are new, resulting from the
properties of algorithms for threats forecasting, which require, among others input
dataflow continuity. In work the functional organization of environmental monitoring
system and their architecture are presented. On their basis the methods and means of
counteracting security and accessibility threats are evaluated. This work describes
also the implementation of environmental monitoring system in a town adjacent to
a larger agglomeration.
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1 Introduction

The last few years have been a period of a noticeable increase in the frequency of
natural hazards, such as floods, atmospheric and ground drought, hurricane winds,
icing, hail, etc. These phenomena are also noticed in countries where their occurrence
was rare until now. The increasing disaster frequency should be associated with
permanent environmental changes occurring because of human activities.

In everyday language, a disaster is a sudden change in the characteristics of the
surrounding world [1]. It can positively transform the environmental or, on the other
hand, destructive, negatively affecting on the environment and society. Disasters are
natural phenomena and their appearance is unpredictable. When we are not pre-
pared, they can result in a serious consequences for human and their environment
[2-4]. The scientific definition of a disaster should first be sought in the area of
mathematical disaster theory (MDT) described by, among others Thom and Zeeman
[2, 5, 6]. MDT is concerned with analysis of spatio-temporal models and develop-
ment of catastrophes occurring in complex systems and structures, without detailed
distinction of types of objects and phenomena. Unfortunately, even within the MDT
itself, there is a lack of terminological uniformity. According to the definition given
in the works of V. I. Arnold, a catastrophe is a rapid qualitative change of an object
because of uniform quantitative change of its parameters. In turn, the definition, in
accordance with the works of H. Poincare, treats catastrophe as the loss in stabil-
ity of the system’s harmonic movement and its abrupt transition to a new state of
equilibrium, with current parameters of that movement.

The most important reasons for the increase in the frequency of disasters
[1, 3, 7, 8] are:

1. Increased sensitivity to external factors of the environmental and technological
aspects, resulting among others from violation of the natural balance, through the
massive use of technology compromising the natural environment;

2. Obstructing the natural regeneration of the biosphere: anthropogenic transfor-
mation of the natural environment, expanding the technological sphere, and also
massive exploitation of the pristine areas of the Earth;

3. High sensitivity of the social sphere of life for the natural and technological
disaster, occurring by intensification of the negative effects of disasters.

Increasing frequency of weather disasters of unprecedented intensity indirectly
results in growing number of technological events, especially in the case of older
facilities, designed and built at a time, when in the given area the climatic threats did
not occur, or their intensity was significantly lower. Disasters have been described
from the beginning of historiography, at least for several years scientific research
have been conducted to detect them early. However, existing research and available
solutions mainly refer to global catastrophes, covering large areas and causing huge
damage to the infrastructure and psyche of people. In the range of global threats, the
responsibility of measuring and forecasting threats in most countries lies with state
authorities. Research in this area is undoubtedly important, but their importance for
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local communities is limited. The authors- interests include regional disasters, not
sufficiently presented in contemporary scientific research. Local disasters are charac-
terized by high intensity of occurring phenomena, dynamic course and short duration,
and their detection is possible immediately before their occurrence. Methods used to
analyze global phenomena (statistical methods [9, 10]; analogy methods [11, 12];
method of comparing the rate of change [13—15]; energy analysis methods [13, 14];
critical level methods [13, 14]; method of dimensionless relative coefficients [13,
16]; instrumental forecasting methods [8, 17]; risk analysis methods [17, 18]; math-
ematical methods of catastrophe theory [5, 6, 19] et al.) are a little use for research
phenomena occurring in a regional scale. Similarly, the methods and means used to
design global systems are ineffective in creating solutions functioning in regional
scale. Architectures obtained using them poorly respect local conditions, and the
forecasts appear too late and significantly differ from the occurring phenomena.
This work contains of 5 paragraphs. The introduction discusses the purpose of the
research subject, presented expectations of research results and showed a structure of
work. In the next paragraph the specific features of regional monitoring system in the
range of software and hardware equipment and information security are analyzed.
Paragraph 3 presents the organizational and architectural conditions of monitoring
systems; three generations of systems have been distinguished. Paragraph 4 presents
information security threats occurring in environmental monitoring systems. It dis-
cusses the impact on safety by the basic organizational components of monitoring
systems, classifies the risks and the specific effects of their occurrence. Paragraph 5
describes the system architecture, and 6 the characteristics of the residents’ informa-
tion subsystem, taking into account a wide age spectrum of alert recipients. The last
paragraph is a summary, in which presented the basic results of work and describe
aim of future research.

Further, describing about environmental monitoring we will use replacement the
term monitoring, but consider the security of environmental monitoring systems we
will use also term security.

The chapter describes the results of research ended the real implement the environ-
mental monitoring systems in mainly address to regional threats in a town adjacent
to a larger agglomeration with extensive and development potential.

2 Monitoring Information Conditions

2.1 The Concept of Environmental Monitoring

The term monitoring appeared in the second half of the 20th century and defined a
system of repetitive, directed observations of one or more elements in the surrounding
nature. Most researchers defines the concept of monitoring system as a set of elements
that creates a structure intended for collection and process information about the state
of surrounding environment. These elements are: object and entities of monitoring, its
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instruments, a set of monitoring indicators and monitoring activities. The relationship
between these elements is shown in Fig. 1.

Generally, the monitoring objects are complex systems and phenomena. The com-
mon feature of all monitoring objects is the high dynamics of changes occurring in
them. Only in this case it is appropriate to monitor them. Objects whose behavior
is static can be observed by classical methods. Monitoring entities are most often
carriers of the monitoring function, i.e. organizations, organizational structures and
people who perform above activities. The entity not only make a monitoring dis-
position, but it is also interested in their results. A set of monitoring indicators is a
collection of measured values providing a comprehensive description of the state of
the environment and data about its quantitative and qualitative changes. The moni-
toring instrumentarium creates a set of hardware and software measures necessary to
perform measurements, their statistical processing, forecasting, inform and warning
people about the state of environment and potential threats. It is used in its activities
by monitoring entities. Monitoring activities are a set of inclusive functional proce-
dure: collection and processing information, its visualization as well as preparing
proposition for necessary actions that are a response to the state of environment,
include changes in the operation of the monitoring system itself.

We distinguish the three basic types actions perform in monitoring systems:

1. Organization and performing monitoring, for which is a measured subsystem
used;

2. Collection the measures results performed by communication subsystem;

3. Processing of measurement data along with recommendations regarding their use,
which the information and analytical subsystem deals with.

The mutual relationship between above actions and their implementing components
are shown in Fig. 2.

Monitoring as a sequence of interrelated activities can be divided into three suc-
cessive stages:
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1. Preparation for the legal and normative organization of monitoring [20, 21];

2. Executive, during which measurements are conducting and their results are sent
to the node dealing which their further processing [22-24];

3. Analytical and decision-making, where the results of monitoring are processed
and then used in the management process [24, 25].

2.2 A Formal Description of the Monitoring Process

Since the monitored environment is a complex system, the proposed theory con-
tributes to the development of the theory of such systems. We will call a complex
system an object composed of many elements, each of which can be considered as a
system. As a rule, these elements according to certain, specific principles, are com-
bined into one integral whole or are connected by appropriate functional relations.
At any time, the elements of any complex system are in one of the possible states.
The transition between them is made under the influence of the internal or external
factors. The dynamics of the behavior of a complex system is manifested in the fact
that the state of the element and its output signals are at any time determined by its
previous states and input signals coming from other elements of the system or its
external environment. In theory complex system, the term of external environment
is described as a set of objects that are not objects of a given system, interaction with
which is considered in the process of its study. Elements of complex system works
in mutual connection: the properties of each element depend on the conditions set
by other elements of this system. The properties of complex system are determined
not only by the properties of its components, but also by the nature of the interaction
between them [26].

The basic method of studying the complex system described by theory is a math-
ematical modeling. To carry it out, the processes of the system functioning, i.e.
present it in the form of a sequence of specific events, phenomena, or procedures
should be formalized, and then its mathematical description is created. According to
modeling theory, to formalize the representation of any object O, first it is required
to specify all their attributes creating a static object model. Then, the process Q of
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describing changes in their value in time, which is the result of various factors, which
creates a model of object behavior under given conditions, is defined. The further
consideration we assume that: K is an identificatory of the object contained to clas-
sification space; A is a description of the invariant of K attributes, V is a description
of the properties, relations and functions determining the behavior of the examined
object. Since this model have a static character, it always describes a system state in
a moment ¢. Considering above findings, we can define the static object O as:

00— (K,A, V., 1) (D

The process of changing the state of an object over time, under the influence of a set
of internal and external factors, is called the behavior of an object. This process can
be described by the following expression:

Q0— (K,G,F,T) (2)

where F—space of factors influencing objects behavior.

From the point of view of the behavior of the object, time plays a particular role,
time T is beyond the set of F factors. In turn, G is a set of all object attributes, divided
into two subsets: A—subset invariant attributes; X—subset of parametric attributes that
change over time under the influence of internal or external factors contained in the
set F, while G = A U X. The subset A includes such attributes as: the name of the
object, its identification number, geographical location, etc. In turn, the subset X
contains characteristics that are the parameters of the object, which are functions of
time and factors from the set F affecting the object O.

The set of values of all object attributes at the moment ¢ is called the state of
the given object. The set of attributes (A;, A,, ..., Ay, X1, Xo, ..., X,, t) creates
the state space of object O, and the set of values of this variables is called its state
coordinates. The sequential change in the state of monitoring objects, expressed by
means of monitoring indicators, is called the monitoring process. According to the
introduced markings:

0=f(K,AXT) 3)

is a mathematical description of the monitoring object state change process. For the
functioning of the monitoring system to provide reliable data on the state of the
environment with minimal costs of its implementation, it is necessary to introduce
hierarchically linked levels of information generalization on monitoring objects. If
objects are subject to generalization and they will also be its result, we can distinguish
three basic types described by argument K from formula (3). These are the objects
of observation, generalization and monitoring, relations between which were shown
in Fig.3.

Observation objects are objects that are subject to continuous tracking of their
selected characteristics, which is performed by measuring them directly. The object
of generalization will be the set of observed objects, grouped using thematic, spa-
tial, or temporal criteria, on the basis of which the analysis of the environment state
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Fig. 3 Relationship between

classes of objects Monitoring object

Generalization object

Observation object

and forecasting its changes is performed. While observation objects are described
by parameters whose significance is determined by measurement, generalization
objects are presented as calculation parameters determined based on mathematical
or statistical formulas. Monitoring objects are complex system objects, whose con-
dition is described by means of integral assessments, which allow to present overall
quantitative and qualitative changes in the state of the examined system. So we
can write that: K = {K,, K,,, K,,,}, where: K,—subset of observation objects; K,—
subject of generalization objects; K,,—subset of monitoring objects. In the descrip-
tion based on the expression (3) A denotes the attributed of the objects and their
most important properties. At the same time, A = {UAg,, UAk,, UAk, }. In turn,
X describes parametric properties characterizing the state of the object, which are
determined by internal or external factors. As in the case of attributes, we assume that
X = {UX,(#), UX, (), UX,,(¢)}. The argument T of the expression (3) defines the
periodicity of recording the dynamics of changes in the state of objects, i.e. obtaining
measurement results, their generalization and obtaining monitoring results, as well
as the moment £y to start the observation process. The argument 7 have the form:
T ={T,,T,, Ty, to}.

3 Organizational and Architectural Conditions of
Monitoring

3.1 Classic Environmental Monitoring Systems

Although environmental measurements have been carried out regularly since the
16th century, contemporary methods of measurements differed significantly from
those of today. Currently used solutions can be divided into three generations. The
first of these includes, above all, a nationwide monitoring system built and exploited
by governments in its framework of their statutory obligations. Measuring nodes
are built based on equipment calibrated in accordance with applicable standards. In
Poland, there are over 1000 measuring nodes of this type connected in a common
structure. From an IT point of view, they take the form of centralized systems with
distributed collection of information that is processed. Their organization was shown
in Fig. 4.
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Animportant factor from the security of the classic system is the measurement data
collection and transmission subsystem integrating measuring nodes using encrypted
dedicated communication channels. Each node is equipped with an additional redun-
dant channel that also uses dedicated links. The preparation of forecasts and the
formulation of warnings are performed centrally in the forecasting and warning
subsystem especially designed for this purpose. The functional architecture of this
generation environmental monitoring system is presented at Fig. 5.

In addition to permanent tracking and assessment of the state of the environment,
the system in Fig. 5 forecasts possible changes and estimates emerging threats. The
frequency and precision of measurements are constantly adapted to the current level
of threats. The increase in accuracy is usually initiated by the components of the
monitoring and forecasting subsystem. It can also be forced by the control subsystem,
whose additional task is to run emergency procedures.

First generation systems should not be called cyber-physical: they do not use the
solutions offered by the Internet of Things, and their functioning is not based on
the extensive use of the public Internet. The architecture characteristic for modern
(second generation) environmental monitoring systems is presented in Fig. 6. It high-
lights the components of data acquisition, processing and storage, which are crucial
for modern systems operating practically in real time.

In order to guarantee the monitoring consistency, the measurement nodes, apart
from vertical connections connecting them with the communication subsystem, are
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equipped with horizontal channels connecting them to adjacent measurement nodes.
Typically, these connections are made using a different communication technology
which further increases the service life of the system. Information used in the fore-
casting process is stored in three independent data repositories: short-term, long-term
and external. The prepared forecasts are additionally stored in the long-term data
repository.

3.2 Multi-level Sensor Monitoring Networks

From an IT point of view, the second generation of environmental monitoring sys-
tems are built on the base of sensor networks standards. These networks are derived
from cellular wireless networks, currently built as multi-level hierarchical archi-
tectures, consisting of 3—5 communication levels [27-30]. In addition to hierarchy,
these networks are characterized by heterogeneity, resulting mainly from the variety
of requirements, posed to traffic management at each level of the hierarchy. Theo-
retically, the use of a flat homogeneous network for this purpose, but such a solution
is currently not justified. Heterogeneity of communication has many advantages,
among others ensures a wide range of available ways of user integration with the
network and the possibility of construction at its higher levels, multi-protocol, multi-
media communication systems. In turn, hierarchy puts them in the main direction of
the development of information systems [31-35]. As the reason for the widely spread
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hierarchical systems, usually are indicated [32, 36-38]: easier analysis of complex
systems divided into smaller components; high specialization of functional blocks;
simplification of operation, maintenance and servicing. An example of a network
operating in accordance with the above model is shown in Fig.7.

Atthe lowest level of the model, there are measuring sensors, most often connected
to the measuring node using wired methods. Using RFID technology, sensors can be
integrated into the network wirelessly, however, due to the power consumption during
measurement and communication, this solution is used less often. The location of the
measuring device is called the measuring point. The number of sensors attached to
the node depends on its architecture and usually does not exceed a few. An additional
limitation on the number of sensors may also be the power supply available to the
node. The area where the sensors connected to the same node are located is called the
measurement area. The nodes are connected into measuring segments using segment
aggregators. These devices, in addition to greater computing power, have a wide
set of external interfaces used to build the network core. The network coordinator
is an extensive unit whose basic task is to provide external communication for the
entire measurement network. The coordinator’s task may also be the integration of
aggregators within the core of the measurement networks.

Two alternative concepts clash in the design of monitoring systems of this class
[27, 39, 41]. The first of them assumes the location stability of environmental con-
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ditions, whose measurement is the purpose of building the system. This means that
the sources of potential contaminants are known and invariable. Therefore, the basic
criterion for the distribution of measuring nodes are the location of pollution sources
and the ways of their movement in the environment (air, water, or soil). The solution
of the design task comes down to locating the nodes in places with the maximum con-
centration of harmful factors. Connecting such nodes can be a complex task, which
is a consequence of the territorial heterogeneity of the location of the nodes, and the
system itself can be heterogeneous in communication. Despite the above difficulties,
due to the small number of components, such systems are relatively cheap in design,
construction, and subsequent operation. However, they do not provide tracking of
the state of the environment outside the previously designated areas.

The second strategy assumes that the appearance of harmful factors is equally
likely throughout the entire monitored area and requires the distribution of measuring
nodes in the entire protected space. Thanks to this, not only stationary sources of
pollution are tracked, but also routes of harmful substances or contamination resulting
from criminal activities. From the point of view of communication design, this task
is simpler than the previous one—usually a homogeneous mesh network is built.

Although the second generation of monitoring networks may contain elements
of the Internet of Things, its functioning is based on private computer networks.
Therefore, they should not be included in the class of cyber-physical networks.

3.3 Regional Monitoring Systems

From an IT point of view, the third generation of environmental monitoring systems
create systems designed to handle regional threats. Such systems are built by local
governments, which favors the use of modern solutions, including the Internet of
Things. In these systems are widely used a wireless sensor network. Partially giv-
ing up the use of communication methods typical for these networks in favor of
LTE and 5G technologies. Correctly designed and constructed regional systems can
be a great example of cyber-physical systems. They are complex distributed sys-
tems, managed by computer algorithms, closely integrated with the Internet and its
users. The software and hardware components of the regional monitoring system
are closely related, each component operates on different spatial and time scales,
exhibits many different behavioral modalities, and interacts with each other in many
ways that change depending on the context. Unlike the Internet of Things, regional
monitoring systems are characterized by higher coordination between physical and
computational elements.

In the presented classification, regionality is understood as territorial. Systems of
this class cover an area of several km2. In the conditions of the authors’ country,
it is an area occupied by a village council or a small town. The regional nature of
threats translates into the functioning of the monitoring system, which results from
the conditions described below.



200 M. Hajder et al.

First, medium or long-term forecasts are generated based on measurements in
classic monitoring systems (first generation). The models used for this purpose use
data obtained at relatively large time intervals and due to the size of the input data they
are relatively resistant to distortions appearing in them. In regional systems, based on
the quantitative and qualitative set of measuring sensors and frequent measurements
(every few or several minutes), only short-term forecasts are prepared. Due to the
rapid change in local weather processes (usually several dozen minutes pass from
the first symptoms of danger to the end of its course) and the limited number of
measuring nodes, the sensitivity of forecasts to measurement distortions is high.
Repeated, manual size measurement is not possible.

Secondly, the recipients of hazard warnings are residents of a relatively small
area, and the operators are usually local authorities. Due to the above dependence,
recipients consider them to be more reliable than those generated at the national
level, all the more so because of their local nature it is always possible to verify their
relevance [42]. Possible imperfections in forecasts can damage confidence in local
forecasting and warning systems.

Thirdly, regional catastrophic phenomena have a very large area of activity. For
example, torrential rains or hailstorms travel along a400-700 m wide [25, 42]. There-
fore, the density of the location of the measuring nodes in the monitored area should
be high, which is usually not allowed by the modest investment budget. Advance fore-
casting of hydrological phenomena occurring in local watercourses of small width
and depth and a significant slope of the riverbed requires information on current pre-
cipitation. Otherwise, the forecasts will be based not on hydrodynamic models, but
on current analysis of the river current and forecasting its changes based on machine
learning methods. In the analyzed cases, these methods allow generating alerts less
than an hour before an emergency occurs [42].

The solution to the problem of low-density sensor placement proposed and tested
by the authors is the use of weather stations at the disposal of the residents of the
monitored area. In an area of over 5 km?2, in private hands there are 12 weather stations
connected to the Internet, of which 3 are equipped with a rain gauge and anemometer.
The actual number of devices is higher but connecting them to the public Internet
is not practiced. Usually these devices operate within private networks. However,
the proposed solution raises several new threats to the functioning of the monitoring
system, in particular in broadly understood information security. We note that:

1. The measuring devices will be managed by persons not directly related to the
forecasting service provider. Usually, the use of measurement data is based on
the rules relating to the public Internet domain: user has no legal guarantee of the
continuity of measurements and their correctness. Such guarantees require the
signing of an appropriate contract, which usually does not occur;

2. Equipment used by residents is calibrated at the factory, calibration to the standard
is rare. Therefore, there is no guarantee that the measurements will be accurate. In
addition, even devices from the best manufacturers require periodic maintenance,
which is not practiced for this class of equipment. The system provides verification
of measurement results. On the base of fuzzy algorithms and machine learning
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methods, the reliability of the measurement was assessed based on a comparison
with the nearest measuring nodes. If the measurement value raises doubts, it is
corrected. Correction decisions are never made if the measurement results cannot
be compared with the results of an adjacent measuring station;

3. An additional measuring device may become a point through which the user’s
network or the service provider’s network will be compromised, often with hostile
intentions. To avoid the above threats, only external measuring stations equipped
with the option of user authentication and communication channel encryption are
allowed to be used in the system;

4. For prepared forecasts to be accurate and appear maximum in advance, it is nec-
essary to have a permanent set of measuring nodes and data collected by them.
Therefore, the measuring network is subject to specific requirements for consis-
tency, which further complicates the construction of the communication network
used in monitoring. When designing the regional monitoring network, it was
assumed that the main reason for the loss of network coherence are commu-
nication channel failures. Therefore, the algorithms used to design the connec-
tion network theoretically allow to obtain the indicated level of communication
redundancy. The practical use of these possibilities is very limited. The available
telecommunications infrastructure as well as the costs of constructing a redundant
network stand in the way. Therefore, the system provides the following functions:

a. Eachremote node has been equipped with a local measurement archiver ensur-
ing collection of results during node sleep or damage to external communica-
tion channels;

b. Ifthe dataneeded to obtain the forecast cannot be provided to the computational
node that develops the forecast, the results are approximated based on the
measurements of the set of nearest measuring stations;

c. If the degree of network damage prevents approximation (also when adjacent
nodes are too distant from the damaged measurement point), the calculation
procedure begins based on a less accurate, simplified model.

The organization of the regional environmental monitoring system has been shown
in Fig. 8.

The tasks performed by individual system components are classified into three
basic classes: data collection, processing and communication, and information and
warning. In practical solutions, the range of input data used is very limited. This
results in the need to reduce the operating costs of the monitoring system to the neces-
sary minimum. The use of commercial historical data is limited, satellite observation
systems are practically unused.
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Fig. 8 Components of a cyber-physical monitoring and warning system

4 Threats to Information Security in Monitoring

4.1 Technical and Organizational Conditions for Monitoring

One of the most used definition of the threats of information security assumed, that
they are a variety actions that can lead to violation integrity storing, processing
and sharing information in information system or to damage itself or used by him
infrastructure. The security of monitoring systems is a concept especially interest-
ing mainly due to their organization and architecture, including technical solution
developed in the recent past and unprecedented operating requirements.

The first new solution significantly affecting the monitoring systems is the use of
Cyber-Physical Systems (CPSs) for their construction. The source of dynamic devel-
opment of CPS should be sought in the discussed below Internet of Things (IoT).
According to the popular definition, CPS is a complex system controlled or super-
vised by computer algorithms. According to different definition they are a complex
system consisted with the set of natural or artificial systems and control controllers,
allowing to integrate this organization in one whole. In CPS, there is a close relation-
ship between computing and physical resources. Information technologies monitors
and manage physical processes by feedback loop. Thanks for this all what take place
in physical systems has an impact for the computing resources the whole system.
In fact, CPS is a computer system that uses a set of physical components, that are
closely related with their program elements.

Cyber-Physical Systems can function with various time and spatial scales, its
behavior can be manifold, and the way they interact depends on the current context.
The examples of successful use of CPS can be intelligent networks, autonomics
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car, monitoring of patients—uvital functions in homes, clinics and hospitals, flexible
production systems, avionics systems etc. Especially means assign CPS concept in
Industry 4.0, which they form the basis.

The organization of monitoring as a Cyber-Physical System is ambivalent for its
security. On the one hand, it brings new types of threats, unprecedented in information
systems. On the other hand, it improves the security of the system as a whole thanks
to the effect of scale and the complementarity of the measuring nodes. An example of
ambivalence can be the solution massively used in monitoring systems based on CPS
-application for the preparation of forecasts of measurement nodes owned by private
persons. This creates new threats related to the possibility of external attacks on
measuring devices, incorrect measurements, penetration attempts the whole systems
through them. However, it the situation of a failure of dedicated measuring stations,
their indications may be used to recreate their possible indications, necessary to
develop an accurate forecast.

The above-mentioned measuring stations of private persons are more and more
often made in Internet of Things (IoT) technology. Contrary to popular belief, IoT is
not a recent discovery. His idea appeared in 1982, when vending machines were first
connected to the vast computer network. The result was the ability to remotely control
the parameters of the distributed products (e.g. the temperature of drinks, the state
of containers with semi-finished products, etc.). The term of Internet of Things was
used for first by Kevin Ashton in 1999 in presentation research concerned improve
the supply chain commissioned by the global corporation Procter and Gamble.

The fundament of action of IoT was ability to exchange information between real
devices in commonly used, described the unique addressing. The implementation
of necessary functions has become possible after equipping the devices with sets of
measuring sensors and the ability to independently make a number of basic decisions
regarding their operation. The ability of IoT technology in the area of integration
subjects surrounding world excellent describe the data prepared by corporation Cisco.
They estimate, that the summary value of devices connected with Internet is now 14,4
billion USD. According to their research, nearly 99% of physical devices are not yet
connected to the network, which opens up great opportunities for the development of
this concept. According to these forecasts, the maximum number of items assigned
to one person that can be connected to the network is currently from 3,000 to 5,000.
The gradual blurring of the boundaries between people and machines will lead to
exacerbation of social problems related to the loss of privacy of human life. Most
likely, deep personal relationship and the trust on which they are built will become
rare. The impact on the security of use in monitoring systems of IoT solutions is also
twofold. It is mainly due to the IoT components having their own computing power,
which can be used both for attacks on monitoring and for its protection.

A particular deep impact on the organization and architecture of monitoring results
from its qualification to critical infrastructure systems (CI). According USA Patriot
Act the critical infrastructure is a “a collection of physical or virtual systems and
devices, important for the country to such an extent that their damage or destruc-
tion may cause catastrophic consequences in the field of defense, economy, public
health and national security”. In practice, we divide the critical infrastructure into:
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infrastructure ensuring national security; objects necessary to its functioning, not
being its part; objects necessary for solving national tasks, the failure of which will
result in a deterioration of the security level, weakening of the economy or a negative
impact on the prestige and credibility of the state. They are the critical infrastructure:
government information systems, national security systems, health care, energy man-
agement, food delivery, transport, municipal economy, communication, civil defense,
banking, etc.

The environmental monitoring systems must absolutely be qualified for CI. From
the point of view end user, the action of monitoring should be characterizing two basic
features: continuity functioning and an accuracy of forecasts. Both require using the
solution in which partial inefficiencies will not significantly affect the functioning of
the monitoring.

Summing up, let us note the multidimensional nature of the problems of ensuring
the security of monitoring systems [47, 48]. It requires taking into account safety
issues at every stage of the facilities life cycle: from design to disposal.

4.2 General Threats Classification

The classification of threats, typical for environmental monitoring systems, is pre-
sented in Fig. 9. Threats are divided into three main categories: natural, technolog-
ical and informational. Such an extensive classification of threats results from the
specific operating conditions and functional requirements of monitoring. It is the
sum of threats characteristic for: traditional information systems, Internet of Things
and critical infrastructure systems. Due to the recipients of information created by
monitoring, regardless of the source, addresses or the essence of the threat, the con-
sequences of refusal can be very serious. For the first group includes phenomena that

MS system threat classification

A

Natural Technological Informative

Infrastructural Personal ~ Technical

Random Destructive Destroying

Purposeful =~ 445 Data access  jpfrastricture

. . restriction
Unintentional \ /

Complete system
destruction

Fig. 9 Classification of threats to the safety of environmental monitoring systems
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run independently of human activity. They include natural catastrophic phenomena
such as hurricanes, floods, hailstorms, fires, etc. The appearance of this type of threat
may be influenced by a person without any influence or directly or indirectly. In
example, the fire can be a result of natural self-ignition, lightening, accidental igni-
tion fire, but also ignition or self-ignition as a result of improper exploitation of the
equipment or other neglect or omission. In the first case we discuss about natural
catastrophe, in second about technological. In the situation of natural self-ignition or
lightening the threat is not a result of technology created and operated by human. In
none of these and similar situations the threat is the result of human actions directly
related to data processing.

Natural and technological threats have infrastructural character -in the result of
its appearance the communication and measurement EM components are damage.
Information resources and processing are less at risk due to redundancy and their
deployment in safe locations. From the point of view of the causes of occurrence,
the natural and technological threats may be random or unintentional. In both cases
they are consequences of carelessness, inattention, ignorance or ignorance of users.
An example of such threats may be the accidental installation of programs that are
not required for work, and that significantly interfere with the functioning of the
system: for example, causing the loss of access to information, and even informa-
tion itself. Intentional threats characteristic for the group of technological threats,
in contrast to the previous ones, are caused consciously. They include the attacks
also from external and internal of company. Their appearance may result in system
stoppage, inaccessibility of data, and if the interference is only an intermediate step
in a wider attack, also loss of funds or intellectual property of the organization or
private person. Information threats have been separated from the group of techno-
logical threats. They form an independent group of dangers directly related to the
collection, processing and sharing of information used, for example, in the informa-
tion and warning procedure. Although similar like in classical information systems
we divide these threats on person and technical, the role of human facilities is in
monitoring systems much smaller, even symbolic. Access to information resources
of monitoring is very limited at the stage of their design. End users obtain solely
access to processed output data in read mode, without ability modify it. Person and
technical threats in both cases are aimed at damage the collected, processed and
shared data. Less frequently, they may result in limiting access to information, and
very rarely in destroying the communication or computing infrastructure. The least
common effect of information threats may be the complete destruction of the system
associated with damage or destruction of infrastructure and loss of information.

4.3 Special Types of Threats

In the professional literature, the threats related to organized attacks on information
resources or processing infrastructure are most often considered. Less frequently the
consequences of failure of the communication infrastructure are analyzed, without
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the functioning of which measurement, forecasting and warning are impossible. In
many cases when building the monitoring system, computing resources are redun-
dant, while forgetting about common threats to measurement nodes or connection
channels. In part, this approach is irrational: in the last 20 years, computing infras-
tructure components (servers, storage) have significantly improved their reliability,
similar as electronic communication components. During this period, the threats to
measurement nodes, transmission cabling and wireless transmission channels operat-
ing in the public space have not decreased, but even increased. The regularity applies
in particular to the communication and measurement infrastructure of environmental
monitoring systems. To put it simply, it consists of three types of objects: intermediate
or terminal communication nodes, two-point or broadcast communication channels
and measurement nodes often integrated with terminal communication nodes. From
the practice are known the cases of aimed damage, destroy or theft infrastructure com-
ponents. Not infrequently, damage to one node, or communication channel excluded
the monitoring system from operation.

The impact of component reliability on the effectiveness of monitoring systems
has been analyzed so far based on the experience of traditional computer networks.
In analysis and synthesis of such networks until recently were dominated by meth-
ods successively developed in the years 1960-2000, the effectiveness of which for
environmental monitoring systems is far from satisfactory. Therefore, in the design
methodology developed and verified in practice, a number of solutions have been
proposed to minimize the impact of even several-fold damage on the functioning of
monitoring. To the most important we can include:

1. As far as technical, financial and organizational possibilities are concerned, the
use of redundancy of measuring elements as well as communication channels and
nodes;

2. Possibility of dynamic reconfiguration of the network organization by changing
the connections used, including the replacement of the main monitoring network
node;

3. The function of supplementing the unavailable measurement values necessary to
develop an accurate forecast with data obtained using mathematical methods. The
forecasting uses information from active measurement nodes and historical data.

The authors analysis confirmed, that research of reliability and lifetime of monitoring
systems is necessary, and the possible refusals of the components of the communica-
tion infrastructure are as dangerous for security as hacker attacks [49]. This problem
is particularly relevant in cases of monitoring about regional character, for which
uses redundancy the nodes and channels is very limited, and the meager informa-
tion resources make it difficult to use mathematical methods for generating missing
measurements.
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5 Monitoring System Architecture

Due to the type of tasks performed, the hardware and software architecture of envi-
ronmental monitoring systems must be characterized by the maximum level of avail-
ability. This means that regardless of the extent of the catastrophic phenomena taking
place, the system must fulfill its basic tasks, i.e. forecast environmental changes, and
alert people in the affected area. From the point of view of the theory of technical
systems, the availability of systems is characterized by: service life, fault tolerance
and durability. Service life is the ability of the system to perform its basic functions
despite the damage. Damage resistance is most often understood as a reflection of
the service life properties in normal system operation mode. Unlike lifetime, immu-
nity has its numerical expression. In technical systems, it is defined as the ability
of the system to perform its basic functions, despite the occurrence of damage to
one or more of its components. Damage resistance depends on the number of each
subsequent individual component failure, after which it maintains the efficiency of
the entire system. The basic level of resistance to damage means protection against
failure of one element. Durability refers to both lifetime as well as resistance to dam-
age and defines the ability to counteract external factors in the normal functioning
of the system, i.e. before the occurrence of a critical situation [43, 44].

To ensure high availability, information, communication, and computational
redundancy should be provided in environmental monitoring systems. Information
redundancy is ensured by using a set of measuring sensors. In the event of damage
to any of them, its indications can be reproduced by approximating the indications
of the other sensors. Communication redundancy consists in multiplying communi-
cation channels connecting individual nodes. In the case of WSN networks, building
a mesh network uses standard technology capabilities, which does not involve addi-
tional costs.

The monitoring and warning system components can be divided into remote,
located directly in the monitored area, whose task is to collect and send information
on the state of the environment and central, intended for their storage and processing.
The architecture of the remote part of the system using communication redundancy is
shown in Fig. 10. The most important remote components are measuring and routing
nodes, integrated by means of aggregating nodes. Thanks to the abandonment of the
simplest measuring nodes in construction, each measurement can reach the central
node via several independent routes.

The basic computational elements of the system are common to the entire system
and are in the central management node (CMN). Because all forecasts, decision-
making process and informing entities is made by CMN, in order to guarantee the
required level of availability, the hardware and software components of this node are
mirrored by the resources of the redundant management node (RMN). In particular,
the development of forecasts and long-term data storage is carried out simultane-
ously in several, usually two, independent management nodes. To ensure a sufficient
level of resistance to damage, the measurement data is delivered to CMN and RMN
independently, using separable communication channels. The functional architec-
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ture of the central components of the monitoring system with communication and
computational redundancy is shown in Fig. 11.

If the normal functioning of CMN is disturbed, its role is taken over by RMN,
which temporarily obtains the status of a central node. If the correct operation of
the original CMN is restored, it is initially connected to the system as a redundant
node, and after the so-called grace time, reducing the possibility of re-disconnection,
again becomes CMN. The procedure of attaching any redundant node begins with
data synchronization, however, to limit the size of inter-node communication, it is
carried out from the last checkpoint available in both nodes. Checkpoints are created
periodically when monitored threats are minimal. The triggering factor can be the
time or level of changes made to the archive. Communication relations between
aggregating nodes as well as CMN and RMN are shown in Fig. 12.
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Connection of CMN with redundant nodes is carried out via the Internet, in par-
ticular based on VPN channels combined using it. These channels, in addition to
synchronization of archives, are used for diagnostics and sending forecasts of threats
generated additionally in redundant nodes.

The level of cooperation of redundant nodes with CMN depends on the mode
of operation of the system. Typically, the system operates in three basic modes:
standard; emergency call and disaster. In standard mode, the role of the redundant
node is limited to archiving of measurement data and periodic diagnosis of CMN
status. In other modes, the RMN doubles the computations performed in CMN. If
different forecasts are obtained based on the same algorithms and input data, the
system switches to diagnostic mode, whose task is to determine the reason for the
appearance of differences. A failed node is eliminated from the system. The main
data warehouse stores uploaded data on the state of the environment and forecasts
based on them. The above information is additionally protected in the RMN. As noted
earlier, in emergency mode, when a threat becomes probable, the RMN expands its
operation to forecast changes in the state of the environment [45, 46].

If during the functioning of the system, further probability occurs, it goes into
disaster mode. In a situation where the prepared forecast indicates a high probability
or inevitability of a threat, an information and warning system (IWS) is activated,
which sends voice or text messages to all persons in the affected area. The IWS
module is already activated when the monitoring system goes into alarm mode.
However, in this case, messages are sent only to emergency services. Because of
the costs, redundant management n usually do not have an information and warning
module [45, 46, 50].
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6 Resident Alert Subsystem

The regional environmental monitoring system described in the work has been pre-
pared and is implemented in the city of Boguchwala, several thousand, located in the
immediate vicinity of Rzeszow—a regional center of science, industry, and culture.
The inhabitants of Boguchwala will be able to use the resources of the system and
take an active part in its creation. The system provides for, among others, the use
of interactive websites informing about the state of ecological security. Information
on the state of the environment can be sent in the form of an SMS, email, Google
message, map fragment for a given location. The above information can be sent to
the resident’s smartphone, tablet, or computer. A prerequisite to ensure the safety and
comfort of life of residents is to maximally inform residents about potential threats.
However, are the means of communication with residents used sufficient?

This problem should be included in the field of external communication in smart
cities. Many publications summarizing the results of scientific work have been
devoted to this topic. Among the scientific monographs describing this topic can
be mentioned: [51-53]. Numerous papers in scientific journals and conferences are
also devoted to this topic. Examples of such works can be [54—56]. The cited sources
emphasize the key role of the Internet of Things in the information policy of smart
cities. Smartphone, less often a tablet is a basic tool for communication between the
resident and systems. In this context, the communication solutions used in the project
implemented in Boguchwala should be considered in line with current trends. On the
other hand, a few researchers note the reluctance of older people (hereinafter seniors)
to use modern technologies, including smartphones. The generally applicable defi-
nition of old age is the age at which the senior will need help to perform everyday
activities (to operate the smartphone). The age starting old age is 50. Researchers
pay attention to a neglected fact: just having a smartphone by a senior does not mean
using advanced features. Most often, seniors treat it like a regular cordless telephone.
The above observations are contained both in the publications of foreign authors
[57, 58] as well as Polish [59-61]. The cited studies indicate a systematic increase in
the number of seniors using smartphones as a binding trend. For example, research
from the UK society shows that in 2018 over 40% of senior citizens aged 55-64 had
smartphones. For the age group 65+ this share falls to below 20%. American studies
show the activity of senior citizens there. It is only in the age group 65+ that we
observe a low level of smartphone owners. In studies published by the University
of Information Technology and Management regarding Podkarpackie, in 2014 less
than 30% of seniors aged 55-64 were smartphone owners. In the 65+ group this
share dropped to around 10%. The research of these authors shows that only a dozen
or so percent of seniors from the 55-64 age group used non-basic functions in the
smartphone (voice communication, SMS, alarm clock). For the group over 65 this
share was only 5%. Studies by all authors show a drastic decline in the use of more
advanced services after the age of 50, even in the best-educated American society.
A summary of the authors’ research on the use of smartphones in the 50+ group on
the entire adult population is presented in Fig. 13 [61].
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According to the authors, in order not to deepen the information exclusion of
older people, one should take advantage of the experience of countries such as Japan,
Taiwan, the USA and Spain. In these countries, bulky light panels are an obligatory
external communication tool in smart cities. Such solutions have been described,
among others in [62, 63]. Usually, light boards are used to inform seniors (and other
city residents and guests) about: cultural and sporting events; planned interruptions
in the supply of electricity, gas, water; public road accessibility and other security
threats. Similar functions will be fulfilled by the table installed in Boguchwala. This
is beneficial, if only because of the significant share of residents from the age group
50+ in their total number. These people would most likely be excluded from using
the results of the designed system.

7 Summary

The system described in the work consists of dozens of dedicated stationary measur-
ing nodes and one mobile drone-based one. With the system, as the needs arise, with
the consent of the owners, several dozen measuring sensors are components of the
local Internet of Things. Their role is to verify the correctness of measurements, and
in particular to supplement them. The operation of the function of supplementing
missing measurements is based on a specially prepared algorithm and is aimed at
minimizing the uncertainty of measurement data, as well as their virtualization. Veri-
fication of the effectiveness of methods and measures to ensure information security,
including the detection of attacks on accessibility, also plays an important role in
research.

At present, the operation of the system is focused on air monitoring and the ele-
ments related to it are systematically developed first. Additional areas of monitoring
functioning include hydrological, noise, electromagnetic threats as well as the safety
of persons and property.
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Abstract Electricity, which is the greatest invention of nineteenth century, is
distributed to the geographically distributed loads through the help of the power grid,
which acts as a backbone to the system. Power grid is a complex infrastructure that
is intended to transmit the electricity from the generation stations to the consumers
by encompassing several distribution stations. The conventional power grid was not
designed to cope up with a dynamically changing environment. Thus, for uninter-
rupted and reliable transmission, generation, and distribution of the electricity, the
conventional power grid is being upgraded to the smart-grid (SG). The success key
to the SG is the integration of power network infrastructures providing capability of
seamless interaction among its components. The cyber-physical system (CPS) is the
correct attempt for integration and interaction of the various components of the SG.
In the smart grid paradigm, the communication networks act as the cyber system,
while the processing, sensing and controlling devices act as the physical system.
Thus, the smart grid cyber-physical system (SGCPS) consists of different intelligent
devices, which exchange the data over the communication networks for effective
operation. Due to high level of integration among the various entities, SGCPS is
more complex and thus, it is also susceptible to different cyber as well as physical
vulnerabilities. Moreover, most of the smart grid applications have stringent require-
ments such as low latency and high reliability. Hence, the communication networks
of the SGCPS are subjected to many challenges and risks. This chapter identifies
different risks in designing the communication networks for various applications
in the smart grid cyber-physical system and proposes the methodologies for risk
assessment and risk mitigation. A systematic approach is presented to identify the
risk factors pertaining to the design of communication networks for various SGCPS
applications such as synchrophasor application, advanced metering application, and
electric vehicular application. Further, risk assessment strategies for these SGCPS
applications are formulated with detailed discussion. To elucidate the work, a case
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study in each of these applications of SGCPS have been presented in this chapter.
Nevertheless, the practical power grid of Bihar, India has been considered as a case
study for synchrophasor applications of the SGCPS.

Keywords Smart grid + Cyber-physical system - Smart grid cyber-physical
system -+ Communication network - Risk assessment * Reliability - Case study of
SGCPS - Synchrophasor + AMI - Electric vehicular

1 Introduction and Motivation

1.1 Introduction

The cyber-physical system (CPS) in an engineering marvel involving multi-
disciplinary domains, disruptive technologies, embedded hardware, ubiquitous
computations, complex designs, etc. [1]. The different organizations have defined
cyber-physical system differently depending upon the characteristics and thus, no
unique definition fits to all the applications. The term cyber-physical system was
coined by U.S National Science Foundation (NSF) in 2006, which describes it as
an integration of recent embedded and computing technologies (cyber component)
with the physical world (physical components) [2]. The U.S vision of cyber-physical
system is mainly focused on integration of embedded system to physical compo-
nents. Unlike U.S NSF, the European version of cyber-physical system refers it to
as interaction of cloud-based cyberspace components with human factors [3]. The
European vision of cyber-physical system explains it as “smart everywhere vision”
by conjunction of smart internet technologies and physical world. On the other side,
China refers to the CPS in more general and broader sense as an amalgamation of
the sensing, processing, monitoring and controlling capabilities with physical world
through cyber-communication infrastructure [4]. In simple words, we can refer to a
CPS as a smart integration of cyber units and physical units of a system to interact in
real-time and having capability to provide seamless communication among several
entities of the CPS.

A typical framework of the cyber-physical system where physical world interact
to cyber world over communication infrastructure is as illustrated in Fig. 1. The phys-
ical world of the CPS consists of various devices, generally having small computing
capabilities such as actuators, controllers, sensors, etc. These devices are operated
and controlled by the cyber world (also referred to as cyber space) consisting of
many disruptive technologies such as artificial intelligence, machine learning, data
analytics, cloud computing, Internet of Things (IoT), etc. The cyber world and phys-
ical world of the CPS are integrated to establish a real-time and efficient interaction
using the communication infrastructure or communication network. Thus, it can be
seen that the communication infrastructure acts as a backbone to the cyber-physical
system.
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Fig. 1 A CPS framework

Cyber world

Physical world

1.2 Motivation

The cyber-physical system is an integration of various cyber-physical components
across many domains. The various components of the cyber-physical system interacts
over a complex communication infrastructure. The components of the CPS including
the communication infrastructure are having different characteristics and are vulner-
able to several challenges. For e.g., either a component of the CPS may fail during
its operation because of wear and tear or the whole communication infrastructure
may fail because of natural disasters. The failure of one components may (with less
intensity) or may not hamper the performance of the system. However, the failure of
communication infrastructure may disrupt the whole system. Hence, different level
of risk (correlated with impact or loss) are associated with different components of
the cyber-physical system. Consequently, the level of risks associated with different
components of the CPS are identified in this chapter. Moreover, this chapter also
presents the risk assessment strategies for the cyber-physical system.

The rest of the chapter is conceived into seven sections which are summarized as
follows:

Section 2 presents an overview of the cyber-physical system and its potential
application in the smart grid for the power system, which are referred to as smart
grid cyber-physical system (SGCPS) throughout the chapter. The different commu-
nication technologies and their use cases with challenges are described in Sect. 3 of
the chapter. In Sect. 4, the different futuristic application of the cyber-physical system
for the smart grid such as synchrophasor application, advanced metering application
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and electric vehicular application are discussed. The risk identification and assess-
ment strategies of these application of the SGCPS are presented in Sect. 5. The case
studies for the risk analysis of the SGCPS applications are presented in Sect. 6.
Finally, Sect. 7 concludes the chapter with a way forward for further advancements.

2 cyber-Physical System for the Smart Grid

In recent years, the system sciences and engineering has seen rapid growth in
modelling, sensing, and controlling technology, which are essential for synthesis and
analysis of the system. The developments such as real-time computing, processing,
visualizing, analytical designing, etc., in the field of computer sciences and engi-
neering have also seen tremendous growth [4, 5]. The system sciences and engi-
neering are the techniques to deal with the qualitative temporal information of the
system, whereas, computer sciences and engineering are good tools to deal with the
quantitative spatial information of the systems [6]. These two fields can be merged
together using cyber-physical system to solve many challenges pertaining to next
generation applications, which are complex in nature and high in dimension.

The cyber-physical system is disruptive technology, which is revolutionizing the
modern world. From the very beginning, many approaches have been made to inte-
grate the physical world with cyber system to address the real world problems. One
such dominant approach is to use the smart grid technology. Earlier, the concept
of smart grid was introduced in the power system, where the smart grid was envis-
aged to replace the traditional grid for improving the performance of the power
system [7]. The last few decades have seen unprecedented technological advance-
ments in the field of computing, processing, analyzing, and networking along with
the development of highly efficient sensor, actuators and other sophisticated devices.
Consequently, it has been possible to deploy the cyber-physical system based smart
grid technology for many other next generation applications such as synchrophasor
communication, advance metering infrastructure, electric vehicular applications, etc.

[8].

2.1 Overview of the Smart Grid Power System

In this section, we first introduce an overview of the smart grid which envisages
to modernize the traditional power system. The smart grid was envisaged with
an objective to provide efficient and uninterrupted power flow to the end users or
consumers.

In last few years, there have been unprecedented technological advancements in
various micro electro-mechanical devices including the various components of the
power grid. Further, the disruptive advancements in the fields of communication
technologies and protocols have increased the efficacy of the power grid system in
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terms of real time monitoring and controlling of the grid. Today’s grids are modern-
ized using many such disruptive technologies and advanced power grid components
embedded with computing capabilities. These modern power grid systems are widely
referred to as the “smart grid” (SG) [9]. The smart grid is further improved as flexible
grid to cater the demand of several next generation diverse applications such as smart
monitoring and control of the grid, smart metering, inclusion of renewable energy
sources into the grid, inclusion of energy generation capability of the consumers,
etc. Thus, the smart grid is an engineering marvel, which envisages an uninterrupted
power flow from generation station to the customers, and ensures efficient energy
management over power infrastructure.

The overview of the smart grid power system is as shown in Fig. 2. The smart
grid comprises of renewable energy system such as solar system, wind system, etc.,
which contributes in the overall energy generation capacity of the power system.
Further, both residential as well as commercial consumers are the active consumers
in the sense that they also contribute in the total energy generation capacity of the
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Fig. 2 An overview of the smart grid
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power system. Hence, these consumers are referred to as an active consumer which
not only acts as consumers but also acts as contributors in the power generation. The
active consumer helps in reducing the load during peak consumption time, which
helps in reducing the burden on the power grid. The smart grid system consists
of several microgrids which are interconnected to ensure the smooth flow of the
power. The renewable energy sources along with the traditional energy sources are
responsible as generating sources in the SG. The energy flow is maintained effi-
ciently from the source to the active consumers using the smart grid communication
infrastructure. The smart grid technology includes diverse consumers such as resi-
dential consumers, industrial consumers, commercial consumers (electric vehicle),
etc. The status of the smart grid system is continuously monitored and controlled
by deploying several sensors and actuators, which are collectively referred as intel-
ligent monitoring devices (IMD). The overall operations of the smart grid under
dynamic environment is coordinated by the operation and monitoring systems. The
smart grid envisages to heal itself in case of fault, however, the intervention of the
operation and management system becomes the ultimate requirement in some of the
cases to ensure reliable operation. Further, the operation and management system
play vital role in distribution and billing system. Thus, in a nutshell, there exists a
two-way coordinated communication between the various units, components, and
systems which collectively forms the smart grid. Such smart grid system to ensure
an efficient, reliable and uninterrupted operation of the power system is as shown in
Fig. 2.

2.2 Smart Grid Cyber-Physical System

The cyber-physical system can potential combine many disruptive technologies to
bring innovations into different applications. The smart grid cyber-physical system
(SGCPS) is one such applications, which uses various disruptive technologies across
many domains of the cyber-physical systems [10]. The SGCPS constitutes two parts:
(a) smart grid, and (b) cyber-physical system. Thus, it includes the advantages of
both the smart grid as well as cyber-physical system. The typical advantages of
the smart grid includes grid monitoring and control, integration of renewable energy
sources, efficient energy management, and operations, etc. The typical advantages of
the cyber-physical system includes efficient integration of power infrastructure and
cyber components. Thus, the SGCPS provides typical capabilities such as real-time
monitoring and control of the grid, energy management, interaction, and operation
of the smart grid power system efficiently.

According to NIST framework, the smart grid is thought of seven domains: gener-
ation, distribution, transmission, operation, customer, market and service provider
domains [11]. The some of the key responsibilities of these smart grid domains are
summarized in Table 1. Even though all these domains have different functionali-
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Table 1 SGCPS communication technologies

Smart grid domains | Key responsibilities

Generation It is responsible for generation of energy. It also includes renewable
sources of energy generation along with the traditional non-renewable
sources. It may also have storage capability

Distribution Its responsibility includes the distribution of energy to the different
consumers. It may also have storage and generation capabilities

Transmission It is responsible to transport the energy from generation to the
distribution domains. It may also have storage and generation capabilities

Operation It is responsible for management and operation of the power system such
as connectivity, maintenance, billing, etc.

Customer These are primarily the consumers of the energy such as residential
houses, commercial building, industries, offices, etc. It may also have
storage and generation capabilities

Market These are the platform which enables the different operators, providers,
and managers to participate in the smart grid market for pricing and
operation related utilities

ties, these domains are interrelated and must be integrated for effective operations
from the SGCPS perspective. The integration of all these domains can be achieved
by integrating the various entities (cyber entities as well as physical entities) of all
the domains, which can be achieved using the burgeoning cyber-physical system
approach.

Based on NIST framework of the smart grid, a smart grid cyber-physical system
is as shown in Fig. 3. All domains of the smart grid integrated to interact with
each other based on the cyber-physical system technology. The core of the cyber-
physical system is the communication network or communication infrastructure
which bridges the communication gap between the various domains of the smart
grid. As shown in Fig. 3, a SGCPS basically comprises of generation, transmis-
sion, distribution and consumer systems, which are primarily responsible for power
generation, transmission, distribution and consumption of the electricity respectively.
These four components are the basic constituents of the physical infrastructure of
the smart grid cyber-physical system. On the other side, the major constituents of
the cyber system includes service provider, market and operation domains. These
are primarily responsible to provide various features of the SGCPS such as real-time
monitoring, control, billing, pricing, energy management, and operations, etc. All the
domains of the smartgrid are integrated using the cyber-physical system communi-
cation infrastructure. The communication network’s key responsibility is to provide
seamless information regarding the operation and management of the smart grid
system. Moreover, the various data pertaining to the operation and management of
the smart grid are exchanged over the communication network among the various
entities of both cyber as well as physical systems of the SGCPS. Hence, informa-
tion flow between the different domains of the SGCPS through the communication
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network. However, power flow is mainly from generation side to consumer side
through power infrastructure of the SGCPS.
The smart grid cyber-physical system exhibits the following key characteristics:

Generation

Fig. 3 The smart grid cyber-physical system

Integration of physical world with real world under dynamically varying scenario.
Seamless and efficient communication of several application data such as
synchrophasor communication data, energy management data, etc.

e Real-time processing, computing and analyzing the data for timely decision to
ensure the reliable operation of the smart grid.

e Incorporation of new technologies from many industries to ensure secure and safe
energy management of the grid.

e The self-configurable, self-adaptable and self-learning capabilities to ensure
reliability of the smart grid CPS.

e Resiliency of the SGCPS communication network to provide uninterrupted power
flow and energy management under catastrophic events.
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3 Communication Networks for SGCPS

The data belonging to diverse applications of the smart grid cyber-physical system
is communicated from geographically separated physical world to real world and
vice versa over wide area communication network. These data are having require-
ments that are generally different than the data of other cyber-based applications. For
example, data from the synchrophasor applications (discussed in Sect. 4) needs to
have minimum delay and high reliability for availability estimation of the SGCPS.
Failure in achieving this, may result into disastrous events to the power grid such as
power outage or even blackout. On the other side, confidentiality estimation charac-
teristics such as security, safety, etc., are of the highest priority for other industrial
applications. Comparatively, the higher delay is permissible in the data pertaining
to industrial applications as compared to that of synchrophasor applications. Thus,
existing communication technologies are modified to suit the application-specific
requirements of the SGCPS. Some of the major communication technologies for
SGCPS applications are classified in Fig. 4. The key attributes and characteristics of
these communication technologies are summarized in Table 2.

Due to the requirement of high level of integration among the various entities,
SGCPS is complex in nature and high in dimension. Thus, it is also susceptible to
different cyber as well as physical vulnerabilities. Also, as discussed earlier, the most
of the smart grid applications have stringent requirements such as low latency and
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Wired Wireless
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S Microwave
communication - o
communication
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Fig. 4 Different communication technologies for SGCPS
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Table 2 SGCPS communication technologies

Communication technologies

Key features

Power line communication

Uses existing transmission line for communication and provides
the infrastructure for both: narrowband and broadband

Optical fiber communication

It provides wired communication infrastructure with higher data
rate, improved security, and high reliability

Microwave communication

It enables low cost wireless data communication for SGCPS

Cellular communication

Provides high speed, less delay and efficient communication
through cellular networks

Satellite communication

Uses satellite links to establish the communication spanning
large geographical coverage

highreliability. These pose severe challenges to the communication network designer.
Further, there exists some other challenges in the implementation of smart grid cyber-
physical system such as reliability, resiliency, safety, security, data integrity, etc. The
success of the SGCPS heavily relies on solving these diversified challenges, which
is possible if and only if these challenges are identified properly. The challenges
pertaining to SGCPS can be broadly categorized into four aspects.

e [nfrastructure challenges: The conventional power system infrastructure does not

support the requirements of the current generation. The components installed in
these are quickly ageing and needed to be replaced for upgrading the traditional
power system. The smart grid infrastructure should be upgraded using cyber-
physical system to support real-time monitoring and control of the grid status,
and other utility related operations. The wide area measurement system, wide
area monitoring systems, protection and control of the SGCPS equipments are
needed to be improved further to increase the reliability of the SGCPS.
Market/customer challenges: Unlike the conventional power system, the
customers in SGCPS are active customers, which do not merely consume the
energy but also contribute the energy through the microgrids. Hence, efficient
cyber-physical technologies that can incorporate active customers is the require-
ment of the SGCPS. Moreover, the proper power market policies and regulations
are some of the other vital challenges that needed to be answered to bring liberty
and transparency in the operation of SGCPS.

Environmental challenges: The aging of the equipments and components of the
SGCPS as a result of its normal operation, and failure rate of such components
under unusual environmental conditions must be considered while designing a
reliable SGCPS. Further, the natural calamity such as earthquakes, tsunami, hurri-
canes, storm, floods, tornados, and other geological events can cause immense
damage to the infrastructure of the SGCPS and may even result in the disastrous
events like blackout of the power system. Such blackout of the power system
consequently hinders economic growth and development of the regions, or states.
As an example, the hurricane Katrina in 2005 had resulted in power system
blackout in the southeastern regions of the U.S with huge economical losses
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[12]. Thus, the reliable operation of the SGCPS is the urgent need of the time to
support uninterrupted power supply in the dynamically changing environment.

e [nnovative technological challenges: In recent time, there have been tremendous
technological development in the field of cyber-physical system. However, these
technologies still do not full fill the complete requirement of safety and security.
Thus, these technologies have been inappropriately used in many applications,
particularly in SGCPS. Recently, new power electronic materials, development
in the field of micro-electromechanical sensors, advance power system technolo-
gies, improved networking and communication technologies, and computation
technologies, etc., have taken place in the design of modern smart grid power
system. However, the concern of security and safety for these innovations are still
at the frontier for the design engineers and researchers.

4 Applications of Smart Grid CPS

Numerous applications of smart grid has been found in the literatures with cyber-
physical system as technology enablers. This chapter discusses few of the domi-
nant applications such as synchrophasor, advanced metering and electrical vehicular
applications of the SGCPS.

4.1 SGCPS for Synchrophasor Applications

The existing power grid, which is used for several diverse applications is a complex
network. These complex networks, like other communication networks, are also
susceptible to faults due to many disturbances such as failure of components, extreme
weather events, malicious attacks, etc. Sometime, extreme weather events such as
earthquake, tsunami, rainfall, flood, and other natural disasters can have a huge impact
on the operation of such power system. Nevertheless, the fault due to components
failure may also cause a huge impact on the operation of power system. If such
faults are not detected in time for proper action, then it may lead to power blackout
resulting in huge economic losses [13]. For e.g., according to the report of Electricity
Consumers Resource Council, the 2003 power blackout has caused about 10 billion
US dollar losses to U.S and Canada [14]. The subsequent finding suggested that
this kind of catastrophic events can be prevented if the there would be an early
warning system for due time action and control [15]. As alesson from this and similar
other blackouts across the world, it has necessitated the power system scientists and
engineers to design the wide area synchrophasor measurement system (WASMS) for
early warning system [16]. Moreover, an exemplary approach for the risk assessment
of the WASMS is presented by Appasani and et al. [17].

The synchrophasor application is a WASMS which is responsible for monitoring
the health of the smart grid cyber-physical system. In synchrophasor application,
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there are large number of phasor measurement units (PMUs) which are used to
estimate time-synchronized phasor measurements (magnitude and angle) of voltage
signal or current signal of the power grid. The real-time synchronization of the grid
phasor measurements are provided through global positioning system (GPS). Such
real-time synchronized phasor measurement of grid voltage or current is known as the
synchrophasor measurement, and the corresponding data is known as synchrophasor
data. The PMUs are installed as a node on different geographically separated elec-
trical buses to monitor the health of the overall grid of the power system. All the
PMUs send the real-time synchrophasor data to the remotely located control center
which is also referred to as a phasor data concentrator (PDC). The communication
network over which the PMUs and PDC communicate to monitor and control the
health of the power system is called synchrophasor communication network (SPCN)
[18]. Hence, the prime constituents of the synchrophasor application of the SGCPS
are PMU, PDC and synchrophasor communication network as shown in Fig. 5.

4.2 SGCPS for Advanced Metering Applications

The advanced metering infrastructure (AMI) plays vital role in modernizing the
today’s power grid. The AMI can be used for a wide variety of applications of which
advanced metering application is one of the important applications. The advanced
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metering is one of the applications that can be effectively deployed using smart grid
cyber-physical system. Advanced metering applications of the SGCPS includes many
responsibilities such as communication of data pertaining to user’s power consump-
tion, electricity pricing, tariff regulations, distribution line losses, etc. It envisages to
revolutionize the modern power system as many advantages are associated with it.
These are as follows: enhancement in safety and security, improved customer experi-
ence, reduction in electricity tariffs, reduction in electricity theft, reduction in energy
wastage, improvement in operational efficiency, capacity savings, and many more.
Through AMI (with the help of website or app), customers can access the real-time
data pertaining to the electricity use and can regularize their use. This will not only
save the money for individual customers but also save the electricity consumption
during peak time, thus easier for operator from the view of load scheduling [19].

Advanced metering applications is based on advanced metering infrastructure,
which has smart meter (SM) as one of the prime constituents. The conventional
electro-mechanical meter used in existing grid has been obsolete. Thus, it will be
replaced by smart meter for the deployment of cyber-physical technology in the smart
grid power system. The smart meter is one of the key components of the AMI, which
provides an interface for cyber and physical components of the SGCPS [20]. The
smart meter data is collected from the geographically separated customer’s utility,
and communicated to operator’s utility. These data from the smart meter may be used
to for various applications such as energy thefts, outage management, load forecast,
power scheduling, etc. [21].

Figure 6 shows a typical architecture of the advanced metering (AM) application
of the SGCPS. As shown in Fig. 6, the advanced metering application consists of
smart meter which is used to connect the customers to the utility operators. The
smart meter data is communicated between customers and utility operators over
communication networks of the SGCPS. The generic architecture of the advanced
metering application of the SGCPS consists of following major components:

e Smart meter (SM): to exchange data from customers to utility operators and vice
versa.

-—P Communication interfacing

SM-1 EO] <>

hDCU-1

svz (@ i

@ 7
sMn [(O)4—> - ‘!T!T! DCU-m

Fig. 6 Overview of SGCPS for advanced metering application
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® Data concentrator unit (DCU): to aggregate data from several smart meters for
interpretations and actions.

e Communication network (CN): to interconnect various networks and components
of the SGCPS-based advanced metering application.

Further, the key components of the AMI such as smart meter and DCU are inter-
connected to the physical components of the SGCPS such as transformer, substation,
etc. using the communication technology. The several communication technologies
exists as discussed in Sect. 4, however, for advanced metering application the best
suitable communication technologies would be ZigBee and PLC [22]. On one side,
a large number of smart meters can be interconnected to a module known as ZigBee-
PLC bridge using ZigBee technology. This provides wireless interface between smart
meter and ZigBee-PLC bridge. On the other side, PLC can be used to provide wired
interface to ZigBee-PLC bridge and DCU as illustrated in Fig. 7.

PLC Interface

Module
ZigBee-PLC

Bridge

S >
S >

Smart Meter

PLC

Distribution
Transformer

Fig. 7 Overview of AMI
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4.3 SGCPS for Electrical Vehicular Applications

The concern of the people regarding the clean energy, limited source of energy,
environmental pollution, etc., has demanded the paradigm shift in traditional vehic-
ular system. This has initiated the birth of electric vehicular (EV) system where
electricity acts as the prime source of energy. The electric vehicular system is a
continuously evolving disruptive technology that combines many industrial sectors
like automobile, power grid, information technology, etc.

The paradigm of electric vehicular system suffers from many challenging issues.
The core of the electric vehicle is electric charging station (ECS). The charging
station must be embedded with recent technologies for optimum charging of the
electric vehicle and to support the real-time market requirements [23]. The electric
vehicle is connected to the ECS for charging of the battery. The electric charging
station is basically an advanced power station which is connected to the micro grid
of the power grid system. The EV system poses many challenges to the power grid
system. Some of the challenges faced in electric vehicle applications to the power
grid system are: it can impact the power quality of the power grid system, it can
overload the distribution system and its equipments, it can affect the capability of
generation stations [24]. A large number of research has been done in the literatures
to address these challenges for realizing electric vehicular application at large scale.
It has been found that the smart grid cyber-physical system approach can be used to
address all these major challenges faced in the electric vehicular application.

The electrical vehicular application is one of the rapidly evolving areas, which can
harness the potentials of the smart grid cyber-physical system. It is also an optimum
approach to save the depleting energy resources. The electric vehicular system is
an opportunistic next generation application with many hurdles in its way [25]. The
SGCPS has potential to improve the efficacy and performance of the electric vehicular
system. The dominant challenges faced to the power grid system in realizing electric
vehicular application can be answered using SGCPS as discussed below in Table 3.

From the perspective of smart grid, the basic conceptual architectural framework
of an electric vehicular application using smart grid cyber-physical systems is as
shown in Fig. 8. As shown in Fig. 8, the EV application of SGCPS consists of
following key components as,

e Charging station: to charge the electric vehicle on plug-and-play principle.

e Microgrid substation: to supply the energy to the electric charging station.

e FElectro-vehicular grid monitoring and control system: to monitor and control the
status of the electric vehicular system.

The electro-vehicular grid monitoring and control system (EVGMCS) acts as a
communication infrastructure that connects various cyber and physical components
of the SGCPS for electric vehicular applications. The EVGMCS is responsible for
rendering various services to electric vehicular application, which are summarized
below:



232

A.V.Jhaetal.

Table 3 Major challenges in EV system and approach using SGCPS

Major challenges faced in EV application

Approach to the challenges using SGCPS

Impact on the power quality of the power grid
system

Monitor the power quality using suitable
methods of SGCPS. For e.g., similar to
synchrophasor application which is used in
WAMS

Overloading of distribution system

Use real-time monitoring system at the
distribution site and enable communication
capability to each distribution system. For e.g.,
an approach similar to AMI can be employed
using SGCPS

Impact on generation capability of power grid
system

Identify and integrate different energy
contributors such as from renewable energy
using SGCPS. For e.g., integration of renewable
energy (from the consumers as well) is one of
fundamental features of smart grid CPS

Charging station

Ll

EVGMCS

Fig. 8 Overview of SGCPS for electric vehicular application

Power quality monitoring
Demand forecast

Locally generated renewable energy integration to the ECS
Load shifting and management of ECS
Voltage and load frequency regulation of charging station.
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5 Risk Identification and Risk Assessment of SGCPS

Risk assessment is the process of analyzing the system vulnerability in presence
of threat and challenges. The risk assessment is the successor of risk identification
[26]. The communication network for the smart grid acts as a backbone and it is
based on several networking technologies such as Ethernet, WiMax, cellular systems,
microwave, radio and optical fiber, etc. The data between different components of
the smartgrid cyber-physical systems are exchanged over the Internet infrastructure.
Internet being an open to all, poses several security challenges to the SGCPS. Several
IP based technologies to trace back the source of threats can be found in [27, 28].
The different attacks and their impact on the smart grid synchrophasor system is
discussed [29, 30]. Moreover, these issues in focus to advanced metering application
of the SGCPS is more comprehensively discussed in literature [31-35]. The state-of-
art review on risk analysis is presented by Sun et al. [36]. The most comprehensive
challenges in the domain of electric vehicular applications has been discussed by
Dutta et al. [41]. The blockchain-based mechanism has been shown to be more
effective in case of security management in electric vehicular applications [42].
Moreover, some of the seminal works in the direction of vulnerability studies for
different applications are reported in Table 4.

The risk assessment models and approaches for different components of the
power system are presented in [46]. The similar methodologies can be applied to
analyze the risks and its evaluation in the context of smart grid cyber-physical system.
As discussed in previous sections, the smart grid cyber-physical system comprises
of large number of sensors, actuators, networking device, power equipments, etc.,
which are interconnected using cyber technology to provide seamless interaction
over communication networks. Thus, communication network of the SGCPS acts as
a backbone to the system, since whole communication depends upon it. Similarly,
the several other components of the SGCPS play different role in the performance
of the SGCPS. The failure of each components have different impact on the overall
performance of the SGCPS. The impact of different components of the SGCPS can

Table 4 Vulnerability studies in literatures for different SGCPS applications

SGCPS applications | Seminal work Domains of studies References
Synchrophasor Vulnerability GPS signaling and data [29, 30]
assessment
AMI Vulnerability Components of CPS, [31-35, 37-40]
assessment communication aspects,
Risk assessment and privacy
standards
EV application Challenges including | Security and privacy [41-45]
security and privacy, concern for connected
methodology for risk | vehicle, smart energy
analysis management, Cloud
computing for EV system
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be measured in terms of risk which in turn evaluates the losses due to failure of
different components [47]. Thus, the risks identification and assessment methodolo-
gies for different components of the SGCPS for different applications are discussed
in this section.

5.1 Synchrophasor Application

The synchrophasor application of the smart grid cyber-physical system comprises
of key components such as PMU, PDC and other sensors. Since, PMU is located on
different electrical buses, thus, if PMU fails, then the corresponding bus cannot be
observable. On the other hand, if PDC fails, then the entire system become unobserv-
able as all PMUs send the data to PDC for monitoring and controlling the smart grid.
Hence, we can comment that different levels of risks are associated with different
components or equipments of the SGCPS. Thus, it becomes extremely important to
analyze the level of risks associated with different components of SGCPS and their
impacts.

5.1.1 Risk Application

The synchrophasor application of smart grid cyber-physical system consists of
mainly PMUs, PDCs, and communication networks (i.e., synchrophasor commu-
nication network). Without loss of generality, we assume that the cyber components
are the constituents of the communication network of SGCPS for synchrophasor
application. Thus, the following risks are identified for synchrophasor applications
of SGCPS:

e Failure of the PMUs
e Failure of the PDC
e Failure of synchrophasor communication network

The risk associated with the different constituents has different level of impact
on the performance of SGCPS for synchrophasor application. For e.g., the risk asso-
ciated with a PMU failure has less impact on the SGCPS as compared to the risk
failure associated with the communication network failure. The later has potential to
disrupt the whole SGCPS, whereas, the former may affect only the part of SGCPS.
The level of risks associated and its potential impact on the synchrophasor applica-
tions in SGCPS is summarized in Table 5. Here, L; indicates the level of risks of
the corresponding constituents such that L; < L, < Ls. Obviously, L, L, and L3 are
categorized as low, medium and high level of risks.
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Table 5 Key components, associated risks, and its impact in synchrophasor application

Constituents of SGCPS Risk level | Impact

PMU L; On observability of particular
electrical bus

PDC L, On the synchrophasor application of
SGCPS

Synchrophasor communication network | L3 On the whole SGCPS

5.1.2 Risk Assessment of SGCPS for Synchrophasor Application

In this section, the metrics to measure the risks and the strategies to reduce or mitigate
them are discussed. Let us consider an event ‘i’. We can define the severity and the
risk of the event ‘i’ as follows.

Severity: This is defined as the measure of the impact of the risk associated
with a particular kind of risks. In other words, it is the ratio of the total
number of events/components that are dependent on ith to the total number of
events/components in the system.

. Total number ofevents dependent on ith event
(Severity); = - (D
Total number of events in the system

In particular, let us consider an event/component ‘i’ is present in the system such
that its failure leads into the failure of ‘.’ out of ‘N’ events/components of the system.
Then, the severity of the event/component ‘i’ can be given by following equation.

S = (@)

k
N

Risk: This measures the impact of severity in terms of failure probability. In other
words, it measures the consequences on the system in terms loss as aresult of probable
failure of individual events/components in the system.

The risk associated with ith event/component of the system can be described using
following equation.

Risk; = (Failure Probability); x (Severity); 3)

In particular, if p; be the probability of failure of the ith event/component of the

system, then the risk o; associated with this event/component can be given by the
following equation.

;i = p; X S; €]

On substituting the severity from Eq. (1), we have
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. k 5
S =pi X N &)

W.L.O.G, the failure probability p; includes both the software failures probability
as well as hardware failure probability.

Consider the synchrophasor communication application of SGCPS for wide area
measurement system. The wide area measurement system consists of several high
speed sensors known as phasor measurement units (PMUs) that continuously monitor
or observe the grid and send the data to the PDC at the control center. Based on the
data fed from different PMUs, a proper control command is initiated by the control
center to maintain desire performance level of the smart grid cyber-physical system.
It is not necessary to install the PMU on each electrical bus to observe the status of
the entire grid. This is because, a PMU installed on a bus can observe the status of
more than one bus simultaneously [22].

Risk assessment for PMU: Let us consider the synchrophasor application of SGCPS
consists of n number of PMUs and N number of electrical buses such that n < N.
Consider a PMU is represented by PMU,;, where x, idenotes the PMU number and
corresponding bus location respectively such thatx € {1,2, ...,n} andi € {1, 2, ...,
N}. If a PMU-x located on a bus i (denoted as PMU ;) can observe the status of k,
out of N number of buses simultaneously in the grid. Then, the severity (S,;) of the
PMU can be given by,

ks
S =—;Vxe{l,2,..., 6
v Vel n} (6)

If p, be the failure probability of the PMU ;, then the risk of the xth PMU («,)
can be given as below.

ky
axszxﬁ;Vxe{l,Z,...,n} @)

Therefore, the overall risk («) including all PMUs can be estimated using equation
given below.

a=21mx%) ®)

M x 2y x )
= X — X — X —
ey TRy Pn >N

Ifk, =k;Vx € {1,2,...,n}, then Eq. (9) becomes,

k n
a=ﬁgm (10)
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Observation: From the Eq. (10), it can be observed that the overall risk associated
with the PMUs completely depends upon their failure probability. Further, since all
PMUs are mutually independent, hence overall risk can be minimized by minimizing
sum of the probability of failure of all PMUs.

Risk assessment for PDC: Let us consider the synchrophasor application of SGCPS
consists of m number of PDCs and N number of electrical buses such that m < N.
Consider a PDC is represented by PDCy;, where y, i denotes the PDC number and
corresponding bus location respectively such that y € {1, 2, ..., m} and i € {1, 2,
..., N}. Let, a PDC-y located on a bus i (denoted as PDC,;) acts as a server for d,
number of PMUs such that 9, < n. Hence, the severity (S,,) of the PDC can be given

by,
dy
Sy =—;Vyef{l,2,...,m} (11)
’ n

If p, be the failure probability of the PDC;, then the risk of the yth PDC (8,) can
be given as below.

By =py x Syi;Vy e {1,2,...,m}

dy
By = py % - (12)

Therefore, the overall risk (8) including all PDCs can be estimated using equation
given below.

“ d
B = Z(py X ;y)
y=lI

o1 02 Om
-’-,3=P1X;+P2X;+"'+me7 (13)

If o, =0;Vy € {l,2,...,m}, then Eq. (13) becomes,
p=23 (14)
= 2 Dy

Observation: From the Eq. (14), it can be observed that the overall risk associated
with the PDCs completely depends upon their failure probability. Further, since all
PDCs are mutually independent, hence overall risk can be minimized by minimizing
sum of the probability of failure of all PDCs.
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Risk assessment for communication network: Further, the communication networks
acts as a backbone to the SGCPS through which different cyber and physical compo-
nents of the SGCPS interacts. The severity of the communication network depends
on the number of PMUSs connected to the network and is given by S¢y. Depending on
the architecture, different metrics are used to indicate the severity. One popular metric
is the number of buses that become unobservable, when a network fails, given by
Scw If p, denotes the failure probability of the communication network, then the risk
of the communication network (y) completely depends upon its failure probability
as given by Eq. (15).

Y = P:Scn = P: (15)

5.2 Advanced Metering Application

In this section, we consider an advanced metering application of the SGPCS. We
identify the level of risks associated with different key components and their impact
on the performance of the SGCPS for advanced metering application. Moreover, the
risk assessment methodologies for advanced metering application of the SGCPS is
also presented in this section.

5.2.1 Risk Identification of SGCPS for Advanced Metering Application

Asseenin Sect. 4, the advanced metering application of SGCPS is based on advanced
metering infrastructure. The advanced metering infrastructure consists of following
key elements: smart meter (SM), data concentrator unit (DCU), and communication
networks. Without loss of generality, we assume that the cyber components are the
constituents of the communication network of SGCPS for electric vehicular appli-
cation. Thus, the following risks are identified for advanced metering applications
of SGCPS:

e Failure of smart meter
e Failure of a DCU
e Failure of communication network

The risk associated with the different constituents has different level of impact on
the performance of SGCPS for advanced metering application. For e.g., if a smart
meter fails, it leads into failure of the utility related operation of corresponding
consumer only. On the other side, if a data concentrator unit fails, it may affect the
operation of all smart meters that communicate the data to it. Obviously, the failure
of communication network may lead into failure of entire AMI. This is because the
communication network acts as a bridge to cyber and physical components of the
SGCPS. The level of risks associated with various components are identified and its
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Table 6 Key components, associated risks, and its impact in advanced metering application
Constituents of SGCPS Risk level | Impact

Smart meter L, On billing and utility related capability of the
corresponding consumer of the SGCPS

Data concentrator unit L, On billing and utility related capability of all the smart
meters that communicated the data to this DCU

Communication network | L3 On the entire AMI of SGCPS

potential impact on the advanced metering applications in SGCPS is summarized in
Table 6. Here, L; indicates the level of risks such that L; < L, < L3. Obviously, L,
L, and L3 are categorized as low, medium and high level of risks.

5.2.2 Risk Assessment of SGCPS for Advanced Metering Application

Risk assessment for smart meter: Let us consider an advanced metering application
of the SGCPS having n number of smart meters. Consider a smart meter is represented
by SM,, where x denotes the identification number of the corresponding smart meter
such thatx € {1, 2, ..., n}. W.L.O.G, we assume that each smart meter is connected
to a distinct consumer. Thus, it can be observe that we have n number of consumers
that are served using AMI system. The failure of one smart meter affects only one
consumer out of n consumers in the system. Hence, each smart meter will have equal
severity index (Sy) which can be given by following equation.

1
Sy =—;Vxe{l,2,....n} (17)
n

If p, be the failure probability of the smart meter SM,, then the risk of the xth
smart meter («,) can be given as below.

1
oy =px X —;Vx e{l,2,...,n} (18)
n

Therefore, the overall risk («) including all smart meters can be estimated using
equation given below.

. 1
a= Z(px x ;) (19)

1 1 1
Le=p X =+ Py X =+t pp X =
n n n
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La=— Z Py (20)
i

Observation: From the Eq. (20), it can be observed that the overall risk associated with
the smart meters completely depends upon their failure probability. Further, since
all smart meters are mutually independent, hence overall risk can be minimized by
minimizing their total failure probability.

Risk assessment for DCU: We consider an advanced metering system having m <
n number of data concentrator. Let, a DCU-y (denoted as DCU) acts as a server for
0, number of smart meters such that 9, < n Hence, the severity (S,) of the DCU,
can be given by,

ad
S, ==2:Vyell,2,...,m) 21
)

If p, be the failure probability of the DCU ,, then the risk of the yth DCU (By) can
be given as below.

By =py xS;Vye({l,2,...,m}

dy
S By =py x " (22)

Therefore, the overall risk (8) including all DCUs can be estimated using equation
given below.

502
y=1

ad d Om
.'.,BZPIX_]+p2X_2+"'+me_ (23)
n n n
If o, = 0;Vy e {1, 2, ..., m}, then Eq. (23) becomes,
p= (24)
- n y=1 "

Observation: From the Eq. (24), it can be observed that the overall risk associated
with the DCUs completely depends upon their failure probability. Since all PDCs
are mutually independent, hence, overall risk can be minimized by minimizing their
total failure probability.
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Risk assessment for communication network: Further, the communication networks
of the AMI application acts as a backbone to the SGCPS. Hence, the severity of
the communication network is always equal to 1, i.e., Scy = 1. If p, denotes the
failure probability of the communication network, then the risk of the communication
network (y) completely depends upon its failure probability as given by Eq. (25).

Y = p:Scn = p; (25)

5.3 Electric Vehicular Application

Let us consider now an electric vehicular application of the smart grid cyber-physical
system. Now, the risk pertaining to the SGCPS for electric vehicular application is
identified in this section. To understand the significance of each components present
in the system, the risk assessment strategies is also elaborated in this section which
can be used to evaluate the overall performance of the system.

5.3.1 Risk Identification of SGCPS for Electric Vehicular Application

As seen in Sect. 4 earlier, the electric vehicular application of SGCPS consists of
following key components.

Electric charging station (ECS)

Microgrid substation (MGSS)

Electro-vehicular grid monitoring and control system (EVGMCS)
Communication network (CN)

Further, the electro-vehicular grid monitoring and control system consists of
several cyber-physical components that builds the communication infrastructure of
EV application of the SGCPS. Moreover, it is responsible for monitoring and control-
ling of the overall status of SGCPS for electrical vehicular application in real-time.
The smart meter, data concentrator unit are some of the vital components of the
EVGMCS. All the components of the E2V system are interconnected and commu-
nicate using the communication network. Without loss of generality, we assume that
the cyber components are the constituents of the communication network of SGCPS
for electric vehicular application. Thus, the following risks are identified for electric
vehicular applications of SGCPS:

Failure of electric charging station

Failure of microgrid substation

Failure of smart meter

Failure of a DCU

Failure of EVGMCS communication network
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Table 7 Key components, associated risks, and its impact in EV application
Constituents of SGCPS | Risk level | Impact

Smart meter L On billing and utility related capability of the
corresponding electric vehicle or meter of charging station

DCU L, On billing and utility related capability of the entire
electric vehicular charging station

Charging station L3 On the corresponding charging station performance
capability

Microgrid substation Ly On the performance of all the charging station that are
connected through this microgrid substation

EVGMCS Ls On the observability and controlling capabilities of the

entire electric vehicle application of SGCPS

The risk associated with the different constituents has different level of impact
on the performance of SGCPS for electric vehicular application. For e.g., if either
microgrid substation fails it leads into failure of more than one electric charging
station. On the other side, if an electric charging station fails, it does not hamper
much to the other charging station. Similarly, failure of the EVGMCS may lead into
the failure of entire system, which depends on this as a communication infrastructural
backbone. The level of risks associated with various components are identified and
its potential impact on the electric vehicular applications in SGCPS is summarized
in Table 7. Here, L; indicates the level of risks such that L.y <L, <L3 <L4 Ls.

5.3.2 Risk Assessment of SGCPS for Electric Vehicular Application

Risk assessment for charging station: Let us consider an electric vehicular appli-
cation of the SGCPS having n number of electric charging station. Each charging
station are equipped with smart meters and DCU for which risk can be analyzed in
the similar manner as seen in AMI application. Now consider a charging station is
represented by CS,, where x denotes the identification number of the corresponding
charging station such that x € {1, 2, ..., n}. Let each charging station work inde-
pendently. Thus, failure of one charging station does not affect the other charging
station. Hence, each charging station will have equal severity index (CS,) which can
be given by following equation.

1
S, =—;Vxef{l,2,...,n} 27
n

If p, be the failure probability of the charging station CSy, then the risk of the x
charging station («,) can be given as below.

1
ay =pe x = Vx €{1,2,...,n} (28)
n
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Therefore, the overall risk («) including all charging station can be estimated
using equation given below.

. 1
o= Z(px x ;) (29)

1 1 1
-'~0‘:P1X—+P2X—+"‘+Pn><—
n n n

1 n
== (30)
x=1

Observation: From the Eq. (30), it can be observed that the overall risk associated
with the charging station completely depends upon their failure probability. Since,
all charging station are mutually independent, hence overall risk can be minimized
by minimizing their total failure probability.

Risk assessment for microgrid substation: We consider an electric vehicular applica-
tion of SGCPS having m < n number of microgrid substation (MGSS). Let,a MGSS-y
(denoted as MGSS,) acts as a coordinator for d, number of charging stations such
that 9, < n. Hence, the severity (S,) of the MGSS, can be given by,

ad
Sy:;y;‘v’ye{l,Z,...,m} 31

If p, be the failure probability of the MGSS,, then the risk of the yth MGSS (8,)
can be given as below.

By =py xS;Vye({l,2,...,m}

a
o By = py x ;y (32)

Therefore, the overall risk (8) including all MGSSs can be estimated using
equation given below.

m

ﬂ=;<py X i—‘)

01 0> O
SB=pixX—4+ppX =4+ pyx— (33)
n n n

If o, =0;Vy € {1, 2, ..., m}, then Eq. (33) becomes,
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8 m
B=-3p (34)
y=I

Observation: From the Eq. (34), it can be observed that the overall risk associated
with the MGSSs completely depends upon their failure probability. Since all MGSSs
are mutually independent, hence, overall risk can be minimized by minimizing their
total failure probability.

Risk assessment for communication network: Further, the communication networks
of the electric vehicular application acts as a backbone to the SGCPS. Hence, the
severity of the communication network is always equal to 1, i.e., Scy = 1. If p,
denotes the failure probability of the communication network, then the risk of the
communication network (y) completely depends upon its failure probability as given
by Eq. (35).

Y = p.Scn = p: (35)

Observation: From above equation, it is observed that the risk of the communication
network completely depends upon its failure probability. For the failure probability
equalto 1 (i.e., p, = 1), the risk associated with the communication network is equal
to 1 (i.e., ¥ = 1). This indicates that the failure of the communication network leads
into the failure of the whole SGCPS for electric vehicular application.

6 Case Studies

In this section, three case studies are presented to estimate the risk associated with
the failure of the communication networks for different applications in a SGCPS.
The first case study deals with the synchrophasor application of SGCPS. Second case
study deals with the advanced metering (AM) application of SGCPS. Finally, third
case study deals with the electric vehicular (EV) application of SGCPS.

6.1 Synchrophasor Applications of SGCPS

We consider the case study of synchrophasor application for the power grid of Bihar,
India. The single line diagram (SLD) for this grid is as shown in Fig. 9. The complete
information regarding the geometric location of the buses, PMU and PDC in the grid
is given in [48].

The buses in red color are locations where the PMUs are placed in the grid. For the
sake of estimating the risk associated with the communication networks it is assumed
that the communication network between each PMU and the PDC is not shared with
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Fig. 9 SLD for Bihar’s power grid

any other PMU. This assumption is valid because, the PMUs are generally separated
by large geographical distances. The severity of failure for the networks for PMU’s
atbus 2, 7,9 and 10 are 2, 2, land 1 respectively [48]. The severity is the number
of buses that become unobservable due to the failure of communication networks.
The overall risk associated with the communication networks for this system is the
summation of the individual risks. Failure of communication system may be due to
hardware failures or packet losses. To get an overall estimate of the risk, we perform
a Monte-Carlo simulation of 100,000 runs and plot the histogram for the overall risk,
which is illustrated in Fig. 10.
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Fig. 11 Distribution of risk x 10"  Distribution of Estimated Risk
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The distribution of risk for this system can be approximated by a normal distri-
bution having a mean of 3 and variance of 0.84. Thus, the estimated risk for this
system is 3. By improving the redundancy of hardware and reducing the packet loss,
the risk associated can be minimized. Let us assume that because of the measures,
the maximum probability of failure has come down to 0.5. The distribution of risk
for the system with reduced probability of failure is shown in Fig. 11.

The distribution of risk for this system with reduced probability of failure can be
approximated by a normal distribution having a mean of 1.5 and variance of 0.21.
Thus, the estimated risk for the system with reduced failure probability is 1.5. Thus,
improving the availability of the communication network reduces the overall risk
associated with the network.

6.2 Advanced Metering Application of SGCPS

To estimate the risk associated with the AMI application in SGCPS a simple case
study of 100 smart meters connected to a single DCU is considered as shown in
the Fig. 12. This can be considered as a fundamental unit for AMI application in
SGCPS. We have considered a local area network (LAN) on which 100 smart meters
are connected to exchange their data to the DCU, which is also connected on the
same LAN. In general, many such LANs can be used for large scale applications.
Each LAN is interconnected to form a wide area network. This is simply represented
by connecting the LAN under consideration to other network. If the communication
network between an SM and the DCU fails, information pertaining to a single unit
gets lost and the associated risk is given by Eq. (25).
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Fig. 12 Risk assessment model for advanced metering application of SGCPS

To get an overall estimate of the risk, we perform a Monte-Carlo simulation of
100,000 runs and plot the histogram for the overall risk, which is illustrated in Fig. 13.

The distribution of risk for this system can be approximated by a normal distri-
bution having a mean of 50 and variance of 8.4. Thus, the estimated risk for this
system is 50. More realistic estimates can be obtained by taking appropriate distribu-
tion functions for the probability of failures instead of taking a uniform distribution
between 0 and 1. This, choice depends on the actual network configuration and the
nature of network traffic. By improving the redundancy of hardware and reducing
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the packet loss, the risk associated can be minimized. Let us assume that because
of the measures, the maximum probability of failure has come down to 0.75. The
distribution of risk for the system with reduced probability of failure is shown in
Fig. 14.

The distribution of risk for this system with reduced probability of failure can be
approximated by a normal distribution having a mean of 37.5 and variance of 4.7.
The estimated risk for this system is 37.5. Thus, improving the availability of the
communication network reduces the overall risk associated with the network.

6.3 Electric Vehicular Application of SGCPS

The analysis equations for risk assessment of communication networks for elec-
tric vehicular application of SGCPS has been thoroughly presented in the previous
sections. Now, we consider the risk assessment model for electric vehicular applica-
tion of the SGCPS as shown in Fig. 15. We consider a case study where there are 10
electronic charging stations (ECS). These ECS are connected to each other and to
the other units of EV system such as MGSS, EVGMCS using a local area network.
The large scale application involves many such interconnected LANs. This has been
incorporated by the fact that a LAN is connected to the other network as shown in
Fig. 15.

This fundamental risk assessment model unit can be scaled in size and in quantity
to get the estimate of risk for any other network. When the communication network
between an ECS and MGSS fails partly or in full, it results in loss of information of
one charging station. To get an overall estimate of the risk associated with commu-
nication network, we perform a Monte-Carlo simulation of 100,000 runs and plot
the histogram for the overall risk, which is as illustrated in Fig. 16.
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The distribution of risk for this system can be approximated by a normal distri-
bution having a mean of 54.2 and variance of 0.834. Thus, the estimated risk for this
system is 54. By improving the redundancy of hardware and reducing the packet loss,
the risk associated can be minimized. Let us assume that because of the measures,
the maximum probability of failure has come down to 0.6. The distribution of risk
for the system with reduced probability of failure is shown in Fig. 17.
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Fig. 17 Distribution of risk x 10" Distribution of Estimated Risk
with reduced probability of 3 ‘ ‘ : : : ; ‘
failure for EV application

251

Frequency
- o

o
&)

0
50 50.5 51 515 52 525 53 535 54 545
Risk

The distribution of risk for this system with reduced probability of failure can be
approximated by a normal distribution having a mean of 52.2 and variance of 0.3.
Hence, the estimated risk for this system is 52. Thus, improving the availability of
the communication network reduces the overall risk associated with the network for
electric vehicular application of the smart grid cyber-physical system.

7 Conclusion

Risk assessment of communication networks for different applications in a SGCPS
is an important contribution to the power system design. In this chapter, a detailed
discussion on the identification and assessment of the risk for three important applica-
tions, namely, the synchrophasor application, the advanced metering application and
the electric vehicular application has been presented. Using suitable case studies,
risk was estimated for these applications. The estimation was carried out using
Monte-Carlo simulation assuming the probability of failure to be uniform. However,
more realistic results can be obtained by choosing an appropriate distribution for
these failure probabilities. The risk estimation by reducing the failure probability is
also shown, which emphasize on designing the robust and reliable communication
network. Thus, it has been identified that improving the availability of communi-
cation networks by reducing the hardware failures and packet losses can lead to a
significant reduction in the risk.
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An Overview of Cybersecurity for )
Natural Gas Networks: Attacks, Attack e
Assessment, and Attack Detection

Zisheng Wang, Bining Zhao, and Rick S. Blum

Abstract Cyber technology is used frequently today to control and monitor many
important physical systems. Such Cyber-Physical Systems (CPSs) are of great impor-
tance as they provide fundamental services to society. The focus here is on one par-
ticular Cyber-Physical System (CPS) focusing on the delivery of natural gas. Natural
gas pipeline system operations rely heavily on industrial control systems (ICSs) and
Supervisory Control and Data Acquisition (SCADA) systems. While the ICSs and
SCADA systems introduce many advantages, they also introduce more vulnerabil-
ities by providing opportunities for malicious cyber-attackers. However, academic
investigations on cyber-attacks on gas systems have appeared only sparingly. There-
fore, we intend to inform the community about this important topic that needs further
study. We introduce the typical structure of natural gas systems and the natural gas
markets. We also introduce the partial differential equations (PDEs) that describe the
dynamics of the gas flows through pipelines. We focus on cyber-physical-attacks on
natural gas systems that can be classified into three categories: man-in-the-middle
attacks (MiMA), spoofing attacks, and topology attacks. We provide an overview of
cyber-physical-attack detection approaches for gas networks. We provide a detailed
discussion on the models, theories, and representative detection approaches for nat-
ural gas networks. Using numerical examples, we analyze the damage caused by
three particular cyber-physical-attacks on natural gas systems. We also illustrate the
performance of a representative attack detection approach.
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Abbreviations

ICS Industrial Control System

SCADA  Supervisory Control and Data Acquisition
PDF Partial Differential Equation

MiMA Man-in-the-Middle Attacks
LDC Local Distribution Company

1 Introduction and Background

Cyber technology is used frequently today to control and monitor many important
physical systems. Such Cyber-Physical Systems (CPSs) are of great importance as
they provide fundamental services to society. In this chapter, we demonstrate the
security of one particular Cyber-Physical System (CPS) focusing on the delivery
of natural gas. The operation and control of natural gas systems are increasingly
dependent on cyber-infrastructure, typically in the form of industrial control sys-
tems (ICSs) and Supervisory Control and Data Acquisition (SCADA) systems. The
increased usage of cyber-infrastructure introduces more vulnerabilities into natural
gas systems by providing opportunities for malicious cyber-attackers. However, the
deployment of cybersecurity measures in the industry isn’t keeping pace with the
growth of digitalization in oil and gas operations [1], which may make the natural
gas system even more vulnerable to cyber-attacks.

Cybersecurity, including cybersecurity in energy systems, has been described as
a very dangerous concern by the U.S. Department of Homeland Security (DHS) [2].
In a workshop hosted by the Department of Energy Office of Science (DOE/SC) [3],
it was reported that security, reliability, and resilience mechanisms are often not
supported over the complete data life cycle in networks, and traditional security
mechanisms, such as firewalls, cannot meet current network performance require-
ments [4]. Therefore, the Advanced Scientific Computing Research (ASCR) program
of DOE recognizes that the growing number of sensors in the field should be pro-
tected, mechanisms to identify data corruption and its source should be designed, and
advanced cyber security mechanisms that protect both data and infrastructure should
be investigated [4]. The Transportation Security Administration (TSA) also provides
gas pipeline security guidelines for industry practice [5]. Currently, the natural gas
industry uses a number of standards and protocols to improve the resilience and secu-
rity of crucial components in natural gas systems [6]. These standards include but are
not limited to the NIST cybersecurity framework [7], API Standard 1164 [8], and NIS-
TIR 7628 [9]. However, the cyber-security environment which currently exists in the
natural gas industry raises concerns. Roughly, 67% of oil and gas companies believe
that the risk level to industrial control systems has significantly increased because
of cyber-threats, and their operations have had security compromises that resulted in
the loss of confidential information or operational technology disruption [1].



An Overview of Cybersecurity for Natural Gas Networks ... 257

Damages caused by attacks and failures on pipeline networks can be extremely
severe. For example, transmission pipeline explosions in San Bruno, California in
September, 2000, and in Allentown, Pennsylvania in February 2011 caused eight
and five casualties respectively [10]. Two pipeline explosion accidents killed six and
two people in January, 2002 and in April, 2004 in China [11]. A leak at the Aliso
Canyon natural gas storage facility was discovered in late 2015 and operations were
not upgraded to normal status until late 2017. The leak affected more than 70% of
the local electricity generating capacity [12]. There are other examples listed in [13].

On the other hand, interdependencies between the natural gas and electric power
systems may make the cyber-security of the natural gas systems even more crucial.
Natural gas-fired generation units serve as the main connections between the natural
gas and electric power systems. Their generation capacity accounts for 44% of total
installed generation capacity in the United States in 2017 [14], and over 60% of
generation capacity additions in 2018 [15]. Therefore, a dependable fuel-supply for
natural gas-fired units is crucial for the reliable and secure operation of electric
power systems employing a significant number of natural gas-fired generating units.
Recent studies have attempted to investigate the interdependencies in the natural
gas and electric power systems to enhance the security, reliability, and economy of
the electricity systems. Some studies focus on the coordinated operation of the two
systems [16-20], while other studies investigate the coordinated planning of the two
systems [12, 21-24].

However, in addition to the coordination issues between the two energy systems
that are investigated in these studies, attacks on the natural gas systems can be
another threat to electric power systems [25-27]. In [25], the authors investigated how
the failures of natural gas pipelines, power transmission lines, and/or connections
between gas systems and natural gas-fired units can impact the operations in an
interdependent gas-electric system. The authors in [25] propose a robust optimization
model to protect the most vulnerable components in the system. Their work focuses
on physical component failure without specifying the source of the attacks. We claim
that such component failure in an energy system can be caused by either physical- or
cyber- attacks [28]. In [26], the authors propose a false-data-injection attack targeting
the information on natural gas availability to natural gas-fired units. As stated in [26],
because of the gas-supply contracts held by the natural gas-fired units and the lack
of coordination between the natural gas and electric power systems, false natural gas
availability information is hard for the electricity system operators to detect. These
types of cyber-attacks can increase the operational cost of the electricity systems
and even cause unserved energy in extreme cases. To mitigate the impact of false-
data-injection attacks, the authors propose a screening methodology that allocates
a limited budget for best protecting critical fuel supply information. The authors in
[26] also propose strategies to sign firm supply contracts to reduce natural gas supply
uncertainties through a tri-level optimization problem. Due to the interdependency
between between natural gas and electricity systems, the existing literature shows
that attacks that result in either natural system component failure or gas-supply
curtailments for gas-fired units are likely to affect the operation of electric power
systems. Therefore, the study of attacks and associated mitigation strategies in natural
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gas systems is important for not only the security of natural gas systems but also the
reliability of electric power systems.

Unfortunately, the theory of cyber-attacks on natural gas systems remains under
investigated. The security risks of a wireless sensor network employed at a gas com-
pression station is investigated in [29] and the results show that attacks on sensor
availability and on sensor data can lead to compressor station failures. In [30], the
resilience of natural gas pipeline systems is studied under two types of cyber-physical
attacks: a pressure measurement integrity attack and a cyber-attack that propagates
from the electric power systems to the natural gas system. Vulnerabilities and com-
munication security threats in the SCADA system of an oil pipeline are described in
[31] along with possible solutions for securing communications. A multi-objective
optimization model is proposed to minimize the loss and recovery time from pipeline
failures in [32]. While [32] does not focus on cyber-attacks, pipeline failures can be
caused by cyber-attacks. In general, the existing literature lacks mathematical mod-
els, quantitative analysis, detection approaches and mitigation approaches for cyber-
attacks on natural gas systems. It should be noted that this is not the case for electrical
networks, where simple linear models are typically employed. For gas networks, the
accepted model incorporates the Weymouth equation which is quadratic. As all the
existing work on detection, mitigation, and quantitative analysis are heavily based
on the system model, this makes all the electrical work unusable for gas networks.
Even nonlinear electrical models, which are seldom used, are far different from the
Weymouth equation making it impossible to use the model-based electrical cyber
attack detection approaches in gas networks.

Therefore, in this chapter we want to highlight the importance of cyber-security
studies for natural gas systems, provide an overview of some cyber-attacks that
can occur in natural gas systems, and evaluate the damage that these cyber-attacks
can cause in the natural gas systems through numerical examples. We hope this
chapter can help to attract further investigation into this field. We need to understand
the impacts of cyber-attacks on natural gas systems, the detection and protection
approaches, and many related topics.

The remainder of this chapter is organized as follows. Sections 2 and 3 describe
the physical structure of an entire natural gas system, including an overview of the
natural gas system market. Section 4 describes models for the gas flow dynamics
in the pipelines. Section 5 describes an accepted natural gas steady-state operation
model. Section 6 introduces some possible types of cyber-attacks that can be launched
on natural gas transmission systems. Section 7 overviews some cyber physical attack
detection approaches on natural gas networks. Section 8 provides a statistical-based
cyber-attack detection approach for natural gas networks. Section 9 presents some
numerical examples showing the damage provided by cyber-attacks introducing
incorrect system state measurements. Section 10 provides conclusions and future
study recommendations. In every section, we provide references and discussions on
the state-of-the-art work that relates to the the topics discussed in that section.
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Fig. 1 Illustration of integrated gas-cyber systems

2 Physical Structure of Natural Gas System

The natural gas system consists of three sections: a gathering and processing section,
a transmission section, and a delivery section [33]. In the gathering and processing
section, raw natural gas extracted from multiple gas wells will be collected, com-
pressed and sent to a processing plant. After being cleaned by processing plants,
clean and dry gas will be compressed and sent into long-distance transmission gas
pipelines to be transported in the transmission section. Due to frictional losses in
these long-distance pipelines, compression stations are installed along the transmis-
sion section to increase gas pressure. The transmission section ends once the gas
reaches city gates, and the system after a city gate is referred to as a distribution
system. Natural gas will be metered at city gates, then the gas will be either delivered
to consumers by local distribution companies (LDCs), or stored in gas storage facil-
ities for future use. Some large consumers like large capacity gas-fired power plants
are connected to transmission pipelines directly [33]. In the distribution system, gas
pressure will be reduced by pressure regulators to certain levels so that the gas can
be delivered to consumers.

Compression stations and pressure regulators are controlled and adjusted to main-
tain the appropriate gas pressure level and meet the demand of consumers. The states
of the gas system are monitored by different entities in different sections of the sys-
tem. These states include composition, temperature, gas pressure, gas flow rate, as
well as the status of gates, compressors, and regulators. The operation of a natural gas
network is controlled by a cyber-system. Sensors that are installed at certain points
of the gas system to collect measurements, and then the measurement data will be
transmitted back to a central control center called a SCADA system. Control signals
will then be sent from the central control center to compression stations or regulators
to adjust their ratios. The integrated gas-cyber systems are shown in Fig. 1.
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3 Natural Gas Market Overview

The natural gas market in the United States does not have a central controller like
the independent system operator (ISO) in the electricity market. Natural gas can be
traded in several ways from a producer to end-users. Some producers are able to
sell their gas directly to local distribution companies (LDCs) or to large industrial
consumers; other producers sell their gas to marketers, who are responsible to sell
gas to LDCs or to consumers directly [34].

There are three types of markets in the natural gas industry: the commodity gas
market, the transmission capacity market, and the financial market. On-system con-
sumers (consumers who connect to pipelines directly), marketers, and other partici-
pants contact pipeline operators to nominate capacity, specifying the demand of gas,
the point of injection, and the point of receipt in the transmission capacity nomi-
nation process. Pipeline operators schedule deliveries with a priority order which
is determined by the types of contracts the participants hold. Pipeline operators are
federally regulated and do not participate in the buying, selling, or processing of
natural gas, instead, they only provide transportation service, in which they trans-
port gas on behalf of buyers and sellers of the gas [34]. In the commodity market,
market participants trade natural gas on a spot basis every day at specified trading
points [34]. There is also a monthly spot market that occurs in the “bid week”, which
is the last five business days in a month [34]. In addition to these spot markets,
many consumers purchase gas through longer-term contracts. The financial market
involves derivatives and sophisticated financial instruments in which the buyer and
seller never take physical delivery of the natural gas, thus these aspects are out of the
scope of our discussion.

There are three types of contracts in the natural gas market, interruptible contracts,
baseload contracts, and firm contracts. Interruptible contracts have the lowest priority
to use transmission capacity, while firm contracts holders have the highest priority.
Neither the buyers nor the sellers with interruptible contracts and baseload contracts
are obligated to deliver or receive the exact volume specified, however, both parties
in a firm contract are legally obligated to either receive or deliver the amount of gas
specified in the contract [35].

4 Gas Pipeline Dynamics

An accurate model that describes gas flow through pipelines typically employs a set
of complex partial differential equations (PDEs).

e The pipeline system is an isothermal system, which means the gas in pipelines has
constant temperature over space and time.
e The gas in a pipeline has slow transients which do not excite waves or shocks.

Under these assumptions, the gas flow in a gas network can be described by the
simplified Euler equations in one dimension
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dp +0:¢p =0, (D

0 +attp =55 0L, @
where p stands for gas density, ¢ stands for gas mass flux, ¢ represents time, x € [0, L]
is the pipeline length, A represents the friction factor of the pipeline, D is the pipeline
diameter, and a is the speed of sound in a gas pipeline. Given the assumptions, the
speed of sound in a gas pipeline, a, is a constant. The relationship between gas
pressure p and density p is p = a®p, and the relationship between gas mass flux ¢
and gas flow ¢ is ¢ = A¢, where A is the cross-sectional area of the pipeline.

The model can be further simplified in a steady state gas system, whose pipeline
boundary conditions in terms of pressure and flow change slowly, so that the rates
of changes of gas density p and mass flux ¢ with respective to time are zero. Then
(1) and (2) can be simplified to

a9 _

=0, (3)
dx
2dp _ P19l
“dax " 2D o @

Equation (3) implies that the gas mass flux is constant along a gas pipeline. Equa-
tion (4) indicates that the gas density change along a gas pipeline is determined by
the gas mass flux. Integrating equation (4) along x yields

_ AL
PP =519, )

where p and p stand for the gas density at x = 0 and x = L, respectively. Instead of
using gas density p and flux ¢, Eq. (5) can also be represented by using gas pressure
p and gas flow i as

2
s a“AL
_pr=_" ) 6
P = vyl (6)
For the sake of simplicity, we define 8 = % . Note that 8 is a constant for a particular

pipeline.

5 Gas System Steady-State Operation Model

As discussed in Sect. 4, the steady-state physics of natural gas flow in gas pipelines
is modeled using Eq. (6), which is also referred as the Weymouth equation
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Py~ Pay = BanVanlbanl VG, j) € A, @)

where (i, j) represents a gas pipeline with starting and ending nodes i and j, and A
is the set of pipelines in the system. Gas flow balance at each gas node i requires

si—di+d™ =" Y — Y Ve Vi €N, ®)

Jehi jeh;

where s;, d;, and dfhed denote the gas supply, gas demand, and unserved gas demand
at node i, respectively. In (8), A; and A; represent the sets of pipelines with node i
as its starting node and endinga)de, respectively.

Gas pipelines that are equipped with compression stations at the starting/ending
nodes are called active pipelines, while pipelines without compression stations are
referred to as passive pipelines. The relationship between the pipeline ending pressure
and the nodal pressure is

B(i,j) = jHDis V@i, j) € A, )

i jPajy = Pj» YU, J) € A, (10)

where «; ;) is the compression boost ratio of the compressor installed at the starting
node of a pipeline, while @ ;) is the compression boost ratio of the compressor
installed at the ending node of pipeline. We have a; ;) =@ ;) = 1 when (i, j) is
the passive pipeline.

Finally, gas nodal pressures, pipeline ending pressures, gas supplies and compres-
sion boost ratios are bounded by the following equations due to physical operation
limits

Piy) = Py S Py Y0 J) € A (an
PE < By < PR, VG, j) € A (12)
pt < pi < p™™, Vie N (13)
sMN <5 <M Vie N (14)
g?,u;l) =< %, j) =< QI(??])‘(), V(@i, j) € AA (15)
—mi —_ — .. —A

a?}f‘}) <uij < al(‘;f‘j’»(), Vi, j)e A (16)

The upper bounds in Egs. (11)—(16), confining the gas system operation model, are
stricter than the designed limitations of a pipelines in order to keep enough margin
and avoid internal explosion.

It is convenient to write the gas system operation model (7)—(16) in a vector and
matrix form for detection and mitigation applications. Let Ny, N; and E denote the
number of supplier nodes, demand nodes, and pipelines, respectively. Let p; denotes
the gas pressure at node i. Let us number the pipelines in the set A using the index
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l=1,2,..., E. Let ¥ and B; denote the gas flow and pipeline constant for the /th
pipeline. When indexing nodes, we start with the supplier nodes followed by the
demand nodes. Define

p=p....p0", (17)
V=Y., ), (18)

and
q=(=52,....,—sn,di,ds,....dy)". (19)

Note that the pressure of the first node is excluded in (17) since the first node is
chosen as the reference node and its pressure is assumed to be known. Similarly, the
gas supply of the first node is excluded in (19). The natural gas network is modeled
as a directed graph. We also define @ = (@, &2, ..., @), & = (@), &y, ..., ap)"
and B = (B1, B2, ..., Be)T. If the flow in pipeline [ is directed from node i to node
J where (i, j) € A then the (/, n) entry of the L x N incidence matrix S is defined
as

1, n=i
[S]an -1, n=j (20)
0, otherwise
withl=1,2,...,E,n=1,..., Nand0 < i, j < N.Isolating the first column cor-

responding to the reference node, the matrix S can be partitioned as S§ = (s, S). Let
o= (pT, ¥7)T denote the state of the natural gas network. Therefore, the gas sys-
tem operation model (7)—(10) can be represented in vector and matrix form as

STy =gq, 1)

B(pop)=BOY O Y| +bp;, (22)

B £ diag{a}[S]; — diag{e}[—S]., (23)
and

b £ diag{a}[s], — diag{ar}[—s],, (24)

where © denotes the element-wise product and [x] = max(0, x) is an element wise
operator.
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6 Categorization of Cyber-Physical-Attacks on Natural
Gas Systems

In this section, we focus on categorizing cyber-physical-attacks on natural gas sys-
tems. First we acknowledge that attackers who threaten the cyber-security of natural
gas systems can be classified into the two groups,

1. Insiders: Based on the investigation in [1], the top cyber-security threat is
launched by careless or malicious insiders. Such individuals are extremely danger-
ous. Insiders have full knowledge and control of the networks. They can manipu-
late the data such that attacks can not be detected by an intrusion detector deployed
in the natural gas system. There are studies that investigate insider attacks in detail
[36] but their focus is broader than just natural gas networks.

2. Outsiders: These attackers also threaten natural gas network operations, although
these attacks are generally more difficult to launch. These attacks might target the
natural gas network information system or they may manipulate sensor data or
communications. These attacks cause inappropriate operation or physical failure
of natural gas systems. Several natural gas companies recently reported attempts
to disrupt critical operation systems and communication systems [37].

As mentioned in Sect. 1, there are few studies of cyber-attacks on natural gas
systems. However, different types of cyber-attacks on electric power systems have
been investigated in depth in recent years [30, 38-53], so we also provide references
for electric power system examples in this section. Although the operational model
of a natural gas system is very different from that of an electric power system, the
types of cyber-attacks that can occur in the electric power system are similar to
those which can occur in the natural gas systems [54]. In this chapter, we focus on
cyber-physical-attacks which can be grouped into the three following categories.

1. Man-in-the-middle attack (MiMA): A MiMA is launched by a cyber-attacker
intercepting a communication packet and changing its contents [30, 50, 52].
Examples are replay attacks [44], which replace real-time data with previously
acquired data, or false data injection attacks, in which an attacker compromises
measurements sent from sensors in order to introduce errors into the state esti-
mation algorithm [49]. Data contamination caused by such attacks may lead to
financial misconduct and loss of profit in energy markets [39, 46] as well as inap-
propriate system control or degraded performance. Due to the interdependencies
between the natural gas and electricity systems, such attacks on natural gas infor-
mation can lead to increased operational costs in the electricity system and even
electricity load shedding in extreme cases. The attacks in this category can coop-
erate with physical attacks, such as intentional sabotage of pipeline systems and
alter corresponding measurements at the same time, so that the physical damage
could be covered by manipulated data [42]. Although recently developed meters
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Fig. 2 The location of cyber attacks on a natural gas distribution network

or

may limit data manipulation, these systems are still vulnerable, especially if some
nodes do not use secured meters [43, 55]. In Fig. 2, the flow measurements are
manipulated by MiMAs so that the operator has an incorrect knowledge of the

gas supply.

. Spoofing attacks: A spoofing attack directly modifies the data measured by a sen-

sor [41, 52]. GPS spoofing attacks are one example where the attacker generates
a fake GPS signal. GPS spoofing attacks can also impact phasor measurement
units (PMU) in the electrical grid [56] since some PMUs use GPS to time stamp
data. Some other spoofing attacks are discussed in [44, 57]. In Fig. 2, the pressure
measured at the compressor is spoofed. The spoofed compressor measurement
will indicate a smaller gas pressure than the operator desires. In order to balance
the gas supply, the operator will increases the gas pressure causing the compressor
to operate in a dangerous range defined in (15) and (16).

. Topology attack: In a topology attack, the operator believes the topology is differ-

ent from the actual one due to malicious modification of a data base or corrupted
communications [53, 58]. Topology attacks can be launched in combination with
MiMAs or physical attacks, and have been studied in electricity systems [48, 51].
In Fig. 2, the operator is led to believe that one pipeline valve is open when it is
actually closed. Given the incorrect topology, the operator will employ inappro-
priate control.

Note that any attacks falling under any of these categories can be either an insider
outsider attack. Denial of Service (DoS) attacks are a special case of spoofing

attacks. For readers interested in DoS attacks, see [59, 60]. Here we only consider
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attacks which attempt to disrupt system operation directly. We note that eavesdrop-
ping attacks might be used to launch more directed attacks but they still must be
employed with some other mechanisms to cause damage to system operation. For
eavesdropping attacks, see [61, 62]. DoS attacks and eavesdropping attacks are shown
in Fig. 2 for illustration.

7 An Overview of Cyber-Physical-Attack Detection
on Natural Gas Networks

In this section, we give an overview of cyber attack detection approaches for nat-
ural gas networks. We also provide references for detection approaches of gen-
eral SCADA systems. Based on the techniques used, we categorize the detection
approaches as: data-based approaches [63—70], model-based approaches [71-76],
and combined approaches [53, 77].

7.1 Data-Based Approaches

The data-based approaches make decisions based on hidden characteristics learned
from data by using machine learning and pattern recognition algorithms. These meth-
ods do not employ operational models of natural gas networks, like (7)—(16). Some
of these methods also require little understanding of the system operation.

In [64, 66, 68, 78] the authors evaluate the performance of general machine
learning algorithms for detecting MiMAs. The authors of [64] show the K-means
algorithm achieves the best performance among clustering algorithms for some spe-
cific attacks under some specific conditions of a gas compressor control system. The
authors in [66] show that the random forest algorithm achieves the best performance
among naive bayes, random forests, nearest-neighbor-like algorithms, and support
vector machine algorithms for some different specific attacks and some different spe-
cific operating conditions. In [63], a neural network based algorithm, which detects
if the command or pressure data are manipulated by MiMA:ss, is proposed. This algo-
rithm achieves at least 84.9% accuracy for detecting MiMAs for the cases tested.
The authors of [67] propose a long short term memory learning network based a soft-
max classifier to detect manipulation of data. The proposed network performs better
than the Gaussian mixture model, principle component analysis, support vector data
description model, and isolation forest model.

However, since natural gas networks are critical infrastructure, it is difficult to halt
the system to acquire enough labeled data which covers many attacks and operation
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conditions. Generally the only available data for learning is acquired without attacks
during normal operation. Therefore, one class classification approaches, which only
employ unattacked training data, are used for natural gas networks in [69, 70]. One
class classification only requires learning data under normal operation. However, in
[67], the authors show that one class classification has a lower performance than
a neural network based classifier. In fact, employing the statistic of only one of
several possible hypotheses is generally known to reduce performance [79] based
on mathematical proofs. Moreover, the performance of data-based approaches is not
guaranteed for a natural gas network with operating conditions or an attack which is
different from the that used to obtain the training dataset which is important, since it
is typically not possible to obtain data for all attacks and operating conditions.

7.2 Model-Based Approaches

Model-based approaches identify the presence of cyber attacks by checking if the
measurements match a model of the network. Based on a linear dynamic system
model, the finite moving average test [73], the sequential probability ratio test of
‘Wald [71], and the residue-based test [72] have been studied to detect MiMAs under
some linearization assumptions. To employ the approaches in [71-73, 80], we can
use techniques proposed in [24] to linearize (7)-(16) under some assumptions that
limit the size of signal changes.

Since liquid flowing in a pipeline follows the same mathematical equations as
gas in a pipeline, the model-based algorithm [74] developed for water distribution
systems is also of interest. The authors of [74] propose a detection algorithm which
checks if sensor measurements match the reference values generated by a water
hydraulics model. Moreover, natural gas leak detection algorithms [76] are also useful
since a leak may be the outcome of a cyber attack. The model-based approaches will
achieve reliable performance when the model accurately describes the natural gas
network systems.

7.3 Combined Approaches

Utilizing the model of a natural gas network with the help of massive data can
achieve better performance than using only the data-based approach or the model-
based approach. The authors of [81] propose a leakage detector by combining the gas
network model and a neural network. The authors aim to apply the approach to natural
gas networks but the linear model they employ is not frequently used in practice for
gas networks [82, 83]. In [53], the authors propose an algorithm to detect topology
attacks on a natural gas network by modifying a classical statistical approach using
noisy sensor measurements and the model in (21)—(24) while also learning unknown
model parameters. Given a sufficient amount of data the algorithm can achieve good
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performance. In [58], the authors extend the work in [53] by providing a new closed-
form expression for the asymptotic performance of the algorithm that is accurate for
the typical amount of data required to achieve acceptable performance.

In the following section, we provide a more detailed discussion of the approach
in [53] which is based on the most popular model for gas networks [82].

8 Models and Theory of Cyber-Physical Attacks
and Illustrative Detection Algorithms

In this section, we describe representative approaches for the detection of topology
attacks, MiMAs, and spoofing attacks on natural gas networks. We first introduce a
steady-state model for the sensor measurements.

8.1 Sensor Measurement Model

Recall the model developed in (21)-(24) for the gas network. We define three vari-
ables that describe if measurements from the flow sensor on the /th pipeline, the
pressure sensor on the nth node, or the injection/withdraw sensor on the nth node
will be employed as

1, if the /th pipeline employs a flow sensor
Sy = . (25)
0, otherwise
1, if the nth node employs a pressure sensor
8 p.n — . (26)
0, otherwise
and
1, if the nth node employs an injection sensor
‘Sq,n = . (27)
0, otherwise

where/ =1,...,Eandn=2,...,N.Define § = (§,2,...,8pn,084.2,-..,8.n
Sty Sy E).

Attimek = 1,2, ..., K, wecan (depending on (25)—(26)) observe noisy versions
of the deterministic gas pressure vector p, the injection/withdraw vector ¢, and the
gas flow vector ¥ from (17)—(19) so that

Pr=P+n,;, (28)
g, =4q+ng, (29)
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and

V=V +nys (30)

where n, i, ng x, and ny ; denote zero-mean noise variables with standard deviation
vectors o ,, 0, and oy, respectively. Since g = STy, the pressure vector p and the
flow vector ¥ are sufficient to determine any of the components in (p, ¥, ¢). Define

T
p.k>
potential sensor measurements at time k determined by the state w = (p” ¥7)7.

Define the measurement matrix as

. 7 o7 AT
the noise vector as ny = (n? ., n! . 0} )7 Let y, = (p;. 4. ¥,)" denote the

IN—l 0
H=]| o s"|, (€29)
0 Ip

where I y_; and I g denote (N — 1) x (N — 1) and E x E identity matrices, respec-
tively. Then, the compact model of the potential sensor measurements (28)—(30) is

v, =Ho+ ny. (32)

T .
Lety = [ yho yIT(] denote the full vector of the potential sensor measurements.
Let ¥ denote a vector of all elements of y which have a sensor measuring them. We
make the following assumption throughout the chapter.

Assumption Let ny, ny, ..., ng denote an independently distributed sequence of
zero mean Gaussian random variables.

Let p(x|u, 0%) denote a Gaussian probability density function (pdf) with the mean
w and the variance 2. Denote the pdf of the noisy sensor measurements y as g(7|6)
which is parameterized by 8 = (vec (S)7 , o”, e”)” where vec (S) denotes the vec-
tor of the stacked columns of S. We have

K N—-1 E

g0 =T]1 ] rlauila.+em 03,0 [] pl¥ld

k=11 5 =1 =1

8“ #0 SW #0
N-—1
tepr.05,] ] plBaslp+epn.o2,]t (33)
n=1

Sp,n 7é 0
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T

’s a£> . Taking the natural logarithm

Define the weight matrix W = diag (al, I
of (33), we have

2 (34)

K
Ing(¥10) =C — > | Wdiag (8) (y, — Ho)]|
k=1

where C = —K(2N + E — 1) In(2m)/2 — K In[trace(W)].

8.2 Topology Attack

We describe an algorithm to verify the topology which can also detect topology
attacks. The following assumptions are made.

Assumption The total set of nodes which could be employed is known to the oper-
ator.

Similar to (20), let Sy describe the topology that the operator believes to be present.
To test if the topology matches what the operator believes to be true, we will test if
the observed data comes from one of two different possible sets of pdfs. The first
set includes all pdfs g(y|@) with @ such that S = S,. The other set includes all other
possible pdfs. Due to the fact that the gas pressures and the flows have to follow (22),
then 0 must satisfy [B — diag (8)](@ © @) —bp2 = 0. Let J =[B — diag (B)]
denote a matrix corresponding to a general S as per (23). Let J( correspond to J
when § = Sy in (23). Define the parameter sets ®p, and O, as

O, = (018 = So. Jo(@ ©w) — bp; =0}, (35)
and
On, = {01S # So. J(w O w) —bp§ = 0}. (36)
Verifying a topology requires solving the hypothesis testing problem
Hy:0 € Oy, versus H; : § € Oy, 37

involving the family of pdfs g(y|@) parameterized by 6 = (vec ST, ®"HT. The
generalized likelihood ratio test (GLRT) is a classical statistics-based approach to
solve the hypothesis testing problem in (37). The GLRT makes a decision for H; if
a test statistic is larger than a threshold which is described by

SUPyee,, 8(¥10) H ) 38)
SUpgco,, 8(¥16) '
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The threshold p in (38) is chosen to fix the probability that (38) decides for H;
given Hj is true. This probability is called the false alarm probability, denoted by
Py,. The probability that (38) decides for H;, when H| is true, is called the detection
probability, denoted by P,. The test in (38) is equivalent to

H,
sup In g(516) — sup Ing(¥16) = Inp. (39)

96@11] 06@110 H()

where the log likelihood function In g(y|@) was defined in (34). The test (39) involves
non-linear mixed integer and non-convex continuous optimization problems. In [53],
an efficient and high performance relaxation is described for the test in (39). The
following theorem describes a suitable sensor placement for (38) to provide good
performance.

Theorem 1 Given the observed data comes under Hy, then a necessary and sufficient
condition that the optimization in the numerator of (38) gives the correct @ as K —
o0 is that the sensor placement satisfies

rank (diag (§) H) > N — 1. (40)

Proof The proof of Theorem 1 is given in Sect. 11.

In the sequel,' we assume the sensor placement § satisfies Theorem 1.

9 Numerical Examples

We examine the impact of topology and MiMA/spoofing attacks targeting the trans-
mission section of an example natural gas system. This section presents the example
system investigated and describes numerical results demonstrating attack impact.
Moreover, we evaluate the performance of the representative tests from the previous
section.

9.1 Example Natural Gas System

The topology of the example gas transmission system we consider is shown in Fig. 3.
Node 1 represents the natural gas gathering and processing sections which provide
natural gas to the network. The maximum gas supply of node 1 is 600 kg/s. Node 6
connects to a city gate supplying consumers (distribution network not shown). The
gas consumer that connects to the transmission section directly (at node 4) is assumed

The condition (40) will also imply that the optimization in the denominator of (38) gives the correct
0 as K — oo when the observation comes under H.
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Fig. 3 The 7-node natural gas transmission system with an SCADA system

to be a large industrial consumer, possibly a large capacity natural gas-fueled power
plant. In this example, we assume that the supply priority of the demand at node 4 is
lower than that of the consumers after the city gate (at node 6), which is consistent
with typical deployments.

‘We define the range of any physical variable as an interval over which the variable
must lie for safety reasons as per (11)-(16). The operator will reject any values of
variables not in this range, limiting the amount an attacker can modify variables. We
assume any attacks trying to manipulate the operator’s information will not cause
any variable to become out of (11)—(16). There are three compression stations in the
system. The ranges of the compression boost ratio for all three compression stations
are between 1 and 2. Pressure ranges for both nodes and pipelines are between 2 MPa
and 3 MPa. The pressure of node 1 is fixed at the pressure lower bound, which is 2
MPa. We assume pressure and flow measurements are available from all nodes and
pipelines, respectively. For simplicity, we assume the measurements are noise-free.
The operator at the control center determines the operating compression boost ratios
and gas supply by solving the gas system operation model in (7)—(16) after obtaining
the received sensor pressure and flow measurements.

Two operational days, the low-demand day and the high-demand day, are consid-
ered in this example. The demand data during the two days is shown in Fig. 4. The gas
storage is in storing mode during low-demand days, and in releasing mode in high-
demand days. The gas storage has physical limits resulting in storing/releasing rate
limits. During low-demand days, the system will typically store natural gas subject
to storing limits and the operational feasibility of the natural gas pipelines. Ranges
for both the storing and releasing rates are O to 80 kg/s.
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Fig.4 Demand data in the low-demand day and the high demand day. Nodes not in the figure have
no gas demand

In this example, the gas system is operated to achieve the objective of successfully
serving all gas demands requested, subject to all variables in the suggested ranges,
while trying to replenish the storage as much as possible during low-demand days.
During high-demand days, the gas storage is only released if the gas supplier located
at node 1 cannot serve all the demands, either due to the gas supply limit of node
1 (from O to 600kg/s) or pipeline congestion. Otherwise all gas demand requested
can be served. The gas demand requested at node 6 is served preferentially over
the demand requested at node 4. We use two metrics to evaluate the impact of cyber
attacks. The first one is the demand curtailment, i.e., unserved natural gas demands of
consumers. The second one is the rate of storing natural gas in the storage connected
tonode 7. The natural gas storage will serve as a natural gas supplier during peak-load
days and store gas during low-demand days. Hence, a lower rate of storing during
low-demand days may lead to demand curtailment during peak-load days. Thus, we
refer to the demand curtailment as an immediate impact, and the decreased rate of
storing as a long-term impact.

9.2 MiMA/Spoofing Attacks: False Compression Boost Ratio
Attack

The first cyber-attack considered is a specific type of MiMA/spoofing attack targeting
the control signal of the compression boost ratio called the false compression boost
ratio attack. This attack alters the values of the compression boost ratios of all three
compression stations and sets the compression boost ratios to a value that is lower
than desired by the operator based on the gas system operation model in (7)—(16). Let
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Fig. 5 Gas storage charging rate under either normal operation or a false compression boost ratio
attack in a low-demand case

8 denote the value of the percentage change in the « above its lower bound of unity.
Thus § = (¢ — &)/ (¢ — 1) where & is the attacked ratio, « is the desired value, and
8 is an attack parameter that is determined by the attacker.

Figure 5 shows the gas storing rate during normal operation on a low-demand
day for é set to 0.1, 0.2, and 0.3. For normal operation, we have § = 0. Fig. 6 shows
the demand curtailment at node 4 in both the normal operation case and for false
compression boost ratio attacks with § set to 0.1, 0.2, and 0.3. When § = 0.3, the
consumer at node 4 suffers curtailment. Note that the storing rate decreases when the
attacker decreases the compression boost ratios. Only when § = 0.3, do we have a
non-zero demand curtailment. However, the false compression boost ratio attack can
still be harmful when § = 0.1 or 0.2, since it decreases the rate of storing compared
to normal operation. This will cause demand curtailment during high-demand days.

Figure 7 shows the storage releasing rates during normal operation and for three
attacked cases where § is set to either 0.3, 0.35, or 0.4 for a high-demand day. Storage
releasing rates are increased with higher § values. A higher § value means that the
true compression boost ratio is further decreased below the unattacked values, such
that a reduced amount of gas can be delivered from the supplier at node 1 to the end
users, and the releasing rate of natural gas storage will increase to serve the demand
requested to mitigate the gas supply reduction. In that sense, the gas storage during
high-demand days can sometimes mitigate the impact of the false compression boost
ratio attacks. However, Fig. 8 shows that demand curtailment occurs at node 4 when
the storage reaches its maximum releasing rate, as in hours 9 to 16 of the § = 0.35
case and in hours 8 to 17 of the § = 0.4 case. For these cases, the stored gas cannot
sufficiently cover the deficit of gas supply.
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Fig. 7 Gas storage releasing rate in either normal operation or under false compression boost ratio

attacks in the high-demand case

9.3 MiMA/Spoofing Attacks: False Pressure and Flow Values

The second cyber-physical-attack considered is another type of MIMA/spoofing
attacks, which manipulates the pressure and gas flow measurements. The opera-
tor may employ inappropriate control commands, which may include inappropriate
settings for compression boost ratios, gas storage storing/releasing rates, and gas
supply rates, based on these false pressure and flow measurements. We call this type

of attack a false measurement attack.
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Fig. 8 Demand curtailment at node 4 in either normal operation or under false compression boost
ratio attacks in the high-demand case
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Fig. 9 Compression boost ratio in either normal operation or under wrong measurement attacks in
low-demand case

As a particular example, consider the case where the attacks effectively increase
the pressure and flow measurements received by the operator from all nodes and
pipelines by a factor of 1.1 times the actual values during a low-demand day.

Figure 9 shows the compression boost ratios computed by (7)—(16) given both the
false measurements and the correct ones. Figure 10 shows the demand curtailment at
node 4 due to this attack. The storing rate of the natural gas storage in this particular
example is the same as that without attacks, since the operator believes that the gas
network is still able to provide enough gas to consumers. Thus the increased flow and
pressure measurements cause immediate damage but have no impact on the amount
of gas stored.
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9.4 Topology Attacks

The third cyber-attack considered is the topology attack. In a topology attack, the
operator believes a topology is present which is different from the actual one present.
The operator will employ control commands (including computing compression
boost ratios, gas storage storing/releasing rates, and gas supply rates) that are obtained
by solving the gas system operation model using the incorrect topology. We consider
the case where the actual network is the one in Fig. 3 with the connection between
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Fig. 11 Demand curtailment at node 4 in either normal operation or under topology attacks in
low-demand case
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Fig. 12 Simulated detection probability of detecting topology attacks

node 5 and node 7 disconnected. The operator believes the topology given in Fig. 3
is present.

Figure 11 plots the demand curtailment at node 4 under the topology attack for
the low demand day and high demand day, respectively. Figure 11 shows that there
is no demand curtailment during the low-demand day. However, since the operator
believes the connection between node 5 and node 7 is disconnected, the operator
won’t request the natural gas storage to store gas with a rate of 80 kg/s. This may
cause demand curtailments during a later high-demand day. Figure 11 also shows
that the topology attack causes the demand curtailment during the high-demand day.
Therefore, the topology attacks cause the long-term impact during the low-demand
day and short-term impact during the high-demand day.

We evaluate the performance of the test (39) to detect the topology attack during
the low-demand day. Different from the previous section, in the rest of this chapter, we
assume the measurements are noisy (we add noise to the noise-free values computed
by (7)-(16)). The measure of the noise for each sensor is described using the relative
standard deviation (RSD) T = o/u x 100% in which u and o denote the mean and
the standard deviation of the sensor measurements. We assume the different sensor
observations have the same RSD. Figure 12 plots the detection probability is Py
versus the number of observations K when the false alarm probability P, = 0.01.
Figure 12 shows that the test in (39) has a excellent performance (P; > 0.99) when
a reasonable number of observations are available (>13). The required number of
observations to achieve P; > 99% decreases as the RSD decreases.
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10 Conclusion

In this chapter, we introduce the typical structure of natural gas systems and the func-
tions of natural gas markets. We introduce a set of representative equations which
accurately describes the gas flow through pipelines. We focus on three types of
cyber-physical-attacks on natural gas system: MiMAs, spoofing attakcs, and topol-
ogy attacks. We provide a comprehensive overview of cyber-physical-attack detec-
tion approaches for natural gas systems. The sensor measurement model, theories,
and typical detection approaches are discussed in details. We describe a sufficient and
necessary condition for sensor placement to ensure a good performance for detect-
ing attacks. Numerical results show that the cyber-physical-attacks can cause both
long-term and short-term impacts. We also show that given a reasonable number
of observations the proposed cyber-physical-attack detection algorithm has a good
performance in terms of the detection probability with a fixed false alarm probability.

11 Proof of Theorem 1

The maximum likelihood estimate used in (39) is equivalent to solving

K
) 1
diag (§) Ho = ?Zyk — Ry, (41)

and
Jo©w=bp]. (42)
Define a vector # £ @ ® w. Then, (43) is equivalent to
Ju=bp}, (43)

and
Uu—woOw=>0. (44)

Define a function f (#, @) = u — @ © w.Let F(u, )= Iy 2 diag (»)] denote
the gradient of f(u, w) with respect to (u”, ”)”. Note that f : R2ZN+TE-Dx1 _,
RN+E-1 s differentiable and rank (F (u, ®)) = N + E — 1, which will be employed
in the following theorem

Theorem 2 (Theorem 5.2 in [84]) Assume f : R2ZWNVTE-D 5 RN+YE=L s 4 differen-
tiable function and F (u, ®) has rank N + E — 1 whenever f(u,w) = 0. Let
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o={@"o") Ifu o) =0}. (45)

Then, there exist an open set U C © , an open set W C RYE-L and an one-to-one

differentiable functionr : W — U.

Based on Theorem 2, given that (u”, wT)T € W C ©, we have (u”, wT)T =r(z).

Substituting (uT, wT)T = r(z) into (41) and (43), we have a linear equation with
respect to r(z) given by

J 0 _ bp;
[0 diag (8) H} r@ = [% PN T nk]’ (40
N——’
D d

where D and v are defined by (46). The quadratic term (44) is implied by r(z). The
solutions of (46) in terms of z satisfy min, | Dr(z) — v||§ = 0. When the Hessian
matrix of ||Dr(z) — v||% is positive definite for all z, ||Dr(z) — v||% is convex in
terms of z. Then, min, | Dr(z) — v||% = 0 has a unique solution.

Let R(z) € RZN+HE-DX(N+E=D) denote the gradient of r(z) with respect to z. The
Hessian matrix of || Dr(z) — v]|3 is

V2||Dr(z) — v||5 =2R" () D" DR(2). 47)

The matrix of the right hand side of (47) is symmetric which guarantees it is
positive definite when it has full rank [85]. This guarantees a unique solution to
min, | Dr(z) — vll% = 0. Using the chainrule and f (r(z)) = 0, we have, %f(r(z))
= F (u, wo) R(z) = 0. indicating that R(z) is a basis for the nullspace of F (u, @).
Since F (u, wg) hasrank N + E — 1 and 2(N + E — 1) columns, we have the rank
of R(z) is N + E — 1. The properties of the matrix on the right hand side of (47)
implies

rank(R” (z) DT DR(z)) < min {rank (D), R(2)}
= min {rank (D), N + E — 1}. 48)

Using (48) and noting that R(z) has N + E — 1 rows, for 2R” (z) D" DR(z) to be
full rank we need rank (D) > N + E — 1. Based on the definition of D in (46), we
have

rank (D) = rank (J) + rank (diag (§) Hy) 49)
= E — 1 4 rank (diag (§) Hy) (50)
>N+E—-1, (&)

which indicates
rank (diag (§) H) > N — 1. (52)
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Hence when (52) is satisfied, (41)—(44) yields a unique solution. This finishes the
proof of Theorem 1
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Abstract Connected and Automated Vehicles (CAVs), as a large class of cyber-
physical systems, have recently emerged as an effective autonomous driving mech-
anism in intelligent transportation systems in terms of improvement in safety, fuel
economy, road throughput, and driving comfort. This chapter deals with a Secure
Distributed Nonlinear Model Predictive Control (Secure-DNMPC) algorithm con-
sisting of (i) detection and (ii) mitigation phases to securely control a string of CAVs,
namely vehicle platoons. The approach ensures the desired control performance of
a nonlinear heterogeneous platoon equipped by different communication topologies
under the premise of the existence of Denial-of-Service (DoS) attacks. The proposed
method is also capable of providing safe and secure control of dynamic platoons in
which arbitrary vehicles might perform cut-in and/or cut-out maneuvers. Conver-
gence time and stability analysis of the system are also investigated in some cases.
Furthermore, to handle DoS attacks modeled by an exceeding time delay in inter-
vehicular data transmission, we propose the integration of an Unscented Kalman
Filter (UKF) design within the controller resulting in a novel Secure-DNMPC-UKF
co-design. This, in essence, estimates the delayed system states and feeds the pre-
dicted values to the Secure-DNMPC, which efficiently mitigates the attack effects.
Simulation results demonstrate the fruitfulness of the proposed method.

1 Introduction

This section introduces the general notion of Cyber-Physical Systems (CPSs) along
with one of their subclasses, namely Connected and Automated Vehicles (CAVs),
and explains some of the most important and prevalent security-related issues that
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need to be taken into account while dealing with these systems. Then, we will review
the related work and explicitly state the contributions of the current chapter.

1.1 State-of-the-Art

Cyber-Physical Systems (CPSs) are among the fast emerging profound infrastruc-
tures enabling traditional physical plants to operate in a wide area and a distributed
fashion. Networking, computation, communication, and control are tightly interwo-
ven to foster a CPS [1]. These components are categorized in cyber and physical
layers, each of which interacts with the other parts to receive external data, process
them, and generate appropriate output signals. Never may a CPS perform without the
proper and timely functioning of its constituents. Instances of CPS include, but are
not limited to, automotive control, medical monitoring, robotic systems, and smart
grid [2].

Apart from the physical layer, the cyber one has been broadly shown to be prone to
external intelligent cyber-attacks. Data integrity, confidentiality, and availability are
the major crucial concerns of cyber-security that an intelligent intruder might target
[3, 4]. Various attacks have been introduced to destruct one or more of the aforemen-
tioned security aspects of a CPS. False data injection, GPS spoofing, eavesdropping,
Denial-of-Service (DoS), and replay attack are some of the paradigms [5-9]. Sev-
eral well-known attacks on CPS include Stuxnet on a Supervisory Control and Data
Acquisition (SCADA) system [10, 11], attacks on the wireless network channels in
smart power grid systems [12], and compromising Anti-lock Braking System (ABS)
sensors of a vehicle [13]. Hence, the security-related issues, such as attack detection
and secure state estimation and control of CPS, have been converted to attracting
challenges in the control community.

Constituting an important application of CPS, autonomous driving has greatly
emerged during the last decade. Due to the huge growth in the number of vehicles
driving in the world, traffic congestion threatens driving safety. This will potentially
result in increasing the risk of accidents. Autonomous vehicles and autonomous
driving are another aspects which have got a great deal of attention. Through this
technological development, driving safety can be highly enhanced as most car acci-
dents are caused by human errors and distractions while driving. Over 90% of all car
accidents are caused by human errors [14]. From this point of view, self-driving cars
can remove a considerable amount of human errors resulting in safer transportation.
In Canada alone, there were close to 111,000 road-related injuries and over 1,800
fatalities reported in 2014 [15]. Autonomous cars have many other advantages, such
as getting faster to the destination, reducing governmental costs and car ownership
[16, 17].

The degree of autonomy incorporated in autonomous driving is categorized in 6
different levels (levels 0-5). Level O (no automation) is the most basic one in which
no autonomy is incorporated. The vehicle is fully controlled by a human driver. In
level 1 (driver assistance), the vehicle can assist the driver with some functions, such
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as steering, acceleration, or braking. In level 2 (partial automation), the vehicle lets
the driver disinvolve with some of these tasks. The driver still has the main role in
monitoring the environment and in taking care of most safety-critical functions. The
driver is responsible for taking full control of the vehicle when needed. In level 3
(conditional automation), the vehicle performs all the environment monitoring tasks.
In safe conditions, the driver can leave the safety-critical functions like braking to
the vehicle; however, his attention is still required. Level 4 (high automation) of
autonomy is able to take care of monitoring the environment, steering, acceleration,
and braking. In addition, the vehicle is capable of changing lanes, turning and using
signals. However, the vehicle can not perform decisions in more complex scenarios,
such as traffic jams or merging onto the highway. Level 5 (complete automation)
exploits full autonomy, which requires no human intervention, pedals, brakes, or a
steering wheel.

Connected and Automated Vehicles (CAVs), as a large class of CPS, have recently
emerged as an effective autonomous driving mechanism in intelligent transportation
systems in terms of improvement in safety, fuel economy, road throughput, and
driving comfort. Vehicles participating in a realistic platoon most likely bear variant
nonlinear dynamics forming a heterogeneous platoon. Platoons could be formed
based on different spacing policies and governed by different formation control
techniques such as traditional linear/nonlinear controllers, optimal control methods,
and more advanced consensus algorithms [18—20]. It has been widely proved in
the literature that nonlinear control techniques are mandatory to achieve desired
formation objectives, such as maintaining a safe gap among consecutive cars while
tracking the speed profile of the leader vehicle.

CAVs can communicate with each other and exchange their date through Vehicle-
to-Vehicle (V2V) and/or Vehicle-to-Infrastructure (V2I) wireless communications.
Getting more developed through using more effective data communication struc-
tures, connected vehicles are equipped with different information flow topolo-
gies to facilitate and improve the efficacy of data transfers. Predecessor-follower
(PF), predecessor-leader follower (PLF), two-predecessors follower (TPF), two-
predecessors-leader follower (TPLF), all-predecessors follower (APF), all-
predecessors-leader follower (APLF), and h-nearest neighbor are some of the
instances [21, 22]. These structures can be exploited either in a unidirectional or
a bidirectional data transmit (see Fig. 1).

As was mentioned before, autonomous cars can be equipped with wireless data
communication devices such that they can transfer data such as inter-vehicular dis-
tance and speed. In this respect, CAVs typically take advantage of V2V and/or V2I
communication environments. V2V communications can provide direct data transfer
with a much lower delay compared to radars [23]. The V2V communications enable
vehicles to drive closely with short inter-vehicular distances. This will increase the
amount of road throughput and reduce the need for developing more road networks.
The vehicles can exchange data, such as inter-vehicular distance, speed and acceler-
ation. In this context, Cooperative Adaptive Cruise Control (CACC) system has been
widely developed, featuring the possibility of coordination between connected vehi-
cles aiming at enhancing fuel efficiency, safety, driving comfort, and road throughput.
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Fig. 1 Unidirectional topology: a PF, b PLF, ¢ TPF, and d TPLF, (vehicle O is the Leader Vehicle
(LV))

This system, which is the advanced version of Adaptive Cruise Control (ACC), lets
neighboring vehicles form a platoon, which is a string of vehicles following a com-
mon speed profile.

Despite the benefits of wireless connectivity among these vehicles, this makes
the whole system susceptible to cyber-attacks. One such a prevalent attack, that
has broadly drawn the attention of both cyber-security and control communities, is
Denial-of-Service (DoS) attack. A DoS intelligent intruder aims at jamming commu-
nication links among cars through overwhelming the beacon node by fake requests,
hence, hinders the network from processing legitimate requests. This can result in
huge performance degradation and even hazardous collisions.

This chapter concerns with the control problem of a large class of CPS, namely
platoon formation, which has had a leading role in autonomous driving systems.
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Basically, a platoon is a string of connected and automated vehicles, all driving
with a pre-specified safe gap among consecutive cars and following a shared speed
profile generated by the leader vehicle. This physical layer, together with the wireless
connectivity among the participating vehicles, as the cyber layer, constitutes the
system as a whole CPS. Vehicle platooning is well-known due to its advantages
such as enhancement of road throughput, fuel economy, driving comfort, and safety;
however, it suffers from the vulnerability of wireless connections among the cars to
devastating malware [24-26]. In particular, an outsider attacker might compromise
inter-vehicular data to fool the on-board sensors and controller of the receiver vehicle
resulting in unnecessary acceleration/brake actions. Besides, he may cause a failure
in the network by jamming it or injecting a huge amount of delay, which in essence
makes the outdated transferred data useless. The latter is the scenario from which a
DoS attacker takes advantage and will be the focus of this chapter.

1.2 Related Work

Recently, much research has been done in investigating the security of networked
control systems from various perspectives [27-31]. Communication-related pro-
tection methods, such as encryption of wireless channels, are techniques to avoid
receiving compromised data via the wireless infrastructures [32]. On the other hand,
control-oriented concepts, such as game-theoretic methods, are also among the lead-
ing methodologies which address the security issue of general cyber-physical systems
with a considerable amount of care [33, 34]. Although there has been a large amount
of research addressing the security of CPS, those systems still suffer from the lack
of secure performance in the presence of possible malicious intruders [31, 35, 36].
This needs to be noted that the introduced techniques for fault-tolerant control might
be applied to security problems; however, the majority of those technique cannot
handle the devastation imposed by an intelligent intruder [37]. The reason is that an
intelligent attacker has some a priori knowledge of the system dynamics and/or the
controller which is not the case in a random fault. Furthermore, specific components
of a system may be targeted by an intelligent adversary based on his own criteria, such
as optimizing the amount of consumed energy or the intended level of devastation. In
this regard, different methodologies based on system/graph/game notions have been
introduced to address security issues of general control systems [34, 38—40].

In the recent decade, there has been a vast range of studies addressing security
issues of vehicle platoons [41—48]. In essence, researchers have been concerned about
possible vulnerabilities of vehicle platoons against cyber attacks as well as communi-
cation delays [24, 42—53]. Particularly, in [46], a DoS attack detection and estimation
scheme based on sliding mode observer has been proposed for a linear homogeneous
car following system. Also, authors of [47, 48] study the performance degradation of a
linear homogeneous vehicle following controller caused by unreliable wireless com-
munications. Various types of intrusions imposed by either insider and/or outsider
adversary on connected vehicles have been investigated in literature, which include
but are not limited to DoS, GPS spoofing, masquerading, insider/outsider eaves-
dropping [54]. Each of these attacks can potentially degrade system performance by
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violating one or more of the data availability, data confidentiality, and data integrity. A
detailed and formal attack classification in a three-dimensional attack space is given
in [55]. Network-aware control methods have also been proposed to handle possible
communication failures through the platoon. Those approaches mainly consider ran-
dom communication failures with an emphasis on the control/stability performance
of the whole platoon without considering intelligent cyber attacks [51, 56, 57].

However, the lack of a systematic approach adhering to control performance objec-
tives of a dynamic nonlinear heterogeneous platoon while mitigating the DoS attack
effects is yet sensible. Thus, in this study, we focus on an attacked dynamic nonlin-
ear heterogeneous platoon in which arbitrary vehicles might perform cut-in/cut-out
maneuvers. Variant nonlinear dynamics of the participating cars are considered in
the model to form a realistic nonlinear heterogeneous platoon.

1.3 Contributions

Contributions of this chapter are explicitly as follows. Under the premise of the exis-
tence of a DoS attacker of either a network blocker or a huge time delay injector, we
propose a Secure Distributed Nonlinear Model Predictive Control (Secure-DNMPC)
framework to detect and mitigate the attack effects while ensuring fulfillment of the
platoon control objectives. The algorithm is flexible to adopt different communication
topologies handling inter-vehicular data transfer among the vehicles. Convergence
time and stability analysis of the algorithm is proved in some cases. Furthermore,
in case of a DoS attacker as an exceeding time delay injector, since the transferred
data are still available while the attack is underway, we propose to make use of the
outdated system states and take benefit of them to implement the control strategy
instead of simply ignoring the data and using the most recent one. This will effec-
tively improve the control performance of the whole system. In essence, we propose
to embed a UKF as the state observer within the design of the Secure-DNMPC to
adapt the algorithm to the delayed data transmission. This results in a novel Secure—
DNMPC-UKF co-design. In addition, this gives the opportunity to either consider
non-ideal noisy sensors or take into account the contaminated sent data due to the
noisy surrounding environment and road conditions.

1.4 Chapter Organization

The remainder of this chapter is organized as follows. Section 2 presents the system
modeling, including the platoon model and different types of DoS attack descriptions.
Section 3 details the design of the secure controller together with some stability
analysis results. Adaptation of the algorithm to handle dynamic maneuvers together
with convergence time analysis are given in Sect. 4. Section 5 demonstrates the
simulation results on a Two-Predecessor Follower (TPF) attacked nonlinear dynamic
heterogeneous platoon. Finally, Sect. 6 concludes the chapter.
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2 System Modeling

In this section, we present the considered platoon model and its control objectives. In
addition, we give different DoS attack descriptions on which we focus in this chapter.

2.1 Platoon Model

Let us consider a platoon of vehicles, consisting of a Leader Vehicle (LV) and N
Follower Vehicles (FVs) indexed by N := {1, ..., N}. In this chapter, we consider
the longitudinal dynamics and unidirectional communication topologies. Let Af be
the discrete time interval and p;(¢), v;(¢), and T;(¢) denote the position, velocity,
and the integrated driving/breaking torque of the i-th FV at time ¢, respectively. For
the i-th FV, we denote the vehicle mass, the coefficient of aerodynamic drag, the
coefficient of rolling resistance, the inertial lag of longitudinal dynamics, the tire
radius, the mechanical efficiency of the driveline, and the control input by m;, C4 ;,
Sfris T, rio mi, and u; (¢) € R, respectively and g is the gravity constant. The dynamics
of the i-th FV can be stated via the following discrete-time nonlinear model [58]

(D

xit+1)=¢;(x; (1) +u; (1) ¥,
yi() =y x; (1),

where x;(t) := [p; (1), vi(1), T;(1)]" € R? and y(t) := [p; (1), vi(1)]" € R? are the
states and outputs of each vehicle, respectively. Also, ¥; := [0, 0, (1/7;) At]T,y =

100
[o 1 0}’ and
pi(0) +vi(r) At

$,(xi(0) = | vy + 2 (LT = Cav2 ) —mig fri) | @)
Ti6) — (1/5) T;(0) At

Stacking the states, outputs, and the control input signals of all vehicles into
vectors yields the platoon dynamics as follows
X(t+1)=®X@)+VU(), 3)
Ye+1)=0-X(t+1),

where X (1) = [x1()T, x2(0)7, ..., xn@®TIT e RV v (1) = [y1()T, y2(O)T, ...,
yw®TT e RZVXU U#t) = [u1(t), us(t), ..., un ()] € R¥*!. Besides, ® = [¢],

q%, : .%.,¢1TV]T e R3VXU W = diag{yr, Y2, ..., Yy} e RN and @ = Iy @y €
R N><,N_
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N N-1

Fig. 2 TPF heterogeneous vehicle platoon with a leader and N followers

Let A = [a;;] € RY*N be the adjacency matrix of the underlying platoon graph
topology where a;; = 1 (= 0) means that the j-thFV can (cannot) send information to
the i-thFV, and © = diag{deg,, deg,, ..., deg,} be the degree matrix, where deg; =
E;?:lai j. Also, let p; = 1 (= 0) mean that the i-th FV is (not) pinned to the LV and
gets (does not get) information from it. Suppose PP; := {0} if p;, = 1 and P; := @ if
pi = 0. The pinning matrix is then defined by £ = diag{p, p», ..., p.}. We denote
N; :={jla;j =1, j € N} and O; := {jla;; = 1, j € N} as the sets of FVs which
the i-th FV can get information from and send information to, respectively. The set
I; := N; UP; is the set of all vehicles sending information to the i-th FV. In this study,
for convenience, we consider a dynamic heterogeneous platoon equipped by Two-
Predecessor Follower (TPF) communication topology shown in Fig. 2; however, it
is straightforward to adapt our algorithm to other communication topologies.

Assumption 1 The directed graph of the platoon topology contains a spanning tree
rooted at the LV. This assumption is necessary for stability in both homogeneous [21]
and heterogeneous [58] platooning. This ensures that all vehicles get the leader’s
information either directly or indirectly.

2.2 Platoon Control Objectives

The control objectives of the platoon are to track the speed profile generated by the
leader while keeping the safe desired distance between the vehicles. Mathematically,
we aim at lim;_, o [v; (#) — vo(#)| = 0 and lim;_, | pi—1(¢) — p;(t) — d| = 0 where
d is the desired constant distance between every two consecutive vehicles. We also
denote the distance between the i-th and j-th FVs by d; ;.

Two types of output are considered here, which are the predicted and assumed
outputs. The former is obtained by the calculated control input from optimization,
which is fed to the system. The latter is obtained by shifting the optimal output of the
last-step optimization problem. Let y” (k|¢) and y? (k|t) denote the predicted output
and the assumed output, respectively. We explain the details of how to obtain these
two outputs in the following sections. The predicted and assumed states are denoted
by x f’ (k|t) and x{ (k|t), respectively.



Secure Dynamic Nonlinear Heterogeneous Vehicle Platooning ... 295

Fig. 3 Probability
distribution function of the
false alarm rate and the
threshold

[\
(==}

(¥)

Probability (%)
=

o

0.05 0.1 0.15 0.2

o

2.3 Attack Description

We mainly focus on a widespread cyber-attack, called the DoS attack. Basically,
endangering the security of the system, a DoS attacker jams the network by flooding it
with fake requests such that the shared network gets overwhelmed by these demands;
hence, becomes too busy to process the legitimate requests sent by the authorized
users [27, 59]. This inherently causes packet loss or at least suffering delays in data
transfers. In our application, we study two different DoS attack modeling introduced
in the literature, i.e.,

e The DoS attacker is able to block the communication link among two nonconsec-
utive neighboring vehicles, which results in missing inter-vehicular data received
by the follower vehicle. In essence, if the communication link among vehicle i and
i — 2 is attacked during ¢ € [fo, #;], the vehicle i is only able to receive the valid
data up to r = #p and has the exact same data until the attack is over, i.e., vehicle i
will restart to receive updated data from vehicle i — 2 at ¢ > #;. In the rest of the
chapter, we denote t, = t; — f( as the attack period for notational convenience.

e Another prevalent DoS attack type is to view the intruder as who injects a relatively
large delay in the data transmission network. Hence, in this case, during the attack
period t,, the follower vehicles receive the data with the time delay t,.. This time
delay is much larger compared to a threshold for a practical DSRC network.! The
threshold can be calculated based on the acceptable probability of false alarm rate

Prar -
Ppar = / ['(t)dt < PpaR, acceptables €]
s

where I"(7) is the probability density function of the time delay, and § is the chosen
threshold (shown in Fig. 3) [46]. The threshold § can also be determined using
Monte-Carlo simulations, False Positives and True Negatives [31].

We will propose countermeasures in subsequent sections to face both of the afore-
mentioned attack modelings.

11t should be noted that the acceptable time delay heavily depends on the application. Here, we
focus on the automotive control application.
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3 Secure Controller Design for Dynamic Heterogeneous
Platooning

Details of the proposed secure controller are given in this section. In addition,
some preliminary concepts needed to develop the method is explained. Furthermore,
closed-loop system stability along with the convergence time analysis are presented
in this section.

3.1 Overview

To countermeasure the DoS attacker explained in the previous section, we take advan-
tage of a modified version of the Distributed Nonlinear Model Predictive Control
(DNMPC) approach proposed in [58], called Secure-DNMPC, which aims at mit-
igating the effects of the attack while achieving the desired control objectives. The
algorithm basically consists of two main phases, namely i) detection and ii) miti-
gation phase. In the first phase, we seek to detect if a DoS attack is underway. If
an attack is detected in which the attacked communication link corresponds to the
ego-vehicle with its immediate preceding or following vehicle, then the algorithm
ignores the data received through the V2V link (until the attack is over) and switches
to the on-board sensors followed by the implementation of the DNMPC. Otherwise,
if the blocked link corresponds to the farther neighbors of the ego-vehicle, the victim
vehicle makes use of the most recent updated data prior to the attack commence, and
the mitigation phase starts by performing Secure—-DNMPC. Inherently, in the second
phase, each vehicle solves a local optimal control problem detailed as follows to
generate its own optimal control input signal, which is used to compute the assumed
states. The assumed states are then exchanged with the neighbors. Moreover, if the
intruder targets the communication link by injecting a huge amount of time delay
in data transmission, denoted by 7,, the algorithm switches to the Secure-DNMPC—
UKF mode to make use of the delayed states as much as possible. Specifically, in this
case, the controller employs the observer to estimate the delayed states and provides
the controller with the predicted data. The mechanism of the controller in both of the
above-mentioned cases are detailed in the following sections.

Assumption 2 As a standard assumption and from a practical point of view, we
assume that the attacker has a limited resource of energy preventing him from jam-
ming the network ceaselessly [34, 60, 61].

Remark

It is notable that the DoS attacker never attacks a link between two consecutive vehicles.
The reason is that in the algorithm, the positions and velocities are transmitted, which
can be reliably measured by on-board sensors mounted on an ego-vehicle such as GPS
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and radar. Thus, once a follower detects that those quantities are no longer updated, it can
switch to its redundant sensors to obtain real-time data.

3.2 Design of the Secure Controller

Consider a predictive horizon N, for the model predictive control employed to control
the platoon. Suppose the predicted control inputs over the horizon are U? (t — 1) :=
{ul Ot — ), ..., ul (N, — 1|t — 7)} which need to be calculated by the following
optimization problem, which is the local NMPC problem that each vehicle needs to
solve at each time instant ¢

minimize J;(y”, u”, y?, y*,) (5a)

Ut — 1)
subject to x7(k + 1t — 1) =¢;(x7 (klt — )+ ul k|t — ) ¥;, (5b)
yi k|t — ) =y x] (k|t — ©), (5¢)
x'O)f—1)=x;(t — 1), (5d)
u (klt — 1) € 4, (5¢)
¥/ (Nplt —7) = ﬁZ(y‘;(an — ) +d;;), (5f)

jel

T (Nplt — ©) = hi (v (N, |t = 1)), (52
where y_;(t) := [y;lr, e y?;]-r Gf {i1, ..y in} =Ny, M = {u; | u; € [y;, u;l}

defines the feasible bounds on the control input, |I;| is the cardinality of I;,
;il"j = d;;, 0]T, and 7 is either 7, or 7. depending on the attack model. The last
two terminal constraints are to make the DNMPC algorithm stable. For a detailed
description of the above constraints, the interested reader is referred to [58].

The objective function (5a) is defined as the summation of all local cost functions

N,—1
Tl vty = Y (Il =) = Yoo (Kl = Dl
k=0
+ lul kit = T) — i), + 1y kIt — ©) — yoklt — ) |p,  ©

+ Ykl =) = Yokl = ) = il ).
JeN;
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in which, for a weight matrix A > 0, || x||4 :=x"Ax.In (6),0< Q,, F;,G, €
R? and 0 < R; € R are the weight matrices which are the NMPC regulariza-
tion factors. In fact, the matrices Q;, R;, F;, G; penalize for deviation of the
predicted output from the desired output yg. ;(k|t — 7), deviation of the pre-
dicted control input from the equilibrium, deviation of the predicted output from
the assumed output, and deviation of the predicted output from the neighbors’
assumed trajectories, respectively. For the i-th FV, the desired state and con-
trol signal are Xes;(t) := [Pdes,i (), Vies,i (1), Taesi ()17 and uges i () := Tyes i (1),
respectively, where pyes i (1) 1= po(t) — i d, Vges.i (t) := Vo, Tges.i (t) := hi(vo) where
hi(vo) := (ri/ni)(Ca.i v(z) +m; g f.;) is the external drag. The desired output is
ydes,i(t) =Yy xdes,i(t) e R%

Having injected the DoS attack on the communication network of two noncon-
secutive vehicles, the follower car fails to receive updated data from its neighbor.
It should be noted that what distinguishes the intelligent intruder from an intrinsic
network time delay is that the data received after a huge time delay is no longer
useful to generate the correct control input. To combat this attacker, we propose to
integrate an Unscented Kalman Filter (UKF) within our Secure-DNMPC such that
the receiver can estimate the missing data and feed the predicted values to the NMPC
controller. Consequently, the NMPC controller ignores the delayed states and makes
use of the predicted values as long as the attack is running. We refer to this mode of
the controller as the Secure-DNMPC-UKF mode. The controller is then switched
back to Secure-DNMPC once either the attack is over or the injected time delay falls
below the specified threshold.

Embedding the UKF within our design takes us one more step closer to a more
realistic vehicle platoon system. In particular, through our proposed co-design, we
can take the process and sensor noise into account as well, which is of high impor-
tance, especially for measurement sensors. From one side, assuming ideal non-noisy
sensors, as done in most of the existing works in the literature, is a contrived assump-
tion. On the other hand, the signals sent through the environment from one vehicle to
another will be most likely compromised by some noise due to surrounding weather
and road conditions.

The reason for choosing UKF over Extended Kalman Filter (EKF) is to avoid
the propagation of the state distribution approximation error through the system
dynamics caused by the first-order linearization performed in EKF. This is vital in
terms of ensuring the safety of the platoon as the propagated error in the true posterior
mean and covariance of the transformed Gaussian random variable may be large and
cause unsafe driving behavior. Remarkably, adopting UKF does not impose anymore
computational burden compared to EKF. The interested reader is referred to [62] for
more details on the superiority of UKF over EKF for nonlinear state estimation.
Figure 4 shows a flowchart illustrating the procedure of the Secure-DNMPC-UKF
co-design.

Before delving into the details of the Secure-DNMPC-UKF algorithm, a quick
overview of the basics of Unscented Kalman Filtering is given in the following.
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Fig. 4 Procedure of the proposed Secure-DNMPC-UKEF co-design

Principles of Unscented Kalman Filtering

Unscented Kalman Filter, as a nonlinear state observer, basically relies on the unscented
transformation to capture the statistical properties of state estimates via nonlinear func-

tions. The observer initially captures the mean and covariance of the state estimates through

a set of so-called sigma points. The algorithm makes use of those sigma points as the inputs
of the process and measurement functions to generate a new set of states. Subsequently,
a set of state estimates and state estimation error covariance are obtained using the mean

and covariance of the previously transformed points.
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Let us consider an n-state nonlinear system described by the following nonlinear state
transition and measurement functions comprised by additive zero-mean process noise
wlk] ~ (0, Q[k]) and measurement noise v[k] ~ (0, R[k])

x[k+1] = fx[k], us[k]) + wlk]

(7
YIK] = h(x[k], um[k]) + v[k]

The filter takes the following steps to obtain the state estimates and the state estimation
error covariance

(1) The filter is initialized with an initial value for state x[0] and state estimation error
covariance matrix P

x[0] — 1] = E(x[0]) 3

P[0 — 1] = E[(x[0] — £[0] — 1)(x[0] — £[0] — )] 9

where X[k] is the state estimate at time k and X[k |kg] denotes the state estimate at
time k| using the measurement data up to time kg.

(2) Having used the measurement data y[k] at each time instant k, the filter updates

the state estimate and the state estimation error covariance:
(a) Choose the sigma points .Q(l)[klk — 1] at time k

2O = &kik - 17 (10)

FOklk — 1] = &[klk =114+ AxD, i=1,2,...,2n (11)

Ax®D = (JePlklk— 1D, i=1,2,....n (12)

AxHD = _(JePlklk—10);, i=1,2,....n (13)

where ¢ = otz(n + k) is a scaling factor and (VP ; is the i-th column of the
/¢ P matrix [63].

(b) For each of the sigma points, use the nonlinear measurement function to com-
pute the predicted measurements

FOk =11 = h@ED[klk — 1] up kD), i=1,2,....2n  (14)

(c) In order to obtain the predicted measurement at time k, integrate the predicted

measurements
3k = =22 WD 5O klk — 11 (15)
0) n
Wy =1— ——— 16
" a2(n + k) (16)
; 1
Wi = i=1,2,...,2n (17)
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(d) By adding the measurement noise R[k], estimate the covariance matrix of the
predicted measurement

Py =32 W GOk — 11— 5kDG D klk — 11— 5kD T + RIK]

(18)

) 2 n
W =@ - (19)
w = ! i=1,2,...,2n (20)

T 202(n+k)’

For the details on effects of parameters «, B, and « the reader is referred to [63].
(e) Estimate the cross-covariance between X [k|k — 1] and y[k]

220 @O kik — 11— 2[klk — 1DGOklk — 11— 3lklk — 1) T

S e
2n

Note that £ O [k|k — 1] — #[k|k — 1] = 0.
(f) Compute the estimated state and state estimation error covariance at time step

k
K = PyyPy! (22)

X[klk] = X[klk — 11+ K (y[k] — y[k]) (23)

Plk|k] = P[klk — 1] — K PyK}| (24)

where K is the Kalman gain.
(3) Now the state and state estimation error covariance can be predicted at time instant
k+1
(a) Choose the sigma points #@ [k|k] at time instant k.

O [k|k) = 2 (k1K) (25)
FOklk] = 2k +AxD | i=1,2,....2n (26)

Ax®D = (JePlkkD;, i=1,2,....n 27
AxHD = _(JePlkkD;, i=1,2,....n (28)

(b) In order to get the predicted states at time k 4 1, combine the predicted states

2k + 1K) = 52, w2 Dk + 11k (29)
©) n

| 7AS A R — 30

n 0[2(1’I+K) ( )

wi = L i1 m 31
202 (n + «)

(4) To account for the process noise, add @Q[k] and compute the covariance of the
predicted state
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Fig. 5 Schematic of the proposed Secure-DNMPC-UKF co-design

Pk + 11k] = 52 WP GOk + 11k — 21k + KD GOk + 1K] - 20k + 1kD T + QIk]

(32)
O _ p_ 42 ___"
We’ =Q2—a"+p) po T (33)
wh - L i m (34)

For more details on the observer for the case of non-additive process/measurement noise,
please see [63].

The proposed algorithm is summarized in Algorithm 1, which is the extended
version of the authors’ previous work [64] for static platoons. We further note that
y{(t) represents the data sent by the vehicle i to the set O; while y* ; denotes the
data received by the vehicle i from its neighbors j € N;. Superscript a, p, and *
are to distinguish between assumed, predicted, and optimal quantities, respectively.
The assumed quantities are the ones transmitted by the vehicles in the platoon.
Figure 5 illustrates the Secure-DNMPC-UKF co-design in which % (k|7) denotes
the estimated state at time instant k using the measured data up to time 7.

3.3 Stability Analysis of Secure-DNMPC

In this section we study the stability of the Secure-DNMPC algorithm incorporating
the time delay T imposed by the DoS attacker. Prior to stability analysis, let us first
introduce the following Lemma.
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Lemma 1 ([58]) For any platoon wherein all the vehicles can receive data (directly/
indirectly) from the leader vehicle, the eigenvalues of (D + P)~' A lie within the
unit circle disk, i.e.

v {o+P) A} <1 (35)

Now, we can prove the stability of the Secure-DNMPC algorithm.

Algorithm 1 SECURE- DNMPC- UKF FOR DYNAMIC NONLINEAR HETEROGE-
NEOUS VEHICLE PLATOONING UNDER DOS ATTACK
1: Initialization:

Assumed values for vehicle i are set at time ¢t = 0,

u®(k|0) = h; (v (0)), y*(k|0) = y? (k]0), k=0,1,...,N, — 1

2: while 1 < tnq do
3 Cut-in/cut-out CHECK > Check to see if cut-in/cut-out occurred
4:  Adjust data send-to/receive-from vehicles based on the occurred cut-in/cut-out
5. if p“ @) = p* (t — 1), j € N; then > Check to see if a DoS is underway
6: if ] =i— 1 0r j=1i+1then > Check to see if the attacked link
7 corresponds to a predecessor or a follower
8: Disable communication link, switch to on-board sensors, T < 0, and Go to: 13
9: else
10: if Attacker blocks the communication link then > Check to see if the attacker is of
11: the blockage type
12: T« T,
13: for Each vehicle i do > Implement Secure-DNMPC
14: Solve Problem 5 at time ¢ > 0 and yield ul’.‘(klt -1), k=0,1,...,N, =1
{x,.*(k + 10t — 1) = ¢ (x} (Kt — ©)) + Yyuf k|t — 1),
15: Compute: N
x;Ot—-1)=x;¢t—1), k=0,1,...,N,—1
{uf(k+1|z—z), k=0,1,...,N, -2
16: Compute: uf (k|t — 7+ 1) =
! hi (v?‘(N,,lt—r)), k=N,—1
17 Compute: x{(k j— lt—t+1)=¢; (xf(klt -7+ 1)) +Yulklt —t+1)
x{Ot—t+ D) =x1lr—1), k=0,1,...,N, -1
18: Compute: y¢(k|lt — 7+ 1) = pxf(klt —t+1), k=0,1,...,N,—1
19: Send y{ (k|t — T + 1) to the vehicles lie in the set Q;, and receive y”_j (k|t —
7 4 1) from neighboring vehicles j € N; and compute yq ; (k|t — T + 1)
20: Exert the first element of the optimal control signal u; (t — 7) = u} (0|t — 1)
21: end for
22: else if Attacker injects exceeding delay 7 > 6 then > Check to see if the attacker
23: is of the exceeding time delay injector type
24: T <« 1T
25: Switch to Secure-DNMPC-UKF mode
26: Estimate the delayed states via UKF
27: Implement the Secure-DNMPC using the predicted states coming from the UKF
28: end if
29: end if
30:  endif

31: end while
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Theorem 1 ([64]) If a platoon which is under a DoS attack satisfies the condition in
Lemma 1, then the terminal output of the system controlled by the Secure—DNMPC
proposed in Algorithm 1 asymptotically converges to the desired state, i.e.

lim [y7(Nplt =) = Y os i (Nplt = D) = 0. (36)

4 Dynamic Platoon Control: Handling Cut-in/Cut-out
Maneuvers

In this section, we consider a dynamic heterogeneous platoon wherein arbitrary
vehicle(s) might perform cut-in/cut-out maneuvers. Here, we demonstrate the ability
of the proposed algorithm to handle dynamic maneuvers while the platoon is subject
to the cyber-attack.

First, we consider a secure dynamic heterogeneous platoon and prove some results
based on which we extend the results to an insecure platoon. Assume there exist
N cut-in and N, cut-out maneuvers in total while the number of initial FVs in
the platoon is N. Let N; := {1, ..., Ny} and N, := {1, ..., N.}. We denote the
time of the i-th cut-in and the j-th cut-out maneuvers by #.;; and ., ;, respectively.
The following theorem determines the time of convergence of a dynamic platoon
including possible cut-in and cut-out maneuvers.

Lemma 2 ([58, Theorem 2]) If Assumption 1 is satisfied, then Problem (5) guar-
antees convergence of the output to the desired output in at most N time steps, i.e.,
Y (Nylt) = Yaes.i (Nplt), ¥t > N, for a static platoon (without any dynamic maneu-
vers).

Theorem 2 When having cut-in and/or cut-out maneuvers in a secured dynamic
platoon, if Assumption 1 is satisfied, the Problem (5) guarantees convergence of the
output to the desired output in at most

tconv, secure +— max[tc[,ia tco,j |Vl € Ncis V] € ch]
& 37)
+ N+ Nci - Nc‘ua

time steps, Le., y,p(Np|l) = ydgg,i(Np”)a vt > Tcony, secure-

Proof Let L := D — A be the Laplacian matrix of the underlying platoon graph
topology. When a new cut-in or cut-out occurs, some new chaos is introduced
to the system so we can consider the latest cut-in/cut-out maneuver. Considering
the latest cut-in, one vehicle is added to the number of existing vehicles, let it
be N. If the platoon graph is unidirectional and satisfies Assumption 1, the new
A € RWVFDXWV+D g 3 Jower-triangular matrix. Moreover, according to [58, Lemma
4], we have D + P > 0, yielding the eigenvalues of (D + P)~' A to be zero and
this matrix to be nilpotent with degree at most N + 1. Based on [58, Lemma 1]
and [58, Theorem 1], yf’ (N,|t) converges to the desired output in at most N + 1
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steps. Extending this to N,; cut-in maneuvers requires N + N; time steps after the
latest cut-in. Similar analysis can be performed for the cut-out maneuvers, resulting
in N — N, time steps after the latest cut-out because the number of vehicles has
been reduced. In general, having N,; cut-in and N, cut-out maneuvers will need
N + N, — N, time steps after the latest maneuver which can be formulated as
maxi_j[tci,,-, teo, j |Vi € N, Vje ch].

Corollary 1 Lemma 2, for the static platoon, is a special case of Theorem 2 which
is for a dynamic platoon.

Proof When neither cut-in nor cut-out happen, the time of convergence is fcony, secure =
0+ N + 0+ 0 = N according to Theorem 2.

Special Cases

Four special cases of the dynamic platoon are as follows:

E.g. (1) One cut-in happens at + = 0 and one cut-out happens at t = N: According to
Theorem 2, the platoon convergesint = N + N + 1 — 1 = 2N . Itis correct because
before the cut-out, the platoon contains N + 1 vehicles until time N. When cut-out
happens, the platoon is changed to a platoon with N vehicles which converges in N
time steps according to Lemma 2.

E.g. (2) One cut-out happens at t = 0 and one cut-in happens at ¢t = N: According to
Theorem 2, the platoon converges in t = N + N 4+ 1 — 1 = 2N, which is correct
because in ¢ € [0, N], the platoon includes N — 1 vehicles until time N. When cut-in
happens, the platoon is modified to a platoon with N vehicles which converges in N
time steps according to Lemma 2.

E.g. (3) Both cut-in and cut-out happen at = 0: According to Theorem 2, the platoon
convergesint =0+ N 4+ 1 — 1 = N, which is correct because the platoon includes
N vehicles which converges in N time steps according to Lemma 2.

E.g. (4) Both cut-in and cut-out happen at r = N: According to Theorem 2, the platoon
convergesint = N + N + 1 — 1 = 2N, which is correct because in ¢ € [0, N], the
platoon includes N vehicles. After the cut-in/cut-out actions the platoon still includes
N vehicles which converges in N time steps according to Lemma 2.

Corollary 2 When having cut-in and/or cut-out maneuvers in an insecure dynamic
platoon, if Assumption 1 is satisfied, the convergence time of the output to the desired
output is upper bounded by t.op, secure + Mmax{t,, .}, ie.,?

tconv, insecure < ma_x[tci,ia tco,j | Vi € Ncia V] € ch]
hJ (38)
+ N + Nci - Nco + maX{Trv Ta}v

time steps, ie., Yf(N1)|t —1) = ydgs,[(NpV —1),Vt > teony, insecure-

2 Although, this upper bound might be conservative in some cases (such as in the scenario studied
in Sect. 5.2), it provides a safe margin for the convergence time of the controller.
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5 Simulation Results

A heterogeneous platoon consisted of seven different vehicles is considered where
they can exchange inter-vehicular data among each other through the TPF commu-
nication topology. It is assumed that the communication link connecting the vehicle
1 and 3 is subject to a DoS attack. Therefore, vehicle 3 cannot receive real-time
data, including the position and velocity of vehicle 1 while the attack is performing
(see Fig. 6). Remarkably, to emulate a practical scenario, based on Assumption 2
the external intruder is only able to cause communication degradation among the
vehicles for a finite time period. In the following simulations, the DoS attacker
starts jamming the communication link from vehicle 1 to 3. Seven different vehicles
with realistic parameters form the platoon wherein the leader vehicle starts driving
at vp(0) = 20m/s for one second, then it accelerates to reach v(2) = 22m/s and
continues with this velocity until the end of the simulation. The prediction horizon
and desired spacing among consecutive vehicles have been chosen as N, = 20, and
d = 10 meters, respectively. The parameters of the participating vehicles in the pla-
toon are listed in Table 1, which is in accordance with [65]. We have extended the
code in [66] for our security analysis.

Remark

Fig. 6 TPF heterogeneous attacked vehicle platoon with a leader and 7 followers

Table 1 Parameters of the participating vehicles in the platoon

Vehicle index m; (kg) 7; (8) Cyui (N s2m2) |r; (m)
1 1035.7 0.51 0.99 0.30
Cut-in 1305.9 0.63 1.00 0.40
2 1849.1 0.75 1.15 0.38
3 1934.0 0.78 1.17 0.39
4 1678.7 0.70 1.12 0.37
5 1757.7 0.73 1.13 0.38
6 1743.1 0.72 1.13 0.37
7 1392.2 0.62 1.06 0.34
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To select an appropriate value for the prediction horizon, one has to notice as t increases,
Np needs to be decreased in order to let the vehicles have enough time to exchange and
update their data prior to the attack occurrence. On the other hand, too small values for
N results in frequent rapid oscillations in the control input which makes the controller
unimplementable in practice.

5.1 DoS Attack Modeled as a Network Blocker

In this part, we take one more step to effectively control the dynamic heterogeneous
platoon endangered by an intelligent DoS intruder. As was previously described,
the attacker could jam the communication network among any two nonconsecutive
vehicle to prohibits a follower vehicle from receiving updated data. Having made an
expressive scenario incorporating both cut-in and cut-out actions while taking into
account a DoS attack, we consider a same setting for the attacked platoon presented
in the previous section except assuming a vehicle merges with the platoon at t = 2's
to be placed in front of the second FV. Furthermore, we let the fourth FV to perform
a cut-out action at + = 4s (see Fig. 7). We note that the desired distance among the
vehicles (d = 10 m) provides enough space for a regular vehicle to cut-in. The attack
happens on the communication environment among the first and third FVs in the time
interval ¢ € [3, 6]. Although these tight actions might not seem to happen in practice,
they are chosen to challenge the algorithm largely. Figure 8 demonstrate the driving
quantities of the respective platoon.

From Fig. 8a, one can see that despite the blockage of the data transfer link from
vehicle 1 to 3, there is no collision in the platoon, and the safety has been ensured.
Besides, Fig. 8b reveals that the Secure-DNMPC algorithm effectively mitigates the
DoS attack and the followers begin to keep tracking the leader’s speed profile shortly
after the attack is over. Convergence of torque and acceleration are also demonstrated

/\/7?%\

4==. . .<.=-ga<=- lo—_|®‘='m
7

Ja 1 0 (LV)
4-’,

Cut-out vehicle Cut-in vehicle

Fig. 7 TPF dynamic heterogeneous attacked vehicle platoon with cut-in and cut-out vehicles
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Fig.8 a Absolute position, b speed, ¢ torque, and d acceleration of the TPF dynamic heterogeneous
DoS attacked platoon with cut-in/cut-out maneuvers equipped by secure-DNMPC

in Fig. 8c, d. It is worth mentioning that by reducing its speed, the second FV has
increased its gap with the first FV to make the desired distance of 10m for the cut-in
vehicle. Consequently, the following vehicles have lessened their velocity to keep the
desired distance. Figure 8b verifies this fact. A similar analysis exists for the cut-out
maneuver where the following vehicles have increased their velocity to reach the
desired distance from the vehicles in front.

As one can see, the spacing and speed tracking objectives have been safely ful-
filled. To have a clearer look at the spacing objective, Fig. 9 shows the magni-
fied absolute positions and the spacing error of consecutive vehicles. Since all the
spacing errors in Fig. 9b are greater than —10 meters, no collision has occurred.
Moreover, the relative spacing error shows jumps in the distance error (blue and
purple curves) because of the cut-in/cut-out maneuvers.® As expected, the spacing
error for the cut-out maneuver (purple curve in Fig. 9b) has an opposite sign with
respect to the cut-in error (blue curve in Fig. 9b). Furthermore, we see that conver-
gence has been reached in less than 14s which coincides with Corollary 2 because
feony, insecure < Max(2,4) +7+1—1+3 = 14s.

3Note that the jump in the relative spacing error of the third FV (black curve) is due to the DoS
attack.
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Fig. 9 a Magnified absolute position and b spacing error of the TPF dynamic heterogeneous DoS
attacked platoon with cut-in/cut-out maneuvers equipped by Secure-DNMPC

5.2 DoS Attack Modeled as an Exceeding Time Delay
Injection in the Data Transmission

Inherent communication delay of standard 802.11p-based DSRC network ranges
from tens to hundreds of milliseconds [67-69]. Here, to ensure modeling a highly
devastating attacker, we assume the time delay imposed by the intruder is 7, =
2.5s. In addition, non-ideal sensors are assumed in the simulations, i.e., an additive
zero-mean white Gaussian noise with variance o> = 0.01 is considered on both
the position and velocity sensors.* To challenge more the algorithm we introduce
a severer attack which happens for a longer period of time, i.e., in the time range
t € [3, 10]. It is worth noting that cut-in and cut-out maneuvers are still in effect
at t+ = 2sec and t = 4sec, respectively. Figure 10 shows the performance of the
proposed co-design controller on the attacked platoon with cut-in and cut-out actions.
As is demonstrated by the driving quantities, safe distance and velocity tracking
requirements have been fulfilled. Furthermore, the convergence has been reached in
less than 18s which again verifies Corollary 2 because fcony, insecure < max(2,4) +7 +
1 — 1+ max(2.5,7) = 18s. It would also be insightful to compare the results to the
case where UKF is not embedded in the design. Figure 11 demonstrates the resulting
driving behavior when only relying on the controller leaving out the estimation phase.
Occurring collision and violating the control objectives clearly prove the critical role
of the observer design.

It is noticeable that by comparing the previous scenarios (Figs. 8, 10, and 11), it
reveals that embedding the UKF within our controller design, also has the advantage
of reducing the oscillations in the control input caused by the cyber attack. This
generation of a smoother control input enhances the driving comfort in practice.

We highlight that the proposed algorithm has also been successfully tested on
different platoon formations such as Two-Predecessor Leader Follower (TPLF), with

“This could also be considered as the environment effects on the transmitted signals. Modeling the
environment effect with white Gaussian noise in V2V communications is widely used in literature
[70, 71].
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different spacing policies such as Constant Time Headway (CTH) policy, and also
on Federal Test Procedure (FTP) drive cycle to emulate urban driving.

6 Conclusion and Future Directions

This chapter dealt with a broadly concerned control problem, namely the dynamic
heterogeneous platoon control. A platoon mainly consists of networking and data
transmission among the vehicles, forming the cyber layer, and the physical envi-
ronment composed of the participant cars, forming the physical layer. This cyber-
physical system is highly prone to cyber-attacks endangering the wireless connec-
tivity among the vehicles. This vulnerability to external attackers needs to be fully
addressed as an insecure communication layer in a platoon can cause manipulated
and/or missing data received by the followers resulting in dangerous hazards. In this
chapter, we focused on the widespread so-called DoS attack in which the intelligent
intruder targets the wireless links by overwhelming the node by invalid requests,
hence, either blocks the network or prevents it from timely data transfer. We pro-
posed a Secure—Distributed Nonlinear Model Predictive Control (Secure-DNMPC)
framework to ensure a safe and secure dynamic platooning which fulfills both the
safe distancing between the cars and speed tracking requirements. The method is
capable of handling cut-in/cut-out maneuvers under the premise of the existence of a
cyber DoS attack. The algorithm is basically comprised of detection and mitigation
phases.

Furthermore, we introduced a novel Secure-DNMPC-UKEF co-design for the case
when the DoS attacker injects a huge amount of time delay in the network compared to
the intrinsic practical DSRC time delay. This makes use of the available but outdated
data to estimate and predict future states. The proposed approach also provides the
opportunity to consider non-ideal sensors which contaminate the measured data. In
addition, compromised signals sent through a realistic noisy environment can be
considered as well. Simulation results demonstrated the efficacy of the introduced
technique. As a future direction, one can think of generalizing the given algorithm to
a multi-platooning scenario in which two or more attacked platoons drive in parallel,
and arbitrary vehicles wish to exit their own platoon and merge with an adjacent
one. Also, other types of attacks and the corresponding countermeasures could be
considered.

Acknowledgments The authors would like to thank Dr. Yang Zheng (SEAS and CGBC at Harvard
University, Cambridge, MA, USA) for the fruitful discussions during this work. Also, the authors
would like to thank the support from Natural Sciences and Engineering Research Council (NSERC)
of Canada.



312

M. H. Basiri et al.

References

DO

10.

11.
12.

14.

15.
16.

18.

19.

20.

21.

22.

23.

24.

. Wang, X.: Cyber-Physical Systems: A Reference. Springer, Berlin, Heidelberg (2021)
. Song, H., Fink, G., Jeschke, S.: Security and Privacy in Cyber-Physical Systems. Wiley Online

Library (2017)

. Guo, S., Zeng, D.: Cyber-Physical Systems: Architecture, Security and Application. Springer

(2019)

. Kog, C.K.: Cyber-Physical Systems Security. Springer (2018)
. Liu, H., Niu, B., Li, Y.: False-data-injection attacks on remote distributed consensus estimation.

IEEE Trans. Cybern. (2020)

. Humayed, A., Lin, J., Li, F., Luo, B.: Cyber-physical systems security—a survey. IEEE Int.

Things J. 4(6), 1802-1831 (2017)

. Ashibani, Y., Mahmoud, Q.H.: Cyber physical systems security: analysis, challenges and solu-

tions. Comput. Secur. 68, 81-97 (2017)

. Ali, S., Al Balushi, T., Nadir, Z., Hussain, O.K.: Cyber Security for Cyber Physical Systems,

vol. 768. Springer (2018)

. Basiri, M.H., Azad, N.L., Fischmeister, S.: Distributed time-varying kalman filter design and

estimation over wireless sensor networks using OWA sensor fusion technique. In: 2020 28th
Mediterranean Conference on Control and Automation (MED), pp. 325-330. IEEE (2020)
Langner, R.: Stuxnet: Dissecting a cyberwarfare weapon. IEEE Secur. Privacy 9(3), 49-51
(2011)

Farwell, J.P., Rohozinski, R.: Stuxnet and the future of cyber war. Survival 53(1), 23—40 (2011)
Liu, Y., Ning, P, Reiter, M.K.: False data injection attacks against state estimation in electric
power grids. ACM Trans. Inf. Syst. Secur. (TISSEC) 14(1), 13 (2011)

. Shoukry, Y., Martin, P., Tabuada, P., Srivastava, M.: Non-invasive spoofing attacks for anti-

lock braking systems. In: International Workshop on Cryptographic Hardware and Embedded
Systems, pp. 55-72. Springer (2013)

Singh, S.: Critical reasons for crashes investigated in the national motor vehicle crash causation
survey. Technical report (2015)

Transport Canada: Canadian motor vehicle traffic collision statistics (2014)

Road Safety in Canada (2011). http://www.tc.gc.ca/eng/motorvehiclesafety/tp-tp15145-1201.
htm

. Godsmark, P., Kirk, B., Gill, V., Flemming, B.: Automated vehicles: the coming of the next

disruptive technology (2015)

Gao, F,, Hu, X, Li, S.E., Li, K., Sun, Q.: Distributed adaptive sliding mode control of vehicular
platoon with uncertain interaction topology. IEEE Trans. Ind. Electron. 65(8), 6352-6361
(2018)

Li, Y, Tang, C., Peeta, S., Wang, Y.: Nonlinear consensus-based connected vehicle platoon
control incorporating car-following interactions and heterogeneous time delays. IEEE Trans-
actions on Intelligent Transportation Systems (2018)

Liu, P, Kurt, A., Ozguner, U.: Distributed model predictive control for cooperative and flexible
vehicle platooning. IEEE Trans. Control Syst. Technol. (99), 1-14 (2018)

Zheng, Y.,Li, S.E., Wang, J., Cao, D., Li, K.: Stability and scalability of homogeneous vehicular
platoon: Study on the influence of information flow topologies. IEEE Trans. Intell. Transp. Syst.
17(1), 14-26 (2016)

Pirani, M., Hashemi, E., Simpson-Porco, J.W., Fidan, B., Khajepour, A.: Graph theoretic
approach to the robustness of k-nearest neighbor vehicle platoons. IEEE Trans. Intell. Transp.
Syst. 18(11), 3218-3224 (2017)

Van Arem, B., Van Driel, C.J., Visser, R.: The impact of cooperative adaptive cruise control on
traffic-flow characteristics. IEEE Trans. Intell. Transp. Syst. 7(4), 429-436 (2006)

Rawat, D.B., Bajracharya, C.: Vehicular Cyber Physical Systems. Springer, Technical report
(2017)


http://www.tc.gc.ca/eng/motorvehiclesafety/tp-tp15145-1201.htm
http://www.tc.gc.ca/eng/motorvehiclesafety/tp-tp15145-1201.htm

Secure Dynamic Nonlinear Heterogeneous Vehicle Platooning ... 313

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

Kargl, F., Papadimitratos, P., Buttyan, L., Miiter, M., Schoch, E., Wiedersheim, B., Thong,
T.V., Calandriello, G., Held, A., Kung, A., et al.: Secure vehicular communication systems:
implementation, performance, and research challenges. IEEE Commun. Mag. 46(11), 110-118
(2008)

Koopman, P., Wagner, M.: Autonomous vehicle safety: an interdisciplinary challenge. IEEE
Intell. Transp. Syst. Mag. 9(1), 90-96 (2017)

Amin, S., Cardenas, A.A., Sastry, S.S.: Safe and secure networked control systems under
denial-of-service attacks. In: International Workshop on Hybrid Systems: Computation and
Control, pp. 31-45. Springer (2009)

Mo, Y., Sinopoli, B.: Secure control against replay attacks. In: 47th Annual Allerton Conference
on Communication, Control, and Computing, 2009. Allerton 2009, pp. 911-918. IEEE (2009)
Mo, Y., Garone, E., Casavola, A., Sinopoli, B.: False data injection attacks against state esti-
mation in wireless sensor networks. In: 2010 49th IEEE Conference on Decision and Control
(CDC), pp. 5967-5972. IEEE (2010)

Chabukswar, R., Sinopoli, B., Karsai, G., Giani, A., Neema, H., Davis, A.: Simulation of
network attacks on SCADA systems. In: First Workshop on Secure Control Systems, pp. 587—
592 (2010)

Basiri, M.H., Thistle, J.G., Simpson-Porco, J.W., Fischmeister, S.: Kalman filter based secure
state estimation and individual attacked sensor detection in cyber-physical systems. In: Amer-
ican Control Conference (ACC), vol. 2019, pp. 3841-3848. IEEE (2019)

Siegel, J.E., Erb, D.C., Sarma, S.E.: A survey of the connected vehicle landscape-architectures,
enabling technologies, applications, and development areas. IEEE Trans. Intell. Transp. Syst.
19(8), 2391-2406 (2018)

Zhu, Q., Basar, T.: Game-theoretic methods for robustness, security, and resilience of cyber-
physical control systems: games-in-games principle for optimal cross-layer resilient control
systems. IEEE Control Syst. 35, 45-65 (2015)

Li, Y., Shi, L., Cheng, P., Chen, J., Quevedo, D.E.: Jamming attacks on remote state estimation
in cyber-physical systems: a game-theoretic approach. IEEE Trans. Autom. Control 60(10),
2831-2836 (2015)

Cardenas, A., Amin, S., Sinopoli, B., Giani, A., Perrig, A., Sastry, S., et al.: Challenges for
securing cyber physical systems. In: Workshop on Future Directions in Cyber-Physical Systems
Security, vol. 5 (2009)

Fawzi, H., Tabuada, P., Diggavi, S.: Secure estimation and control for cyber-physical systems
under adversarial attacks. IEEE Trans. Autom. Control 59(6), 1454-1467 (2014)

Cardenas, A.A., Amin, S., Sastry, S.: Secure control: Towards survivable cyber-physical sys-
tems. In: 2008 The 28th International Conference on Distributed Computing Systems Work-
shops, pp. 495-500. IEEE (2008)

Pasqualetti, F., Dorfler, F., Bullo, F.: Attack detection and identification in cyber-physical
systems. IEEE Trans. Autom. Control 58(11), 2715-2729 (2013)

Liu, Y.C., Bianchin, G., Pasqualetti, F.: Secure trajectory planning against undetectable spoofing
attacks. Automatica 112, 108655 (2020)

Weerakkody, S., Liu, X., Son, S.H., Sinopoli, B.: A graph-theoretic characterization of perfect
attackability for secure design of distributed control systems. IEEE Trans. Control of Netw.
Syst. 4(1), 60-70 (2016)

Zhang, T.,Zou, Y., Zhang, X., Guo, N., Wang, W.: Data-driven based cruise control of connected
and automated vehicles under cyber-physical system framework. IEEE Trans. Intell. Trans.
Syst. (2020)

Basiri, M.H., Pirani, M., Azad, N.L., Fischmeister, S.: Security of vehicle platooning: a game-
theoretic approach. IEEE Access 7(1), 185565-185579 (2019)

Parkinson, S., Ward, P., Wilson, K., Miller, J.: Cyber threats facing autonomous and connected
vehicles: Future challenges. IEEE Trans. Intell. Transp. Syst. 18(11), 2898-2915 (2017)
Petit, J., Shladover, S.E.: Potential cyberattacks on automated vehicles. IEEE Trans. Intell.
Transp. Syst. 16(2), 546-556 (2014)



314

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

M. H. Basiri et al.

Zhang, T., Antunes, H., Aggarwal, S.: Defending connected vehicles against malware: Chal-
lenges and a solution framework. IEEE Int. Things J. 1(1), 10-21 (2014)

Biron, Z.A., Dey, S., Pisu, P.: Real-time detection and estimation of denial of service attack in
connected vehicle systems. IEEE Trans. Intell. Transp. Syst. 19(12), 3893-3902 (2018)

Lei, C., Van Eenennaam, E., Wolterink, W.K., Karagiannis, G., Heijenk, G., Ploeg, J.: Impact
of packet loss on cacc string stability performance. In: 2011 11th International Conference on
ITS Telecommunications, pp. 381-386. IEEE (2011)

Ploeg, J., Semsar-Kazerooni, E., Lijster, G., van de Wouw, N., Nijmeijer, H.: Graceful degrada-
tion of CACC performance subject to unreliable wireless communication. In: 16th International
IEEE Conference on Intelligent Transportation Systems (ITSC 2013), pp. 1210-1216. IEEE
(2013)

Azees, M., Vijayakumar, P., Deborah, L.J.: Comprehensive survey on security services in
vehicular ad-hoc networks. IET Intell. Transp. Syst. 10(6), 379-388 (2016)

Dadras, S., Gerdes, R.M., Sharma, R.: Vehicular platooning in an adversarial environment. In:
Proceedings of the 10th ACM Symposium on Information, Computer and Communications
Security, pp. 167-178. ACM (2015)

Oncii, S., Ploeg, J., Van de Wouw, N., Nijmeijer, H.: Cooperative adaptive cruise control:
Network-aware analysis of string stability. IEEE Trans. Intell. Transp. Syst. 15(4), 1527-1537
(2014)

Qin, W.B., Orosz, G.: Experimental validation of string stability for connected vehicles subject
to information delay. IEEE Trans. Control Syst. Technol. (2019)

Qin, W.B., Gomez, M.M., Orosz, G.: Stability analysis of connected cruise control with stochas-
tic delays. In: American Control Conference, vol. 2014, pp. 4624-4629. IEEE (2014)
Laurendeau, C., Barbeau, M.: Threats to security in DSRC/WAVE. In: International Conference
on Ad-Hoc Networks and Wireless, pp. 266-279. Springer (2006)

Teixeira, A., Shames, 1., Sandberg, H., Johansson, K.H.: A secure control framework for
resource-limited adversaries. Automatica 51, 135-148 (2015)

Harfouch, Y.A., Yuan, S., Baldi, S.: An adaptive switched control approach to heterogeneous
platooning with intervehicle communication losses. IEEE Trans. Control of Netw. Syst. 5(3),
1434-1444 (2017)

Dolk, V.S., Ploeg, J., Heemels, W.M.H.: Event-triggered control for string-stable vehicle pla-
tooning. IEEE Trans. Intell. Transp. Syst. 18(12), 3486-3500 (2017)

Zheng, Y., Li, S.E., Li, K., Borrelli, F.,, Hedrick, J.K.: Distributed model predictive control
for heterogeneous vehicle platoons under unidirectional topologies. IEEE Trans. Control Syst.
Technol. 25(3), 899-910 (2017)

Yuan, Y., Zhu, Q., Sun, F., Wang, Q., Basar, T.: Resilient control of cyber-physical systems
against denial-of-service attacks. In: 6th International Symposium on Resilient Control Systems
(ISRCS), vol. 2013, pp. 54-59. IEEE (2013)

Zhang, H., Cheng, P., Shi, L., Chen, J.: Optimal denial-of-service attack scheduling with energy
constraint. IEEE Trans. Autom. Control 60(11), 3023-3028 (2015)

Sun, Q., Zhang, K., Shi, Y.: Resilient model predictive control of cyber-physical systems under
dos attacks. IEEE Trans. Ind. Inform. (2019)

Wan, E.A., Van Der Merwe, R.: The unscented kalman filter for nonlinear estimation. In:
Proceedings of the IEEE 2000 Adaptive Systems for Signal Processing, Communications, and
Control Symposium (Cat. No. 00EX373), pp. 153-158. IEEE (2000)

Simon, D.: Optimal State Estimation: Kalman, H Infinity, and Nonlinear Approaches. Wiley
(2006)

Basiri, M.H., Azad, N.L., Fischmeister, S.: Attack resilient heterogeneous vehicle platoon-
ing using secure distributed nonlinear model predictive control. In: 2020 28th Mediterranean
Conference on Control and Automation (MED), pp. 307-312. IEEE (2020)

Wang, J.Q., Li, S.E., Zheng, Y., Lu, X.Y.: Longitudinal collision mitigation via coordinated
braking of multiple vehicles using model predictive control. Integr. Comput.-Aided Eng. 22(2),
171-185 (2015)

Zheng, Y.: DMPC for platoons (2019). https://github.com/zhengy09/DMPC_for_platoons


https://github.com/zhengy09/DMPC_for_platoons

Secure Dynamic Nonlinear Heterogeneous Vehicle Platooning ... 315

67.

68.

69.

70.

71.

Yao, Y., Rao, L., Liu, X., Zhou, X.: Delay analysis and study of IEEE 802.11-p based DSRC
safety communication in a highway environment. In: Proceedings IEEE INFOCOM, vol. 2013,
pp. 1591-1599. IEEE (2013)

Wang, Y., Duan, X., Tian, D., Lu, G., Yu, H.: Throughput and delay limits of 802.11-p and its
influence on highway capacity. Procedia-Soc. Behav. Sci. 96, 2096-2104 (2013)

Ma, X., Chen, X., Refai, H.H.: Performance and reliability of DSRC vehicular safety commu-
nication: a formal analysis. EURASIP J. Wirel. Commun. Netw. 2009, 1-13 (2009)
Kukshya, V., Krishnan, H.: Experimental measurements and modeling for vehicle-to-vehicle
dedicated short range communication (DSRC) wireless channels. In: IEEE Vehicular Technol-
ogy Conference, pp. 1-5. IEEE (2006)

Sabouni, R., Hafez, R.M.: Performance of DSRC for V2V communications in urban and
highway environments. In: 2012 25th IEEE Canadian Conference on Electrical and Computer
Engineering (CCECE), pp. 1-5. IEEE (2012)



	Preface
	Contents
	About the Editors
	 Realizing Cyber-Physical Systems Resilience Frameworks and Security Practices
	1 Introduction
	2 Cyber-Physical Systems
	2.1 Primary Differences Between CPS and ITS Security
	2.2 CPS Threats and Vulnerabilities
	2.3 Cyber Resilience: What Does It Mean for CPS?

	3 State-of-the-Art Review of Cybersecurity Frameworks
	3.1 NIST Framework for Improving Critical Infrastructure Cybersecurity
	3.2 NIST Framework for Cyber-Physical Systems
	3.3 NIST Risk Management Framework for Information Systems Cybersecurity
	3.4 MITRE Cyber Resiliency Engineering Framework
	3.5 Comparison of the Frameworks

	4 Cyber Standards and Recommended Practices for CPS
	5 Formal Approaches for Realizing CPS Resilience
	5.1 Cyber Resilience Quantification by Subjective Evaluation Using Analytical Hierarchy Process (AHP)
	5.2 Cyber Resilience Assessment Using Multi-level Directed Acyclic Vulnerability Graph Model
	5.3 Ranking Critical Assets Using TOPSIS Method

	6 Challenges in Mapping of CPS Resilience with Security Concerns and Operational Domains
	7 Conclusions
	References

	 Key-Establishment Protocols for Constrained Cyber-Physical Systems
	1 Introduction
	2 The Problem of Key Establishment
	3 Security Notions
	4 State of the Art
	4.1 Literature Review

	5 Lightweight Key-Establishment Protocols Based  on Elliptic-Curve Cryptography
	5.1 Problem of Authenticity
	5.2 Lightweight Authenticated Key Establishment
	5.3 Revisiting Ju's Protocol
	5.4 Security Analysis of Proposed Elliptic-Curve Protocol

	6 Key Establishment in the Post-quantum World
	6.1 Proposed Approach
	6.2 Protocol Design
	6.3 Security Analysis of Proposed Post-quantum Protocol
	6.4 Application Scope

	7 Conclusions, Final Remarks, and Future Work
	References

	 Empirical Characterization of Network Traffic for Reliable Communication in IoT Devices
	1 Introduction
	1.1 Motivations

	2 Background Study
	2.1 Tools for Network Traffic Monitoring
	2.2 Statistical Models for Network Traffic Characterization
	2.3 Machine Learning Models for Network Traffic Classification
	2.4 SDN Based Network Traffic Classification

	3 Network Flow Monitoring and Analysis Framework
	3.1 Packet Level Analysis
	3.2 Flow Level Analysis

	4 Applications of Network Traffic Characterization
	4.1 Information Flow Monitoring
	4.2 Efficient Bandwidth Utilization
	4.3 Device and Application Identification
	4.4 Monitoring Network Performance
	4.5 Addressing Security Aspects
	4.6 Role of Network Traffic Analysis for Cyber-Physical Systems

	5 Empirical Results and Discussions
	6 Strengths and Challenges
	7 Future Research Scope
	8 Conclusion
	References

	 Machine Learning for Fostering Security in Cyber-Physical Systems
	1 Introduction
	2 Machine Learning
	2.1 Overview
	2.2 Important Techniques

	3 Security in the Domain of Cyber-Physical System
	4 Application of ML-Based on Security Type
	4.1 Direct Security Threat Detection
	4.2 Predictive Analysis and Anomalous Behavior
	4.3 Risk Assessment Using Machine Learning

	5 Application of ML-Based on System Design
	5.1 Application Layer
	5.2 Network Layer
	5.3 Physical Layer

	6 Limitations of Machine Learning Based Security in CPS
	7 Guidelines for Application of Machine Learning in Cyber-Physical Security Systems
	7.1 Use-Case Analysis
	7.2 Scope of Implementation
	7.3 Balancing Error Rates
	7.4 Dataset Selection

	8 Conclusion
	References

	 A Model for Auditing Smart Intrusion Detection Systems (IDSs) and Log Analyzers in Cyber-Physical Systems (CPSs)
	1 Introduction
	2 Background Information on Audit of Smart IDSs and Log Analyzers in Cyber-Physical Systems (CPSs)
	3 The Scope of Audit of Smart IDSs and Log Analyzers in Cyber-Physical Systems (CPSs)
	4 Auditors’ Challenges in Auditing Smart IDSs in Cyber-Physical Systems (CPSs)
	4.1 Research and Audit Issues on Smart IDSs in Cyber-Physical Systems
	4.2 Issues with Detection Rules or Policies of Smart IDSs in Cyber-Physical Systems
	4.3 Issues with Maintenance of Smart IDSs in Cyber-Physical Systems
	4.4 Issues with Configurations of Smart IDSs in Cyber-Physical Systems
	4.5 Issues with IDS Policy and Security Policy in Cyber-Physical Systems
	4.6 Research and Audit Issues with Log Analyzers in Cyber-Physical Systems
	4.7 Issues with Theoretical Frameworks for Designing Log Analyzers in Cyber-Physical Systems
	4.8 Issues with Metrics for Designing Log Analyzers in Cyber-Physical Systems

	5 Methodology for Auditing Smart IDSs and Log Analyzers in Cyber-Physical Systems (CPSs)
	5.1 A Model for Auditing Smart IDSs and Log Analyzers in Cyber-Physical Systems
	5.2 Results and Discussions
	5.3 Suggestions for Improving Security in Cyber-Physical Systems

	6 Conclusion
	References

	 Model-Based CPS Attack Detection Techniques: Strengths and Limitations
	1 Introduction
	2 Related Work
	3 Testbeds: Our Playground
	3.1 SWaT: A Secure Water Treatment Testbed
	3.2 WADI: A Water Distribution Plant

	4 System Models
	4.1 System Modelling Using Sub-space System Identification
	4.2 System Modelling Using First Principles
	4.3 Validation of the System Models

	5 Attack Detection Framework
	5.1 Kalman Filter
	5.2 Residuals and Hypothesis Testing
	5.3 Cumulative Sum (CUSUM) Detector
	5.4 Bad-Data Detector
	5.5 NoisePrint (Residual and Noise Fingerprint)
	5.6 Design of 

	6 Attacker and Attack Model
	6.1 Attacker Model
	6.2 Attack Scenarios
	6.3 Attack Execution

	7 Performance Evaluation
	7.1 Performance Metrics
	7.2 Normal Operation
	7.3 Attack Detection

	8 Conclusions
	References

	 Security of Cyber-Physical Monitoring and Warning Systems for Natural and Technological Threats
	1 Introduction
	2 Monitoring Information Conditions
	2.1 The Concept of Environmental Monitoring
	2.2 A Formal Description of the Monitoring Process

	3 Organizational and Architectural Conditions of Monitoring
	3.1 Classic Environmental Monitoring Systems
	3.2 Multi-level Sensor Monitoring Networks
	3.3 Regional Monitoring Systems

	4 Threats to Information Security in Monitoring
	4.1 Technical and Organizational Conditions for Monitoring
	4.2 General Threats Classification
	4.3 Special Types of Threats

	5 Monitoring System Architecture
	6 Resident Alert Subsystem
	7 Summary
	References

	 Risk Identification and Risk Assessment of Communication Networks in Smart Grid Cyber-Physical Systems
	1 Introduction and Motivation
	1.1 Introduction
	1.2 Motivation

	2 cyber-Physical System for the Smart Grid
	2.1 Overview of the Smart Grid Power System
	2.2 Smart Grid Cyber-Physical System

	3 Communication Networks for SGCPS
	4 Applications of Smart Grid CPS
	4.1 SGCPS for Synchrophasor Applications
	4.2 SGCPS for Advanced Metering Applications
	4.3 SGCPS for Electrical Vehicular Applications

	5 Risk Identification and Risk Assessment of SGCPS
	5.1 Synchrophasor Application
	5.2 Advanced Metering Application
	5.3 Electric Vehicular Application

	6 Case Studies
	6.1 Synchrophasor Applications of SGCPS
	6.2 Advanced Metering Application of SGCPS
	6.3 Electric Vehicular Application of SGCPS

	7 Conclusion
	References

	 An Overview of Cybersecurity for Natural Gas Networks: Attacks, Attack Assessment, and Attack Detection
	1 Introduction and Background
	2 Physical Structure of Natural Gas System
	3 Natural Gas Market Overview
	4 Gas Pipeline Dynamics
	5 Gas System Steady-State Operation Model
	6 Categorization of Cyber-Physical-Attacks on Natural Gas Systems
	7 An Overview of Cyber-Physical-Attack Detection  on Natural Gas Networks
	7.1 Data-Based Approaches
	7.2 Model-Based Approaches
	7.3 Combined Approaches

	8 Models and Theory of Cyber-Physical Attacks  and Illustrative Detection Algorithms
	8.1 Sensor Measurement Model
	8.2 Topology Attack

	9 Numerical Examples
	9.1 Example Natural Gas System
	9.2 MiMA/Spoofing Attacks: False Compression Boost Ratio Attack
	9.3 MiMA/Spoofing Attacks: False Pressure and Flow Values
	9.4 Topology Attacks

	10 Conclusion
	11 Proof of Theorem 1
	References

	 Secure Dynamic Nonlinear Heterogeneous Vehicle Platooning: Denial-of-Service Cyber-Attack Case
	1 Introduction
	1.1 State-of-the-Art
	1.2 Related Work
	1.3 Contributions
	1.4 Chapter Organization

	2 System Modeling
	2.1 Platoon Model
	2.2 Platoon Control Objectives
	2.3 Attack Description

	3 Secure Controller Design for Dynamic Heterogeneous Platooning
	3.1 Overview
	3.2 Design of the Secure Controller
	3.3 Stability Analysis of Secure–DNMPC

	4 Dynamic Platoon Control: Handling Cut-in/Cut-out Maneuvers
	5 Simulation Results
	5.1 DoS Attack Modeled as a Network Blocker
	5.2 DoS Attack Modeled as an Exceeding Time Delay Injection in the Data Transmission

	6 Conclusion and Future Directions
	References




